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COHOMOLOGY OVER BANACH CROSSED PRODUCTS.
APPLICATION TO BOUNDED DERIVATIONS AND
CROSSED HOMOMORPHISMS

Guy Lourias

The purpose of this work is to study the structure of
bounded derivations and crossed homomorphisms of the
Banach crossed product A=L'(G, A) of a Banach-*-algebra
A acted upon by a locally compact group G. As bounded
derivations and crossed homomorphisms are related to
l-cocycles, we first define and study cohomology over %,
generalizing cohomology over group algebras. Then, if G
is amenable and A is a C*-algebra, or the dual of a Banach
space, we show that a bounded derivation (resp. a crossed
homomorphism) on % is equivalent to some couple of a
bounded derivation (resp. a crossed homomorphism) from
A to MG, A) and a bounded measure on 4 with value in
the centralizers of A (resp. an element of ).

1. Introduction. Crossed products of Banach algebras and
locally compact groups are interesting objects from a mathematical
point of view because they are generalizations of group algebras,
from a physical point of view because they are useful tools in
describing quantum dynamical systems. Hence it would be interest-
ing to know the structure of their automorphisms and derivations.
For a large class of automorphisms, the answer is given in [2]. In
this paper, our aim is to begin the study of bounded derivations
and crossed homomorphisms of Banach crossed products. For that
purpose, cohomology techniques seem to be useful and this is the
reason why we will begin with cohomology over Banach crossed
products, a generalization of cohomology over group algebras worked
out in {15].

Given a locally compact group G acting on a Banach =-algebra
A, U = LYG, A) will be the Banach crossed product of these two
objects. In paragraph 2, we collect known results about centralizers
on A and vector measures, and define several module structures on
them in paragraph 3. Paragraph 4 is devoted to the definition of
cohomology over 2, while paragraph 5 contains a Riesz representa-
tion theorem for the elements of the spaces introduced in the
preceding paragraph. In paragraph 6 we extend the cohomology
over A to its centralizers. Finally paragraph 8 characterizes the
structure of derivations and crossed homomorphisms, using the
notion of vector means developed in paragraph 7.
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2. Notations and preliminary results. In the sequel, (4, G, 0)
will denote a Banach dynamical system, that is to say the triplet
of a (separable) Banach-x-algebra with norm |-| and (countable)
approximate unit {e,}..; contained in the unit ball, a second countable
loeally compact Hausdorff (hence Polish, i.e., second countable, metri-
zable and complete) group G with Haar measure dg, and a repre-
sentation ¢ of G into Aut G (the group of continuous and isometric
x-gutomorphisms of A), representation continuous in the sense that

(1) (¢, 9) e A X G—0(g)ac A

is continuous.

Once A is given, we call M, (4) (respectively Mz(A4), M(A)) the
space of left centralizers (resp. right centralizers, centralizers) on
A. Let us recall [2], [16], [3] that M,(A) (resp. Mxp(A4)) is the
algebra with unit of continuous linear maps L (resp. R) on A such
that L(ab) = L{a)b (resp. R(ab) = aR(b)) for any a and b in A4, the
product being defined by L, -L, = L,oL, (the composition of maps)
(resp. BR,;-R, = R,oR,). M(A) is the =*-algebra with unit of couples
(L, R) of (automatically linear and continuous) maps on A such that
aL(b) = R(a)b for any a and b in A, the product and =-operation
being defined according to (L, R):(L,, R, = (I,-L,, R,-R,) = (Lol
R,oR) and (L, R)* = (R', L') where R'(a) = R(a*)* and L'(a)=L(a*)*.
If (L, R)e M(A), then Le M,(A) and Re My(A), and these algebras
become Banach algebras under the operator norms:

(L, B)[| = [[ LIl = | R|| = lim | L(e) | = lim | R(e.)| -

Through the correspondence a € A — L, e M,;(A): L,b=ab, bec A (resp.
acA— R, ecMi(A):Rb =0ba,bcAd), A becomes a closed left ideal
(resp. right ideal, =-ideal) of M,(A) (resp. Mr(A), M(A)) and .M(4) is
the idealizer of A in M,(A) (or Mz(A)). Moreover, A is dense in
M,(A) (resp. Mz(A), M(A)) for the strong (resp. strong, strict)
topology, i.e., the topology defined by the set of semi-norms ||L||,=
|L(@)| = |L-al,acA (resp. ||E||* = |R(a)| = |a-R|; (L, R)|l.=|Lll.
and ||(L, R)||* = ||R||*). The formulas

o(g)(L-a) = a(g)L-0(g9)a
(2) (9)(a-R) = o(9)a-o(9)R
a(9)(L, R) = (6(9)L, 6(9)R

allow to extend o(g9) as a continuous automorphism of M,(A), M.(A)
or M(A).

If A is a C*-algebra, M, (A) (resp. M(A)) is isomorphic to the
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algebra LM(A) (resp. RM(A)) of left (resp. right) multipliers on A4,
i.e., the subalgebra of the enveloping Von Neumann algebra A” of
elements L e A” (resp. Rc A”) such that Lac A (resp. aRe A) and
M(A) = M, (A) N M,(A) is the idealizer of A in A”. Moreover, if
we now call M, (A, A”) (resp. M (A, A")) the algebra of continuous
linear maps L (resp. R) from A to A” such that L(ab) = L(a)b
(resp. R(ab) = aR(b)), then it is possible to prove in the same way
that M, (4, A”") = M,(A, A”) = A”. And here too, g(9) extends to
A" by bitransposition as a normal automorphism.

We will now denote by ¥ = (G, A) the Banach space of con-
tinuous functions from G to A “vanishing at infinity” with the
uniform norm || k||, = sup,.s |h(g)], h € X: it contains, as a dense set,
the subspace K(G, A) of continuous functions from G to A with
compact support.

If X = _<(FE, F), the continuous operators from a Banach space
E to a Banach space F, with norms ||-||; and ||-||; respectively,
MG, X) will be the Banach space of regular Borel measures g on
G with bounded variation |¢| and norm [[g|, = [¢#|(G) < . Let
us recall [7] that if Be B(G), the ring of Borel sets in @, the varia-
tion |pt| of ¢ is the positive scalar measure on G defined by

(3) iﬂI(B)=sup2iH#(Bi)H

where the sup is over all (finite) families of mutually disjoint Borel
sets B, contained in B. Then p is said with finite variation if
[¢#](B) < o for any relatively compact B in B(G) and with bounded
variation if |¢|(G@) < .

Let now U be a linear mapping from K(G, E) to F. In the
usual way, we define
(4) IR sup [[UMlr, heK(@G,E).

Hhlloo =
It is a norm and

(5) UMl = 1T 2]l

so that, if ||U|| < e, U extends to Z,(G, E) by continuity. One
can notice that || U|| can also be defined according to

(4") 11Ul = sup |2 Uk |l

where the sup is over all finite families of functions k¢ K(G, E)
such that support h, N support k; = @ for any i+ j and ||h,]. <1
(or equivalently || 2, k,|l. = 1).

In an analogous way, we can now define [2], [7]
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(6) Ul = sup 2 [|Uh) ||+

where the sup is taken over the some families as in (4°¢). It is
a norm and

(7) S TR S NTIIS Rl

for any finite family of functions h;,e K(G, E) with support h,N
support h; = @ for ¢ # j, while

(8) Nl = Ulll; 1TWle = 1T 2]

so that, if [||U}l| < e, U extends to <,(G, E) by continuity.
It is now possible to prove the following theorem:

THEOREM 1. Let A be a Banach-x-algebra and X = < (K, F),
where E and F are two Banach spaces.

(a) There exists a one-to-one linear correspondence between
M,(G, X) and the Banach space of linear mappings U from &G, K)
to F such that |||Ul|| < o, given by

(9) pe— U Uuh) =, by = Sd#(g)h(g), hez\G, E), 1te M,(G, X)
with
(10) W Uelll = 1l eelly -

(b) This correspondence induces a omne-to-one isometric corre-
spondence between M, (G, M. (A)) (resp. M,(G, M(A)) and the Banach
space of A-right linear (resp. A-left linear) mappings U from % to
A such that ||| U] < oo.

(¢) If A is a C*-algebra, this correspondence induces a one-to-
one isomorphic correspondence between M, (G, A”) and the Bamnach
space of A-right linear (or A-left linear) mappings U from X to A"
such that |||U]|| < .

Proof. (a) and (b) come from ([7], §19 no. 3, Theorem 2) and
([2], Theorem 3.9), while (¢) can be proved in the same way as (b)
thanks to

M, (A, A”) = M,(A, A") = A" .
If we adopt the notations
(1) MG, M (4)) = X4, M\(G, Mx(A)) = X34, M(G, A") = ¥~

(any time we use A” without comment, we mean implicitely that
A is a C*-algebra) we can write, for p, e X34, e X54, peX*4” heX
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(Mo, by € A,y hay = {1, hya, a e A
ey by e A”, (g, hay =g, hya

(hy Mgy € A, {ah, ptz) = alh, i), a € A
{<h, ¢y € A7, Lah, 1) = alh, ) .

Given g€ G and y, (resp. Mz #) we define

(13) ‘#.(B) = 0(9)ptL(B) (resp. ‘tx(B) = 0(9)tn(B),
‘1(B) = o(9)i(B)), Be B(&)

(12) {

(12°%)

or, in an equivalent way

(13" {W‘L, hy = 0(g){ttr, (g ™h) (resp. (h, *tt) =0(9){a(g ™Mk, tz),
ity By = 0(9){p, o(g™)h), <h, 'ty = a(g){a(g™"h, 1)) .
Of course,
otte] = 122l [ope] = el 170t = [ 2]
14
4 {H%Hl = ey 1721l = [ lly 210 = [l el

Then %} %54, X%+ become Banach algebras with unit (the unit
being §,, the Dirac measure at the neutral element e¢ of G) if we
define the o-convolution of measures according to [2], [8]:

15) {(#R*"»L, ky = {pp(u), ('vi(v), R(uv)), tr, v, € X5
ey, by = {p(w), {"v(v), h(uv)), 1, v € %"

(15"%) {<h, UeVry = (h(uv), “wr(v)), te(U)), ftr, vr € X5
Chy ey = (h(uw), "v(v)), pw)) .

Through the correspondence
(16)  fe LG, A)— pp: Yy, Py = Sf (9)9(9)dg, ¢ € K(G)

the Banach space LY G, A) (for the norm || f|, = S | f(g)|dg) of funec-

tions from G to A, Bochner-integrable with respect to the Haar
measure, can be identified with a left ideal (resp. right ideal,
subalgebra) of X}4 (resp. X34, X*4”) and we have the following
formulas, where 6 is the modular function of G:

foof, = | o )du
= [ wotw s
- Saw—l)fl(-u**)o(-u*%(u)du

o(u™) fw Mo ) f(w™)du .

1)
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In the sequel, we will usually omit the subscript o to denote the
o-convolution. LYG, A) may be called the Banach crossed product
of G by A [4],[8] and the following theorem can be proved:

THEOREM 2. ([2], Theorems 4.10, 4.15, 4.19.)

Let A be a Banach-+-algebra, A" its enveloping Von Neumann
algebra when A is a C*-algebra.

M (LYG, 4)) = Zp
(18) MA(L\(G, 4)) = X3~
M(ING, A)) = £+4
where X*4 (in general different from M,(G, M(A)) is the idealizer of

LG, A) in £ 4 or X%4. LG, A), ¥*4 and X*4" are Banach-x-algebras
if we define

fHg) = d(g™a (@) f(g™)*
(oxf)* = frxpls (fxpe)* = pixf™, ()" = f*xp*

and L¥G, A) is a =-ideal (resp. *-subalgebra) of ¥** (resp. X*4").

(19)

3. Module structures on X, X4, X4 X*4 X%+, In this para-
graph, we are going to define several natural module structures on
the various objects we introduced in the preceding one. We first
begin with G-module structures.

ProPOSITION 1. X is a Banach-G-module in two different ways
corresponding to the two following different actions of G, demoted
successively by a - and by a o:

(20) g-h = hx6,~=h(-9); h-g = 6(g){0,~}xh=h(g-), hc X, geCG
(20°=) goh = g-h; hog = h .

Proof. First of all ¢’-(g-h) =(¢g’¢9)-h and ||g-h||. = ||h|].. Then,
given ¢, let ke K(G, A) such that ||h — k||, < ¢/3 and V(e) a neigh-
borhood of e in G such that ||g-k — k|| < ¢/8 when ge V(e). Then
lg-h —hl.=llg-h —g-kll. + llg-k — k|l + |lk — h|]l.<e when ge
V(e). Same proof for the right action.

PROPOSITION 2. X}4 X34 X*4 and X% are G-modules in two
different ways corresponding to the two following different actions
of G, denoted successively by a - and by o:
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O = Ogxfly; g = Ur*04, U € X4 ge@G

g-Ur = 05 p; tr-g = Urx0,; r€XE4, g€ G
(21) g- (s, Ur) = (9" 1, 9 U2) 5

(e, tr) 9 = (20, Po- 9), (Mo, t12) €XFY, g€ G

g = 0pxpt; g = pxd,, e X", ge G .

golty = Mp; o9 = UG

gollr = Ug; Ur°g = Ur° G

go(te, tr) = (Hry H2); (Pr, Ur)og = (100, Urog)
gopt = Yt frog = ft-g .

(21°%)

Proof. The proof is straightforward, and left to the reader.
With the same notations, we then have the following formulas,

relating these G-module structures:

PROPOSITION 3.

©2) {<g-m, hy = e, h-gy; <k, g+ ttz) = <h-g, *tr)
{g-tt, by = e, h-gy; Chy g- 8y = {h-g, 1)

W9, by = g, g-hy; by preeg) = {g-h, )
<‘U'g’ h’> = <#1 g'h>; <h’y #g> = <gh’ ;‘>

Cgotts, by = p, hog)y = iy B
(22)

(23) {

<h’ g°{"R> = <h°g) AaR> = <h: #R>

{gott, by = {pt, hogy = (p, hy; <h, gopty = Shog, pty = (b, 1)

{ptreg, hy = {ptg, gohy; <h, ttrog) = {goh, ttz)

{ttog, by = {pt, gohy; <{h, progy = {goh, tt)

Mgl = g el = el e gll = 11g- plly = 1l 2]l
Hg-eell =l gll = el -

(23bis) i

(24)

Proof. Formulas (22), (23), (22"*), (23"*) are just a matter of
computation. Let us prove (24): with notations of (6),
#tz-glli = 1l U, gll] = sup > | Unyolhi)| = sup 3 [ Ui, (91|

= sup 3, [ Uy (k)| = [[|Un Il = Il

g 281l = 1l Uy Il = 59D 3% | Uy, ()| = s9p 1Ty, (- 9)]
= sup 52| Uy, (k)| = 1T, Il = 1°peall = Il 22l

and the same for f; and p.
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PROPOSITION 4. The functions g—g-tty, g— f4,-9 (resp. g —g- Uz,
g Upg; 9—9g U, g— t-g) are continuwous in the X-weak-topology,
i.e., the topology defined by the semi-norms: |p.|, = |{t¢:, k)| (resp.
leel™ = <R, ) |5 | 2], and | pe]").

Proof. We give the proof for the first function only. Then,
given p,, h and € > 0, there exists V(e), neighborhood of ¢ in G,
such that, if ge Vie), [|h-g—nh|l.<e/8|ttll [{tt, h) =0(g7") s, )| <
¢/3 by continuity of o, |{g,, 6(¢™)h — h)| < &/3 by second countability
of G and Lebesgue’s dominated convergence theorem. Hence,

1<g- e, — tee, B | = [y, hog) — pte, by | = [0(9){tr, 0(g™)R(G-))
=ty Y| = [, 0(g7OR(G-)) — 0(97)ttr, |
=|<ttr, 0(g7HR(g") — a(g™Hh + o(g™)h — kb + k) — 0(g7)tr, ) |
=<, 0(g™(g-) — o(g™HhY | + [{ts, (97D — )|
[ty By —0(g7) sy BY | SV pellsll - g =R+ [t 0(g™)R— D) |
+ [, by — o(g™)p, by < €.

In a second step, we now introduce more general module struc-
tures.

PROPOSITION 5. X becomes a unital Banach-X34 (or X}4, or £*4)-
module (and a mneo-unmital Banach-L*G, A)-module by restriction)
according to

(25) troh = p-hy hop, = o
Uroh = ptp-h, hoptp = pip

where

(- h)(9) = pr(w), w-h(g)y = "z, h-9)
(26) = <g'["Ly h> = <5y*‘uLy h>

(ttr-1)(9) = {u-h(g), ‘pr(u)) = <h-g, *ttr)

= <h/: g#R> = <hr 69*/113> N

Then
(27) e bllo = Nl Rl 1 2Pl = 22111 R ]
(28) prWr-h) = (Pxv)-h; e We-h) = (Mexve)-h
and, in particular
(29) 0y°h = g-h,dyh =h.

If {\;}scs is a countable approximate unit in LYG, 4), then
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(30) Hooh = lm (pxehg) Ry pe-h = lm (gxe ) b .
a,B a,p

Proof. (y.-h)(g) is continuous by Proposition 4. Moreover, as
U, is a regular Borel measure, given ¢ > 0, there exists a compact
Kc G such that |¢.](G/K) < ¢/2||h|l. for heX. Given ¢ >0 and
K, there exists a compact K’ such that, if g¢ K’, sup,.. |h(gu)! <
&2l So

(- R)(9) | = el [h(g) DD

= diml@inew] + | dimlwirgw]
= sl sup |h(gw)| + | (GIE)-liRll S ¢ if g€ K,

and then pg,-heX, and also pz-he€X. Formulas (26) and (29) are
just a matter of computation. Moreover (29) proves the wunital
character of ¥, while its neo-unital character on LY@, A) comes
from (26): more precisely (26) shows the set {e.\;-h}ecs s IS dense
in %, while the Curtis-Figa-Talamanca factorization theorem proves
this set generates a closed subspace of %(/6], p. 169-185). Hence
any he¥X can be written h = f-h’ with 2’ €% and f e LG, A). This
allows to prove (30) because

im (¢, e ng)-h = Um (gt xeng)- B = lirgl (pr*ehg=f)-h'
a, 8 a,B @,
= (purf) W = - f-0 =l

It does not seem possible to define a nontrivial action of X#+
or ¥4 on the right of ¥ which turns it into a Banach module.
Formula (30) of the preceding theorem means the action of rj4 or
Xz can be deduced from the one of L.,(G, A) by extension to its
left and right centralizers.

ProposITION 6. X4, X;4, X' and X' are wunital Banach
modules onto themselves in two different ways, corresponding to the
two following different actions, denoted successively by a - and by
a o:

(”L'#L = Yl U Yy = Hokyy

Vp'Ur = Vp*lUp; r*Vr = Ug*Vg

Wz, vr) (o, tr) =Wk tts, Veritn); (U, te)- (Vi, Vi) = (%Y1, Ma*Vr)
Vo= Dkf; ey = (s

(31)

!”LO#L = Mo Moy = oy
Vrollp = [tg; Up°Vp = Up*Vp
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Wiy YR)o(ttry Mr) = (U, Pr); (Mtry tr)o(Vy, Vi) = (M, %V, Mr*Vy)
po/j = lz; #oy — ﬂ*p .

Proof. The proof is straightforward and left to the reader.

With the same notations, we then have the following formulas,
relating these module structures:

PROPOSITION 7.
(32) v, by = ety vi-h); by pr-ve) = {Vr-h, ttz)
<”L°1uu hy = <#L7 hov,y= <F‘L7 hy; <h, ”R°)uR> =(hovg, tr) = <h, Uzr)
{ppovy, by = {ptr, vioh); <h, trovgy = (Vpoh, tg) .

According to formulas (22), (23) and (82) one side, and (22"*),
(23"#) and (82"") on the other side, we can refer to the structure
denoted by a - as the “nondual” structure, and the structure denoted
by a o as the “dual” structure.

(32!)}5)

4., Homology and cohomology over L, (G, A). In the sequel,
we will denote, for convenience,

(33) A = LYG, A)
and
(34) L) =ARIR - QAR X =R %

where there are = copies of 2A(n = 0) and where ® denotes the

projective tensor product [11].
Let us define the application D, from L,(%, ¥) into L,_,(¥, %) by
the continuous linear extension of

®) DUARAVDLER - RLON =LAV RfHO "
+ SEVAR @i ® £ ® b
FCDARAB RS ® (fuch)

where f, e, i=1---,n and heZX. (D, is defined as the null
application.) Then D,D,., = 0 for all » =0 and it is possible to
introduce the quotient space

Ker D,

H,(9, %) = =L
59 B v

One can notice that it is possible to write
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(37) L., %) = LG, A" QX = L(G" R A% Q &
or

(38) L2, %) = LG, A®") Q &

or

(39) L@, %) = LG, A" Q) .

Let now L, (¥, X¥)¥4 be the space of functionals T on L,(%, %)
with values in A which are n-linear on A, A-right linear on %, and
bounded in the sense that, for any finite family (h;) of functions
h; € K(G, A) with support h; N support h; = @ for any 1 = 7,

(40) 2T Q -+ @ ®@h)| = K[ filli - [1fullil] 2Rl

i

where K is some constant.

Hence it is possible to identify L., (%, )74 with L*(U-X¥4), the
space of continuous n-linear functionals on A with values in X4
according to (we use the same letter T to denote the two corres-

ponding objects):
(41) Tfi® - QL =<T(f/i® - Qf), by .

In the same way, we could introduce L"(¥, X¥}4), L%, X£*%)
and L™(Y, £**).
Let us now define the application 4* from

LR, B4 )(resp. LR, E54), LA, £, L2749, 47)

into

L™, £4) (resp. L™, XF4), LA, £%4), L"(A, £*4")
by the following formula, corresponding to the “nondual” structure:

STHRQ - Q@ f) =f[ T, Q- QF)
42) +REDTER - R frfen ® - ®F)

+ ()T - @ Fad) S
Then 4"t'4* =0 and it is possible to introduce the quotient

space

Ker 4 _ Z™(A, XF4)

43 H*(, X54) = =
(43) (o, %27 Im 4* N, x4

and, in the same way, H"(, X34), H*(Y, %), H"(A, X*4"),
In the “dual” structure case, we have to modify slightly our
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definitions, asking for 7T to be n-affine and continuous on 9%, and
replacing formula (42) by

LTHiQ - Rf) =T/, ® -+ @ fn)
(2 + S EDTER - @ fin® o ® 1)
+ (D'T(fiQ -+ QFadofn -
In that case, it is easy to prove the “duality” formula:

(44) (I, D,(/i® - QFu@h)) =T, fi® - QL QI

and we have the following theorem, relating (36) and (48) in the
“dual” case.

THEOREM 8. Let us assume there exists an Fe A such that
Fla) =0 imply a =0 (¢t is the case if A is separable). Then
H,(U, %) =0 and Im D, closed is, in the “dual”’ case, equivalent to
H™Q, X 4) =0, H*(U, X5 4) = 0, H*(A, *) =0 or H™(A, X*1") = 0.

Proof. Let L™, ¥) the space of continuous n-linear functionals
on U with value in ¥’ (the dual of %), i.e., the dual of L,(¥, X).
Given Te LW, Xt ) and Fe A’ let T, be the element of L%, X'
defined by

T, Q- Qf®@h) =FKL AQ -+ @ 1o Q@ I}

and let L*(, ¥ 4), be the closed subspace of L"(%, ¥') generated
by the set of T, with Te L"(¥, %} 4). By faithfulness of F, the
correspondence T — T, is injective and the spaces L,(¥, %X) and
L%, ¥94), are in duality. Moreover, if 47 means the equivalent
of 4 on L*(%, ¥), we have, if we define foT, =T, and T,of =
(Tof)r)

(Tp, D"'"M(/i® + @ Sfora @ 1)) =" T, [i Q@ -+ QSFats Q 1)
=F(T, D""(fi® +** @ Lot Q@ ID}=F{{4""T, /i & - -- ® [LQ)}
:<(Aﬂ+1T)Fy L& - ®fn+1®h> .

So 4*H T, = (4*+*T),: 4*+', when restricted to L"(%, Xf4),, maps it
into L"(Y, X¥4),, and is the transpose of D**' in the duality
{L,®, %), L"(Y, X4),>. Hence, in the same way as in ([15], Corol-
lary 1.8), it is possible to prove the theorem is true if H™(, X£}4)
is replaced by H*(, X} 4),.

But let us now assume that H*(Y, X¥ 4) = 0, that is to say that
AT =0 imply T = 4T’ with T'e L (¥, X% 4). By faithfulness
of F, 4*+*T =0 is equivalent to 47" T, =0 and T = 4*T' is equivalent
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to Ty = 4*T, with T,eL" ', ¥4),. Hence H", %;*) =0 is
equivalent to H*(, X¥4), =0 which proves the theorem. The proof
is similar for H™, £%4), H*(, £%4) and H"(, X*4").

THEOREM 6. Let p be a positive integer. Then

H,.,©®, %) ~ H,, L, %))

45
) H™2 (U, %) ~ H*Y, L2, Zf4)

and equivalent formulas for Xj4, X*4 X4,

Proof. This is the Hochschild’s method for the reduction of
dimension [14] [15]. It consists in defining the natural isometry z,
from L,., (¥, %) onto L,(¥A, L, (YA, X)) thanks to the associativity of
the tensor product, the action of % onto L, (¥, %) by

FUR ®LHON) = A RS,
=S CDFRAR - ®F i ® - ®F, @k
+CDYRAR - ©F @ foh
L® - ®LOWS=LR @S, Db

and to notice that z,_,D,., = D,r, if D, denotes the equivalent of
D, on L,(¥, L,(¥, %)).

In the same way, one can define an isometry z® from L*+7(%,
x%4) onto L™, L*(YU, XF4)) by

(AR @I ® @ fas) = THE® -+ ® fur)
and the “nondual” action of A onto L*(%, ¥¥4) by
DA ®f) = TR - ® S
(THER - RS = TFHAR -+ ®F,)
+REDTERAR @ Stfin® - B
+DTURAR - ®F,) -

A “dual” action could be defined according to foT = T and Tof =
T.f.

We close this paragraph by giving an example of T'e L™(Y, X34)
in the “nondual” case. Let (), =1, ---,n be a family of func-
tions in L*(G), (F}), 1 =1, ---, n a family of continuous linear forms
in the dual A’ of A4, and peX¥ 4. Let us define

(46) T:F1°k1®”'®Fnok'n
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by
@7 LT, fi® - ® fu) = F({ky fO)Foy [2) -+ Fro(Kony fu))

where

48) e, £ = \kio)fhgrdg e 4.

It is easy to check that T has the desired properties for being an
element of L™, X} ). Considering fi® --- ® f, as an element of
L(G", A®”) 87), T is a funetion on G* with values in i’(Aé”, XF4)
such that ||T(g,, ---, 9,)|| is in L*(G™). It is the purpose of the
next paragraph to prove that, under some hypothesis on A, any T
can be represented by a function having these properties and
conversely.

5. A Riesz representation theorem for the elements of L"(%,
x5, L™, ¥F4), or L™, *4"), In this section, we will restrict
ourself to the case when A = Z’, the dual of some Banach space Z,
or when A is a C*-algebra (if A is both, it is a Von Neumann
algebra), and to the “nondual” structure. It could be possible to
adapt this paragraph to the “dual” one. We will denote by @ and
g an element of A%" and G» respectively.

We begin by recalling a theorem which asserts that any T can
be represented by a measure:

THEOREM 5. If A is a Banach-+-algebra, there exists an isomor-
phism T — p between L™(A, X¥4) (resp. L"(A, X% 4), LA, £*")) and
the space of vector measures on G™ with finite variation and with
value in tiﬂ(Aé”, X¥4) (resp. J(Aé”, XE4), (,.EZ(A@”, X*4")) such that
¢ = k(@)d|g| with he L*(G"), k= 0, where d|g| means the absolute
value of the Haar measure on G*, given by

@) TR ®f) =A@ feddm, -, 00
with
(50) T =kl -
Proof. See ([7], 18, no. 8, Theorem 1, Corollary 2).
We are now going to prove that g, can be represented by a

function, with the help of the following generalization of Lebesgue-
Nikodym’s theorem.
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PROPOSITION 8. Let v be a regular Borel scalar measure on G*,
1 a measure on G* with value in the Banach-+-algebra A = Z’ (resp.
in the Cx-algebra A), with finite variation ||, absolutely continuous
with respect to v (i.e., |p| is absolutely continuous with respect to
[v| im the usual sense). Then there exists a function V, on G*
with value in A (resp. in A”) such that:

(1) | V@)| is locally-v-integrable and || = | VAF)]|v],
ie: |p@dlul@ = (0@ Vi@)1d01@), e LG, |1,

() (|F@iu), 2) = [<V.@F@, »dva), Fe LG, 4, 1)
for any ze€Z (resp. ze A'),

(iii) If A (resp. A") is separable, V,.g™) 1is locally-v-integrable
and

\F@dna = \vior@aa) ,
(iv) If Z (resp. A’) is separable, then V,. is unique.
Proof. See ({7], §18, n°4, Theorem 5).

THEOREM 6. Let A =2', TeL"(%, ¥4 (resp. L™, £54)) and
Uy the corresponding measure. There exists a function V, on G*
with values in < (A%" E4) (resp. . "(A®" X54) such that

(1) V@l = k(@) € L~(G"), where k is defined in Theorem 5
and

lp@airl @ = (2@ V@)1 d15), 9 € LG, 112D

with || T|| = l[klle = [ | V2@l |[...
(i) <(VLG)D(g), by is tntegrable, where he X and @ e LNG", A8
and

1) x@), by = ({e@dp@), 1) = [<V:@0@), g .
(iii) If A (and X) is separable, them V, is unique.

Proof. Let Be B(G™) a Borel subset of G™ and p~, the measure
on G* with value in A defined by

1 (B) = (ua(B)E, Iy .

It is a measure with finite variation and absolutely continuous
with respect to dg because of

e, = lallhllol ] = |al[[R]lk@d]F] .
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Hence, by Proposition 8, there exists a function GI, on G" with
values in A such that

toy = Gg,dg and [pg, | = |GL,1d|g] < |@|[|h]lk@)dlg] .

ash

Let GZ(g) be the correspondence heX — GZ,(g). It is A-right linear
and if (k) is a finite family of functions in K(G, A) with support
h; N support h; = @ and ||¥h,;||. =1, then, for any Be B(G"),

[, =162, @1d17 = S 14,,1(B) = sup 33| 42, (B))
= sup 2. [{¢(B;)a, hey | = sup || p(B))all, = sup || p(By) || @]
= lm|B)al = (| kadlgl )il
from which we deduce that
3,167, @) = k@)|a]

almost everywhere or, else, |||GZ(g)||| < k(g)|@| almost everywhere.
By modifying it on set of measure zero if necessary, we have
GL(g) e X4 for any geG" and

HGE@) |, = k@)|g| -
If V,(g) is the correspondence @ — G%(@), then
V@) € (A%, £, || Vo@) || < k@), and (V@)a, by = GL,(@) .

For any step function @ on G"with values in A‘g”, we have

@), by = ([0 @@, 1) = [(V.@0'@), nig

so that, if @; is a sequence of such step functions converging to @
in LYG", A@"), the Cauchy sequence {V,(9)0i(7), k) converges to
(V,@0@), by in LAG*, A) while Sdiz(g)dy(g) converges to S@(g)d;z(g)
and (il) is proved.

The inequality || V,(@)]| < k() shows that || V(g)|| e L°(G™) and
so is locally integrable. Then the inequality

Bz, by = | |<Va@)a, wyld|g]

implies that

B = | I Va@ 117!
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and

1B = | | V@l digl

because |p,| is the least positive measure such that ||u(B)l| <
{1 (B)|. Hence

L@alg = | 1 v@aig = [k@ais

which proves (i).
If A is separable, X is separable too by countability of G. If
V; is another function representing g,

| «Ve@ — Vi@)a, bydg =0

for any Borel B in B(G"), any & in A% and any k in X. So
(V@) — Vi(@)&, h) = 0 almost everywhere. Taking @ and % into
countable dense subsets we conclude that V,(g) = V;(@) almost
everywhere.

Next theorem is a converse of the preceding one.

THEOREM 7. Let A be a Banach-x-algebra and V a function on
G* with values in <F(A5" EP4) (resp. g(A@”‘, X% 4)) such that
| V(g)|l e L*(G™) and {V(g)a, k) is measuradle for any @ c A% and
heZX. There exists a continuous linear map T from LY G", Aé”) to
¥4 (resp. £54) such that

62 <T@, b = [(V@0@), bdg, 0 LG, 4.

If A=27, let V, and &k the corresponding functions (Theorems
6 and 5). Then
Kg) = | V@Il a.e., and || T} = {[{| V@Il |l -

If A (and X) is separable, then k(@) = || V@)l a.e., V=V, and
T =T V@ - ~

Proof. As [{V(@2@), hy| = | V@l 12@)]| k|l and
HV@ Il 9@ | e LG, [KV(@)@), h)|

is integrable. Let T,(®@) = S(V(g)@(g‘), h>dg: the correspondence h—
T.(®), denoted T(®), is A-right linear and such that, if (&, is a
finite family of functions in K(G, A) with support h, N support
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h; = @ and [|3; bl <1, then
31T, = | SKV@ew), ky1dlg) = |1 v@ew)dis)
= \Iv@llo@dig) < 11 V@Il LI12],

Hence T(@)eZX¥+ and ||T@) |, =1 V@| ll.ll®l,. So the -corre-
spondence @ — T(®), denoted T, is linear and continuous with
T = I V@Il lllo: hence Te L™, %5) and

x@), v = [<V@0@, wdg = ([e@am@, v )

if g, is the corresponding measure according to Theorem 5 with
¢ = k(§)d|gl, ke L~(G"). So, in particular,

|| (B) = SBH V(@lld|g| and ¢ | = | V(@) ]Id]F], ie., k@) = || V@I

almost everywhere. Moreover, if V, is the function corresponding
to T by Theorem 6,

|<v@e@, mig= {<v.@0@), ng

and, in particular,
<V(-g—>da h> = <VT(g>d; h> a.e. ’
which ends the proof of the theorem if A (and %) is separable.

REMARK. If the hypothesis A = Z’ is replaced by A is a C*-
algebra, then V, is, in any case, a function on G" with values in
(A" %*4): the proof of Theorem 6 is similar but the difference
comes from Radon-Nikodym’s theorem (Proposition 8). But then
Theorem 7 associates to V an element of L™, £*4”) and so is no
longer the converse of Theorem 6. The symmetry is restored if
we start with L=, ¥%*"): if A (and %) is separable, this space is
isometrically isomorphic to the space of functions V on G" with
values in 2 (A&" %) such that || V(@)|| e L™(G*) and (V(§)P®), h)
is measurable for any @ ¢ LY{(G", A%") and heX.

6. Extension from ¥ to X}, X4 or ¥*4, By Propositions 5
and 6, it is possible to define L,&} 4 %) and L™(Z} 4, XF4), or
Lr(Xp4, %4 if A is a C*-algebra, (and the same for Xj“ or %*4)
in the same way as we did for 2. In this paragraph, we shall
state the relation between these spaces and the corresponding ones
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for 2, under the hypothesis: A = Z’ or A is a C*-algebra.

THEOREM 8. Let A =Z' be a Banach-+-algebra. It is possible
to extend Te L™, £F4) (resp. L™, Xp*), LA, £*4)) as an elemgnt
T of L*(Xp+, &) (resp. L*(Ej, &), L"&E*, ) with || T||=| Tl

Proof. Let (#),1 =1, ---,n with g, €X}* heX and {eNglacrises
a (countable) approximate unit in A. The set of {T(gxe.Ns, - -,
Ua*ea,Ng,), by is bounded in A, uniformly with respect to @, and g,
and also in the bidual A”. So there exists a (nonunique) sequence
of such elements converging weakly in the bidual A” towards an
element T(y, ---, tt,, h) which is evidently linear in p, ---, f£,. It
is A-right linear in h because, for any Fe A4’,
limlt << T(ial*eil)"]’l; Tty iun*etnx’in’ h’a/); F>
sk
= <T(l"17 crcy My ha), F>
= limit <T([11*€,~1)\;- ) #n*ei”?\’jn’ h)(l, F>

.y 712
L Jk

= 1imit <T<Xul*6i1)"j19 ) #n*ein)’jn)r atF>

= {T(, -, tt), a'Fy = {T(py- - - pr,)a, F

where the multiplication on the right of an element in the bidual
A"’ by an element in A is defined through bitransposition [1], [5].
Moreover, as A = Z' (i.e., A’ =2">2Z), T(, ---, tt., h) is in fact
in Ac A”, as we can see computing the limit for F=z2¢Zc 2",
and the right multiplication by a coincide with the product in A.

Now, given ¢ > 0 and z¢€ Z, there exists 4,, and j,, such that,
if 1, > 4, and 7, > o4

I<T’(#h sy B h)r Z>L = i«T(#l*eiL)\'hr ) #n*einxjn)’ h>, z>| +e.

So, if (B),1=1,---,m is a finite family in K(G, A) with support
h, N support h;, = @ for I = 1" and ||>, h)l.. £ 1, then

STt - o 1, 21 S ATt o, v hs,), B, 21 me
é Hz H lZ| |<T(/‘tl*eil>\’j17 Ty #n*ei”)\’j,ﬂ)y hl>} + me

= 2] | T(gtares N,y -« - nres,N5,) |l + me
S H=HNTH Hpllse - -1 ptally + me .
Consequently,

STy oyt RS NTI 2]l ll ]

[2

which proves that Te L%+, %¥4) with [|T|| < || T|l. But, if (f),
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1 =1, ..., n is a finite family in ¥,
limit <T(.f1*ei1)"j1, Tty fn*eink’jn)’ h’> = T(fl; B fm h’)
i dk
=<KT(fyy -+ )y B

where the convergence is even in norm. Hence 7T restricted to
is T and ||T|| = || T|| because

||T” = 8sup HT(#lr ct ﬂn)“l g sup HT(J‘;, "'yfn)”l = HTH .

el =1 1Sl =1

REMARK. If the hypothesis 4 = Z’ is replaced by A is a C*-
algebra, the preceding proof shows that 7TeL™&#* ¥%4"). So,
once again (see remark at the end of the preceding paragraph) we
see that, in the case of a C*-algebra, L"(%, ¥*4") is a more natural
object than L™(%, X}).

Thanks to Theorem 8, we can give a meaning to the function
T(g) on G* by T(g) = T®,, -++,9,,) if §= (g, -+, 9.)€G*. We are
going to see that this function is closely related to the funection
Vr defined in Theorem 6 (see also the remark at the end of the
preceding paragraph).

THEOREM 9. Let A (and X) be separable and let :; be a countable
approximate unit im LYG) such that lim;n;xk =k almost every-
where for any ke L”(G, A) or L™(G, A”). (This condition is discus-
sed in ([12, Theorem 44. 18)). If @ = (a,, ---, a,) € A®" and § =
(gy, **+, 9,) €G*, then, with any of the two hypothesis on A,

(53) T(ad,, -+, @udy,) = Vi(@)a

almost everywhere.

Proof. Let (¢),1=1,---,n with @,e L}(G@). For any heX
(TP, * ) QuPa), By = 5%(91)- <P, (9.)XV (@)@, k)dg and {V(9)a, h) €
L=(G", A) or L*(G", A"). In particular,

T(@,05,% Nz, *+ ) @04, %N;,), By = ijl(gf‘ul)- “ N (97w Vi(R)a, hyda .

By hypothesis on \; and by successive applications of Lebesgue’s
dominated convergence theorem, we obtain

(T(@dy, -+, @.d,,), by = {Vi(@)a, h)
almost everywhere and, by separability of %,

T(alayp Tty anagn) = VT(g)d; a.e.
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We then have the following formulas

sy 1@, B = (0@ T, -, ad,,), g, P LG,

= (alr "’:a’rn)yg = (gu Tty g'n)

S]]

(T(a,p,*a;p;), hy = S@l(gl)¢2(gz)<T(a10(gl)a2691y2); h>dg.dg,
(55)
= S@l(gl)svz(gz)(VT(gn 9:)0,0(g,)a,, hydg.dg,, ¢, p,€ LNG) .

We can now determine the relation between L*(%, X34) (resp.
L9, £4) and L*(&4, 2) (resp. Lr(Xp+, B4)).

THEOREM 10. The restriction operation T — T Sfrom X¥4 to AU
and 4* commute. This restriction induces a map from L"(X}4, )
(resp. L*(XF4, %4")) to L™, XF4) (resp. LA, ¥*4)) such that
H*(Xp4, Xp*) (resp. H"(X}+, X*47)) is isomorphic to H™Y, Xi4)
(resp. H™(J, X*4)).

Proof. The proof is by induction, identical to the correspond-
ing one in ([15], Prop. 1.9 and Lemma 1.10), the proof of Lemma
1.10 being now achieved by noticing that fxyu, =0 for any feX
imply g, = 0.

7. Vector means. This paragraph collects and proves results,
some of which will be useful in the sequel, about vector means, a
natural extension of usual means on locally compact groups [10].
This notion appeared for the first time in [9].

We shall consider the following functional spaces:

X, = L~(G, A);

X, = CB(G, A), the space of bounded continuous funections on G
with value in A4;

X, = UCB{(G, A), the space of bounded continuous functions %
on G with value in A with the property that, for any ¢ > 0, there
exists 7°(e), neighborhood of ¢ in &, such that, for any ge 7(e),
[k(v) — o(@)k(g™ )| < ¢ for any veG;

X, = UCB,(G, A), the space of bounded continuous functions %
on G with value in A with the property that, for any ¢ > 0, there
exists 7°(e), neighborhood of ¢ in G, such that, for any ge77(e),
|k(v) — k(¢g™'v)| £ ¢ for any veG;

X, = UCB|(G, A), the space of bounded continuous functions %
on G with value in A with the property that, for any ¢ > 0, there
exists 7°(e), neighborhood of ¢ in G, such that, for any ge7(e),
|k(v) — k(vg)| < ¢ for any veG; ’
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X, = X;N X,

X, =X, NnX,.

BEach of these spaces is a C*-algebra for the usual product
of functions, the uniform norm and the involution k—k: k(g)="k(g)*,
and we have the following inclusions:

X
c
X Qo
Q
. GeXxcx
X1 (/
Q
X,

DEFINITIONS. An A-mean on X, is an A-linear positive continu-
ous map on X, with value in A, with norm less than or equal to 1.
An A-mean on X, X,, X, or X, is said left invariant if

(56) (M, k(g7.)) = <M, k)

and topologically left invariant if (here * exceptionally means the
usual convolution)

(57) o, peky = M, Iy \pwdu, e Li@).

An A-mean on X, X,, X, or X, is said o-left invariant if
(58) (M, o(9)k(97".)) = 0(9)<XM, k)
and topologically o-left invariant if
(59) , %) = \pao@) M, kydu, PeLiG) .

An A-mean on X, X,, X, or X, is said right invariant if
(60) (M, k(-9)y = <M, k)

and topologically right invariant if (here usual and o-convolution
coincide)

(61) (M, kxp)y = (M, k>§¢(u)du, pe LNG), P(w) = p(u™) .
These definitions make sense thanks to the following lemmas:

LemmA 1. If pe LYG) and ke L*(G, A), then @xk (the usual
convolution) is in X, and kx® in X,. If k is in X, =k is in X,
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and if k is in X, kx® is in X,.

Proof.
| (@xh)(w) — (@+k)(g™D)] gg lp(ou) — P(gvw) | | (u™) | du

= e — e(g7 ) LKl
and

s )w) — (es3)vg)]| = | 18| | 9(0™w) — (g™ 07w | du
Sl — @™ )|l £l

and the conclusion comes from ([13], Theorem (20.4)).
If ke X, it is enough to prove that @=+k is in X, but

[(p*k)(v) — (pxk)(vg)| = g [P(w)| | k(u™v) — k(uvg)|du
= llell il — k(9w -
If ke X,, it is enough to prove that %+ is in X, but

| (B P)(v) — (=) (g™ )| = S [e(vu) — k(g™ vu)| | P(u)|du
s llelhllk — kg™ |l -
LEMMA 1 bis. If @€ LXG) and ke L™(G, A), then p+ke X, and
k~deX,. If keX, then px’ke X, and if ke X, then k~'d=k«p e X,.
Proof.
| (p=E)(v) — o(g)(p=k)(g™v)| = | S@(W)G(vu)k(u‘l) du — o(9)

X §¢<g-lvu>o<g-1m>k<u~1>du| = | Ipow) — o(g 0w |o(owieu™) | du
<l — 2@l 15l

and kx°® = k+P (see above).
If ke X,, it is enough to prove that ke X, but

| (p=k)(v) — (pxk)(vg)| < S lp(u) | |o(wk(u™v) — a(w)k(u"'vg)|du
= el ik — kol
and if ke X; it is enough to prove that k+@ is in X;, but

| P)(0) — a(@) P a™0) | < | etow) — o(@hig™vw)| o) du
<@l Ik — olg)kg™)]. .
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The relation between these different means and these different
spaces comes from the following proposition.

PROPOSITION 9. If there exists a left inmvariant A-mean, there
exists a right invariant one on the corresponding space, and con-
versely.

Proof. Let us consider the transformation k-— k: k(u) = k(u™).
It changes X,, X,, X, or X, into X, X,, X, or X, because if ke X,
then %(v) — k(vg) = k(v™Y) — k(g™v™%). Let (M, k> = (M, k). Then,
if M is left invariant, (M, k(.9)> = (M, k(g™.)> = (M, k) = (I, k).

THEOREM 11. Let M a o-left, left or right invariant A-mean
on X, or X,. Then M restricted to £ = (G, A) is null if G is
non- compact.

Proof. Let V be a relatively compact neighborhood of ¢ in G.
By noncompacity of G, there is no finite sequence (g;) in G such
that (g,V) is a covering of G. So it is possible to choose an in-
finite sequence (g,) in G such that ¢,., ¢ U, g,V for all integer =.
Hence if U is a symmetric relatively compact neighborhood of e
such that U?2c V, the sequence (g,U) is made of pairwise disjoint
sets. Let I the canonical extension of M to X, or X,, the func-
tional spaces corresponding to A, the associative Banach-x-algebra
with unit, defined according to (M, apd = a{lM-¢> for any a ¢ A and
@ any function with scalar values belonging to X, or X,. Then (i,
P97h)) =<KM, ap(9™.)) = (M, a(g)a(g™")ap(97".)) = a(9){M, o(97)ap) =
alM, 9>, i.e., (M, p(g7".)> = (M, p). Let & e X, or X, be the char-
acteristic function of U: as >'7,&,, =1, we have X . (M, &y =1,
ie., <M, &> =0. Let heX. Given ¢, there exists a compact K< G
such that |h(g)| < e for g¢ K and a finite sequence (¢;) in G such
that KU, 0;U. So |h(g)| £ ||h]] &+ and [{M, h)| < (M, &)=
e(J, 1> <e. The proof is similar if M is left or right invariant.

The relation between topological left or right invariance and
left or right invariance is given by the two following theorems.

THEOREM 12. A o-left invariant A-mean is topologically o-left
invariant. A left (or right) invariant A-mean is topologically left
(or right) invariant.

Proof. Let @ L,(G). Then, for ke X, 1 =1, 2,3, or 6,

[Pwiotu)at, ogta™)ydu = <M, protgea™)
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— <M, §¢(u)a(ug)k(g‘1u".)du>

= (M, 9™ |ptug ™o @l(u)du )

= (M, o(g™)P(.g7)) = 3(g™)|Plug)o)M, ydu
- gcp(u)a(u)a(gXM, kydu .

This being true for any o, (M, o(g)k(972.)) = o(g){M, k). The proof
is similar for left and right invariance.

THEOREM 13. A o-left invariant A-mean on X, (or X;) 18
topologically o-imvariant. A left invariant A-mean on X, (or X;)

18 topologically invariant, and the same for right imvariance on
X; (or X)).

Proof. It is sufficient to prove the theorem for @ € L'(G) contin-

uous with compact support. Let ke X,. The map ¢ esupport @ —
o(9)k(g™.) e X, is continuous because, if g9 = gg”,

llo(@)k(g™.) — a(g'k((9’9) )|l = sup [a(9)k(g™"v)
— a(99"k((99") )| = sup |k(g™'v) — a(g")k(g"'g7'v)| < ¢

if ¢’ is in some neighborhood of ¢ in G. The set {o(9)k(97".), g€
support @} is compact in X, and if

e Xy, (0, [olog)p()dg ) = (<0, o@ia™)p(o)dg -
Let us choose @ = FoM with FFe A’. Then

F {31, (oo )p(0)dg)} = |FIH, 0@kt )p(0)dg -
In the same way, if we choose ® = Fd,, teG:

F{(3, {orae0dg)} = [F(, oo )@
= |Flop@o@h(gt)dt = F(<0, 94h)) .
So {o(@)(g™)p()dg = Pk and
FIM, 94} = [Flp(o) M, o(a)lg™))dg

= (Fietaota)at, i)ag = F {[p@)oto)<at, k) }dg .



358 GUY LOUPIAS

This being true for any F,
A, o+ky = | p(g)oto)M, Ryd .

The proof is similar for left and right invariance.
The next theorem asserts the existence of o-left, left and right
invariant A-means on G if G is amenable.

THEOREM 14. Let A be a Banach-*-algebra such that A = Z’
(resp. A is a C*-algebra). If G is ameanable, there exist o-left,
left and right invariant means on G with value in A (resp. in A”).

Proof. Let m be an invariant mean on G, ke L*(G, A), Fe A’:
then Foke L™(G), || Fokl|l. < ||F|| || kll. and [{m, Fok)|| < || F|| ||kl
The correspondence F'— (m, Fok) is linear, continuous, and define
an element (M, k) in the bidual A" such that {m, F-k) = (F{(M, k)
and |{M, k)| < ||k|l.. So the correspondence k — (M, k) is continu-
ous with norm less than or equal to one. If k¥ and F' are positive,
(F,{M, k) is positive and so (M, k> 1is positive. Moreover,
(F, (M, ka) = {m, Foka) = {(m, a'Fok)y = {a'F, (M, k) = (F, {M, kya)
where the product (M, k)a is defined through bitransposition [1],
[5]. In the same way, (M, ak) = alM, k) and {F, (M, o(g)k(g™*.))=
{m, Foo(@k(g™'.)) = {m, 9(9)'Fok(g™".)) = {(m, o(g9)'Fok) = {a(9)'F,
(M, k) = <F, 0(9)A\M, k). If A is a C*-algebra, the left and right
multiplications in A” by element from A coincide with the product
in the Von Neumann evelopping algebra, while o(g)* is the natural
extension of o(g) to A”. If A =Z', then {M, k>ec A as we can see
by choosing F'=zeZ C Z" = A’ and the left and right multiplica-
tion by a e A is the product in A. The same kind of proof shows
that M is also left and right invariant.

REMARK. The converse of the preceding theorem is obvious: if,
for any Banach-x-algebra A, G is such that there exist invariant
A-means, then G is ameanable, because it is sufficient to take 4=C,
the complex numbers.

8. The case » = 1. Bounded derivations and crossed homo-
morphisms. 1st Part: the “nondual’’ structure and bounded
derivations. Let T be an element of Z*(%, ¥4): it is a linear and
continuous application from A to X} 4 such that

(62) T(fixf) = T(foxfo + [+ T(fo) -
By Theorems 8 and 10, its extension 7' is also in Z(Xp4, ¥34):

(63) T(#L*Dl): T(#L)*DL + )uL*T(VL) .
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However, in the case # = 1, it is possible to obtain a more
precise result than in Theorem 8:

THEOREM 15. Let TeZ'U, X}4) where A=27" or A is a C*-
algebra. Then T extends im a wunmique way as an element T of
Z'(Xp4, XP4) which vs continuous from X} 4 with the strong topology
to X3+ with the X-weak-topology and can be defined by continuous
extension:

(64) (T, B = linplit (T xeanNs), by, hek.
Moreover, if T = Ap,, then T = Af,.

Proof. Our hypothesis on A insure the existence of T and its
uniqueness comes from T(u)«f = T(p+f) — toxT(f), and the last
statement of the theorem is evident. Now

(T(prxeany), by = (T(tprehp)*f, B
= (T(prredpxf), B — {txredsx T(S), 1)
= (T(pxesx £, By — proxeassf', )

if we write h = f.n" and T(f).h' = f'.r" thanks to the neo-unital
character of . Taking the limit in the norm of A, we have

Hmit (T(pxeans), by = (T@uxf), B — Cpoxf', K7
= (T f) — =T, 1) = T(p)of, 17y = {T(s), b

which proves the continuity property of 7T, formula (64) and the
fact that T'e Z'@:4, X54).

REMARK. In the case of Z'(¥, X}4), even if A is a C*-algebra,
T takes its values in %#4 (and not 2%4”) and H(%, ¥%4) is isomorphic
to HY(X#4, X%4) (see Theorem 10). The preceding proof works for
Z x*4, ¥%4) but not for Z(Xx4, X54). Of course if T'e ZY(Y, X*4)
then T e Z* (X} 4, £%*") and HYY, £**") is isomorphic to H' (X} 4, X*").
Let us now consider the following function, linear on A,

(65) (9, ) eG X A—— (T (ad,), h) e A, TeZ\ ¥, £4) .

Because |{T(ad,, b)Y | < || T|||a|llk|l., we can write (T(as,), h) =
(Vig)a, by where V,(9)e (4, %4 and XV (9)a, h) e L*(G, A): we
recover the function V, of Theorems 6 and 9. Of course,

T(ad,*bd,) = T(ad,)*bd, + ad,«T(bs,)
Vg9, ao(g)b) = V(9)axbé, + ad,xV(g")b .

Conversely, let

(66)
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(67) (9,0)eG X A—> F(g, a) € X"
a mapping, linear on A, such that {F(g, a), h) € L°(G, A), ||F|| =
SUDsis1oee || F(9, @)[; <o and F(gg’, aa(9)b)=F(g, a)xbd, + ad,xF(g’, b).

Then there exists V(g) e &2(4, ¥}4) such that {(F(g, a), k) =<{V(g)a, k)
and F extends from G X A to ¥ by

(68) (Flap), by = |p(@)(Fla, ), hydg, e LiG)

and continuous extension. Then Fe Z'(%, X¥*) because

(F(@p)+bp, by = (Flap)(w), (owhe(o), h(uv))
= |20} Flg, a)w), <owhp (o), huv))dg

= |eu0)( Fta, aYw), [piw)o@pa, o), huv)dw)dg

S%( g%(wa(g, a)(w), <o(u)bd,(v), h(uv))dwdg
S {(9)P(w){F(g, a)*bd,,, hydwdg

where we used Fubini’s theorem to interchange the measures defined
by F(g, @) and ®,, while on the other hand,

@pF ), by = (ap,w), FEP)(), h(uv)
= alp. o) Fp)w), o h(wo)du

= a[pwow e w)FG, W), 0w b)) duwdu
= afo, [p.w) O, W), ww)duwdu
= |o.w {api) - F o, (), hwo)dudw
= |p.wipi(9)ad,@), FG, w)w), huv)dgdw
= |Pu@)p w)<ad, Fb, w), Wydgdw
thanks, once again, to Fubini’s theorem which is valid if we take

for instance @, and ¢, with compaet support. So, if we add the
two preceding results,

(F(ap)sbp, + apF(bp), b
= S%(g)%(wXF(G, a)+bo, + ad,<F(b, w), kydwdg
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= |P@p.w)Flgw, ao(@p), Wydwdg
= g%(g)%(g‘IW’KF(W', ao(9)b, hydw'dg

= <F<S%(g)%(g‘lw'>W<9)bd9>' h >
= (Flapxbp,), h) .

Of course the preceding discussion can be adapted to T e Z'(, X*4").
Let us now consider the three functions on G with value in
Xx4,
X(g) = T(6,)%0,~» = — 0,4 T(0,~1)
(69) X(g) = T(ad,)+0,~ = T(ady)) — ad,*T(3,), ac A
“A(g) = 0, T(a(g‘l(ab‘o)*ég—l, acd

for Te Z*(, X¥4).

LEMMA 2. For any he¥ and a € A, the three functions {X(g), h),
Xg), by and {*X(g), k) are in the space X, (see paragraph 7).

Proof. These three functions are bounded by |/ T||||k]|l. and
NT1lh]l. |a| respectively. Moreover,

A(g) — 29", by < [<T(ad,) — T(ad,), g7 1) |
+ [{T(ad,), g™"h — g k) |
< [{L(ad,) — T(ad,), 9. k)| + || Tl la| g7k — ¢' "1 ]|,
= 2¢ + [{T(ad,xenNs) — T(adgrenp)y |+ || Tl la]llg7" .k — g b .
for a« and B large enough, and less than 4¢ for ¢’ in a suitable

neighborhood of g. The proof for X(g) and “X(g) would be similar.

PROPOSITION 10. Let us assume there exists a o-left invariant
A (resp. A”)-mean on X, (for instance G ameanable). The formulas
$ttr, by = M{K{X(9), h)}
(70) (i, By = M{<X(g), kD}
g, by = M{CK(g), B}
define p, 15 and °, as elements of Xj* (resp. X**") related by

= T(ady) + adystty = prreads + °ft

(1) ¢ . Ny
“p, = T(ady) + adpxpty, — prxad, = T(ad,) + A (ad,) .

Proof. The right hand sides of formulas (70) have a meaning
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by Lemma 2. They are A-right linear in & and if (h,) is a finite
family in K(G, A) with support ;N support h; = & for i # j and
HZt hil[oo é 11 then

Zt. | MA{<X(9), hp}| < Zilsgp [<X(g), hiy | = sup X = [T

which proves that p, e ¥4 (resp. ¥**") with ||| = ||T|. In the
same way g; and °g,cX}4 (resp. %*4”) with norm less than
[|T]lla]. Formulas (71) comes from the equality between

T(ad,)*0,~1 = T(adyxd,)%6,~ = T(ad,) + adyxT(8,)*0,~1
and

T(CLB,,)*B,,ﬂ = T(B,,*Bg—l*aﬁo*ﬁg)*ﬁy—l
= T(8,)%8,-1%ad, + 8,+T(a(g™)ady)*0,-1 .

THEOREM 16. Let TeZ', ") (or ZXY, ")) and M a o-left
invariont A (or A")-mean or X, (this is the case if G is ameanable).
Then

T(ad,) = T(ady)xd, — adyrAfi,(8,) = — A, (ad,) + g, %0,
(12)  {TG,) = —41.(6,)
T(ad,) = —Ap(ad) + *py

and

g |T@P) = Tledosp — @by dpt () = — Ap(ap) + *prrp
T(p) = —4p(@) .

Moreover,

(74) o(g)ad?AL(Bg) — T(O‘(g)a50)*5g = AZL(BQ)*a(SO — 0% T(aSo)

or, equivalently
(75> o(g)“#L*Sg = ag*uf*‘l; .

If T restricted to A is inmer, (ie., is a coboundary), then T is
mner.

Conversely, if teZ'(A, X3") (or ZY4, £%*")) and p,exP* (or
x*4) are related according to (74) or (75) where °p, is defined by
(T1), then formulas (72) and (73) define an element T of Z*Y, XF4)
(or Z*YU, X%4")). If t is inner then T is inner.

Finally, if TA)CY, i.e., if T is a derivation on U, then T(A)C
MG, A) and p, e X% N M(G, M(A)), and conversely.
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Proof.

(@dyxper, by = ald,xtzy by = al’tly, h.g)

= a0(g)tt;, 6(g™Hh.9) = ao(g)M{X(w), a(g™)Hh.g)}

= aM{o(9)X(g7n), o(¢™h.g)}

= M{a{(’X(g™'w), h.9)} = M{alg.X(g7'u), h)}

= M{<ad,*T(8,~1,)*8,~1, h)}

= M{{T(a0.)*5,-, g.h)} — M({T(a3,), k)

= (¢, 9.ky — (T(ad,), by .
So T(ad,) = p:*8, — ad,xy, which gives (72) with the help of (71).
Formulas (73) are then coming from {(T(ap), by = ng(g)<fl~’(a6,),h>dg.
We obtain formula (74) from the equality between

T(a(9)ad,) = T(o(9)ady*d,) = T(a(g)ady)+d, + o(g)ady=T(3,)
and
T<0'(g)a5g) = T(ay*aao) = 39*T(a30) -+ T(ao)*aao

equality which gives also (75) with the help of (71).
If T(ad) = — Apf'(ad,), then T + Ag' is zero on A and the cor-
responding ) is zero, so T + 4 = —Ap, or T = —A(pf + p1).
Conversely, given t and p,, let T(ad,) = t(ad)*d, — aBO*A?ZL(By).
Then
T(ad,*bd,) = T(ao(g)bd,,)
= t(ag(9)bd,)x0, — a0 (g)bByx Apty(8,47)
= #(ady*0(g)bd,)*0,y — a0, xbd,~1xAt,(8,,)
= H(ab)*0(g)bd,,r + adest(O(g)bO)*0py — 0B, ¥bDy-1xA12,(8,y)
= £(ad,)*8,b8, -+ ad,*8,-13t(0(g)bd)*B ey — WD, #b8,-1xApt1(5,)%0,
— @B, #b3,-1x8,+ A, (8,)
= #(ad,)*0,%b3, — ad,*bd,~1xAft;(8,)*8,,
1 @8, #{0,~1%t(a(g)bd)xd g — bEx At (8,0}
= {£(ab,)*0,+bd, — ac(g)bdyxApe,(8,)x0,
+ @0, {0,-1xt(0(g)bd)*80y — bO+ Aftr(3,))

which, thanks to (74), gives
t{ado)*0,%bd, — aSO*Z\;}L(Bg)*bag/ + a8, x{t(bdy)*0, — bBo*AT,zL(g')}
= T(ad,)*bd, + ad,+T(bd,) .

Finally, if T(a@)e ¥ for any a, @, this is equivalent to T(ad,)*p,
adyrptx@ and apxy, be in A for any o and @. The last condition
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means that g, eX*“ instead of X}4. If p,eXp* and pe LY G), it
is easy to see that p,x@e LNG, M (A)). If ¢ = &z the characteristic
function of some Borel Be B(G), the first condition reads {T(ad,)*
PHg) = T(ad)(gB™ ) e A or else T(ad,) e M,(G, A). The second condi-
tion reads ap (97'B) € A, which means that g, € M, (G, M(4)).

If G is discrete, this result is very close to ([17, Theorem 1J).

DEFINITION. Te Z'(%, ¥%4) ,will be called special if 7T(4)c A4,
ie., T(ad,) = t(a)d, where ¢t is a derivation on A.

THEOREM 17. Let Te Z*Y, X54) be special. Then T is equiva-
lent to the couple (t, ) where t is a derivation on A and f, an
element of %54 related by (74) or (75) (where T(ad,) = t(a)d,). If t
18 inner, then T is imner. Finally TA)C ¥, ie., T is a special
derivation on WU, if p,eX**N M(G, M(A)) and conversely. If
Te Z\(YU, ¥4") is spectal, p,€X**" and conversely.

Proof. It is an adaptation of Theorem 16, noticing that condi-
tion T(ad,) € MG, A) is now automatic.

THEOREM 18. If T is such that 6,xT(c(g™)ady)*d,-1 = T(ad,)
(which, in the case of a special T means that t(o(9)a) = (6(9)t(a)),

then °p, = T(ad,) or, equivalently, adyxpty = poxad, (i.e., A?cL(aﬁo) = 0),
and conversely.

Proof. It is a straightforward application of Theorem 16.

2nd part: The ““dual’’ structure and crossed homomorphisms.
All what has been done in the first part can be adapted to the
“dual” structure. An element T of Z'(¥, X¥}4) is now an affine and
continuous application from A to X4 such that

(76) T(fxfo) = T(f)+fe + T(S) -

Theorem 1~5 works in exactly the same way, proving the
uniqueness of T € Z'(X¥4, ¥¥4) with

(17) T(prv,) = T(p)ew, + T(vy)

Substituting to the affine application T the linear one T, = T —
T(0), we can repeat all what has been done in the preceding part,
the only change being a new definition of °X(g):

(78) “Ug) = T(a(g7)ado)*d,1

and the use of a left invariant mean instead of o-left invariant one,
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so that now

¢ = T(ady) + M = Mrrad, + “ty

79 N I~ ~ ~~
™ ‘= T(ady) + ¢ — prxad, = 1(ady) + Apr(ad,)

and we obtain the equivalent of Theorem 16:

THEOREM 16°°. Let TeZY¥, X34 (or ZYA, X4")) and M a
left invariant A (or A')-mean on X, (this is the case if G 1is
ameanable). Then

T(ad,) = T(ado)+d, — Apt,(8,) = — Ap(ad,) + 9,

(80) T(,) = —4p(0,)
T(ad) = — Ap(ady) + °pz

and

- {T(a@ = T(ady)rp — dptn(®) = — Apy(ap) + “pry»
T(p) = — dp(®) .

Moreover

82) A,8,) — T(0(9)ady)*d, = Aps(8,)xad, — T(ad,)

or, equivalently,

(83) u(y)a#L*ag — a‘uL .

If T restricted to A is inner (i.e., is a coboundary), then T is
mner.

Conversely, if teZ' (A, Xp*) (or Z'(A, ¥%4")) and p,eXP* (or
x4y are related according to (82) or (83), then formulas (80) and
(81) define an element T e Z\(U, X3*) (or ZYYU, £%47)). If t is inner
then T is inner.

Finally, +f T(A)C ¥, i.e., if T is crossed homomorphism on U,
T(A) © M(G, A) and p, e, and conversely.

DEFINITION. TeZY¥, ¥54) will be called special if T(4)c A4,
ie., T(ad,) = t(a)d, where t is a crossed homomorphism on A.

THEOREM 17°®. Let Te ZYY, X¥*) be special. Then T is equiv-
alent to the couple (t, tt,) where t is a crossed homomorphism on A
and tt;, an element of XF ¢ related by (82) or (83). If t is inner,
then T is immer. Finally TA)cC U ie., T 148 a special crossed
homomorphism on A if p, €U and conversely. If Te Z'(UZX, **") is
special, p, e X" and conversely.
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The equivalent of Theorem 18 gives now rather trivial results.

THEOREM 18"°. If T is such that T(o(g ")ad)*d,~ = T(ad,)
(which in the case of a special crossed homomorphism means that
{o(9)a)d, = t(@)d,, i.e., t = 0) then °pt, = T(ad,) or, equivalently, pt, =
poxad, for any a, ie., u, =0, and conversely.

- Acknowledgments. The author achieved this work as he was
a visiting professor at The Pennsylvania State University and
would like to take this opportunity for expressing his grateful
acknowledgments to Professor D. C. Rung. He is also grateful to
Professor Bunce for pointing out reference [17].

REFERENCES

1. R.F. Arens, The adjoint of a bilinear operation, Proc. Amer. Math. Soc., 2 (1951),
839-848.

2. R.C. Busby, Centralizers of twisted group algebras, Pacific J. Math., 47 (1973),
357-392.

3. , Double centralizers and extemsions of C*-algebras, Trans. Amer. Math.
Soe., 132 (1968), 79-99.

4. R.C. Busby and H.A. Smith, Representations of twisted group algebras, Trans.
Amer. Math. Soc., 149 (1970), 503-537.

5. P. Civin and B. Yood, The second conjugate space of a Banach algebra as an algebra,
Pacific J. Math., 11 (1961), 847-870.

6. P.C. Curtis and A. Figa-Talamanca, Function Algebras, Scott, Foresman and Co.,
Chicago, 1966.

7. N. Dinculeanu, Vector Measures, Pergamon Press, New York, 1967.

8. 8. Doplicher, D. Kastler and D. Robinson, Covariance algebras in field theory and
statistical mechanics, Commun. Math. Phys., 3 (1966), 1-28.

9. S. Doplicher, R.V. Kadison, D. Kastler and D. W. Robinson, Asymptotically abelian
systems, Commun. Math. Phys., 6 (1967), 101-120.

10. F.P. Greenleaf, Invariant Means on Topological Groups, Van Nostrand, New York,
1957.

11. A. Grothendieck, Produits temsoriels topologiques et espaces mucléaires, Memoirs
Amer. Math. Soc., 16 (1955).

12. E. Hewitt and K. A. Ross, Abstract Harmonic Analysis, Vol. II, Springer, Berlin,
1970.

13. , Abstract Harmonic Analysis, Vol. I, Springer, Berlin, 1963.

14. G. Hochschild, On the cohomology groups of an associative algebra, Ann. of Math.,
46 (1945), 58-67.

15. B.E. Johnson, Cohomology in Banach Algebras, Memoirs Amer. Math. Soc., 127
(1972).

16. , An introduction to the theory of centralizers, Proc. London Math. Soc.,
14 (1964), 299-320.

17. J. Rosenberg, Amenability of cross products of C*-algebras, Preprint, University
of Pennsylvania.

Received February 28, 1978.

UNIVERSITE DES SCIENCES ET TECHNIQUES DU LANGUEDOC
34060 MONTPELLIER, FRANCE



PACIFIC JOURNAL OF MATHEMATICS

EDITORS
DONALD BABBITT (Managing Editor) J. DUGUNDJI
University of California Department of Mathematics
Los Angeles, CA 90024 University of Southern California
Angeles, CA 9
Huco RossI Los Angeles 0007
University of Utah R. FINN and J. MILGRAM
Salt Lake City, UT 84112 Stanford University

C.C. MOORE and ANDREW OGG Stanford, CA 94305

University of California
Berkeley, CA 94720

ASSOCIATE EDITORS

E. F. BECKENBACH B. H. NEUMANN F. WoLF K. YosHIDA
SUPPORTING INSTITUTIONS

UNIVERSITY OF BRITISH COLUMBIA UNIVERSITY OF SOUTHERN CALIFORNIA

CALIFORNIA INSTITUTE OF TECHNOLOGY STANFORD UNIVERSITY

UNIVERSITY OF CALIFORNIA UNIVERSITY OF HAWAII

MONTANA STATE UNIVERSITY UNIVERSITY OF TOKYO

UNIVERSITY OF NEVADA, RENO UNIVERSITY OF UTAH

NEW MEXICO STATE UNIVERSITY WASHINGTON STATE UNIVERSITY

OREGON STATE UNIVERSITY UNIVERSITY OF WASHINGTON

UNIVERSITY OF OREGON

The Supporting Institutions listed above contribute to the cost of publication of this Journal,
but they are not owners or publishers and have no responsibility for its content or policies.

Mathematical papers intended for publication in the Pacific Journal of Mathematics should
be in typed form or offset-reproduced, (not dittoed), double spaced with large margins. Please
do not use built up fractions in the text of the manuscript. However, you may use them in the
displayed equations. Underline Greek letters in red, German in green, and script in blue. The
first paragraph or two must be capable of being used separately as a synopsis of the entire paper.
Please propose a heading for the odd numbered pages of less than 35 characters. Manuseripts, in
triplicate, may be sent to any one of the editors. Please classify according to the scheme of Math.
Reviews, Index to Vol. 39. Supply name and address of author to whom proofs should be sent.
All other communications should be addressed to the managing editor, or Elaine Barth, University
of California, Los Angeles, California, 90024.

50 reprints to each author are provided free for each article, only if page charges have been
substantially paid. Additional copies may be obtained at cost in multiples of 50.

The Pacific Journal of Mathematics is issued monthly as of January 1966. Regular sub-
scription rate: $84.00 a year (6 Vols.,, 12 issues). Special rate: $42.00 a year to individual
members of supporting institutions.

Subseriptions, orders for numbers issued in the last three calendar years, and changes of address
should be sent to Pacific Journal of Mathematics, P.0O. Box 969, Carmel Valley, CA 93924, U.S.A.
Older back numbers obtainable from Kraus Periodicals Co., Route 100, Millwood, NY 10546.

PUBLISHED BY PACIFIC JOURNAL OF MATHEMATICS, A NON-PROFIT CORPORATION
Printed at Kokusai Bunken Insatsusha (International Academic Printing Co., Ltd.).
8-8, 3-chome, Takadanobaba, Shinjuku-ku, Tokyo 160, Japan.

Copyright © 1979 by Pacific Journal of Mathematics
Manufactured and first issued in Japan



Pacific Journal of Mathematics

Vol. 84, No. 2 June, 1979

Somesh Chandra Bagchi and Alladi Sitaram, Spherical mean periodic

functions on semisimple Lie groups . ................c.ccouiiiiiennnn. 241
Billy Joe Ball, Quasicompactifications and shape theory.................. 251
Maureen A. Bardwell, The o-primitive components of a regular ordered

PEFMUIATION GFOUD ...t v vt e e et e e et e ettt et eeiieeee e e 261
Peter W. Bates and James R. Ward, Periodic solutions of higher order

R 2272 275
Jeroen Bruijning, A characterization of dimension of topological spaces by

totally bounded pseudometrics. ............ccccoueiiiiiiiiinnnn... 283
Thomas Farmer, On the reduction of certain degenerate principal series

representations of SP(n, C) ... ..o 291
Richard P. Jerrard and Mark D. Meyerson, Homotopy with m-functions. . . .. 305
James Edgar Keesling and Sibe Mardesic, A shape fibration with fibers of

different Shape . . .......... o e 319
Guy Loupias, Cohomology over Banach crossed products. Application to

bounded derivations and crossed homomorphisms . .................. 333
Rainer Lowen, Symmetric planes . .............. .. i, 367

Alan L. T. Paterson, Amenable groups for which every topological left
INVariant mean is INVAriant . .. .......oouue et

Jack Ray Porter and R. Grant Woods, Ultra-Hausdorff H -
CXIENSTONS o\ oo ittt e e e e ettt

Calvin R. Putnam, Operators satisfying a G condition . .

Melvin Gordon Rothenberg and Jonathan David Sondow,
representations of compact Lie groups.............

Werner Rupp, Riesz-presentation of additive and o -additi
PREASUFES . .« oo v v e e e e e et et e e e

A. M. Russell, A commutative Banach algebra of function
VATIALION © o oo oo ittt e e e e et e

Judith D. Sally, Superregular sequences................
Patrick Shanahan, On the signature of Grassmannians. . .



http://dx.doi.org/10.2140/pjm.1979.84.241
http://dx.doi.org/10.2140/pjm.1979.84.241
http://dx.doi.org/10.2140/pjm.1979.84.251
http://dx.doi.org/10.2140/pjm.1979.84.261
http://dx.doi.org/10.2140/pjm.1979.84.261
http://dx.doi.org/10.2140/pjm.1979.84.275
http://dx.doi.org/10.2140/pjm.1979.84.275
http://dx.doi.org/10.2140/pjm.1979.84.283
http://dx.doi.org/10.2140/pjm.1979.84.283
http://dx.doi.org/10.2140/pjm.1979.84.291
http://dx.doi.org/10.2140/pjm.1979.84.291
http://dx.doi.org/10.2140/pjm.1979.84.305
http://dx.doi.org/10.2140/pjm.1979.84.319
http://dx.doi.org/10.2140/pjm.1979.84.319
http://dx.doi.org/10.2140/pjm.1979.84.367
http://dx.doi.org/10.2140/pjm.1979.84.391
http://dx.doi.org/10.2140/pjm.1979.84.391
http://dx.doi.org/10.2140/pjm.1979.84.399
http://dx.doi.org/10.2140/pjm.1979.84.399
http://dx.doi.org/10.2140/pjm.1979.84.413
http://dx.doi.org/10.2140/pjm.1979.84.427
http://dx.doi.org/10.2140/pjm.1979.84.427
http://dx.doi.org/10.2140/pjm.1979.84.445
http://dx.doi.org/10.2140/pjm.1979.84.445
http://dx.doi.org/10.2140/pjm.1979.84.455
http://dx.doi.org/10.2140/pjm.1979.84.455
http://dx.doi.org/10.2140/pjm.1979.84.465
http://dx.doi.org/10.2140/pjm.1979.84.483

	
	
	

