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SUBHARMONICITY THEOREM

I. GLICKSBERG

Wermer originally introduced his subharmonicity theorem
to find analytic structure in certain polynomial hulls in C?
and later, with Aupetit, applied it to improve a well known
result of Bishop providing analytic structure in the spectra
of certain uniform algebras. We make a simpler application
to yield analytic structure in the presence of an element of
constant modulus on certain fibers provided by another ele-
ment, and to extend Wermer’s maximality theorem.

1. Let A be a uniform algebra [4] on its spectrum M = M,,
with X a boundary for A. Our basic observation is contained in
the simple

LemmA 1.1. Suppose g€ A, fe A~ and

(1) Sor each Leg(X), | flg~ )] is a singleton.

Then the same is true for any C in g(M) and
(2) w: { —— log | f(g7())|

is continuous on g(M) and harmonic on g(M)\g(X).

This consequence of Wermer’s theorem yields our application,
which in its simplest form is

THEOREM 1.2. Suppose g A and fe A" satisfy (1) and separate
M. If Uis a simply connected component of g(M)\g(X) then g~*(U)
can be viewed as a product of U and a closed subset K of the circle
T' = {|z| = 1} with U X {2} an “analytic disc”’; more precisely, for
any subdomain Va U, g~(V~) is topologically equivalent to V-x K,
and (Alg~(V )", transported to V- X K, consists of functions with
sections analytic on V.

When U is not simply connected ¢g~(U) can be viewed as a
produet of a (not necessarily closed) subset K of the circle and a
Riemann surface as we shall see, but our correspondence need not be
topological. When f and g do not separate M we can apply our
argument to provide such analytic structure in the part of the
joint spectrum o,(g, f) of g, f over U, z7(U) No4g, f), or of the
joint spectrum o(g, f) relative to any subalgebra B containing that
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316 I. GLICKSBERG

generated by g, f and f-', provided we have some way of insuring
(1) applies when g~'({) is replaced by §~*{), the fiber in M, (which
can be different, of course). In particular this is the case if g(X)
is the minimal boundary for R(g(M)), so §'({) c M; is a peak set
for B, and consequently B|§—'({) is a closed subalgebra of C(§—({))
with §7') N X = ¢7*() N X a boundary”, so

sup | F(@ )| < sup | f(g=©)]

while

inf | Ff(§©C))| = inf | F(g7))]

(since f is invertible), and thus |f(§-'(0))| coincides with the singleton

BACa(9)]E

COROLLARY 1.3. Suppose g A and f e A~ satisfy (1), g(X) is
the minimal boundary for R(g(M)), and B is a closed subalgebra
of A containing that generated by g, f and f~*. Then if U is any
simply connected component of g(MN\g(d), =n7*U N oxg, f) has the
“analytic structure’ given in Theorem 1.2.

To prove the lemma we note that Wermer’s subharmonicity
theorem asserts

U4 L —— sup log | f(g7(D))|

is subharmonic on ¢g(M)\g(X) (which of course includes any com-
ponent of C\g(X) it meets [4, 8]), as is

u_:{—— —inflog | f(g7* )|,

since the result also applies to f~'. Consequently . -+ u_ is a non-
negative subharmonie function on g(M)\¢g(X), which, by compactness
of M and our hypothesis, has Tim.., (uy + u_){) = 0 for each ze
Hg(MM\g(X)) C g(X), and so is nonpositive by the maximum principle.
Hence u. + u_ = 0 and thus | fg~'({)]| is a singleton for each { e g(M).

Now compactness of M guarantees continuity of u: {—log |f (g7,
and since % = 4. = —u_, u is both sub- and superharmonie, so the
lemma is proved.

In the setting of Theorem 1.2, u has a well defined (and up to
a constant, unique) continuous harmonic conjugate » on U, so u+1iv

L Any element of §7%(0) is represented on B by a nonnegative measure 2 carried
by X, and 2 must also be carried by § () as one sees by applying it to A" and
letting n—o0, where k is our peaking function. Thus sup |b(348)| <sup BEronx) =
sup [b(g~HO N X).
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is analytic on U. For any closed disc D U we thus have (u+1iv)o
ge(Alg™(D))", so h = fe**+*9 jis an invertible in that uniform
algebra, while by local maximum modulus ¢g~*(0D) forms a boundary
for the algebra. Evidently |k|=1 on g~ (U) since u({)=log |f(g~(Q))l,
and if we take (e D° and let m € g7*({), with \ a measure on ¢g*(6D)
representing m then

him) = Ehdk

and |k| =1 imply % = h(m) on the (closed) support of A, which is
mapped by ¢ onto the support of* g*»n. But ¢g*\ is a measure on
0D which represents { on the disc algebra A(D), so it necessarily
has support all of 0D. Thus oD c g(h~'(h(m))), and, since we can
apply the same argument to any closed subdise having { in its
interior, we conclude that D c g(h~'(h(m))). Hence

(3) g(h~'(z)) = D for all z in K = h(g7* Q) T*.

In fact the compact set K is independent of { e D° since if {'eD°®
and ze K we have an m’eh™(z) for which g(m’) = by (3), so
m’ e g~*({’") and thus zeh(g~*({")). Consequently from the connected-
ness of U we have K independent of our choice of the dise D in
U as well.

So far we have not used the fact that f and g separate M.
However for V our relatively compact subdomain of U and B the
closed subalgebra (A|g=(V~))~ of C(V-), since f = he™+¢ that
hypothesis implies g and % separate g~ (V~) = M,. Thus for each
zeK, gl(h*(z)Nng(V")) is 1 — 1, and so maps its domain homeo-
morphically onto its range, which because of (8) must be V-, the
smallest compact set containing all closed dises D V.

Evidently then g¢g=*(V-) is homeomorphic to V- X K via the
map (g, h). Moreover each element of our algebra is analytic on
V x {z}, ze K (or on h~'(z)); more precisely ao(g|h~'(z))~" is analytic
on V for ac A: for we know g~*(@V) provides a boundary for B by
local maximum modulus, so since A (2) N g~ (V) is a peak set for
B (since he B has unit modulus), B|(h () Ng(V~)) is a closed
algebra for which 2~%(z) N ¢g~'(@V) provides a boundary exactly as
in our observation before 1.3 (cf. footnote 1). In particular for
V-=D, a closed disc in U, we have h~'(z) N g~ (D) a disc for
which ¢ will provide a coordinate while B restricted to this disc
must have h~'(z) N g~0D) as a boundary; thus the elements of B
(and so of A) are analytic functions of g thereon by Wermer’s

2 g*2 denotes the natural image measure: g*i(E)=2(g"(E)).
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maximality theorem [4]. Our proof is now complete.

To obtain Corollary 1.3, note that by the remarks immediately
preceding it we can apply our lemma to any algebra B as described
and M = M,; the preceding proof applies to show everything but
the (lacking) 1 — l-ness of our map of M;N g (V-)=4g"(V~) onto
V- x K, and of course o(g, f) is precisely the right quotient space
to yield a homeomorphism.

When U is not simply connected we can apply our argument
locally, and evidently analytic continuation will allow us to regard
g~ (U) c M, as a product of a subset of T* and the Riemann surface
provided by our continuation of u -+ iv through U; that the corres-
pondence is nontopological can be noted from the following example.

1.4. Let X = {(¢, w)eC% |z|=|w|=1, or |[z] =7, |w|=1+"7},
(1>7>0) and let A be the closed algebra of C(X) generated by
2,27, w and w™'. Then the spectrum of A is {(z, w): 2|7 =|w]|,
r=<lz| <1}, as is well known; with g =z and f= w, we obtain
the familiar analytic structure in which M\X is the union of the
graphs z—(z, ¢“2°%) over r<|z|<1l. (For |f(97'(»))| = 1(resp. =r"%)
for |z| =1 (resp. |z| = 7), so u(z) =1V 2log 2|, whence u + iv(z) =
V' 2logz and h = 27 f = we—"%, so h~'(e”) is defined by w = ez2'7).

1.5. In some situations even when U is not simply connected
we can arrive at a single valued harmonic conjugate for u, and
thus the simple structure over U afforded by Theorem 1.2. These
follow from the simple observation that as we analytically continue
u + 9w in U, K never varies: if D, is any disc centered at {, e D
and v is defined on D, so as to give (of course) the original value
at {,, then for meg=), h(m)= f(m)exp(—(u + iv){)) = h(m),
whence h,(97'()) = h(g~'()) = K. For one thing, this implies that
if p is the period of » around some eclosed curve v in U then

(4) ¢?’K = K ;
for another, we always have a well defined 2 on ¢~ (U) with

hg Q) = K, £e U, and, for ¢’c K, gh~'(c"?) = U.

Consequently we can sometimes conclude p = 0, as, for example
in

COROLLARY 1.6. Suppose g, f and A are as in Theorem 1.2,
and U is a component of g(MN\g(X) whose boundary includes a
point &, for which f(g7'((,)) has no nonvoid subset invariant under
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a nontrivial rotation. Then ¢g~(U) has the form given im Theorem
1.2.

On h~%e?) (for ¢ ¢ K) we have f=e¢?e*+7 gnd since g(h(e"))=
U, if w is some cluster value of the (multiple valued) function e*+*
at {, then w appears as a cluster value of e™“*t*?|h~'(¢??) at some
m, in h7'(e?)~ N g7(,). Thus we’ e f(g~({,)) for each ¢ in K, so
w-K C f(g7()), whence e?wK = wKC f(g~*(,)) and we conclude
¢’? = 1 for each period because of our hypothesis on f(g~*(,)).

Instead of starting with an algebra A we can begin with a
compact subset X of C* (which is where M, lies in 1.2) and more
or less rephrase 1.6 as follows, where .Z# is some collection of
rational functions on C including the identity function z itself.

COROLLARY 1.7. Suppose |77 (z)| 1s a singleton for each z € 7w, X,
where w2 X — C 1is projection onto the first coordinate, and suppose
7. X 18 the minimal boundary of the subalgebra of C(m,X) generated
by #. Suppose 0¢w,X and let M be the spectrum of the algebra
A in C(X) generated by B, w,1jw. If U is a component of #,M\
T, X whose boundary includes a z, with w,(w7*(z,)) having no nonvoid
subset invariant under a montrivial rotation, then Z7*(U) has the
form given in 1.2. (Here 7, is the first coordinate projection on
M, viewed as a subset of C%.)

We only have to note that as in the remark before 1.8, », =
|77(2)| a singleton for z in 7, X implies |#7%(z)] is also (for the same
z), while 7Z7%(z,) = n7'(z,) since =;(z,) provides a boundary for the
closed algebra A|7Z['(z,) (as in our remark) which is necessarily
C(zi*(z,)) since 7;'(z,) is a proper subset of the circle of radius 7,
Now Corollary 1.6 applies.

Actually 1.7 does provide some improvement since almost all
hypotheses refer to X and not M.

Rather than assume z is invertible, we can assume z7(z) N X is
never a full circle. A special case is

COROLLARY 1.8. Suppose the compact set X C C* has the follow-
ing properties:
(i) =X lies in the boundary of the unbounded component® of
C\rn, X,
(ii) m,X does not separate 0 and o,

% This does not imply 7;X has connected interior; cf. Kerekjarto, Topologie I,
Springer, 1923, frontespiece.
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(iii) |z7'() N X| is a singleton for each z in w X, with n7'(z)N
X not a full circle,
where w, now is the projection of C* onto the ith coordinate. If
X is the polynomial hull of X and, for some component U of C\m, X
we have a 2,€ U with w72, N X a singleton, then z7*UN X is the
graph of a function holomorphic on U, or wvoid.

Suppose the set nonvoid. We take P(X) as our algebra, g =z
and f = w, and (i) implies each z in 7, X is a peak point for P(r,X)
(since that is a dirichlet algebra [5]), so again A = P(X)|ar'(x) N X
is closed with boundary contained in z;%(2) N X. Since z7'(z) N X is
not a full circle A = C(z7*(z) N X) and M, = 77'(z) N X, so #7'(z) N
X = 77%(2) N X as before, and (iii) holds with X replaced by X, so
| f(g7Q))] is a singleton for ¢ in ¢g(X) by 1.1. Since (ii) implies
f = w is invertible in P(X) while 7%z, X a singleton implies our
set K must be a singleton {¢} (since for any cluster point w of
et at z, we have wK Cr,(n;'(z,), a singleton, as in the proof of
1.6), and so u + v single valued, we obtain f = ¢?e™*+™9 or w =
ewe(u-(—iv)(z) over U

1.9. Some of the preceding holds even when f is not invertible,
provided |f(g7%{))| rather strongly approaches constancy as (
approaches a value for which 0¢ f(g7({)): for E={{eC: 0¢€ f(g~*(0))}
we assume that

i lim S SO 1 ¢ op
(5) ey inf | g (O)] -

In particular then 0¢ f(g~*()) implies {0} = f(¢g~'({)) if E is nowhere
dense, and, in the setting of Lemma 1.1, %, and %_ are again sub-
harmonic on U\FE, ui+u_=0, and (5) implies I—i?ﬁcﬂcoce,m(uﬁ—u_)(()é
0 for ¢, in oE. So this inequality applies at each ¢, in d(U\F)C
JUUOGE, and u. + u_ =0 on U\E. Now % = u, = —u_ is harmonic
on U\E again, but even with U simply connected we can obtain a
multiple valued extension of # + iv to U\E; of course at least
locally we again can regard ¢-'(D) as a product and f as an analytic
function of g on slices. However in at least one instance matters
are quite simple.

COROLLARY 1.10. Suppose f, g€ A satisfy (1) and (5), where
U is a component of g(M\g(X), and separate M.

If, for some (,e U\E, card f(g7'{&,)) = n < o then there is «
bounded holomorphic function H on U and a factorization n = k-1
so that g=(U) s the unton of 1 copies of the Riemann surface of
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H"* over U (all identified over the branch points H(0)) on which
the elements of A are holomorphic.

Here, since card f(g7'({y)) = card g~({,) = card h(97"(&,)) = card K,
and K = ¢*K by (4) for each period p of v, the ¢» must form the
group G of kth roots of unity for some %k, and K the union of ! of
its cosets. Consequently H = ¢**+* ig a single valued holomorphic
function on U\E = U\H-0) which is continuous on U, so holomor-
phic on U by Rado’s theorem [3, 5]. If K = {¢', .- -, ¢1}G then on
h(e'%) we have

fk — eikojHog

and, via the map (g, f) we can identify that part of g~ (U\E) with
a part of the Riemann surface defined by w* = ¢*%H(z); indeed
since K is independent of our { in U\H, card ¢~*({) is constant
over U\E, so that by cardinality it must yield all of the Riemann
surface for each j (and in fact ¢*% == ¢'*%5 for j, # j,). Evidently
then since f(m)— 0 as g(m) in U\E tends to {,e E = H-*(0) we can
conclude (g, f) maps g=*(U) continuously 1 — 1 onto the union of
our Riemann surfaces with identification of the branch points over
{ in H-Y0), and so is a homeomorphism over g-(V-) for Vc U.
The final conclusion is clear.

We can reach an analogous conclusion if we simply know
Fg&)) is mot a full circle for some C, in U\E; then the group of
e’? can only be the kth roots of wnity for some k since e?K = K,
so we again have f* = h* Hog for a holomorphic H, and g~-(U)
appears as a product of {z*:ze K} and the Riemann surface for
HY*® (with an identification over H~Y0) = E). (Here one argues
that along with the homeomorph of D U we originally obtain we
have those corresponding to multiplication by the e® instead of
using cardinality.)

Finally there is one very special instance in which neither (1)
or (5) is explicitly needed: when f and ¢ are inner funections with
bounded ratios. Let D be the unit dise.

THEOREM 1.11. Suppose f and g separate M and are noninver-
tible and of unit modulus on X. If flg and g/f are bounded on
M\f~4(0) = M\g~*(0) then g¢g~'(D°) is a wnion of analytic discs on
each of which f is a multiple of g; more generally if, for some
a>0, | fl/lgl* and |g|*/| f| are bounded on M\f~'(0) = M\g—*(0) then
g (D 1is the union of copies of the Riemann surface for w = z*
(with f, g corresponding to w, z), all identified over the branch point.
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Because of the abstract Schwarz lemma [6, 4.8] one knows in
the first case that |f/g| and |g/f| are bounded by their suprema
over X, i.e., by (1). Thus |f]| = ]g]| and we know | f(g7*({))| is always
a singleton, and

u: L —log | f(g=(0)|

is subharmonic on D°cCg(M) by 1.1 (or directly from Wermer’s
theorem of course). On the other hand « is harmonic on the
punctured disc D°\{0} = D* as we can see by applying 1.1 to
(A|g7*(D,))~ where D, is a closed disc in D*, since f restricts to an
invertible in that algebra because f~'(0) = ¢g~*(0). Thus since |u|=1
on 0D, for some @ = 0 we have u({) = Blog|C|, L€ D’ whence u +
w() = Blog{ and for h = fe~“+™? = fg—# we have by our standard
argument each section h=*(¢??) (for ¢“ec K) a copy of the Riemann
surface for w = 2%; this is in fact a disc since boundedness of | f/g|
and | f|/|g?| force g = 1.

In the second case we again have |f|/|g|* and |g|*/|f| bounded
by their suprema over X by virtue of a recent extension of the
abstract Schwarz lemma [2, Lemma 3], and again one obtains u({)=
Blog|L|; but now 8 = a follows from the boundedness of |f|/|¢g/®
and | f]|/|g|*, and Riemann surfaces really appear. (Instead of f, g
inner we could assume 0 = |f]| =|g|®* on X and obtain the same
conclusion over the component U of g(M)\g(X) containing 0: for
then %#({) — alog || is bounded and harmonic on U\{0}, hence has
an harmonie extension to U which vanishes on 0U, whence u({) =
alog |C| and our conclusion follows as before.)

2. Some remarks. Replacing A by A|lg™(U))- we can
trivially deal with the case in which (1) holds only on g(X)NaoU.
Similarly, although we have phrased our observations in terms of
analytic structure we can equally well ignore structure and produce
functional dependence when f and g do not separate M, or when
A is only presented as a subalgebra of C(X). (For example, (as in
1.8) if ge AcC(X), feA™* and ¢g(X) lies in the minimal boundary
of P(g(X)) (as in 1.8(1)) while (1) holds with f(g~*({)) never a full
circle and f(g~*(£)) is a singleton for one {€dU for U a component
of C\g(X) then either U misses ag,(9) = §(M) or F = Hog on §(U)
for He H=(U).)

Because of an old observation of Brian Cole (cf. [3, 4.1]) there
is an extended form of Wermer’s subharmonicity theorem which
will allow the replacement of the logarithmic and exponential funec-
tions in our considerations. The extended theorem might be called
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2.1. THE COLE VERSION OF WERMER’S THEOREM. Suppose f, g €
A, U is a component of g(M)\g(X) and ¢ is a real function sub-

S
harmonic on a neighborhood of the polynomial hull f(g=(U)). Then
i £ — sup ¢(f(g7(0)))

18 subharmonic on U.

First, it is routine to see «r is upper semi-continuous: if £, —
in U, 4(,) = ¢ implies there is m, € g~({,) with ¢(f(m,)) = ¢ — 1/n,
so if m is a cluster point of {m,}, then f(m) is one of {f(m,)}; if
f(m,) — f(m) then since ¢ is w.s.c., ¢(f(m)) = lim ¢(f(m,,) = ¢.

Now let ¢, be the center of a closed disc Dc U, let m,e g~(,)
have ¢(f(m,) = (&), and let » be a Jensen measure for m, carried
by ¢7'(@D). Because of the Riesz decomposition theorem we know
there is a nonnegative measure g carried by a neighborhood of

7 (D)) with
s(w) = | log |w — 2| p(d2)
for w near f(g='(U)), so
W) =5up §(/ (g "GN =5(f (ms) = | log | F(m) | 1(d2)
=([1og 1 70m) — 2 v@my(de)= [t mniam)

(6)
= sup o (@~ (@m)am) = [gm)n@m)

[#@emna0 .

But g*\ is a measure on 0D representing {, on the disc algebra,
and so coincides with the normalized boundary measure df/2rx,
whence 4 is subbarmonic, completing our proof.

Of course the proof is simply the combination of Cole’s observa-
tion on the applicability of Riesz’s theorem to the theory of Jensen
measures and the well known folk proof of Wermer’s theorem, but
the result allows us to repeat our observations in a broader context.
Indeed if we now suppose ¢ = ReF for F holomorphic near the
spectrum of fe A while ¢(f(g7(L)) is a singleton for each { e g(X)
then the argument of lemma 1.1 shows the same is true for ¢ in
g(M)\g(X) and that

u: ¢ — ¢(f(g7(0)))
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is harmonic on that set and continuous on ¢(M). Let v be the
harmonic conjugate. Again one concludes for H = u 4 v that on
a simply connected component U of g(M)\g(X) we have h =
exp(Heg — Fof) unimodular on g7(U) since Re Hog = yog = gof =
Re Fof, and also conclude that K = h(g~'({)) is independent of {
while g(h='(z)) = U; but now our relation between f and g on the
sections ~~(z) is implicit: Hog = Fof + log h7'(z). (For F = log we
have our original case, since clearly F can be multivalued as long
as Re F' is single valued.) Of course if F has a single valued inverse
we can find f explicitly and the situation exactly parallels the
original.

Use of Jensen measures )\ and their images ¢g*\ on ¢g(X) as in
the preceding proof also show that in all our results we can weaken
1) to

(1) 1 f(@74)]| is a singleton for all e g(X)\E, where E is null
for all Jemsen measures for points in g(M\g(X) on R(g(M)).

Indeed, given U, for any {,e ¢ (U) as in (6) we have
(1) suplog|f(g G| = | suplog | g~ (@) Ig™Md0)

where \ is now a Jensen measure for (A|g~(U)~)~, carried by ¢g—*(oU),
for m,e97*({,) (which exists because of local maximum modulus);
moreover g*\ is Jensen for R(g(M)), since R(g(M))egc A. Thus for
feA™ we can conclude from (1’) that . and u_, as defined in the
proof of Lemma 1.1, have u,+u_ =0 on SU\E, so (7) implies
(wy + u_)E) < 0 (hence = 0), and w is harmonic on g(M)\g(X). (Of
course we do not obtain continuity at points of E-.)

Because of [2, Lemma 1] (applied to the algebra R(g(M)), with
f the identity function) any Borel Fc ¢g(X) of (inner logarithmic)
capacity zero is appropriately Jensen null: thus our results hold
with (1) replaced by

@ (@ H8)| is a singleton for each
{ e g(X)\E, where E is a Borel subset of capacity zero.

Finally there is an extension of sorts of Wermer’s maximality
theorem which I noted because of the observation in Lemma 1.1,
but which follows most simply (as Brian Cole kindly pointed out to
me) from the fact [1, Lemma 1] that the diameter function {—
diam f(g~*({)) is subharmonic on g(M)\g(X); this is another corollary
of Wermer’s subharmonicity theorem.
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THEOREM 2.2. Suppose K < C is compact, A is a closed subal-
gebra of COK) containing R(K)|0K, and let m: M, — K be dual to
R(K)— A so K, =M, is the union of 6K and certain components
of the interior K°. If 0K is the minimal boundary for R(K) (or
just the Jensen boundary [5, p. 28], whose elements have unique
Jensen measures) then

R(K)|0K c Ac AK)|9K .

In particular if R(K, = A(K,) for every union K, of 0K and
interior components of K then algebras on 6K containing R(K)|0K
are determined by their spectra, each corresponding to some K,.
I have no idea whether 0K being the Jensen boundary for R(K) is
essential for the result, but it provides the crucial fact that, for z
in 0K, 77%(z) is a singleton, since any Jensen measure for m e ()
represents z on R(K). Now for g(z) =z, ge A, and for fe A,

{ — diam F(§4(C) = diam fz ()

is a nonnegative subharmonic function on” K)\0K which has zero
boundary values, so is identically zero. But then z () is always
a singleton, so M, and K, can be identified, while f is analytic on
any disc in K\0K by Wermer’s maximality theorem so f is analytic
on K\oK, and fe A(K,). Thus Ac A(K;)|0K. On the other hand
for z,¢ K°\K, we have z —z — z, invertible in A4, so A D R(K,)|0K
since R(K,)|0K is spanned by R(K) and the inverses of such func-
tions.

COROLLARY 2.3. If R(K) = A(K) has 0K as minimal boundary
and K,= M, is obtained by deletion of finitely many interior
components of K then A = R(K,)|0K.

Because of 2.2 one only has to see R(K)= A(K) is preserved
when one deletes one component U of K°. But that follows from
Vituskin’s criteria for this equality: if zco0K does not lie in U
then (v) of [4, VIII 8.2] holds with K replaced by K\U (#§ should
appear in the denominator for 4), while if z€0U then for 0 < 6 <

9 To argue as in 1.1 instead, one notes that for ¢ complex with [¢|>[|f]l, since

ct+feA™?
w()=sup log [c+7(974C)|—inf log lc+F(H7(©)]

is a nonnegative subharmpnic function on K,/6K with zero boundary values, so =0.
Evidently this implies f(371({)) is always a singleton. We can also see from the
argument that it suffices to assume only that the minimal boundary for R(K) carries
all Jensen measures on dK for points in (K;)°: for then our # vanishes on enough of
0K to insure #=0 on (K, as in our argument following (7). Alternately, we could
assume 9K is the union of the Jensen boundary and a Borel set of capacity zero.
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1/2 diam U, 4(z, 6)\(X\U) contains an arc of diameter =6/2 (where
4(z, 6) is the disc of radius g, about z) so that, as in [4, VIII 8.4],
a(4d(z, \K\U) = (1/8)0 = (1/8)ax(d(z, H)\(K\U)’), which implies (v)
again.
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