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Let B be the 2-parameter Brownian motion on D =
[0, oo] x [0, oo) and Z be a 2-parameter stochastic process
defined on the boundary 3D of D. Consider the non-Markovian
stochastic differential system in 2-parameter

(dX(8, t) = a(s, t, X)dB(8, t) + β(s, t, X)dsdt for (β, t)eD,

(X(s,t) = Z(sft) for (s,t)edD.

Under the assumption that the coefficients a and β satisfy a
Lipschitz condition and a growth condition and the assump-
tion that Z has continuous sample functions and locally
bounded second moment on 3D, it is shown in this paper that
the differential system has a strong solution. Pathwise
uniqueness of solution is established under the assumption
of the Lipschitz condition.

O* Introduction* Recently several papers on stochastic integrals
in the plane have appeared (see [2], [3], [9], [11] and [13]). In the
present paper we treat stochastic differential equations in the plane.
The domain of definition of the stochastic integrals and stochastic
differential equations we consider is the positive quadrant D =
[0, oo) x [0, oo) in which a partial order (s, t) < (u, v) for s ^ u and
t ^ v is introduced. The object of our study is a stochastic differ-
ential equation of the type

dX(s, t) = a(s, t, X)dB(s, t) + β(s, t, X)dsdt ,

or, to be precise,

(0.1) X(8, t) - X(s, 0) - X(0, t) + X(0, 0)

= \ a(uf v, X)dB{n, v) \ β(u9 v, X)d(u, v) ,
J[0,s]x[0,ί] J[0,s]x[0,ί]

where B is a 2-parameter Brownian motion on a probability space
(Ω, g, P) and the domain D. The precise defininions of B and the
two stochastic integrals appearing on the right side of (0.1) are given
in § 2. The case in which the coefficients of the stochastic differen-
tial equation depend on X only to the extent that they depend on
X(s, t), i.e., the stochastic differential equation

dX(8, t) - a(X(8, t))dB(8, t) + 6(X(s, t))dsdt

was treated by Cairoli [2]. The coefficients a and β in our equation
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(0, 1) are real valued functions on D x W where W is the space of
all real valued continuous functions on D. We impose certain measur-
ability conditions on a and β so that α(s, t, X) and β(s, t, X) depend
only on that part of the sample function of X which preceeds (s, t)
in the sense of the partial order -<.

Let (Ω, g, P) Ss,ί) t>e a probability space with a family of sub-α-
algebras gβιt, (s, t)eD, satisfying the usual conditions (see Definition
1.1 in § 1). For brevity we call (Ω, g, P\ %s,t) an equipped probability
space. By an %sΛ Brownian motion we mean a 2-parameter Brownian
motion on (Ω, g, P; gSjί) and D which is %Stt adapted. In § 2 we define
stochastic integrals of square integrable stochastic processes with
respect to an %S)t Brownian motion and state some well-known facts
about such stochastic integrals in a way suitable for our use in
treating the stochastic differntial equation (0.1).

By a boundary stochastic process we mean a 2-parameter sto-
chastic process whose domain of definition is the boundary 3D of Zλ
Consider an equipped probability space (Ω, g, P; gM) with an g M

Brownian motion B with 3B = 0 on it. In § 3 we show that if the
coefficients a and β in (0.1) satisfy the Lipschitz condition (3.3) and
the growth condition (3.4) in § 3, then for every boundary stochastic
process Z which is %8tt adapted and has continuous sample functions
on 3D and bounded second moments on every bounded subset of 3D
there exists a 2-parameter stcochastic process X which is %S}t adapted,
has continuous sample functions on D and bounded second moments
on every bounded subset of D and satisfies (0.1) and the boundary
condition 3X = Z. Strong solutions of stochastic differential equations
were discussed in Liptzer and Shiryaev [7] and Watanabe [10]. In
§ 3 we define strong solutions for stochastic differential equations in
the plane. In Theorem 3.12 we show that under the assumption of
the conditions (3.3) and (3.4) on the coefficients a and β in (0.1) a
strong solution exists. Regarding the uniqueness of the solution of
(0.1), Theorem 3.8 shows that under the assumption of (3.3) on a
and β9 the boundary condition 3X = Z determines the solution X of
(0.1) almost surely.

!• Stochastic processes and Martingales in the plane* Through-
out this paper the domain of definition of a stochastic process in the
plane is the set D = [0, <*>) x [0, oo). We write 3D for the boundary
of D as a subset of(— co>c>o)χ(— oo?co) relative to the Euclidean
topology. In D we introduce a partial order -< by writing

(s, t) < (s\ t') when s ^ s' and t ^ V .

We write

(s9 t) « (s\ V) when s < s' and t < V .
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A transformation φ of D into a set with a partial order -< is said
to be increasing if

(8, t) < (S\ V) - φ(8, t) < φ{s\ t') .

A measurable transformation of a measurable space (SΊ, 8ίx) into
another (S2, Sί2) will be called an Sί1/St2 measurable transformation.
We write 33(S) for the o -algebra of Borel sets in a topological space
S. For the Lebesque measures on {Rk, ^8(Rk)) for k = 1, 2, we
use the generic notation mL.

By a 2-parameter stochastic process on a probability space (Ω9 g, P)
we mean a transformation X of DxΩ into i2 in which (s, t, ) is
%/^β(R) measurable for every (s, t)eD. At times we write XS;ί for
X(s, t, •)• By a boundary stochastic process on (i2, g, P) we mean a
transformation Z oΐ 3D x Ω into i? in which Z(s, ί, •) is §/33(JS)
measurable for evey (s, t) edD. When X is a 2-parameter stochastic
process its restriction to 3D x Ω is a boundary stochastic process
and we write dX for it. For two random variables ξ and 57 on (Ω, %, P)
we write ξ = η when f(α>) = η{ω) for a.e., ωeΩ. We say that two
2-parameter stochastic processes X and Y" are equivalent and write
X = Y when X( , , ω) = Γ( , , α>) for a.e. α)efl. The equality of
two boundary stochastic processes is defined in the same way.

DEFINITION 1.1. Let {%8tU (s, t) eD} be a system of sub-o -algebras
of g in a probability space (β, % P). We call

(β, %, P; gβιt) = (fl, g, P: {g.ιt, (s, ί) 6 D})

an equipped probability space if
1° (Ω, §, P) is a complete probability measure space,
2° {§β,ί, (s, t) eD} is an increasing system in the sense that

(8, t) < (s', ίf) implies g.ιt c g.,fί,,
3° g0)0 contatins all the null sets in (Ω, g, P),
4° {Sβ.t, (s, )̂ GZ)} is a right continuous system in the sense that

for every (s, t) eD

δβ,* = π &',*' >
( s , ί ) < < ( s / , ί / )

5° for every (s, ί) 6 A gs,. = o-(U,e[0,-)gS)J and g.,t = <7(UW6[o,co)§tt,t)
are conditionally independent relative to %8jt. •

A 2-parameter stochastic process X on an equipped probability
space (Ω,%, P;%8tt) is said to be %S}t adapted if for every (s, t)eD,
X(s, t, •) is %8,t/^8(R) measurable. Similarly a boundary stochastic
process Z is said to be %s>t adapted if for every (s, t)edD, Z(s, t, •)
is %8,tl%${R) measurable.
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DEFINITION 1.2. A 2-parameter stochastic process X on an equip-
ped probability space (Ω, g, P; §.,«) is called a 2-parameter martingale
relative to {gM, (s, ί)eZ)} if

1° X is gβιί adapted,

2° #[|XS,*|] < - for every («, ί ) e D ,
3° #[XS ^ | § M ] - XS)ί whenever (β, t) < (s'9 V).

A 2-parameter martingale X is said to be square integrable if
4° E[X!>t] < oo for every 0, t)eD.

It is said to be right continuous if
5° lim(s,,ίΊ_(s,ί) X,,Λ&) = -£.,*(<») for all (s, ί) e D for (s, ί) •< («', tf)

(s t ί )<(s', ί ' )

a.e. ωeΩ. •

DEFINITION 1.3. Given an equipped probability space (β, $, P; $s,t),
we write 3K2(gs>ί) for the linear space of equivalence classes of right
continuous square integrable martingales X on (Ω, $, P; %s>t) with
dX = 0. We write Wlc

2($S)t) for the collection of Xe Wl2(%s>t) such that
( , , α)) is continuous on D for a.e. ωeΩ. •

DEFINITION 1.4. For XeS3ΐ2(gS)ί), we write

(1) \X\{s,t) = {E[XΪ,tψ» f o r ( 8 , ί ) e D ,

( 2 ) \X\τ = \X\ιTιT) for T e [ 0 , o o ) ,

(3) \X\ = ±2-k{\X\kAl}. D

PROPOSITION 1.5. HJί2(§M) is α Banach space relative to the norm

I I and Wle

2($Sit) is a closed linear subspace of 9M2(Se,t)- D

PROPOSITION 1.6. / / a sequence {X{%\ n = 1, 2, •••} m SK2(gs,i)

converges to some X in SK2(gS)t), ίfrew /or βver^/ T > 0

{ sup \XW - Xs,t\} = 0
n-*co (s,t)<(T,T)

and there exist a subsequence {m} of {n} and a null set N in (Ωf §, P)
such that

lim X (m)(s, ί, a)) = X(s, ί, ω)

uniformly on every bounded subset of D when a) e Nc. •

2* Stochastic integrals in the plane*

DEFINITION 2.1. Given an equipped probability space (fl, §, P; gS)ί),
by an %8tt Brownian motion on (Ω, g, P\ §.,*) we mean a 2-parameter
stochastic process J5 on (Ω, g, P) and D which satisfies the following
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conditions:
1° Every sample function of B is continuous on D.
2° For every finite rectangle of the type Δ = (s', s"] x (£', t"] c D

the random variable B(Δ) defined by

B(A) = B(β", ί") - B(s', t") - 5(β", t') + B(s\ V)

is destributed by ΛΓ(O, (%" - «')(«" - *'))-
3° For every finite collection {Δlf •• ,z/J of disjoint rectangles

of the type above, the system of random variables {i?(Λ), #, -B(JJ}
in an independent system.

4° B is an %Stt adapted stochastic process.
We write dB — 0 for a 2-parameter Brownian motion B when every
sample function of B vaninshes on 3D. •

DEFINITION 2.2. A 2-parameter stochastic process X on a prob-
ability space (Ω, %, P) and D is called a measurable process if it is
σ(^8(D) x %)/58(R) measurable. A 2-parameter stochastic process X
on an equipped probability space (Ω, g, P; %Syt) and D is said to be
progressively measurable if for every (s, t) eD the restriction of X
to [0, s] x [0, ί] x Ω is <7(S3([0, s]'x [0, t\) x &ft)/33CR) measurable. •

PROPOSITION 2.3. Let X be an §β ) t adapted 2-parameter stochastic
process on an equipped probability space (Ω9 $, P; §β>ί). If every
sample function of X is right continuous i.e., for every ωeΩ

l i m X ( u , v , ft>) = JSΓ(s, ί, ft)) / o r ( s , t ) e D ,
(u v)-+(s t)
(s t)<(u v)

then X is progressively measurable. The same holds when every
sample function of X is left continuous.

DEFINITION 2.4. By SP(§M), p ^ 1, we mean the linear space of
equivalence classes of 2-parameter stochastic process Φ on an equipped
probability space (Ω, %, P; %8tt) and D which satisfy the following
conditions:

1° Φ is %8tt adapted.
2° Φ is a measurable process.
3° For every T > 0

-]i/ί>

\Φ(s, t, >)\pmL{d(s, t))\ < co .

For Φ e %p($8tt) we define
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and for (s, t) eD we define

!|Φ|U, t ) = E\ \Φ(u, v, )\*mL(d(s, t))\ . •
LJ[0,s]x[0,ί] J

It is easy to verify that || ||p is a norm on SP(§M) and 2p($Syt)
is a Banach space relative to this norm.

PROPOSITION 2.5. Consider the space Sp(§β,t), p ^ 1, on an equip-
ped probability space (Ω, %, P; %8ft). Every member of 2p(^s>t) has a
progressively measurable version. In fact if Φ is a 2-parameter
stochastic process on (Ω,$, P;$8tt) which satisfies the conditions 1°,
2°, 3° of Definition 2.4, then there exists a null set N in (Ω, %, P)
such that if we define

ψ(8f t, ω) =

lim sup h~2 \ Φ(u, v, ω)mL(d(u, v))
h[0 J[β-Λ,8]x[t-A,t]

for (8, t)eD and ω e Nc ,

0 /or (s, t)eD and ωeN,

then Ψ satisfies 1°, 2°, 3° of Definition 2.4, and is progressively
measurable and Ψ — Φ i.e., Ψ(-, , ώ) = Φ( , , α>) /or a.e. ωeΩ. •

DEFINITION 2.6. By &0©«,t) w e m ^ ^ n the linear space of equiva-
lence classes of 2-parameter stochastic processes Φ on an equipped
probability space (Ω, §, P; %8tt) and JD which satisfies the following
conditions:

1° Φ is g M adapted.
2° Φ is a measurable process.
3° Φ is bounded in the sense that there exists M > 0 such that

IΦ(s, t, ώ)\ ^ M for (s, t) eD and a.e. ωeΩ .

4° There exist 0 = s0* -< sf •< with lim^oo 8* = °° and 0 =

ί0* •<£?•<••• with lim^ ̂ oo ί* = °o such that

, ω) = Φ(s*, t;, ft>) for («, ί) G [>?, 8ί+1) x ρ;, ̂ ; + 1 ) ,

i, j = 0, 1, 2, for a.e. ωeΩ.

Clearly S0(§S)ί) c Sp(δ.,t) for p ^ 1.

PROPOSITION 2.7. For ever?/ p ^ 1, S0(g8,t) is dense in &p($s,t)
relative to the metric associated with \\ - \\p, i.e., for every Φe2p($S)t)
there exists a sequence {Φn, n = 1, 2, •••} in 20(%8ft) such that

DEFINITION 2.8. Let B be an %S}t Brownian motion on an equipped
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probability space (Ω, §, P; %S}t) and let Φ be a 2-parameter stochastic
process of the class £<,(?&,*) represented as

(1) Φ(8, t, ω) = Φ(sf, tf, ω) for (s, t) e [s*, s*+1) x [tf, ί?+1) ,

i, i = 0, 1, 2, and ω e Nc ,

where JV is a null set in (Ω, g, P). The stochastic integral I(Φ) of
Φ with respect to 5 is a 2-parameter stochastic process on (Ω, §, P; §s>ί)
and D defined as follows:

For (s, t) 6 JD, say, (s, t) e [s*_i, s*) x [t*-l9 t*) let

\Si — sf for ΐ = 0, 1, , m — 1 and sm = s

(ίy = ί* for j = 0, 1, , w — 1 and tn = t

and

^< f J (α>) = Φ(si9 ti9 ω) for i = 0, 1, , m

i = 1, 2, , n and ω e Nc ,

( 3 ) <βitj(ω) — J5((s4_i, s j x (tj_l9 t^iω)

for i = 1, 2, •-., m

j — 1, 2, , w and ω e Ω .

We define

4 ) I(Φ)(s, t, (ύ) =
0 ΐoτ ωeN. Π

COROLLARY 2.9. /(Φ) as defined above for Φ in the class 80(gS)ί)
has the following properties:

(1) I(Φ) does not depend on the representation (1) of Φ in De-
finition 2.8. Also, if Φ and Ψ are equivalent so are I(Φ) and I{Ψ).

( 2 ) I(Φ) is an %8it adapted process.
(3) Every sample function of I(Φ) is continuous on D.
(4) E[\(Φ)(s, t, ) | 2 ]<oo from every (s, t)eD (from the bounded-

ness of Φ).
( 5 ) d[I(Φ)) = 0. •

PROPOSITION 2.10. I(Φ) as defined in Definition 2.8 for Φ in
the class 20($8,t) is a ^-parameter martingale of'the class 9K?(§e,i). •

PROPOSITION 2.11. Let I(Φ) be as in Definition 2.8 for Φ in the
class &0(%8,t). Then

( 1 ) | / ( Φ ) | ( M , = ί! Φ I k e , * ) f o r e v e r y (8f t ) e D

so that in particular
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( 2 ) | J(Φ)! Γ = | |Φ|kr for every T > 0

and

( 3 ) \I(Φ)\=\\Φ\\*.

Let Φ be a 2-parameter stochastic process of the class
and let B be an § β f ί Brownian motion on an equipped probability
space (Ω, $, P; §.,«)• According to Proposition 2.7 there exists a se-
quence {Φ%, n = 1,2, •••} of 2-parameter stochastic processes of the
class S0(Sβ,ί) satisfying the condition limw_oo \\Φn — Φ||2 — 0. According
to Proposition 2.10 the stochastic integral J(ΦJ of ΦΛ with respect
to B is a 2-parameter martingale of the class S '̂®*,*) and according
to Proposition 2.11 |I(ΦJ - J(ΦJ| = | |Φm - ΦJ| 2 so that {J(ΦJ, w -
1,2, •••} is a Cauchy sequence in SftaXf&.t)- Since Wl&%8,t) is a com-
plete metric space by Proposition 1.5, there exists a 2-parameter
martingale of the class 3K£(§,,(), which we denote by /(Φ), such that

(2.1) H m | / ( Φ J - I ( Φ ) | = 0 .

Observe that if [Φ'%1 n = 1,2, •} is another sequence of 2-parameter
stochastic processes of the class S0(gS)ί) such that limTO_>0O \\Φ'n — φ| | 2 = 0
and if I(Φ') is a 2-parameter martingale of the class "SR(

2{%Sit) such
that l im^oo|/(0 — I(Φ')I = 0 then by considering the sequence
{φlf φ[, Φ2f Φ'2J ...} we conclude that I{Φ) - /(Φ') in 9K2(gSji) i.e., the
two 2-parameter stochastic processes /(Φ) and 7(Φ') are equivalent.

According to Definition 2.8 every sample function of J(ΦJ is
continuous on D. By Proposition 1.6 there exists a null set N in
(Ω, $, P) and a subsequence {m} of {̂ } such that

(2.2) lim J(ΦJ(8, ί, a)) - /(Φ)(s, ί, ω)

uniformly on every bounded subset of D when ω e Nc so that
/(Φ)( , , ft>) is continuous on D for ωeNe. Let us define

(2.3) /(Φ)(s, t,ω) = 0 for (s, ί)efl when ω e N.

Then every sample function of I{Φ) is continuous on D.

DEFINITION 2.12. By the stochastic integral of a 2-parameter
stochastic process Φ of the class £2(§M) with respect to an %Sjt

Brownian motion B on an equipped probability space (Ω, §, P; %8it)
we mean the 2-parameter martingale /(Φ) of the class 9ftJ($rM) defined
by (2.1), (2.2) and (2.3). We also use the notation

(2.4) ( Φ(u, v)dB(u, v) f o r I(Φ)(s, t, •) f o r (s,t)eD . •
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Note t h a t from \imn^ \\Φn\\2 = \\Φ\\2, limn^\I(Φn)\ = \I(Φ)\ and

IIΦJI2 = \I(®n)\ for n = 1, 2, ., we have

(2.5) |/(Φ)|= | | Φ | | 2 .

This implies

(2.6) |/(Φ)!(M) - ||Φ|k(. f ί, for every (s, t)eD .

Given an equipped probability space (42, §, P;g s > ί), let Ψ be a 2-
parameter stochastic process of the class 8i@M). By Proposition 2.5
we assume that Ψ is a progressively measurable version. By 3° of
Definition 2.4 there exists a null set N in (42, g, P) such that

I !F(s, t, ω) \(mL(d(s, <£))) < ^ for all T > 0 when ωeNc.
Io,τlχίo,τ1

Let us define a real valued function J(Ψ) on D x 42 by

^ f (u, v, ω)mL(d(u, v))

( 2 β 7 )

0 for (s, ί) 6i? when ωeN .

The measurability of F and the fact that JV 6 % imply that J(?F) is a
stochastic process on (42, g> -P) a n ( i -D The progressive measurability
of Ψ and the fact that Ne%Stt for every (s, ί)el> imply that J(f)
is an gs>t adapted process on (42, g, -P; &,«)• Also by (2.7) every sample
function of /(̂ P*) is continuous.

DEFINITION 2.13. By the stochastic integral of a 2-parameter
stochastic process Ψ of the class Si(§s,f) with respect to the Lebesgue
measure we mean the %9tt adapted 2-parameter stochastic process J(Ψ)
on (42, g, P;$s,t) defined by (2.7). We also use the notation

(2.8) \ Win, v)d(u, v) f o r J(Ψ)(s, t, •) f o r (s,t)eD . •
J[0,s]x[0,ί]

3* Stochastic differential equations in the plane* The follow-
ing function spaces are needed in the definition of our stochastic
differential equation and its solution.

Let W be the collection of all real valued continuous functions
w on D. Let

pw(wu w2) — Σ 2"fc { max | wλ{s, t) — w2(s, t) | Λ 1} for wl9 w2e W .
J f c = l (s,t)<(kyk)

Then p^ is a metric on W and TF is a separable complete metric
space relative to pw. A sequence {wn, n = 1, 2, •} in W converges
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to we W in the metric pw if and only if wn converges to w uniformly
on every bounden subset of D.

Let $ be the collection of cylinder sets C in W of the type
C={weW; w(s, t) e E} for some (s, t) e D and E e S5(Λ). Then 3 c W
and in fact for the σ-algebra S3(TΓ) of Borel sets in the metric space
W we have

For (β, £) e D let 3.,* be the collection of the cylinder sets C in W of
the type C={weW; w(u, v) e #} for some (u, v) < (β, t) and
We define

Let 3VΓ and W{1) be the collections of all real valued continuous
functions on 3D and [0, oo) respectively. We define a metric pdw on
dW and metric ^ ( D on W{1) in the same way as we defined pw on
W. Then 9W and W{1) are separable complete metric spaces with
respect to pBW and pwω respectively. We write 93(3W) and ^&(Wω)
for the σ-algebras of Borel sets in the two metric spaces.

PROPOSITION 3.1. For every transformation θ of an arbitrary
measurable space (Ω,%) into the measurable space (W,%5(W)) the
following hold:

(1) θ is $/58(W) measurable if and only if for every (s, t) eD,
[#( )](A 0 i>s a n f$/S3(-R) measurable transformation of Ω into R.

(2) For each (s, t)eD, θ is %l^dSyt{W) measurable if and only
if for every (u, v) < (s, t), [θ(-)](u, v) is an %/^8(R) measurable trans-
formation of Ω into R. Π

Proof. Since (1) and (2) can be proved in the same way let us
prove (2) here. Let (s, t)eD be fixed.

To prove the necessity of the condition, note that since the
transformation of W into R defined by w —> w(u, v) is ̂ 8Stt(W)/^8(R)
measurable for every (u, v) < (s, t) assumption of the ?$/33βfί(W) meas-
urability of θ implies the %/^&(R) measurability of [θ(-)](u, v).

To prove the sufficiency of the condition suppose that for every
(u, v) < (s, t), [θ(-)](u, v) is an %j^&{R) measurable transformation of
Ω into .#. Let C e 3S)t be given by

C = {w 6 W; w(u, v) e E} where E e

Then from the g/33(Λ) measurability of [θ( )](u, v),

Θ-'C = {ωe Ω; [θ(ω)](u, v) e E) e § .

From the arbitrariness of Ce$s>t we have θ~\Sttt)(Z% and therefore
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i.e., θ is %l%$s,t(W) measurable. •

DEFINITION 3.2. We write M(D x W) for the collection of all
real valued functions a on D x W satisfying the following measur-
ability conditions:

1° a is a σ(β(D) x 33(TΓ))/S3(JR) measurable transformation of
JD x W into iί.

2° For every (s,t)eD, a(s,t, •) is a 33M(TT)/S3(.R) measurable
transformation of TF into JB. •

DEFINITION 3.3. Let a, βe M(D x W). By a solution of the
stochastic differential equation

(3.1) dX(s, t) = a(s, t, X)dB(8, t) + β(s, t, X)d(s, t)

we mean a system of two 2-parameter stochastic processes (X, B) on
an equipped probability space (Ω, %, P; %s>t) satisfying the following
conditions:

1° B is an %8it Brownian motion with dB = 0.
2° X is an %8tt adapted process whose sample functions are all

continuous on Ίλ
3° If we set

φ(s, t, ώ) = a(s, t, X( , , ft))) for (s, t,ω)eDxΩ

ψ(8f t, ft)) = /S(8, ί, X( , , ft))) for (β, t,ω)eD x Ω

t h e n Φ and ?F a re in t h e classes £2(f$M) and SiCg,,*) respectively.

4° With probabil ity 1

(3.2) X(8, t) - X(s, 0) - X(0, ί) + X(0, 0)

( , v, X) dB(u, v) + ( β(u, v, X)d(u, v)
[0,s]x[0,ί] J[0,β]x[0,ί]

for all (s,t)eD . •

REMARK 3.4. The condition 2° of Definition 3.3 is equivalent to
the condition that X is an %/$b(W) measurable transformation of Ω
into W and furthermore for every (s, t)eD, X is an %s>t/^8s,t(W)
measurable transformation of Ω into W. •

REMARK 3.5. Φ and Ψ as defined in 3° of Definition 3.3 are
measurable and %S}t adapted processes on (J2, %, P; %a,t). The assump-
tion in 3° that Φ and Ψ are in the classes S2(f§β>t) and S^g,^) respec-
tively implies according to Proposition 2.5 that they have equivalent
processes on (Ω, $, P; %8ιt) which are progressively measurable.
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Therefore we shall always assume that Φ and Ψ themselves are pro-
gressively measurable. •

DEFINITION 3.6. A solution (X, B) of the stochastic differential
equation (3.1) on an equipped probability space {Ω, g, P) %s,t) *s called
a strong solution if there exists a transformation F of d W x W into
W satisfying the following conditions:

1° F is σQ8(dW) x ®(W))fib(W) measurable.
2° For each zedW, F[z, •] is a ^&8tt(W)/^&8tt(W) measurable

transformation of W into W for every (s, t) e D.
3° With the boundary stochastic process dX of X we have

X( , ,ω) = F[dX( , >,ω),B( , >,ω)] f o r a . e . ωeΩ. Q

DEFINITION 3.7. We say that the solution of the stochastic dif-
ferential equation (3.1) is pathwise unique if whenever there are two
solutions {X, B) and (X', B) with the same B on the same equipped
probability space (Ω, g, P; gs>ί) such that dX = dX\ then X = X'. •

As sufficient conditions for the pathwise uniqueness of the solu-
tion and for the existence of a strong solution of the stochastic
differential equation (3.1) we have the following Lipschitz condition
and growth condition on the coefficients a, β in (3.1): There exists
a Borel measure λ on D which is finite for every compact subset
of D and satisfies the condition that for every T > 0 there exists
Lτ > 0 such that

(3.3) |α(s, t, w) - α(β, t, wr)\2 + \β{s, t, w) - β(s, t, w')\2

^ Lτ \\ I w(u, v) - w'(u, v) \2X(d(u, v))

U[o,s]χ[o,ί]

+ \V)(8,t) - W\S, t)\2\ ,

(3 .4) \a(s, t, w)\2+ \β(s,t,w)\2

\w(u, v)\2X(d(u, v)) + \w(8, t)\2

[0,β]x[0,ί]

for all (s, t)< (T, T) and w, w; 6 TF. We shall show by the method
of successive approximation that (3.3) ensures the pathwise unique-
ness of the solution and that (3.3) and (3.4) together ensure the
existence of a strong solution for (3.1).

THEOREM 3.8. If the coefficients a and β in the stochastic dif-
ferential equation (3.1) in Definition 3.3 satisfy the Lipschitz con-
dition (3.3) then its solution is pathwise unique. •
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Proof. Let (X, B) and (X\ B) be two solutions of (3.1) on the
same equipped probability space (42, g, P; § M ) with dX = dX'. We
proceed to show that X — X\ Since the sample functions of X and
X' are all continuous on D, it suffices to show that for each (s, t)eD
we have X(s, ί) = X\s, t), i.e., X(s, t, ώ) = X'(s, t, ώ) for a.e. ωeΩ.
We shall show this by showing

(1) P{\X(s, t) - X'(s, t)I > 0} = 0 for every (s, t)eD .

Now since both X and X' satisfy (3.2) and since dX = dX', we
have with probability 1

(2) X(s, t) - X'(8, t) - ί {α(u, v, X) - a(u, v, X')}dB{u, v)
J[0,s]x[0,ί]

+ t {β(u, v, X) - β(u, v, X')}d(u, υ)
J[o,β]x[o,t]

for all (β, ί) e Z) .

For each positive integer N and (s, <fc) 6 D let

( 3) Λί4 = {ω e Λ; sup (| X(u, v, ω) |2
X t )

Since \X\ and |X' | are gs>t adapted processes on (Ω, g, P;gs>ί),
|X(^, v, )l a n d |X'(w, v, )l a r e δ .e measurable random variables for
every (u, v) < (β, ί) This implies that Aξfte$Sft for each (s, t)eD.
Let us write Z( , A) for the characteristic function of a subset A of
i2 and consider the {0, 1} valued 2-parameter stochastic process IN

on (Ω, %, P; %Stt) defined by

(4 ) IN(8, t, ω) - X(ω, A»t) for (s, t, ω) e D x Ω .

Since A ^ e g ^ for every (s,t)eD, IN is an g M adapted process.
Also since the sample functions of \X\ and \Xf\ are all continuous
and since for every ωeΩ the function fω defined by

/„(«, t) - sup (\X(u, v, ω)|2 + \X'(u, v, ω)\η for (β, ί) e D
(M,t?X(β,ί)

is an increasing function on .D in the sense of the partial order -<,
each sample function of IN is left continuous in the sense that

lim IN(u, v, ω) = IN(s, t, ω) for (s, t) e D .
(it,«>-»•(«,t)
(U,v)<(8,t)

Therefore by Proposition 2.3, IN is a progressively measurable process
on ( ΰ , & P ; & f l ) . Now

and
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(u, v) < (β, ί) => AStV => Alt => Z(α>, A£.)Z(α>, A»t) = Z(α>, A ^ )

and consequently

( 5 ) {IN(s,t,ω)Y = I\s,t,ω),

( 6) (M, v) < (β, ί) => I*(wf v, α>) ̂  /*(*, *, ω) ,

(7 ) (w, v) < (8, t) => IN(uf v, ω)IN(s, t9 ω) = IN(s, t, ω) .

By (2), (5) and (6) we have with probability 1

IN(8, t){X(s, t) - X\8, t)Y

£ 2IN(s, t)[{I(ΦXs, t)f + {J(¥)(sf t)Y] for all (*, t)eD

where Φ and Ψ are defined by

(8) Φ{8, t, ω) = I»(8, t, ω)[a(8, t,X(., ,ω))- a(s, t, X\ , , ω))] ,

( 9 ) Ψ(8, t, ω) = I»(8, t, ω)[β(8, t, X ( , -, ω)) - β{s, « , * ' ( - , - , ω))]

for (s, t, ω) e D x Ω and I(Φ) and J(?F) are stochastic integrals of Φ
and Ψ with respect to the %8>t Brownian motion and the Lebesgue
measure respectively as in (2.4) and (2.8) of § 2. Note that by 3°
of Definition 3.3, Φ and Ψ are 2-parameter stochastic processes on
(β, %, P; g8)t) of the class 82(gS)ί) and S^g,^) respectively. From the
last inequality we have

(10) E[I*(s, t){X(s, t) - X'{8, t)Y]

£ 2E[\ I(Φ)(s, t)\2] + 2E[\ J(¥)(8, t) |2] for (β, ί) e D .

Let us show that for every (s, t)eD, Φ and Ψ are bounded on
[0, s] x [0, ί] x Ω. Consider Φ for instance. Let T > 0 be so large
that (s, t) <(T, T). By applying (5) and the Lipschitz condition (3.3)
to (8) we have for every ωeΩ

I Φ(u, v, ω) [2

^ Γ(u, v, ω)Lτ\ \ I X(u', v\ ω) - X'(u'f v', ω) \\(d(u', v'))

+ \X{u, v, ω) - X'(u, v, ω)\2\ for (u, v) < («, t) .

Taking IN(u, v, ω) under the integral sign for the first term on the
right side and then recalling (4) and (3) we have for every ωeΩ

I Φ(u, v, ω) |2 ^ LT{2NX([O, s] x [0, ί]) + 2N} for (u, v) < (s, t) .

This proves the boundedness of Φ on [0, s] x [0, t] x Ω. The same
estimate holds for Ψ. Also this implies in particular that Ψ belongs
not only in the class 2^%^) but also in the class 22(%,tt).
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Returning to the stochastic integral I(Φ) we have by (2.6) in § 2
and the Fubini theorem

(11) E[\ /(*)(*, t) |2] = ί E[\ Φ(u9 v) nmL(d(u, v)) .
J[θ,β]x[θ,ί]

For the stochastic integral J(Ψ) we have by the Schwarz Inequality
and the Fubini theorem

(12) E[\J(Ψ)(s, t)Π £ st \ E[\Ψ(u, v, )Πw,L(d(u, v)) .
J[0,s]x[0,ί]

Using (11), (12) in (10), applying (3.3) and recalling that Γ{u, v) ^
IN(u', v') for (u\ v') < (u, v) by (6) we obtain

(13) E[I»(8, t){X(s, t) - X'(s,

^ 2(1 + si) ( E[\ Φ(u, v) |2 + I ¥(u, v) \2]mL(d(u, v))
J[o,s]χ[o,ί]

^2(1 + 8t)Lτ\ EΪ\ IN(u',v')
J[o,s]χ[o,ί] LJ[o,«]χ[o,»]

x {X(u\ v') - X\u', v')}X(d(u', v1))

+ Γ(u, v){X(u, v) - X'(u, v)}2~\mL(d(u, v))

for (s, t) < (T, T) .
Let

(14) c(s, t) = sup E[Γ(u, v){X(u, v) - X'(u, v)}2] for (β, t)eD .
(«,«)< (s,ί)

Using (14) in (13) we obtain

E[I«(8, t){X(s, t) - X'(s, t)Y]

^ 2(1 + T2)LΓ{λ([0, Γ] x [0, T]) + 1}( c(u, v)mL{d{u, v))
J[0,s]x[0,ί]

for (s, t)<{T,T).

Since c is nonnegative, the last inequality implies

E[IN{n, v){X(u, v) - X'(u, v)Y)

^ 2(1 + T2)LΓ{λ([0, T] x [0, T]) + 1}\ c(u', v')mL(d(u', v'))
J[0,s]x[0,ί]

for (u, v) < (s, t)<(T,T).

Taking the supremum over (u, v) < (s, t) on the left side we have
by (14)

(15) e(8, t) £Ξ 2(1 + T*)LT{X([0, T] x [0, T]) + 1}

x ( c{u, v)mL{d(u, v)) for (s, t)< (T, T) .
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Now for every T > 0, the Borel measurable function c on D is
bounded on [0, T] x [0, Γ] since

φ , ί) £ c(Γ, Γ ) < - for (s, ί) -< (Γ, Γ)

by (14), (10) and the boundedness of Φ and Ψ on [0, Γ] x [0, T] x iλ
For brevily let us write

α = 2(1 + T2)LΓ{λ([0, T] x [0, Γ]) + 1} .

Then by iterating (15) n times we have

c(s, t) ^ an+1\ \ ί c(un+1, vn+1)
J[o,s]x[o,ί] J t o . ^ l x t o , ^ ] J[o,ww]χLo,v%]

x mL(d(un+lf vn+ί)) mL(d(u2, v2))mL(d(uu v,))

^ a^c(T, T ) — M ^ — for (s, t)< (T, T) .

Since this holds for every positive integer % and since Γ > 0 is
arbitrary, we have

c(s, t) = 0 for (s, ί ) e ΰ .

Using this in (14) and recalling (4) we have

., Af,t){X(s,t)-X'(s,t)Y] = 0 for (8,t)eD.

Since the second factor in the expectation is nonnegative, the last
equality implies

{ω e Ω; \X(s, t, ω) - X ' ( s , t , ω ) \ > 0 } a (A?t)° U A * t f o r ( s , t ) e D

where ^ s* t is a null set in (Ω, g, P). Thus

(16) P{\ X(8, t) - X'(s, ί) I > 0} ^ P({Alt)<) for (β, ί) 6 D .

Since {A^, ΛΓ = 1, 2, •••} is a monotone increasing sequence of sets,
{P((A^ί)

c), iV= 1, 2, •••} is a monotone decreasing sequence of non-
negative numbers. To show that it actually converges to 0, assume
the contrary. Then there exists ε > 0 such that

= lim

In other words

P{ωeΩ; sup (\X(u, v, ω)\2 + \X'(u, v9 ω)j2) > N for all N} ^ ε ,
(u,v)<(s,t)

i.e.,

P{α) G fl; sup (\X(u, v, ω)\2 + \X'{u, v, a
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This contradicts the fact that the sample functions of X and X' are
all continuous on D and consequently the supremum in the above
expression is finite for every ωeΩ. Therefore

(17) lim P((AZt)
c) = 0 .

JV-»oo

Letting ΛΓ-> oo on the right side of (16) and applying (17) we have

(1). D

DEFINITION 3.9. Given an equipped probability space (Ω, g, P; gs,f),
let Lc

2(%Sit) be the collection of 2-parameter stochastic processes X on
(Ω, $, P; %Sjt) which satisfy the following conditions:

1° X is gS(t adapted.
2° Every sample function of X is continuous on D.
3° For every T > 0

7(T;JΓ) Ξ sup E[\X(s,tm< -
(s,t)<(T,T)

Let Ll(%Sft\dD) be the collection of boundary stochastic processes Z
on (Ω, %, P; %8tt) which satisfy the following conditions:

4° Z is %9tt adapted.
5° Every sample function of Z is continuous on 3D.
6° For every T > 0

y(T Z)^ sup E[\Z(s, ί)|2] < - . Q
(s,t)<(T,T)

( β , t ) edD

Note that if X is in Z,2

c(gs>ί), then X is of the class S2(gM).

LEMMA 3.10. Lei (i2, g, P;gS)ί) 6e α^ equipped probability space
on which an %S)t Brownian motion B with dB = 0 exists. Suppose
that the coefficients a and β in the stochastic differential equation
(3.1) in Definition 3.3 satisfy the growth condition (3.4). Let Ze
Lc

2{%sΛ\dD) be fixed.

For every X e LG

2($Syt) define a 2-parameter stochastic process τX
on (ΰf&P;3.,t) by

(1) (τX)(s, t) - -Z(0, 0) + Z(β, 0) + Z(0, ί)

+ ί α(%, v, X)dB(u9 v)
J[0,s]x[0,ί]

+ ( /5(u, v, X)d(u, v) f o r (s, t)eD .
J[0,*]x[0,ί]

( 2 )
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With the transformation τ of Ll(%Sit) into itself as given above,
define a sequence {X{ί), i = 0, 1, 2, •} in Lc

2(%Sjt) by

(Xw(s, t) = ~ Z ( 0 , 0) + Z(8, 0) + Z(0, t) for (s, t)eD ,
C {X{i)(s, t) = (rX ( i - 1 } )(s, t) for (s, t)eD and i = 1, 2, .

/or ê er?/ T > 0 ίfcβre exists MΓ > 0 sucfe

(4) sup E[\X^(s, t)\*]£MT for i = 0,1, 2,

Proof. Let l e Z/JίS.,*)- As we saw in Remark 3.5, the fact that
a, βe M(D x W) and X is an %S}t adapted process whose sample
functions are all continuous on D implies that the two 2-parameter
stochastic process Φ and Ψ on (Ω, %, P; %8)t) defined by

are gβιt adapted and measurable processes. Furthermore the assump-
tion that a and β satisfy (3.4) implies that Φ and Ψ are both of the
class 82(Ss,t) I*1 f a c t f° r every Γ > 0 we have by (3.4)

6 ) E\\ {(Φ(8f t) |2 + [ y(8, ί) |2}mL(d(s, ί))
LJ[o,r]χ[o,r]

£ E[\ LT\\ \X(u,v)\2X(d(u,v))
LJίo,τ]χίo,τ] U[o,«]χ[o,ί]

+ \X(s, ί ) | 2 + ljfliiW*, ί))]

, Γ] x [0, T]) + 1}

Now that Φ and Ψ are of the class S2(gβ>ί) the two stochastic integrals
in (1) exist and τX is denned. Clearly τX is an %Sit adapted process
whose sample functions are all continuous on D.

To show that τX is in Lc

2($Stt) it remains to verify that for every
Γ > 0

(7) sup E[\(τX)(s,tm< - .
(s,ίK(Γ,f)

This can be shown by the same kind of estimates used in (6). How-
ever we shall obtain a more precise estimate than (7) which is needed
in proving (4) and at the same time implies (7). First of all, for
any XeLc

2($Sft) there exists a nonnegative Borel measurable function
A(s, t; X) for (s, t) < (T, T) which is increasing in the sense of "-<"
in D and satisfies the condition

(8) s u p E[\X(u9 v)\2] + 1£ A(s, t; X) f o r (s, t)< (T, T) .
(v,v)<(s,t)
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Indeed the fact that X is in Ll(%Stt) implies that

sup E[\X(u, v)\2]^y(sVt;X)

{u,v)<(s,t)

so that if we define

A(8, ί; X) = 7(8 Vt;X) + l for (s, ί) -< (Γ, Γ) ,
then A( , •; X) is increasing in the sense of "-<" in D and (8) holds.
We show next that for any increasing function A( , X) on
[0, T] x [0, T] which satisfies (8) we have

( 9 ) E[\ (τX)(8, t) |2] ^ 5 J37(Γ; Z) + BT\ A(u, v; X)mL(d(u, v))\
( J[0,β]x[0,ί] i

for (s, t)<(T, T)

where

(10) BΓ = (1 + Γ2)LΓ{λ([0, Γ] x [0, Γ]) + 1} .

Clearly (9) and (10) imply (7). To prove (9) note that from (1) and (5)

l2\{τX){s, ΐ ) | 2 S 5{[Z(0, 0 ) | 2 + \Z(s, 0 ) | 2 + \Z(0, ί ) l 2

)|2} for (s,t)<(T,T)

and therefore by (11) and (12) in the proof of Theorem 3.8 and then
by (3.4) and (8) we have

E[\(τX)(s, ί)[2]

; Z) + ( E[\Φ(u, v)nmL(d(u, v))
J[0,s]x[0,ί]

+ st\ E[\¥(u, v)nmL(d(u, v))\

^ 5 (37(T; Z) + (1 + βί) ( E[\ a(u, v, X) |2
I J[0,β]x[0,ί]

; Z) ( ) r (
J[0,β]x[0,ί]

X

^ 5 J37(Γ; Z) + (1 + T2)LΓ[λ([0, T] x [0, T]) + 1]

x I A(u, v; X)mL(d(u, v))\ ,
J[o,β]χ[o,t] )

which proves (9) in view of (10).
We now turn to the proof of (4) under the definition of
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{X{ί), i = 0, 1, 2, •} by (3). Clearly Xw is an g M adapted process
on (Ω, $, P; %8>t) whose sample functions are all continuous on D and

(11) τ ( T ; X ( 0 ) ) = sup E[\Xw(s, t)\2]
(s,t)<(T,T)

5S 3 sup {\Z(0, 0)|2 + \Z(s, 0)|2 + \Z(0, ί)|2}

Thus X(o> e /*<(&,,). Then by (2) we have Xm e Li(%Sit) for i = 1, 2,
also.

To prove (4) let us write for brevity

c = 3γ(Γ: Z)

and show by induction on i that

(12) E[\Xw(s, ί)l2] ̂

for (s, ί) •< (Γ, Γ) and i = 1, 2, .

To show that (12) holds for i = 1 let

A(s, t; Xw) = 3c + 1 for (β, ί) < (Γ, Γ) .

Then A is trivially a nonnegative Borel measurable function which
is increasing in the sense of " < " in D. Also by (11), A satisfies
(8) with X(o) in the place of X so that by (9)

E[\X{1)(s, t)\2] ̂  5{c + (c + l)£Γsί} ,

which is (12) for ΐ = 1. Next assume that (12) holds for some posi-
tive integer i. Define

, ί; X(i)) -

] 1 for(
jfc = l

Then A is a nonnegative Borel measurable function which is increasing
in the sense of "-<" in D and satisfies (8) with X{i) in the place of
X. Thus by (9)

s, t)\2] ^5\c + Bτ\ A(U, V; Xw)mL(d(u, v))\
\ J[0,β]x[0,ί] J

t)i+1[(i + I ) ! ] "
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which is (12) for ί + 1. Thus by induction (12) holds for i = 1, 2,
From (12) we obtain the simpler estimate

(13) E[\Xw(s, t)\2 ̂  5[3τ(T; Z) + 1] Σ {^Bτst)\k\)~2

for (s, t)<{T, T)

which holds not only for i = 1,2, • • • but also for i — 0 on account
of (11). From (13) we have (4) by setting

Mτ = 5[3τ(T; Z) + 1] Σ (5£ΓΓ
2)*(&!)-2 < oo .

fc=0

This completes the proof of the lemma. •

LEMMA 3.11. Under the same hypothesis as in Lemma 3.10, as-
sume further that a and β satisfy the Lipschitz condition (3.3) also.
Then for every T > 0 there exists Nτ > 0 such that

E[ sup \{τX){u,v) - (τX')(u,v)n
{u,v)<(s t)

^ NT \ sup E[\ X(u', v') - X\u', v') \2]mL(d(u, v))
J [ 0 , s ] x [ 0 , ί ] (u',v')<{u,v)

for (β, t)<(T, T) for any X, Xf e L^Stt) . •

Proof. Let X, X' e Lc

2(%8)t). According to Lemma 3.10, τX and
τXf exist in L&%8tt). Now from the defining equation (1) for τ in
Lemma 3.10 we have

(1) E[ sup \(τX){u,v)-(τX'){u,v)n
(u,v)<{s,t)

sup \I{Φ){u,v)n + 2E[ sup | J(Ψ)(u, v)|2

for (s, t) eD where

Φ(s, t, w) = a(s, t, X( , •, ft))) — a(s, t,.

Ψ(s, t, w) = β(s, t,X( , , ft))) - β(s, t,

and I(Φ) and J(f) are the stochastic integrals of Φ and Ψ with re-
spect to the gS)t Brownian motion B with dB = 0 and the Lebesgue
measure respectively. Note that by using (3.3) we have the same
kind of estimate as (6) in the proof of Lemma 3.10 for our Φ and Ψ
to show that they are of the class 22{%s>t) and this ensures the exist-
ence of the stochastic integrals I(Φ) and J(Ψ).

Since I(Φ) is of the class 9ftl(§«,*)> we have by the martingale
inequality (b) in Theorem 1.2 of [3] with p = 2 and then by (11) in
the proof of Theorem 3.8
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(3) E[ sup \I(Φ)(u, v)
(U,v)<(8,t)

= 1%E Γ( I Φ(u, v) \2mL(d(u, v))~\ .
LJ[θ,8]x[0,ί] J

For J(Ψ) we have by the Schwarz Inequality

\J(Ψ)(u, v)\* = \ Ψ(u', v')mL(d(u', v')) 2

^ uv \ I f « v') \2mL(d(u', v'))
J[0,w]x[0,i;]

[o,β]χ[o,t]

for (u, v) < (s, t) so that

(4) E[ sup \J(W)(u, v)Π ̂  stE\\ \W(u,v)\2mL(d(u,v))].
{u,v)<{s,t) LJ[0,s]x[0,ί] J

Using (3) and (4) in (1) and applying (3.3), we have

E[ sup \(τX)(u, v)-{τX'){u,v)n
(u,v)<(s,t)

^ (32 + 2T)E\\ {\Φ(U, V)\> + \Ψ(u, v)f)mL{d(n, v))~\

g (32 + 2T2)LTE\\ \\ \X(u', v') - X'(u', v')|2

LJ[o,s]χ[o,t] lj[o,w]χ[o, ϋ]

x X(d(u', v')) + \X(u, v) - X'(u, v)ήmL(d(u, «))]

^ (32 + 2Γ2)LΓ{λ([0, T] x [0, T)) + 1}

x \ sup E[\X(u', v') - X'{u', v')\2]mL(d(u, v)) .
J i 0 , s ] x [ 0 , ί ] {u',v')<(u,v)

If we let

NT = (32 + T2)LΓ{λ([0, T] x [0, T]) + 1} ,

then the lemma is proved. •

THEOREM 3.12. Suppose the coefficients a and β in the stochastic
differential equation (3.1) in Definition 3.3 satisfy the conditions
(3.3) and (3.4). Let (Ω, f$, P; %S)t) be an equipped probability space on
which an %S)t Brownian motion B with dB — 0 exists. Then for
every Ze Le

2(%Syt\dD) there exists a strong solution (X, B) of (3.1) in
which X e Lc

2($Syt) and dX = Z. In fact there exists a transformation
F of dW x W into W satisfying 1° and 2° of Definition 3.6 such
that

X( , , ω ) = F [ Z ( , ,α>), B( , ,α))] /or a.e.
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for all Ze Ll{%Stt\dD) and JeL2

c(gS ) ί) in the corresponding solutions
(X, B) of (3.1) with dX= Z. •

(Recall that according to Theorem 3.8 the condition dX = Z
determines X in the solution {X, B) uniquely up to a null set in
Ψ, %, P).)

Proof (1). Let ZeL&%,ιt\dD). Define a sequence {Xw,i =
0, 1, 2, •} in Le

2(%β>t) as in Lemma 3.10 by

(Xm(s, t) = -Z(0, 0) + Z(β, 0) + £(0, t) for (β, ί) e D ,

\xm(s, t) = (rX'^'Xs, ί) for (s, t)eD and i = 1, 2,

By an iterated application of Lemma 3.11 and by the fact that for
any g M adapted process Y on (42, g, P; %Sit) the inequality

(2 ) sup E[\ Y(u, v) |] ^ £•[ sup | Γ(tt, v) |] for (s, ί) e Z)

holds, we have for every T > 0 some Nτ > 0 such that

( 3 ) £ [ sup I X{i+1)(s, t) - X[i\s, t) |2]
(8,t)<{T,T)

ZNΛ \ •••{

x sup E[\ Xw(u, v) - Xm(u, v) nmL(d(sif t{)) • •

mL(d(s29 Q) mL(d(sl9 tx)) .

Since (sίf t%) < (Si_l9 t^) < < (su Q <(T, T) in the integral above,
we have by (4) of Lemma 3.10

( 4 ) sup E[\ Xa)(u, v) - X{Q)(u, v) |2] ̂  4MT .

Using (4) and (3) and integrating we have

( 5 ) E[ sup \X{ί+1)(s, t) - X{ί\s, t)\2] ^ 4MτNtT2ί(il)-2 .
(s,t)<(T,T)

Let
At = {ω 6 Ω; sup | X ( i + 1 )(s, t) - Xm(s, t) \ > 2-4}

(s,t)<(T,T)

for i = 0, 1, 2, .

Then by the Chebyshev Inequality and (5)

P(At) ^ l&MTN}T2i(i\)-2 for ΐ = 0, 1, 2, .

Since ΣΓ=oN}T2i(il)~2 < ©o, the Borel-Cantelli lemma applies and
consequently {X(ί), i = 0, 1, 2, •} converges uniformly for (β, ί) <
(T, T) for a.e. ωeΩ. By letting T = 1, 2, •••, we conclude that
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there exists a null set N in (Ω, g, P) such that {X{ί), ί = 0, 1, 2, •}
converges on D for each ωe Nc where the convergence is uniform
on every bounded subset of D for each ωeNc.

Let us define a stochastic process X on (Ω9 g, P; %s>t) by

(lim X(ί)(s, ί, ώ) for (s, ί) 6 D and ωeNc ,
(6) X(s, ί, α>) = j ^ 0 0

10 for (s, t)6fl and ωeN.

Then every sample function of X is continuous on Zλ Also, since
X{ί) is gS)ί adapted and Ne%s>t for every (s,t)eD, X is § M adapted.
To show that XeLc

2($S)t) it remains to show that for every T > 0

(7) sup
(s,t)<(T,T)

Now for the L2 norm JF[| \ψ2 on the Hubert space L2(i2, g, P) we
have by the triangle inequality and by (2) and (5)

( 8 ) sup E[\ X(m)(s, t) - Xw(s, t) \2]m

(8,t)<(T,T)

^ S sup ^[|2Γ(4+ll(β, t) - Xm(s, ί)|2]1/2

i=n (s,t)<(T,T)

. m-1
^ 2ι/Mτ Σ v/ΛΓΓ* TXϋ)-1 for (s,

Since ΣΓ=0 l/iV/ T^il)'1 < oo, the Cauchy Criterion for Uniform Con-
vergence implies the existence of an gSit adapted process X* on
φ, %, P; %s,t) such that

(9) E[\X*(s, ί ) ] | 2 < oo for (s,t)eD

a n d

(10) lim{ sup E[\Xm(s, t) - X*(s, t)\2]} = 0 .
ί-»oo (s,t)<(T,T)

From (10) and the fact that XU) 6 Z2

c(gSji) we have

(11) s u p E[\X*(8, t)\2] ̂ 2 s u p # [ | X * ( s , ί ) - X ( i ) ( s , ί ) | 2

(s,t)<(T,T) (s,t)<(T,T)

+ 2 sup J&[|X«'(β, ί)l2] < °°
( β , ί ) < ( 7 ' , 7 ' )

Since convergence in L2 norm implies the existence of an a.e. con-
vergent subsequence, (6) and (10) imply

(12) X(8, t, ω) = X*(s, t, ώ) for a.e. ωeΩ for each (s, t) eD .

By (11) and (12) we have (7). This shows that XeLc

2{%s>t).
Now that XeLl{%sΛ), τX exists in Lc

2(%s>t) by Lemma 3.10. We
proceed to show that in fact τX — X. Now for every T > 0
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sup \(τX)(s,t)-X(s,t)\^2 sup |(τX)(s, t) - X<ί+1)(s, ί)|2

{s,t)<(T,T) {s,t)<(T,T)

+ 2 sup I X(i+1)(s, <) - X(s, t) |2
(s,ί)<(Γ,Γ)

for each i. Since {X{ί), i = 0, 1, 2, •} converges uniformly on every
bounded subset of D for each ωeNc to X, we have

lim { sup I X(ί+1)(s, t, α>) - X(s, ί, α>) |2} - 0 for ω e Nc .
î oo (s,t)<(T,T)

This implies

sup \(τXX8,t,ω)-X(8ft, α>)|2

^ 2 lim inf { sup | (τX)(s, t, ω) - X(i+1)(s, t, ω) |2}
i-*oo (stt)<(r,T)

for ωeNc .
Taking the expectation on both sides of inequality above, then apply-
ing Fatou's Lemma and Lemma 3.11 to the right side we have

(13) E[ sup \(τX)(8,t)-X(8t ί)|2]

^ 2NT lim inf ( sup E[\ X(u, v) - Xm(u, v) |2]
i-*oo J[θ,Γ]xCθ,Γ] {u,v)<{8,t)

x mL(d(s, t)) .

Now by Definition 3.9 and (4) of Lemma 3.10

sup E[\X(u, v) - Xw(u, v)\2] ^ 2γ(T; X) + 2MT .
{u,v)<{s,t)

Let us replace lim inf̂ co on the right side of (13) by lim sup^oo. The
inequality remains valid. Since the integrand on the right side of
(13) is bounded by a constant as we have just shown, Fatou's lemma
for lim sup applies and we have

E[ sup \(τX)(s,t)-X(s,t)n

^ 2NT \ lim sup { sup E[\ X(u, v) - Xw(u, v) \2]}m,L(d(s, t))
Jlo,τlχlo,τΊ ί-*oo (u,vχ(s,t)

which is equal to 0 by (12) and (10). Therefore

sup I (τX)(s, tf ώ) — X(s, t, ω) \ = 0 for a.e. ω e Ω .
(s,t)<(Γ,Γ)

By considering T — 1, 2, , we conclude that

(τX)(8, t, ω) = X(8, t, ω) for all (s, t)eD for a.e. ωeΩ .

Thus we have shown that τX = X.

Recalling the definition of τ by (1) of Lemma 3.10, we have
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(14) X(s, t) = -Z(0, 0) + Z(s, 0) + Z(0, t)

+ \ a(u9 v, X)dB(u, v)
J[0,β]x[0,ί]

. + I β(u, v, X)d(u, v) ,
J[o,β]x[o,t]

i.e., (X, B) is a solution of the stochastic differential equation (3.1)
on (Ω, %, P; %8>t) with 3X = Z. Bh Theorem 3.8, (X, B) is the unique
solution on (Ω, g, P; gM) with 3X = Z.

(2) We proceed to show that there exists a transformation F
oί dW x W into W satisfying 1° and 2° of Definition 3.6 such that
for every Ze Lc

2(%Sit\dD) the corresponding stochastic process Xe
Lί{%9,t) defined by (1) and (6) satisfies

(15) X( , ., ω) = F[Z( , , ω), 5( , , α>)] for a.e. o)efi

where the exceptional null set in (Ω, %, P) may depend on Z.
We shall show first that for every i = 0, 1, 2, , there exists

a transformation F ( ί ) of dW x T7 into W satisfying 1° and 2° of
Definition 3.6 such that for every Ze Le

2(%Sft\dD) the corresponding
stochastic process X{ί) e L'2(%8tt) defined by (1) satisfies

(16) XU)( , , ω) = F(ί)[Z(>, , ω), JB( , ., ω)] for a.e. ωeΩ

where the exceptional null set in (Ω, $, P) may depend on Z. We
shall show this below by induction on i.

(2.1) Let us show the existence of F{0). Recall that by (1),

χM(8, t, ώ) - - Z ( 0 , 0, ω) + Z(8, 0, ω) + Z(0, t, ω)

for ( 8 , ί , O ) ) € ΰ X i J .

Consider t h e following t ransformat ions :

τr0; 3T7 -• i ί defined by ττo2; = z(0, 0)eR for 2 6 dW ,

τr i ; 3T7 -> TF(1) defined by π ^ = «( , 0) 6 Wω for ^ 6 dW ,

τr2; 3TF -* T7(1) defined by π ^ - z(0, >)e W{1) for z e W .

Thus defined, π 0 is 33(3T7)/a3(iί) measurable and πλ and π 2 a re both
) measurable. Consider t h e following t ransformat ions :

eo; R —> T7 defined by eoζ = w^

where w^(s, t) = ζ for (s, t)eD ,

ex\ W{1) -> W defined by β ^ = wβ

where ^ ( s , t) = x(s) for (s, t)eD ,

e2; Wa) -> TΓ defined by e±y = w f

where w («, t) = y(ί) for (s, t)eD .
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Clearly eQ is S8(R)/S3(W) measurable and e, and e2 are both S8(Wω)/S3(W)
measurable. Thus eQoπ0, ex°πγ and £2°7Γ2 are all S3(dΐΓ)/S3(TF) measur-
able transformations of dW into W. Define a transformation Fi0) of
dWxW into W by

Fw(z, w) = -Oo ° πo)z + (βi ° πjz + (e2 ° π2)z for (z, w) e dW x WF .

Then Fw is σ(β(dW) x S3(W))/SB(T;Γ) measurable and 1° and 2° of
Definition 3.6 are satisfied trivially. Also

(17) F^[Z{ , , w ) , 5 ( , ,w)]

= -(e0oπΌ)Z( , , ft)) + fooTΓjZC , , ω) + (e2oτr2)Z( , , α>)

= X(o)( , , α>) for α)6f l .

This proves the existence of Fi0).
(2.2) Next suppose that for some i there exists a transformation

F{i) of dW x W into TF satisfying 1° and 2° of Definition 3.6 and
(16). Now by (1) and the definition of τ in Lemma 3.10,

(18) X[ί+ι\s, t) = Xw(s, t) + I(Φ{ί))(s, t) + J(Ψ{ί))(s, t)

where

ί 0 ( ί ) ( ) [ t X(ί)( )] f (S' *' ω) G ̂  X ^ 'ί 0 ( * ' *' ω) a[s> t} X ( ' ' ω)]

[Ψw(8, t, ft)) - β[s, t, X ( i ) ( , , ft))] f o r ( 8 , t , ω ) e D x Ω ,

and /(Φ(i)) and J(Ψ{ί)) are the stochastic integrals of Φ{i) and ?Γ(i) with
respect to the %8tt Brownian motion B with dB = 0 and the Lebesgue
measure respectively. Since we have (17) already, if we show that
there exist transformations G{ί) and H{ί) of dW x W into W satisfy-
ing 1° and 2° of Definition 3.6 such that

J/(Φ(i))( , •) = G ( ί )[^( , , α>), B(., , ft))] for a.e. ωeΩ ,

U ( r « ) ( -) - iϊ(i>[i?(., , ft)), J5( , , ft))] for a.e. α)e f l ,

for X ( ί ) defined by (1) with an arbitrary ZeLe

2(%,tt\dD), then the
transformation F{ί+ι) of dW x W into TΓ defined by

(21)

satisfies 1° and 2° of Definition 3.6 and also

(22) X ( i + 1 )( , ., ft)) = F ( i + 1 )[Z( , -, ft)), J5( , , ft))] for a.e. ωeΩ .

It remains to prove the existence of G(ί) and i ϊ ( ί ) . We do this for
G{1) below.

Now according to our induction hypothesis, (16) holds for our i.
Then by (19)

(23) Φ«\8, t, ft)) = a(s, t, F ( i )[Z( , , ft)), £ ( . , , ft))])

for (s,t)eD and a.e. ωeΩ.
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Since X ( ί ) 6 Z,2

β(gM), our Φ{ί) defined by (19) is of the class S2(gβ>t) as
we saw in the proof of Lemma 3.10. Let us consider first the par-
ticular case where a is such that Φ{i) is of the class 20(%S}t). Then
by Definition 2.8 for some null set N in (Ω, g, P)

/ m n

(24) I(Φm)(s, t, ω) =

Σ Σ «(«,_„ t>_lt FW[Z( , , ω), B{ , , α>)])
3 = 1 fc = l

x {B(βy, ί4, α>) - -Bίβ^!, t*, ω) - B(sjf tk_xώ)

+ B(Sj_u tk_l9 ω)} f o r (β, t,ω)eDx Nc ,

0 for (s,t,ω)eDxN,

with the understanding that sm = s and £„ — ί as in Definition 2.8.
Define transformations φ and ί(φ) of D x dW xW into i ί by

(25) <p(s, t, z, w) = α(s, ΐ, i^(i)[a;, w]) for (s, ί, », w) 6 D x dW x TΓ ,

(26) c(φ)(s, t, z,w)

- ^(s,-, tfc.i) 4- w(sj_lf t^)} for (β, *, s, w) 6 D x 9TF x TF ,

again w i t h t h e unders tanding t h a t sm — s and tn = ί. Let us show
t h a t t h e t ransformat ion c(φ)(-, ,z,w) of (z, w)edW x W into W is
<7θδ(3WO x a3(TF))/3S(TF) measurable. According to p a r t (1) of Prop-
osition 3.1 it suffices to show t h a t for every (s, t)eD t h e transfor-
mation c{φ){s, t, z, w) of (z, w) 6 dW x W into R is σ(β{3W) x SB(W0)/S3(Λ)
measurable. Now 1° of Definition 3.6 and 2° of Definition 3.2 imply
that the transformation α(s i_1, tk_lf F

{i)[z, w\) of (z, w) edW x W into
R is σ(B(dW) x S3("FΓ))/SB(JB) measurable. Also the second factor in
each summand on the right side of (26) is a $8(W)/(?8(R) measurable
transformation of W into R. Therefore the transformation
c(φ)(8, t, z, w) of (z, w)edW x W into R is σ(^8(dW) x <®(W))/$8(R)
measurable. Similarly the fact that for each z e dW the transfor-
mation c(φ)(-, m,z,w) of weW into W is S3M(W)/93β>t(W) measurable
for every (s, ί ) e ΰ can be shown by part (2) of Proposition 3.1, 2° of
Definition 3.6 and 2° of Definition 3.2. With these two measurability
conditions satisfied by t(φ) we conclude that there exists a transfor-
mation G(i) of dW x W into W satisfying 1° and 2° of Definition 3.6
such that

(27) c(φχ , ,z,w) = G{i)(z, w) for (z, w) e dW x W .

From (24), (26) and (27) we have (20) for Φ{ί) for the particular case
where a is such that Φ{ί) is of the class £ 0(gM).

Consider now the general case where Φ{i) is of the class %2(%s,t).
According to (2.1) in § 2 and Proposition 1.6 there exist a sequence
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{Φlf I = 1, 2, •} in the class S0(gM) and a null set No in (Ω, g, P)
such that

lim I(Φι)(s, t, ω) = I(Φ(i))(s, ί, ft)) uniformly on every bounded

subset of D for ft) e No

c ,

i.e.,

(28) lim J(Φ,)( , , ft)) = /(0(ί))( , , ω) in the metric topology of TΓ

for ft) 6 Nf .

Since Φz is of the class S0(§,,t), there exists a transformation G/0 of
dW x W into T7 satisfying 1° and 2° of Definition 3.6 and a null
set Nt in (i2, g, P) such that

(29) /(#,)(., , cw) - G,(ί)[^( , , o))f £ ( , , ft>)] for ft)eiVz

c .

Let

(30) N=l}Nt
1=0

and

(31) A = {fe w) e 3T^ x TF; lim Gί^z, w] exists in T7} .

From the σ(ϊ8(dW) x S3(T7))/SB(TF) measurability of Gz

(i) for i = 1, 2, . . ,
Λeσ(β(dW) x 35(17)). Define a transformation G( ί) of 3TF x W into
TΓ by

flim G^iz, w) for («, w) e Λ ,

(32) G( ί )(z, w) = J ^ "
I a fixed element in PΓ for (z, w) e Λc .

Then G(ί) satisfies 1° and 2° of Definition 3.6 since G\i] does for I =
1, 2, •••. Let iΓ be the subset of dW x TF covered by the trans-
formation of Nc defined by [Z( , ,ω), B{ , , ώ)] for ωeNc. Then
for every (s, w) eK there exists ωeNe such that

so that by (29), (28) and (30)

limGί^s, w) - l imG^[Z(., , ω), B( , , ft))]
Z->oo Z-»oo

= lim /(Φ,)( , ,ώ) = I(Φm)( , , ω) for (z, w) e K .
l-*oo

Then by (31) K c A so t h a t by (32)

(33) limG,w '[Z( , , ft)), B( , ,ω)]

= Gm[Z( , ., a)), B{ , , ft))] for a>6 JNΓ .
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Combining (28), (29) and (33) we have

(34) I(Φ{i)X , , ω) = GW[Z( , , ω), B(>, , α>)] for ωeNe ,

proving (20) for I(Φω). We can prove (20) for J(Ψ{i)) in the same
way. This completes the proof that if F{τ) exists so does F{1+1).

(2.3) By induction on i we conclude that for each i = 0, 1, 2, ,
there exists a transformation Fω of 3W x W into W satisfying 1°
and 2° of Definition 3.6 such that for any Ze Li(%itt\dD) and the
corresponding X{1) e Lc

2($Sft) defined by (1) we have

for αiefl(35) .

where 1

(36)

and

(37)

XM{ , , a

V((Z) is a

A = {(z,

null

w) e

set

dW

in

ΛΓ(.

x 1

, , ω), B{ , , ύ

(Ω,%,P). Let

Z) = U NXZ)

W\ lim F{ί)(z, w) exists in W) .

From the o (33(3TΓ) x ^8(W))/^8(W) measurability of F[ί\ i = 0, 1, 2, ,
^6(7(35(31^) x S5(TF)). Define a transformation F of dW x TΓ into
W by

\UmFw(z,w) for («, w) e 4 ,

(38) ίXs,w) = p 0

(a fixed element in TF for (2;, tc;) e Ac .

Then .P satisfies 1° and 2° of Definition 3.6 since F{ί) does for i =
0. 1, 2, . We saw in (1) that

(39) limX ( ί )( , , ω) = X( , , ω) in the metric topology of W

for weiVc

where JV is a null set in (Ω, %, P). By the same argument as in
proving (34) by means of (28), (29), (31) and (32) we conclude from
(39), (35), (36), (37), and (38)

X( , .,α)) = F [ ^ ( . , ,α>), £( , ,α>)] for α) 6 (iSΓ(Z) U iV)c .

This completes the proof of the theorem. Π
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