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Jordan triple systems and pairs do not in general possess
unit elements, so that certain standard Jordan algebra
methods for studying derivations, extensions, and bimodules
do not carry over to triples. Unit elements usually arise
as a maximal sum of orthogonal idempotents. In Jordan
triple systems such orthogonal sums of tripotents are not
enough: in order to "cover" the space one must allow families
of tripotents which are orthogonal or collinear. We show
that well behaved triples and pairs do possess covering
systems of mixed tripotents, and that for many purposes
such nonorthogonal families serve as an effective substitute
for a unit element. In particular, they can be used to
reduce the cohomology of a direct sum to the cohomology
of the summands.

Throughout we consider Jordan triple systems / over an
arbitrary ring Φ of scalars, having product P(x)y quadratic in x
and linear in y with polarized trilinear product {xyz} = P(xf z)y —
L(x, y)z. For easy reference we record the following standard
identities satisfied by the multiplications in a Jordan triple system:

(0.1) P(P(χ)y) = P(χ)P(y)P(χ)

(0.2) P(x)L(y, x) = P(P(x)yf x) = L(x, y)P{x)

(0.3) L(P(x)y, y) = L(x, P(y)x)

(0.4) L(x9 y)P(z) + P(z)L(y, x) = P({xyz}f z)

(0.5) [L(x, y), L(z, w)] = L({xyz}, w) - L(z, {yxw})

P(x, y)P{z) - L{x, z)L{y, z) - L{x, P(z)y) ,

P(z)P(xf y) - L(z, x)L(z, y) - L(P(z)x, y)

P{P{x)y, z) = P(x, z)L{y, x) - L{z, y)P(x)

= Ux, y)P{x, z) - P(x)L(z, y)

P({xyz}) + P(P(x)P(y)z} z) = P{x)P{y)P{z) + P{z)P{y)P{x)

+ Ux, v)P(z)Uv, x)

(see [2], [3], [8] for basic facts about Jordan triple systems).

We recall the 3 basic examples of Jordan triple systems. The
rectangular p x q matrices with entries in a unital algebra D with
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involution a-^a become a triple system

Mp>q{D): P{x)y = x{ψx) {if p ^ q) or (xψ) x {if p S q) .

We always assume p + q ^ 3 since MlΛ{D) is just D; here D
must be alternative (though the involution is arbitrary), and if
p 4- q ^ 4 must even be associative. When D is associative the
triple structure is given by P{x)y = xψx. If p — q = n Mn,n{D) is
just the j-isotope P{x)y = U{x)y3' of the unital Jordan algebra Mn{D)
ofnxn matrices, with respect to the adjoint involution y3' = y\
In general we have a decomposition Mp>q{D) = φ ^ ^ , ! ^ - ^ £ ^ ϋ
where

P{aEίj)bEίj = a{ba)Eίό = {ab)aEij

{aEίάbEiάcEu} = a{bc)Eu

{cEφEφE^ = (c5)α#w

{aEφEhfiEkl) = a{bc)En = (αfiJcJ?,,

for i Φl, j Φ k, while all other "unlinked" products P{aEij)bErs

((r, s) ^ (i, i)) and {aEijbEr9cEk}} {{r, s) Φ {k, j), (i, Z)) are zero.
The alternating matrices (those skew-symmetric X* = —X with

diagonal entries Xέi = 0) over a commutative associative algebra C
form a Jordan triple system An{C) under the product1

An{C): PA{x)y = a^α = -xyx .

When C has an involution c -»c, the map Xy = X* is an involution
on An{C), and we can form the i-isotope

Sn{C): Ps{x)y = P (̂x)τ/̂  - â 'α? - -xyx ,

which is called the symplectic triple system Sn{C). We may view
AJC) as the special case of a symplectic system Sn{C) where C has
trivial involution. Note that the involution is not used in deter-
mining the matrices in Sn{C), only in defining the product: both

1 We remark that the alternating matrices also form a subsystem of Mn(C) under
the product PM(X)V=XVX, but in general (e.g., over R) this system contains no tripotents
at all, whereas under PA the symplectic matrix units Fij — Eij—Eji always are tripo-
tents. We also remark that the space of all skew-hermitian matrices Xt=—X forms
a Jordan triple system Sk{Mn(C)) under P(x)y=xytx=—xyx. For even n=2m this is
just an isotope of the Jordan algebra H2m(C, σ) of symmetric elements relative to the
symplectic involution Xσ = SXtS~1= — SXtS (S the standard symplectic matrix) under
U{x)y=xyx, since X-+SX is an isomorphism of Sk(M2m(C)) with the isotope Ps(x)y= —
U(x)U(S)y=—x(SyS)x. In particular, in characteristic Φ2 alternating is the same as
skew so A2m(C) and S2m{C) are isotopes of B2m(C, σ), and only the case where n is odd
produces something new. (Note that for a nontrivial involution the space of hermitian-
alternating matrices spanned by the cζij>=cEij — cEji for iφj does not form a triple
system under XΫιX, since {1<12>1<23>C<31>} = (c—c)En is alternating only when c—c=0).
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An(C) and Sn(C) consist of the same alternating matrices. In terms
of the basis elements aFi3 — a(Ei3 — EH) = — aF3i(a eC, i Φ j) the
product takes the explicit form

P(aFί3)bFi3 = abaFi3

{aFi3bFί3cFik} = abcFjk

' {aFiόbFk3cFki} = 0

{aFi3bFk3 cFkl} = abcFu

for distinct i, j, k, I, while all other "unlinked" products P(aFi3)bFkl

((fc, I) ̂  (if j), ϋ, ϋ) and {aFί3bFklcFrs} ((fc, Z), (Z, fc) g {i, j} x {r, s}) are
zero. We are interested only in Sn(C) for n ^ 4, since for smaller n

(0.11) ^(C) = 0, S2(C) = C,

because aF12 + δî is + oF2d —> a£/n + δί?12 + cJ513 is an isomorphism of
S3(C) on MltB(C), under which the symplectic units {F12, F1S, F23} cor-
respond to the rectangular row units {En, Ei2, E13\.

Just as general symplectic matrix systems are obtained as
isotopes of alternating systems, so we can obtain general hermitian
triple systems as isotopes of the Jordan algebra Hn(D, Do) of n x n
hermitian matrices X** — X over D whose diagonal entries lie in a
given ample -subspace Do (a subspace of symmetric elements in the
nucleus of D containing 1 and closed under aDoa* czD0 for all aeD).
Here D is forced to be alternative with Do contained in the nucleus
if n ^ 3 and associative if n ^ 4. If j is an automorphism of D of
period 2 commuting with the given involution * and leaving Dϋ

invariant, we can define the hermitian Jordan triple system to
consist of the same hermitian matrices under the ^-isotopic product
U(x)yj where yj denotes the result of applying j to all the entries
of the matrix y. As in the symplectic case, j is used only in
determining the product, not the matrices. By commutativity, a —
a*3 defines another involution on D, and for *-hermitian matrices
X = X** we have X3' = X*jt — X*, so the product can also be written
as Hn(D, A, j)' Pj(%)y = U{x)y3' — U(x)yt( = xytx if D is associative).
Whether D is associative or not, Hn(Dy DQ, j) is spanned by the
a[ij] — aEί3 + a*Ejif aQ[ii] = a0Eu for α e ΰ , α0 e Do, with products

] = aQ(biaQ)[ii] = aQ(bQaQ)[ii]

= a(b*'a)[if\ = a(ba)[ij]

(0.12) p(ΦJ]MJJ] = α(6ία*)[ii] = a(boa
j)[ii]

{[]b[j][k]} {b*')[k] (b)[ik]= a{b*3'c)[ik] = a(bc)[ik]

= t(a(b*3'c))[ii] =

(k — i allowed)
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(k = j or i = j" or & = ΐ = j or i = j , k = £ allowed)

for distinct indices i, j , fc, I, and all other unlinked products vanish.
The old unit element c has P(c)y == #y, so c remains the unit only
if j = I is trivial. Thus the algebra case Hn(D, Do) results from
choosing the trivial automorphism j . If j is not an inner automor-
phism on /, i.e., xj is not of the form U(u)x, then Hn(D, DQ) is not
a Jordan algebra: there is no unit element u, since P(u) = U{u)P(c) —
I iff Uiu) = P(c) = j .

1Φ Compatible tripotents* An element e e J is tripotent if
P(e)e = e; such an element determines a decomposition J = Ex © £Ό Θ
2£0 of the identity operator on J into a direct sum of Peirce pro-
jection operators

E2(e) = P(e)2 , Ex{e) = L(e, e) - 2P(ef ,

El) - B(e, e) = I - L(e, e) + P(e)2 .

Such an operator decomposition leads immediately to a Peirce decom-
position

J = Λ Θ J; θ Λ (/* = «/<(β) - ^(β)J)

of the underlying space J. (Following Loos, we use as indices the
eigenvalues 2, 1, 0 of L(e, e) rather than the indices 1, 1/2, 0). The
Peirce spaces are sub-triple systems characterized by

J0(e) = {x\L(e, e)x - P(e)x = 0}

Jλ(e) = {x\L(e, e)x = x, P(e)x = 0}

J2(e) = {a; I L(e, β)α? = 2α?, P(β)α? — x, x = x} .

A peculiarity of triples is that P(e) is not the identity on J2(e) but
merely an involution x —>x. The Peirce spaces multiply according to
P(Jt)JjC:J2i_jf {JiJiJkί^Ji-o+k, oτ more specifically for i = 2, 0, j =
2-i

P(Jt)Ja - {JJJ,} = 0,

(1.2) P W Λ - 0, P(JJJ4 c Ji9 {JoJM c /,

{/,/,JJ c Jif {JM} c /,, P{JX)JX c J,

We will make frequent use of the fact that multiplications L(x, y)
by elements in the same Peirce space leave all Peirce spaces invariant,

(1.3)

We also have the general rules
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(1.4) L(x2, e) = L(e, x2) , P(x2)P(e) - P(e)P(x2) (x2 e J2{e)) .

(See [2], [4] for results on Peirce decompositions.)
If e and / are orthogonal tripotents, the corresponding Peirce

projections commute and yield a double Peirce decomposition of the
space. However, e and / by no means need be orthogonal in order
for this double decomposition to exist: all that is necessary is that
e and / be compatible in the sense that the corresponding Peirce
projections commute,

(1.5) [Ele\ Ed(f)] = 0 (i, j = 0, 1, 2) .

We can describe rather briefly the condition that two tripotents be
compatible; it is very important that this depends only on the
tripotents themselves, and not on the triple system in which they
are imbedded.

1.6. COMPATIBILITY CRITERION. TWO tripotents e, f are com-
patible iff {eef} lies in J2(f), in which case it is symmetric under the
involution P(f) of /?(/):

{eef} = P(f){eef} .

Proof First let us show this condition is symmetric in e and
/, i.e., it implies {ffe}eJ2(e). For arbitrary tripotents e, f, if we
write x = {eef} in terms of its Peirce components x = x2 + xί + x0

for xteJ<(f) we have 2x2 + x,= L(/, f)x = {ff{eef}} = {L(e, β)P(/) +
P(f)L{e9 e)}f (by (0.4)) - L(e, e)f + P(f)L(ef e)f = (α?2 + x, + x0) + x2.
Thus always x0 = 0 and always x2 is symmetric,

(1.7) {eef} = x2 + xλ , xt e Jlf) , x2 = x2 = P(/> 2 .

The condition {βe/}e J2 is just that xλ — 0. Now assume {ee/}e J2(/),
i.e., ^ = 0 and {eef} = x2; then P(β){Jfe}=P(e)Ir(βf/)/={-P(/, e)L(e, e) +
P(P(e)e, f) + P(P(e, f)e, e)}f (by linearized (0.2)) = ~{fx2e} + {̂ #} +
K M = {#β} from (1.4) since x2=x2 by (1.7). Thus {ffe} = P{e){ffe} e
J2(β) and the condition is symmetric in β and /.

Now we show the condition {eef} 6 J2(f) (and its consequences
{ffe}eJ2(e)) are necessary and sufficient for compatibility (1.5).
Certainly they are necessary: L(e, e)f e L(e, e)J2{f) = {Eλ(e) +
2E2(e)}E2{f)J=E2(f){Eι(e) + 2Ei(e)y<zJ2(f) by (1.1) and commuta-
tivity. The hard part is showing sufficiency. Since the Peirce
projections E^e) of (1.1) are linear combinations of L(e, e), P(e)2,
and / it suffices to prove

( i ) [L(e,e),L(f,f)] = 0
(ii) [L(e9 e\ P(/)2] - [L{f /), P(eY] = 0
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(iii) [P{e)\ P(/)2] = 0.
Furthermore, by symmetry in e and / we need only prove the first
part of (ii).

For (i) we have [L(e, e\ L(f, /)] = L({eef}, f) - L(f, {eef}) (by
(0.5)) - L(x2, f) - L(f, x2) = L{f, x2) - L(/, x2) = 0 by (1.4), (1.7), and
the hypothesis {eef} — x2. We remark that if 1/2 e Φ then (i) already
yields (ii), (iii) since 2P(/)2 = L(f, f)2 - L(/, /) is generated by
L(f, f) according to (0.6).

In general, for (ii) we compute [L(e, e\ P(/)2] = {L(e, β)P(/)}P(/)~
P(f){P(f)L(e, e)} = {P({eef}, f) - P(/)L(β, e)}P(/) - P(f){P({eef), / ) -

(by (0.4)) = Pfo, /)P(/) - P(/)P(*2, /) - P(/)P(ά2, / ) -
, /) = 0 from (1.4) and (1.7).

Before considering (iii) we pause to establish
(iv) P(eYf=z2eJ2(f)
(v) L(e, e)^2 = x2 + 2^2

(vi) P(α?2)/ = z2 + z2 + x2.
By (ii) P(e)2 commutes with L(ff f) and hence leaves its 2-eigenspace
invariant: {L(f, /) ~ 2}/ - 0 - {L(/, /) - 2}P{eff =0=*z = P(e)2f =
z2 + z0 for 2̂ o = 0. Hence L(e, e)x2 - L(e, eff = {L(e, e) + 2P(<?)2}/
(by (0.6)) = x2 + 2(^2 + ^0) = x2 + 2^2 as in (v). On the other hand,
identifying Peirce components in 0 = {P({eef}) + P(P(e)2/, /) —
P(e)Ψ(f)-P(f)P(eY - L(β, e)P{f)L{e, e)}f (by (0.8)) = P(x2)f + {zff} -
z - P(f)z - L(e, e)x2 = P{x2)f + 2a;2 - (z2 + iδ0) - «2 - («2 + 2z2) (by
(v)) = P(x2)f - fa + z2 + Xi) - zQ yields z0 = 0, so z = ^2 6 J 2(/) as in
(iv), and P{x2)f = z2 + z2 + x2 as in (vi).

Finally we are ready to establish (iii).
[P(e)\ P(fY] = {P(eγP(f)}P(f) - P(/){P(/)P(e)2} = {P({eef}) +
P(P(eYf, f) - P{f)P{ef - L(e, e)P(f)L(e, e)}P{f) - P(f){P({eef}) +
P(P(eff, f) - P(efP(f) - L{e, e)P(f)L(e, e)} (by (0.8)) = [P(x2), P(f)] +
[P(z2, f), P(/)] - [L{e, e)P(f)L(e, e), P(f)] (using (iv)) = P(/){P(aQ -
P(x2) + P(z2)f) - P(z2)f)} - P(x2, f)Ufi, e)P(f) + P(f)L(e, e)P{x,, f)
(using (1.4) and (0Λ)) = P(f)P(z2-z2, f)-P(x2, f){P(x2, f)-P(f)L(e, e)} +
P(f){P({eex2}, f) + P{x2, {eef}) - P{x2, f)L(e, e)} (by (1.7) and (0.4)) =
P{f)P(z2 - z2, f) - P(x2, ff + P(/){P(», + 2z2, f) + P(x2, x2)} +
[P(x2, /), P(f)]L(e, e) (using (v) and (1.7)) = P(/){P(«, + «, + x*, f) -
P(f)L(x2f)L(f, xt) + 2P(x2)} + 0 (using (1.4), (1.7), and noting by
linearized (0.6) that P(x2, ff = L(x2, x2)L(f,f)+L(x2,f)L(f, x2)-L(x2,
{x2ff}) = Lfe, x2){L(f, f) - 21} + L(x2, f)Uf, «,), yet Pfo, / ) 2 lives on
J,(/) where L(/,/) = 2/, so P(x2,ff = E2P(x2,fy=P(fyL(x2,f)L(f,x2)
on J) = P(f){P(P(x2)f, f) - P(/)L(x2, /)L(/, «,) + 2P(a;2)} (by (vi)) =
P(/){P(^, f)Uf, xd - Hf, f)P{x2) - P(P(/)x2, f)L{f, x2) + 2P(x2)} (by
(0.7), (0.2)) = 0 since L(f, f) = 21 on J 2(/) and P(/)a;2 = x2 = x2 by
(1.7). D
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COROLLARY 1.8. Tripotents e, f are compatible iff

f=fi+fi+fo for elements f e Jle) Γ) J2(f)

This will be the case under any of the following conditions:
( i ) e,f are orthogonal: P(e)f = P(f)e = L(e, e)f = L(jf, f)e = 0
(ii) eff are collinear: P(e)f=P(f)e = 0, L(e, e)f=f, L(fff)e = e
(iii) one lies in a single Peirce space of the other, feJ^e) for

i = 2, 1, 0

(iv) / = /2 + /I + /o for orthogonal tripotents f e

Proof If e, f are compatible the Peirce i-component f = Ei(e)f
of / remains in J2(/); conversely, if /<eJt(e) Π Λ(/) then W/} =
2/2 + / i e / 2 ( / ) . (i)-(iii) are special cases: (i) feJQ(e), (ii)/e Jχ(β), (iii)
/eJ t (e). For (iv): {#e} = Σ {/</*} (by orthogonality ft±fs)eJ2(e)
by (1.3). Π

REMARK 1.9. The condition that an element / = α2 + αx + α0

(a,i 6 Jί(e)) be tripotent is

α2 = P(a2)a2 + P{a^aQ + {a^a^}

(1.10) &! = Pίαjtti + {αoftiαj + {αoαoα!} + {α2α2αi}

α0 = P(ao)ao + P(ay)a2 + {α^αo} .

For such an /, the compatibility condition {ffe} e J2(e) reduces by
(1.3) to

(1.11) {a^aβ} + {aγa<fi} — 0

in which case

{a2a2aι} — {αoαoαj = —

{^α^o} = —2P(a1)a2, {a

so the tripotence condition becomes

α 2 — P(a2)a2 —

(1.12) α2 = PCαJαi —

α0 = P(ao)ao — P(αx)α2 .

From this it is easy to see that if a2 = 0 then / = ^ φ α0 is the
direct sum of two orthogonal tripotents, similarly if ax = 0 or α0 —
0. Thus a compatible / is not too far away from being a direct
sum of orthogonal tripotents f e Jt(e). •

If J is a Jordan algebra instead of a triple system and e, f are
idempotents (e2 — e, f2 = /) instead of merely tripotents, then com-
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patibility reduces to

1.13. COMPATIBILITY CRITERION FOR IDEMPOTENTS. TWO idem-
potents e, f in a Jordan algebra are compatible iff / = /2 ® /0 for
orthogonal idempotents ftGJi(e).

Proof. The condition that / = α2 + αL + aQ is idempotent is

a2 = at + E2(e)a\

(1.10') a1 — (α2 + αo)oα!

α0 = al + E0(e)al

and compatibility (1.11) becomes

(1.110 α o 0 ^ + αχoα2 = 0 ,

hence aλ — 0 and α2 = α^ α0 = αξ are orthogonal idempotents. Con-
versely, if / = /2 + /o then e, / are compatible by (1.8iv). Π

Note that the strong compatibility condition that the operators
P(e), L(e, e) commute with P(f), L(f f) (not merely P(e)2 and P(/)2)
is not an intrinsic condition: it depends on how e, f are imbedded
in J. For example, e = 1[12] and / = 1[13] are collinear and strongly
compatible in £>[12]+D[13] = MU2(D), but not in HID) since P(e)P(f)
1[33] - P(β)l[ll] = 1[22] Φ 0 = P(/)P(e)l[33].

The most important examples of compatible tripotents are either
orthogonal e _L / (each lies in the 0-space of the other) or collinear
eTf (each lies in the 1-space of the other). In the remainder of
this section we investigate what collinearity amounts to in basic
examples of triple systems. Recall that tripotents e, f are collinear
if P(e)f - P(/)e - 0, L(e, e)f = /, L(ff f)e = e.

Let us note that in a Jordan algebra we cannot have collinear
idempotents; collinearity is strictly for tripotents.

PROPOSITION 1.14. Two nonzero idempotents in a Jordan algebra
can never be collinear.

Proof. If eeJjif) and feJ^e) are idempotents then f—{eef)~
e2of = eof=eof= {eff} = e, so / = P ( / ) / = P(f)e - 0 and dually
e = 0. (Alternately, if feJ,(e) then / 2 6 J2(e) + J0(e), so the only
idempotent in J^e) is / = 0. Or yet again, the result follows directly
from (1.13).) D
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Collinearity in JT{A)

From any associative algebra A we can form a Jordan triple
system JT(A) on the linear space A by

P(x)y — xyx .

Here an element x is tripotent iSxxx = x, i.e., #8 = x. In this ease
e = a;2 is an ordinary associative idempotent, and e# = xe = #, Thus
x lies in the unital Peirce subalgebra eAe and is a "square root of
unity" therein. Examples of collinear tripotents are the matrix
units x = E12, y — E1Z or & = i£12 + i?21, V = Eu + E91. The latter
example is quite general, since we have

1.15. COLLINEARITY THEOREM FOR JT(A). TWO nonzero tripotents
x, y in JT(A) are collinear iff there is a subalgebra B = MZ(Φ) of
A with x = Eί2 + E21, y ^ E1Z + EZ1.

Proof. Tripotence means x* = x, yz = y and collinearity means
xyx = 2/#2/ = 0> x*V + 2/̂ 2 = l/> y2% + ί»2/2 = «• Then x2y2—(y—yx2)y—
y(y — x2y) — yz%2, so a direct calculation shows

en = x22/2 = 2/V β22 = αjί/2a; eS5 — yx2y

form a complete family of matrix units, hence yield an isomorphism
of MZ(Φ) into A by Eiά -> e<y, with x = β« + e», 2/ = β18 + e31. •

Collinearity in JΓ(J)

Generalizing the previous example, if J is any Jordan algebra
we obtain a Jordan triple system JT(J) by forgetting the squaring
operation:

P(x)y =

In a Jordan algebra we define an element x to be strictly tripotent
if it "strictly" satisfies the relation xs — x, i.e.,

(1.16) xz = a?, α4 = x2 .

Thus there is a distinction between a being strictly tripotent in the
Jordan algebra J as in (1.16), and merely being tripotent xz = x in
the Jordan triple system JT(J). The two notions coincide if J is
special or nondegenerate or if 1/2 eΦ.

LEMMA 1.17. An element x is tripotent in JT(J) iff x lies in
Jiifi) f°r a n idempotent e with x* = x, x4 = e. If J has no trivial
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elements z with 2z = V(z) = U(z) = 0 (e.g., if 1/2 eΦ or J is non-
degenerate), or if J is special, then xz = x implies #4 = x2, so all
tripotents are strict.

Proof. Always xz = x implies (#4)2 = U(x)zx2 = U(x)x2 = cc4, so
#4 = e is idempotent with U{e) = £7(x)4 = i7(cc)2 so that Ϊ7(e)# = cc. If
J is special, J c 4 + , then xz = x implies xxz = xxf i.e., xi = #2. In
the general case there is no "left multiplication by x" (though
1/2 F(cc) works when 1/2 6 Φ). The element z = x* — x2 may not be
zero, but it has

2z = 2α4 - 2OJ2 = χo(χz — ac) = 0

F(z) - F(α4 - α2) - F(x, x* - a?) = 0

I7(») = C/(x4 - x2) - U(x)U(xz - x) = 0 .

Thus when J has no such trivial z we have z = 0 and #4 = α;2. Π

REMARK 1.18. When α;3 = cc we do not always have z = 0, as
the example J = Φ[cc]/J5Γ shows for Φ[x] the polynomial ring in one
indeterminate and K is the Jordan ideal spanned by x — xz, 2x2 —
2#4, xi — cc5" for £ ΞΞ j mod 4. Here J is spanned by 1 = e, x, z with
x2 = I + z,x3 = x,x* = 1, 2z = 0, but z Φ 0 if 1/2 £ Φ. •

An example of collinear tripotents in the Jordan matrix algebra
Hn{D) of Hermitian n x n matrices over D is x — 1[12], y = 1[13].
This example is in fact typical.

1.19. COLLINEARITY THEOREM FOR J. Two nonzero strict
tripotents x, y in a Jordan algebra J are collinear iff there is a
subalgebra B ^ HS(Φ) with x ^ 1[12] = E12 + E21, y s 1[13] = EίZ + EΆ.

Proof. The condition is clearly sufficient. To see it is necessary,
note that strict tripotence in means xs — x, xi = x2, yz = y, y* = y2

and collinearity means Z7(α?)i/ = U(y)x = 0, x2°y — y, y2°x = α?.
Prom (0.8), (0.4), (0.6) we get I7(α?) = U({yyx}) = U{x)U{y)2 +
U(y)2U(x)+ V(y, y)U(x)V(y, »)== U{x)U(y)2+ U(y)2U(x)+ V{y, y){- V(y,
y) + 2[7(α)} = U{x)U{y)2 + U(y)2U(x) + { - 2 t % ) 2 + F(», tf)}CΓ(α) -
U(x)U(y)2 - U(y)2U(x)+V(y, y)U(x) and similarly U(x)=-U(x)U(y)2+
U(y)2U(x) + U{x)V{y, y), so [E7(s2), W ) ] = U(aί) [^) , Ĉ (2/2)] + [I7(aθf

^ ( ί / 2 ) ] ^ ) = i7(α;){ί7(α;) - V(y, tf)EΓ(»)} + {?7(x)F(7/, ») - U(x)}U(x)=0,
hence ?7(α;2)ι/4 - U{y2)x* = U(x2)U(y2)l - U(y2)U(x2)l = 0 and U(x2)y2=
U{y2)x2 by (1.16). Then a calculation analogous to (1.15) shows

βi = i/^?/2 = ε7y2X2 e2 = Uxy
2 ez - i7,x2

u12 = x u15= y u23 — χoy
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forms a family of hermitian matrix units and thus yields an imbed-
ding HZ(Φ) —• / sending l[ii] -> eif l[ij] -> ι%. •

Collinearity in JT(A, *)

A more general method for obtaining Jordan triples T from
Jordan algebras J is through P(x)y — U(x)y* for some involution *
of J. However, there seems to be no relation between tripotents
x e JT(J, *) and idempotents in J (in general there don't seem to be
idempotents in J). In the special case where / = A+, so P(x)y =
xy*x, an element x is tripotent iff x — a + δ for aeeAe, beeA(l — e)
satisfying αα* + 66* = e for a symmetric idempotent β (namely e =
a%c*, a = xe, 6 = a;(l — e)). Collinearity becomes complicated,

1.20. COLLINEARITY THEOREM FOR JT(A, *). Two nonzero tripo-
tents x, y in JT(A, *) are collinear iff £/&erβ are £wo families en,
€22, β33 a^cί /n, /22, /33 o/ symmetric orthogonal idempotents and ele-
ments xijf yi3' in euAf5j such that

x = x12 + x21, y = y13 + y31

Proof. a->a' = ( \ Q) imbeds JΓ(A, *) in JΓ(B) for B=Λf2(il),

so from (1.15) ^' - eί2 + e21, y' = eίs + ώ for ej,.= ̂ t °Qj\i, j = 1, 2)

^4 = ( ° / Q ) (i, fc = 1, 3), e'u = ^Q* ?) we get the result. Π

2* Compatible Peirce decomposition* A finite family gf —
{βi, , en} of tripotents is compatible if every pair eif e3- is compa-
tible. Now any time we have a finite number of commuting decom-
positions I — Eziβi) + E^βi) + E0(ei) relative to eu , en we can put
them together to get a simultaneous decomposition

Σ
( i I , . i Λ ) e { 2 , l , 0 } Λof the identity operator for

By commutativity these JSΓS are supplementary projection operators,
and hence yield a compatible Peirce decomposition.

J — © ^ (ϊi, ,ίΛ)
( 2 . 1 ) «1. .i,)βu,1.θ!.
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of the underlying space J. We retain the parentheses in the sub-
scripts to distinguish them from the standard orthogonal Peirce
decompositions.

WARNING. The labelling of mixed Peirce spaces IS NOT SYM-
METRIC IN THE INDICES iu ••-,*,; it depends on an ordering
elf ",en of the compatible tripotents. It therefore differs from
the usual labelling in the case of two orthogonal tripotents. Indeed,
if elf e2 are orthogonal the above 9-term decomposition J"=Σ<,i=2fi.o«7«/>
reduces to a 6-term decomposition since

«/(22) — «/(21) ~ «M12) ~ 0 ,

and

J ~ ^ (20) φ ** (11) φ «M02) φ J (10) φ ^ (01) φ «M00)

is usually written as

J = = β'11 Φ ^12 φ ^22 φ «* 10 Φ ^20 φ J00 («̂ <ί = = J?Sfii)i "ij == ** }i)

It must be emphasized that such a 3n-term mixed Peirce decom-
position relative to compatible eu , en is much more complicated
than the l/2(w + l)(w + 2)-term decomposition relative to orthogonal
el9

 m ,en. The usual philosophy behind Peirce decompositions is to
reduce the abstract product on / to more tractable products between
the individual Peirce spaces Jt. In the case of mixed Peirce decom-
positions, however, the product rules for the Peirce spaces are
simply those of the individual tripotents (e.g., P(Jw))Jm) c J{m) since
PiJtWyjteJczJfa), P{J^))Jle,)(zJle^ P(J0(β,))Jofe) c J0(β.) by (1.2)).
There is almost no relation between the Peirce decompositions since
there is almost no relation between the tripotents.

We seldom want to consider all terms of a mixed Peirce decom-
position individually. For many purposes a very crude decomposi-
tion J = J2 φ JΊ φ JO of J suffices, where J2 is the part "covered"
by the e/s (the part where they act, in concert, like a unit), Jx is
the part "half-covered" by the e,'s and Jo is orthogonal to the e/s.

2.2. PEIRCE DECOMPOSITION RELATIVE TO A COMPATIBLE FAMILY.

If 8* = {#!, , en) is a compatible family of tripotents in a Jordan
triple system J, there is a Peirce decomposition

for
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n n ^
= n Joiβi) = /,βf...,β,

These spaces multiply according to the orthogonality rules

(PI) P(J0)J2 = P(J2)J0 = {J0J2J} = {/2e70/} - P(Jo)^ - 0 ,

(P2) P(Jo)Jo c Jo, {J^ΛJJ c J l r {J2 J2 Jo} c J l f

(P3) P(J2)J2 + P(J2)j; + P(J.)Jo + {JM}

whereas we can only say P(J^Jλ and P(Ji)J2 lie somewhere in J.

Proof. Clearly from (2.1), we have a direct decomposition of J
into the sum J/8 7) of those J(il,...,<w) with (j = 2) at least one 2,
(j = l) at least one 1 but no 2's, (j = 0) only 0's. The product
rules follow "componentwise" from the rules (1.2) for the individual
et'8. For orthogonality (PI), P(x)y = {xyz} — 0 if one of x, y is from
J2(β*) and the other from J0(βf)f note the element from J2 lies in
at least one J2(et), and the element from Jo lies in all J0(βy) and
hence in particular in J0(et)f where any product with adjacent terms
from J2(e<) and J0(e%) vanishes by (1.2). Similarly, if x, zeJQfyeJι

then y lies in some Jx{eτ) and x and z both lie in J0(et) so that
P(x)y and {x̂ /a;} lie in P(J0(ei))J1(eΐ) = 0.

For (P2), if x, y lie in Jo they lie in all J0(et) so that P(x)y
does too, i.e., lies in Jo; if ze Jx then z lies in all Jx{eό) + JJifis) a n ( i
in at least one J^eO, so {x^} lies in all {Jύ{eά)JQ{e5){JQ{eό) + Ji(βy))} c
Jo(βi) + Ji(ey) with at least one J^eO, i.e., in Jx. Finally, {w x̂} in
{J2JiJo} or {JiJiJo} has no component in any J2(e<) since {JJJ0(e%)} c
Jofe) + Ji(et)9 and when ^ e J 2 there is no component in Jo either
since {J2(ei)JJ}c:J2(ei) + Jxfe).

For the relation (P3) we need only show the products P{x)y,
{xyz} have no components in Jo. This is clear if an external factor
x lies in J2: x lies in some J2fe), and {J&^JJ} c J2(e<) + Ji(et). The
only product without such external factor from J2 is P{J^)JQ\ but
if x, z 6 J1 and y eJ0 then x lies in some Ji(β<), 2/ lies in Jote), and z
lies in J^e,) + Joίe*), so P(x)i/ 6 J2(βi) and {xyz} e J2{eτ) + J^e*) has no
component in Jo. Π

Covering families

We say a compatible family if = {eu , en} covers J if J —
J2{&) = Σ J2(^) is the sum of the various Peirce spaces J2(e0 where
β< acts as unit. J is locally unital if it possesses a compatible
covering family £?. For example, if J itself has a unit element e
(invertible tripotent) then S* = {e} is already a covering family.
We will see in § 3 that semisimple systems are always locally unital.
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For certain purposes the covering family g7 serves just as well as
a unit element.

If Ji are locally unital with covering families g7*, then their
direct sum J = Jx EE3 EB Jn is locally unital with covering family
^ = U ? i (note that e,/eg 7 are compatible if they lie in the same
g7*, and orthogonal—hence compatible—if they lie in different g^,
g^ ). If g* covers J and /: J->Jf is a homomorphism, then by
(1.6) /(g7) = {/(e<)} remains compatible and covers f(J)aJ', so the
image /(J) inherits local unitality. If KaJ is a subsystem con-
taining g7, g7 serves as covering family for K as well. Thus we
have

PROPOSITION 2.3. A finite direct sum of locally unital Jordan
triple systems is again locally unital. Any homomorphic image of
a locally unital system is locally unital. Any subsystem containing
the covering family remains locally unital. •

As an example, a useful tool in breaking semisimple algebras
down into simple ones is the fact that a unital ideal is necessarily
a direct summand. The same holds for locally unital triples.

PROPOSITION 2.4. If K is a locally unital ideal in a Jordan
triple system J, then K is a direct summand:

J= KmKf = J2 EB Jo

Proof. Let g* = {el9 , en} be a compatible family of tripotents
in K which covers K. Since et^K<\J and the Peirce projections
E2(et), E&t) of (1.1) are multiplications by et we must have Jk(et) =
Ek(et)JcK for k = 2, 1: J2{e%) + JάeJaK. Summing over all i, we
get J2(&) + e71(g

?)cUL. On the other hand, since i? covers K we
have K = JΓ2(ίf) c J^g7). Thus J^g?) = 0, J^g7) = J5Γ, and J = K®
Kf for IT = eTo(̂ ). The orthogonality relations (PI) of (2.1) show
this is a direct sum of triple systems, hence Jf is a complementary
ideal. •

We remark that it is essential here that the family g* be finite:
if J — A+ is the unital Jordan algebra obtained from the associative
algebra A = ΦI + K (iΓ the row-and-column-finite matrices in MCO(Φ))9

then g7 = {Elf E2, } (En the n x n unit matrix) is a compatible
cover of K, but K is not an ideal direct summand of J.

It is also essential that the family g7 be compatible, as the
following example shows. Let / = Φe φ J12 φ Φ/ be a unital Jordan
algebra with unit 1 = e + /, and J12 trivial (e.g., if JaM2(Φ) with
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β = βiu f— e22> Jiz = Φβn)' Then K = Φe + Jn is an ideal which is
not an ideal direct summand, yet it is covered (even spanned) by
e and all et = e + zt for some finite basis {zj for J12. These e* are
idempotents but are not compatible with e: {eeβi} = 2β + zt ί J2(ei)
since 2£ g Λfe).

Orthogonal families

We may regard (2.2) as an analogue for triple systems of the
Peirce decomposition relative to a single idempotent g7. If we have
mutually orthogonal families g\, •••, S?n (for example, if g^ consists
of compatible tripotents from J* in a direct sum J — Jx S ffl «/"„)
we have the following triple system analogue of the Peirce decom-
position relative to orthogonal idempotents g\, , &n.

2.5. PEIRCE DECOMPOSITION RELATIVE TO ORTHOGONAL COMPATIBLE

FAMILIES. If g? = g^ U U g"n is ίfee ^wio^ o/ mutually orthogonal
compatible families g^, •••, g n̂ of tripotents, then the Jordan triple
system J has orthogonal Peirce decomposition

for

Ju - J*(&i) - Λ ( ^ ) n Π Jl&ϊ)

n Jxί^ ) = ^(ίf,) n J ^ ^ ) n n

^oo — ΓΊ «/o( ̂ ί )
i

The Peirce decompositions relative to & and g7* are recovered by

== Σ JiU JJ&) = Σ Jii + Σ ^0, e70(^) - Joo

Σ Λ Jo(^i) = Σ Jst
j k i

Σ
0

The Peirce spaces multiply according to the following rules. A
product is zero unless its indices can be linked or linked through 0,

(2 6) i W « = {J«JM = o if {k, 1} n [i, j} = 0

or {k, 1} <£ {0, ί, j , r, s}

where the only possible nonzero unlinked products are (for i, j , k, Q=£)

(ui)
(U2)
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(U3)

(U4) {JtjJί0Jjk}aJ(k

while for distinct linked indices i, j, k, l,0φ

(PI) P(Jti)JM C Ju + Jiΰ, P(Joΰ)Joo C Joo

(P2) PiJ^Ju c J3j + Jit + J i 0 , P( Joί)Λ> c JiS + Jί0,

P(Jio)Jti C Ju + Jio + Λo

(P3) P(JiS)Ji} c / t l + Jtj + Ji0 + J i 0, P(Ji0)Ji0 c /„ + J40

(P4) {JtJtiJώ^Jt, (j = 0 allowed)

(P5) {JuJuJij} c Ji3 (i = 0 allowed), {JiΛJio} c J<4 + Ji0

(P6) {JuJijJu} <= /« + ./iί + Λ) 0", * = 0 allowed)

(2.8) ( P 7 ) {JuJaJji.}cJik (j = 0 allowed), {JttJtJJJt} c J4j- + J

{JnaJojJik} c «oife

(P8) {JtjJjiJώ c J Λ (i = 0 allowed), { V W J ί 0 } c Ji0 + J

(P9) {Jί3-Ji3Jile} a Jik, {J0ίJ03-J0k} <z. Jok + J J J., {Ji0Jί0Jik}czJik

{JtiJijJ*} C J« + J w + J"i0

(P10) {ΛyJyiΛ,} c J« + Ji0 (j, k = 0 allowed),

{JojJjkJko} ^ Joo + "̂oi + Joh + '̂fc

(Pll) {J«J, ,ΛJ c /„ (i, k = 0 allowed)

Proof. & is compatible iff each g7* is, since elements from
distinct g^, ify are orthogonal and hence automatically compatible
by (1.8i). We order the tripotents in g7 so £?« < g7,- if i < j : if
g"i = {eiu , β<Λ} then the indices in g7 ={^n, , elm; e21, , β2j); •;
βni, '» enq\ &ΐe arranged in successive ranges corresponding to

The simplifications in the orthogonal Peirce decomposition as
compared with (2.1) depend on the well known

LEMMA 2.9. // e, f are orthogonal tripotents in a Jordan
triple system then

( i ) J 2(β)cJ 0(/)
(ii) J 1 (e)n/ 1 (/)cJ 2 (e + /)
(iii) if e, f, g are orthogonal then JΊ(e) Π Jι(f) c J0(g)

Proof (i) J2(e) = P(e)/cP(J0(/))JcJ0(/). (ii) P{e+f)=P{e, f)
on J^e) Π Ji(f) since P(e) = 0 on J^e) and P(f) = 0 on JJJ), so
Pifi + ff = P(e, ff = L(β, e)L(f, f) + L(e, f)L(f, e)-L{e, P(e, f)f) (by
linearized (0.6))=L(e, e)L(ff) (as L(e,/)=0 by orthogonality elf) =
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I on Jx(e) Π JiGO, and J,{e) Π Jx(f) c J2(e + / ) . (iii) If firle, / then
g±e + / , so then result follows from (i) and (ii). •

Continuing the proof of (2.5), by (2.9i) an element in 2(
automatically lies in Jo( i?i) for all j Φ i by orthogonality of g7*,
so J i 4 = J2( g7,) c Πί>ί Jo( &j) is the sum

J a — ZJL J ιo,- ,o\iv ,2t' ',im\Q, ",o)

of those Peirce spaces in (2.1) having at least one 2 in the ΐth
range of indices (hence O's in all other ranges).

By (2.9iii), an element cannot belong to three different Jι(&τ),

so ^(g?) - Σ i Λ ( 8 y Π ΓWΛ(ί f i ) + Jo(&i)} is the sum

of those Peirce spaces in (2.1) having no 2's and at least one 1 in
the ith range but no l's (only O's) in the other ranges, together
with the sum

of those Peirce spaces in (2.1) having no 2's but at least one 1 in
the ith and jfth ranges (hence O's in all other ranges).

Finally, Jo(&) = Π Jo(i?«) i s the Peirce space with no 2?s or l's,
only O's:

^oo = = J(o, ,o; ;o, ,o)

This yields the decomposition J — 0 Ji3 and the expression for
Jfc(if) and Jk{^i) in terms of the Jiά.

Most of the Peirce relations follow directly from (2.2) (Pl-3) in
the form of the rules

(A) P{Jio)Jkl c Σ {JPq IP, ? 6 {i, i, fc, ϊ, 0}}
{ΛiΛi Jmn) c Σ {«/"OT IP, ? 6 {i, i, fc, ϊ, m, n, 0}}

(B) P(Jr8)J or {J r sJJ} has no component in Jtu for
{*, w} Π {r, s} = 0

(C) {Joi&rWoi&rWii&r)} <^ Ji(&r) ^ s precisely one index r
(D) TO^W^cJ^,) + J^g7,) has at least one index r.

(We need only verify (A), (B). For (A) note that for all other
indices r we have Jij9 Jkh Jmn and their products falling in Jo( ifr) =
Έιp.qΦrJpq For (B), either r, s Φ 0 or ί, tt Φ 0. If r, s =£ 0 and r = s
then J r β c e/2(g7

r), while if r, s, 0 ^ then JΓrβ is spanned by the vari-
ous Jx(erp) Π Ji(e$q) a J2(erp + esg) by (2.9Π) and orthogonality g7,.! ξ?8f

so in either case P(J2)J or {J2JJ} lies in J2 + ^ and has no com-
ponent in Jtu c JQ If ί, w Φ 0 we similarly have Jtu spanned by
various J2's with Jrs c Jo, where P(J0)J and {Jo^} c: Jo + Jι have no
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component in JtucJ2.)
For (2.6), if {&, 1)0 {i, j} = 0 then in particular 0 cannot appear

in both pairs. If i, j Φ 0 then as above Ji$ is spanned by J 2 ' s with
Jklc.J0, so P{Jiβ)Jkι = {JijJkiJ} = 0 follows from P(J 2)J 0 = { J W l ^ O .
Similarly if k, I Φ 0 it follows from P W Λ = {JJJΓ} = 0. If {fe, Z}£
ί i i> n s}, say kΦif j , r, s, then the product falls in P(J0(ί?k)){Ji(&k) +
j-^g7^)} = 0 as long as k Φ 0, while if & = 0 by the above we must
have 1 6 {i, j} Π {r, s) so by symmetry we may take 1 = j = r, there-
fore the only possible unlinked products are (replacing s by fc) of
the form

( U ) P G W o / o r {JijJojJn} ( ί , j , k Φ θ , k Φ i ) .

Starting from (A) in all instances, we analyze these unlinked
products. In the first, either ί — j , in which case (Ul) results from
(B) (r = i), or else i Φ j , in which case (U2) results from (E) (r=£).
In the second product either i = j Φ k, whence (U3) results from
(C) (r = k), (E) (r = i) and dually if i Φ j — k, or else i,j,kΦ,
whence (U4) results from (C) (r = ΐ and r = k).

To analyze the linked products (Pl-11) we again start from (A)
in all instances. (PI) results from P ( J 0 ) J o c J 0 and P(J2)J2ciJ2 + Jt;
(P2) results from (D) (r = j) when i ^ 0; (P3) results from (B)
when j Φ 0; (P4) results from (B) (r = s = i; r = s = i); (P5) results
from (B) (r — s = ΐ) plus, when i ^ 0, (C) (r = j); (P6) results from
(B) (r = β = £); (P7) results from (B) (r = s = i; r = i , s = fc) plus,
when & ̂  0, (C) (r = fc); (P8) results from (C) (r = £; r = fc) when
i,kΦθ, and (C) (r = ί) when & = 0; (P9) results (see below) from
(C) (r = k) plus (B) (r = ί, s = j) when k Φ 0, and from (B) (r = i,
s = i; r = i, 8 = 0) when λ; = 0; (P10) results (see below) from (D)
(r = i) when i =£ 0, and from (B) (r = 0, 8 = j ; r — k, s = 0) when
i — 0; (Pll) results from (C) (r = i; r = Z) when i ^ 0, and from
(C) (r = i) plus (B) (r = k, s = 0) when Z = 0.

To see there are no components of {JijJijJik} in Jjk in (P9)
(if j Φ 0 but fc = 0 allowed) we may assume xih ytj, zik lie in Peirce
spaces Juv...tin) of (2.1). Then ytj lies in some Jx(eά) for ^ e ^ ,
whence α^ does too (otherwise it lies in J0(e/) with ziki and {xyz} e
{JQJJO} = 0), in Jwhich case {CCT/̂ } e {J^Jo} c J0(βi). This cannot be
true for all βy 6 g7^ if there is to be a component in Jίk, so some
β y 6 ^ has VijβJoie'j), whence xtjGJι(e'j) (otherwise xiSeJ0(ej) and
again {xyz} e {Jo«Vo} c J0(e'/)). At the same time x lies in some Jfa)
for e<e g7*, whence yeJ^βt) too (if yeJ0{e%) then yeJJiet + e)), xe
JJίfii + e'j) by (2.9ii), and {ίĉ /J} = 0), whence in turn zίkeJ0(ei)
(otherwise z e Jx{e^ and {xyz} e {JXJXJ^ c Ji(βi) would have no com-
ponent in Jik). But then α?, y e J2(βi + βy) by (2.9ii), zeJ0(et + e/)9
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and again {xyz} e {J2J2J0} = 0 leads to a contradiction. Thus there
never is a component of {xi3yi3zik} in Jjk.

To get rid of the components JijΊ Jik in (P10) we may assume
by symmetry that j Φ 0. If fc = 0 then Jik reduces to the term
Jm and if k Φ 0 our argument for Ji3 will apply to Jik. Thus we
may assume ί, j Φ 0 and show there is no component in Ji3 . Ji3- is
spanned by the various J2{et + e3) where in (2.9ii) we saw P{ei

Jre3f—
P(βi, βj)2> so Ji3- is spanned by elements {eiXi3e3}, where {{eiXi3e3}y3Ίczki} =

{eiXitesVsiPhi}} - {{eiXiίzkt}yjkeί} + {zkt{xijeiyik}ej} (by {$•%)) ^{eiXi3{e3y3kzki})

(by (U), (2.6) for i, jΦθ) = {ejyjk{eixίjzki}}-{{ejy3keί}xίjzki}

(by (0.5)) - {eAyύke5xi5}zk%) (by (U), (2.6) again) e {Jo( &,)JJQ(&,)} c

involves no index j . •

Note that when ^ = g3^ consists of a single family, the decom-
position J" = J« © Jio Θ Joo and Peirce rules (2.7), (2.8) reduce to
(2.2). It is easy to give examples where the unexpected Peirce
terms in (2.8) are nonzero if one of the spaces is of the form Jm

since this may include elements which "ought" to belong to Ju. For
example in (Ul), in a matrix algebra Mn(Φ) if we take g^ = {eιu e22}
then eneJii, e12eJί0 (not Jtil), e22eJu so {ene12e22} = e12eJίof) P(Ju)Jί0.
Similar arguments apply to all components except

(U2)' P{Ji5)JQ5 in Jί3

(P2)' P(JiS)Jtt in Ji5 (i = 0 allowed)
(P3)' P ^ ) / ^ in /„, Ji0

(P6)' {Ji^i/**} in e/-fi

(P9)' {J.^^o} in Ju.
It is not clear whether such terms can actually exist.

Whatever their defects and uncertainties, such decompositions
are intrinsic.

PROPOSITION 2.10. If & = g\ U U <gn is a union of mutually
orthogonal families g^ of compatible tripotents in J, then any
Jordan triple system JZDJ inherits the Peirce decomposition

for Jii{&)z>

Any ideal K <\J inherits the decomposition

K^ Θ KtJ for Ki3 = KnJtj(&) .

Any bimodule M for J inherits a decomposition

though in general the Miά are not sub J-bimodules. Such super-
systems, ideals, or bimodules inherit Peirce multiplication rules
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corresponding to (2.7), (2.8).

Proof. & — U if ι remains compatible in any larger J since by
(1.6) compatibility of e,/is an element condition {eef} — P(ff{eef} and
thus remains true in J. Thus S7 decomposes J with Jiό = Eiά(J) 3
Eu(J) = Jtj- Since these Peirce projections Ets = Σ-EW •-,**> are
multiplication operators, they leave any ideal K invariant, so K =
Σ •#</(#) for J^/JBL ) = K Π JEW J ) = iΓ Γ) J*;. In particular, any
bimodule M is an ideal in the split null extension / = J φ M, so

3* Grid decompositions* We wish to show that semisimple
Jordan triple systems are locally unital, indeed have very special
sorts of covering families. An orthogonal-collίnear family is a
family if = {ej of tripotents such that any two eif e5 are either
orthogonal or collinear; such families are automatically compatible
by (1.8i-ii).

If e2 is collinear with both eι and ez in an orthogonal-collinear
family, e% T e2 T βa, then either ex T e3 are collinear (so we have a
"line" of tripotents ex — e2 ~ βδ)> ̂ r ^lse βi _L e3 are orthogonal (so we
have the start ex—e2 of a quadrangle). This latter configuration is

I
very important—it can always be completed to a true quadrangle

where adjacent corners are collinear and opposite corners are ortho-
gonal.

Quadrangles

We define a quadrangle of tripotents to be an ordered quadruple
{eίf e2, e3, ej of tripotents such that

(3.1) βi T ei+19 βi J_ ei+2, {eiei+1ei+2} = ei+z (indices mod 4) .

Examples a re {Eir, E«, Ej8, Eάr] in Mp>q(D) (p, q ^ 2), {Fiif Filf Fklt

Fkj} in Sn(C) (w ̂  4), and {H,,, J5r«, Hkl, Hkj} in i ϊ n ( A A , j) (n ̂  4).

QUADRANGLE LEMMA 3.2. ex T β2 T e3, eλ ± e3 suffices for quad-
rangularity: this implies e± = {e^e2ez\ is a tripotent collinear with
eu ez and orthogonal to e2, such that {e2e3e^ = eu {e^e^ — e2

β3, so {elf e2f e3, e4} is a quadrangle.
e2y
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Proof. One can verify this directly, or use the exchange
automorphisms of [7] taking eu e2, ez, e±-*e2, eu —ei9 — ez and eu e2, ez,
e,--> -ei9 e3, e2, -eγ. Π

The Peirce decompositions (2.1) and (2.2) simplify in the case
of a quadrangle

3.3. Quadrangular Decomposition. // g7 = {elf e2, ez, e j is a
quadrangle of trίpotents in J then the multiplication operators
satisfy

( i ) L(eit ei+ι) = L(ew, eί+2) (indices modulo 4)
(ii) Pfe)Pfe+1) = P(ew)P(ew)
(iii) L(el9 ex) - L(e2, e2) + L(β8, β3) - I^(β4, β4) = 0.

Peirce decomposition relative to & is J =

= = {^(2200) + ^(0022) + «̂ (2002) + ^(0220)}

~ ^(1210) + e/(0121)J

^ ) = :

while all other Peirce spaces vanish.

Proof. For (i) we have Lfe, e<+1) = L(e<, {e£+2^+seJ) =
{e4+2etei}) + L({eieΐ+2βί+3}, e*) + ί/({βieiβi+3}, ei+2) (by linearized (0.3)) = -
0 + 0 + L(ei+3, ei+2) by quadrangularity. For (iii) we have L(e2, e2) +
L(β4, e4) = L(e2, {βββ^J) + Lfa, {̂ 362̂ !}) = I/({β2e3eJ, et) + LiSfifoe^, e8) (by
linearized (0.3)) - L(e lf βx) + L(ez, ez). For (ii) P(ew)P(ew) =

β. ̂ P f e ) + L(β if

(by (0.8) and (i)
above) - Pfe)P(e ΐ + 1)P(e i + 2)

2 (by e i+2 _L β<f P(ei+1)ei+2 - 0, and (0.2) with
P(ei+2)eί+3 - 0) - PίeOίPίk+A+^+J) + P(ei+lf P(ei+2)%+1) - P(ei+2)

2P(ei+1) -
L(ei+2ei+2)P(ei+1)L(eί+2, ei+2)} (by (0.8)) = P f e ) P ( e m ) (by et ± βi+2,
P(ei+2)eM = 0, P(e<){β<+2βi+2J} cPfe){J o fe)JJ} = 0).

To obtain (iv) we show the 81 terms Jj = Juvi2,τ2,i4) for J e
{2, 1, 0}4 of the Peirce decomposition (2.1) relative to Φ = {eu e2, ez, βj
reduce to the above 14 terms, i.e., the other 67 vanish. From ex _L
β3, e2 -L 64 and (2.9i) we see that whenever J has an index ik — 2
then J z vanishes unless ik+2 = 0. This gets rid of 45 spaces

J&ils) ~ J ftίlj) = J (U2j) = J man == J U2jl) ~ * {ilj2) = 0

Applying (iii) to J(h,h,h,h) shows (^ - i2 + % — QI = 0 there, so
Jj = 0 unless ^ — i2 + i3 — i4 = 0 on J 7 . This gets rid of 16 more
spaces
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^(2001) = ^(2100) = = *M02l0) = ^(1200) ~ ^(1002) = «M0021) = = «* (0120) = = ^(0012) = = "

«Muoi) = = «Λuio> = = «Mioin ~ «MOHI) ~ <MIOOO) = = •MOIOO) = = «Λooio) = = «Λoooi) = = 0

If we assume 1/2eΦ we could deduce the remaining 6 spaces vanish,

^(2000) = «Λθ200) = «ΛθO2O) ~ •'(OlOl) = = :

but in general we must give a different argument for these: they
vanish because of J0(et) Π J0(ei+2) c J0(ei+1) Π Jo(ei+z), which follows
since for β1+1 we have L(ei+1, ei+ι)x = {ei+ί{et+2ei+2βi}x}= -{ei+ι{ewxez)ew} +
{β<+iβ1+2{βi+8β<»}} + {βt+iei{βi+8βi+2»}}=0 by linearized (0.3) and xλ.ei9eiw

and also P(e i+1)aJ=P({β<+2β<+8βJ)α; - {P(e< + 2)P(β< + 8)P(β4)+P(β4)P(β1 + 8)P(β< + ϊ) +
P(β<, β<+2)P(βi+8)P(β<, e ί+2) - P(P(e ί + 2 )β ί + 3 , P(βi)β<+8)}a? = 0 using linearized
(0.1) plus a? J_ eo ei+2 plus e< ± βί+3. Thus the 67 spaces vanish, leav-
ing the 14 spaces of (iv). •

Another way to see the last 6 spaces vanish is to note that for
collinear tripotents, certain of the Peirce spaces are tied to each
other.

LEMMA 3.4. The Peirce spaces relative to collinear tripotents
e T / satisfy

)j J(22) = P(^)J(20)

(ii) Jm = L(e, /)e7"(oi), Jm) = -̂ (/> eJJuo).

Proo/. (i) P(e) 2 =I on J8(β) shows via (1.2) that J(20)=P(e)P(e)J(20) c
P(e)J(22)c/(20), so J^o) = P(e)J(22), (̂22) = P{βfJ{m—P{β)Jmf and dually
for /.

(ii) J(10) = {eeJ10} = {(L(0, f)f)eJ1Q}aL(e, f){feJm} - {/β(L(β,
/Vuo))} + {/(L(/, β)e)J(10,} (by (0.5))cL(e, f)Jm(zJm (since {J/J(10,}c
{JfJoif)} = 0), so J α o ) = L(β, /)J ( 0 1 ), and dually. Π

These are special instances of a global exchange automorphism
[7] which exchanges e and /. From these we see J{2ooo)=P(e1)Ji22Q2):=
0, d̂oio) c L(ex, ^/(OD Π J0(ej c {t7i(β4)t/Ό(β4)/} Π «7o(β4) = 0, and similarly
for the other spaces.

Rigidity

Two orthogonal tripotents elf are automatically rigid in the
sense that not merely e, but the whole Peirce space J2(e) governed
by e, falls in J0(f) by (2.9i). Unfortunately the analogous property
need not hold for collinear tripotents. We say collinear e, f are
rigid or rigidly imbedded in J if the whole Peirce space governed
by e falls in J,(f)
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(3.5) JMcJtf) (βT/rig id) .

In view of the Peirce decomposition J2(e) = J(22> Θ t7(21) 0 e7(20) in (1.2),
rigidity means J2(e) = J(21), i.e., J(22) = J(20) = 0. From (3.4i) it suffices
if either Jm) or Jm vanishes, since they are interchanged by P(e).
In particular

(3.6) e T / are rigid iff Jm) = 0 ,

which shows rigidity is symmetric. The condition J(22) = 0 is that
e and / do not "overlap" in J, in the sense that they have no
common elements in their 2-spaces.

An important situation where rigidity is automatic is the case
of division tripotents, those e for which J2(e) is a division system
all of whose nonzero elements x are invertible in the sense that
P(x) is an invertible operator. Such tripotents are found in abundance
in systems satisfying the d.c.c. on inner ideals. Slightly more
general are the domain tripotents, for which J2(e) is a domain in
the sense that all nonzero x are cancellable, i.e., P{x) is injective;
this is equivalent to the condition that there be no zero divisors
P{x)y = 0 for x, y Φ 0. At the other extreme from this case where
J2{β) is small is that where J2(e) is large, namely the case of a full
(maximal) tripotent e with J0(e) — 0.

PROPOSITION 3.7. If e is a full or domain tripotent, then any
tripotent f collinear with e is automatically rigidly imbedded with e,

If e is a domain tripotent then a nonzero tripotent f in Jx(e) will
be collinear with e as soon as P{f)e = 0.

Proof. Suppose e and / are collinear. If e is full then J0(e)=0
implies Jm) = 0 and e, f are rigid. Suppose now that e is a domain
tripotent, J2(e) is a domain. But P(/(22))0 c P(/ 2(/)) J ^ / ) = 0 by (1.2),
so J(22) = 0 and hence e, f are rigid.

Now suppose e is a domain tripotent and / a tripotent in Jx(e)
with P(f)e = 0. Then collinearity reduces to {ffe} = e. Writing
e = xi + x1 + x0 for Peirce elements xt 6 J^f), we have x2 — P(f)2e = 0
by hypothesis, so xx = {ffe} 6 {e7i(e)Ji(e)J2(e)} c J2{e), so also xQ — e —
xxeJ2{e), yet P(xo)Xi = 0 by (1.2). Since J2(e) is a domain this forces
one of xlf x0 to vanish. Here xx = 0 would imply e = cc0 is orthogonal
to /, so instead it must be x0 that vanishes, and e = xλ— {ffe}. •

Rigidity is not an intrinsic property of the tripotents, it depends
very much on the imbedding. For example, e — En and / = E12 are
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rigidly imbedded in Mlt2(D), but not in the larger system HZ{D, Do,
j) (imbedded via e = H12, f = H1Z), since here e and / overlap on

Grids

An orthogonal-collinear family ί? = {e%) is rigidly imbedded or
rigid in J if each collinear pair ei9 ed is rigid (we observed that
orthogonal pairs are always rigid). Thus for each i, j either J 2 (^)c
/otei) or ^2te) c Jίiβj), according as et 1 eά or et T <?,-.

A grid is a rigid orthogonal-collinear family 8* which covers J
and is closed under multiplication, in the sense that for distinct
e, f, geβf {efg} is zero or (up to sign) a tripotent in &. (By ortho-
gonal-collinear ity, P(β)/and {eef} automatically vanish or fall in g7.)
/ is basically determined by g7.

GRID DECOMPOSITION 3.8. If the Jordan triple system J posses-
ses a grid £? then it has a grid decomposition

for

Je = Jle) = J2(e) n {Π Ji(/)} n {Π Jo(g)}.
fTe g±e

These subspaces multiply according to
(Gl) P(Je)JβaJe, P(Je)Jf = 0
(G2) {JJeJf} czJf if eTf and {JeJeJf} = 0 if elf
(G3) {JeJfJg} = 0 if e If or fig or e~\ g (i.e., unless e T / T

(G4) {JeJfJg} c Λ /o?' β T / T βr 1 6, wfterβ {β, /, gr, fc} /orms α
quadrangle with h = {β/sr}.

J decomposes into a direct sum J — JλS E3 «/"«» o/ ideals Jt =
J^&i) — Σβe^Vgίβ) corresponding to the connected components ^i of
8" under the equivalence relation generated by collinearity (e ~ f
iff e T βi T T en T / /or some βi).

Proo/. The description of /2(e) follows from orthogonal-colline-
ar ity and rigidity. Thus the spaces J e are independent, and by the
covering property J = J^) they span J, so J = 0 J e The rela-
tions (Gl), (G2) hold whenever e, f are rigidly imbedded, by the
Peirce relations (1.2). For (G3) note that if e T / T g the product
vanishes when e T g by rigid collinearity, {JeJ/Jg} c J2(β) Π ΛCf) Π
ΛtoHO by (3.6). For (G4), recall by (3.2) that {e,f,g,h} does form a quad-
rangle whenever eTfTgle. By rigidity, {f7eJ//ff}c{J1(fc)J0(fc)Ji(fe)}c:

Jfc, where we have used the closure property of a grid to
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insure that ±h belongs to §? (note J__h — Jh).
From these rules it is clear that the J2(&i) are orthogonal

ideals summing to J (if et e g^, e5 e g7^ distinct then et _L ejf and a
product is always connected to both outer factors). •

This allows us to concentrate on "connected" grids. To a con-
nected grid we can attach a coordinate algebra D: we choose a
tripotent e e ^ and introduce D = J2(e). By connectivity all J2(f)
are isomorphic to J2(e) by a chain of exchange automorphisms Tei>H+1

[7], so J is a direct sum of copies of D. The exact description of
/ reduces to the selection of canonical identification or symmetry
maps J2(f) —> J2{e), and the description of the collinear product (G2)
and quadrangular products (G4). We will carry out this program
for rectangular, symplectic, and hermitian grids in a subsequent
paper [7].

Examples

We now want to exhibit grids for all semisimple triple systems.

EXAMPLE 3.9 (Unital grid). If J is a unital Jordan algebra,
then J has as covering grid £? = {1}. •

EXAMPLE 3.10 ( 1 x 2 Grid). The triple system M1)2(D) of 1 x 2
matrices (as in (0.9)) over an alternative algebra with involution
has covering grid gf = {Ellf El2) consisting of two rigidly collinear
tripotents Eιu El2, Here J2(Eλj) = DElif JX{EU) - DElk, J,{Elβ) = 0,
(& = 8 - j). •

EXAMPLE 3.11 (Rectangular grid). The triple system MPjq(D) of
rectangular matrices (as in (0.9)) has as covering grid the rectangular
grid g" — {Eti} of all rectangular matrix units EiS. Here J2{Eiό) —
DEijf J^E^) = ΣIΦJ DEu + Σfc^i DEkάf JQ{Eiό) — Σfc^ί.i^i DEkU so Eiάy

Ekl are rigidly collinear if they share a common row index i = k
or column index j = I, and are orthogonal otherwise. •

EXAMPLE 3.12 (Symplectic grid). The symplectic triple system
Sn(C) of alternating matrices (as in (0.10)) has symplectic grid & =
{Fiά\i < j} consisting of the symplectic matrix units Fiά(F5i ~—Fijr

Fti = 0). Here J2(Fid) = CFiif J^F^) - Σ*^. i CFik + CFkj, JQ{Fίά) =
Σfc,ι,ί,3v Ĉ fei s o Ftj, Fkl are rigidly collinear if they share a common
index and are orthogonal otherwise. •

EXAMPLE 3.13 (Hermitian grid). The triple system Hn{D, Do, J)
of n x n hermitian matrices (as in (0.12)) is an isotope of a Jordan
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algebra, hence trivially has unital covering grid g7 = {1}. It also
has an orthogonal-collinear cover g7 = {Hiά\i < j}, of all off-diagonal
hermitian matrix units H^ = HH (i < j); here J2{Hij) = D0[ii] +

], Jx{HiS) = ΣΛΦijD[ik] + D[kj], Jmd = Σ*«.i A[**l +
so Hik, Hkl are collinear if they share a common index

and are orthogonal otherwise. However this compatible family is
not a grid in the sense of (3.8) since the collinear tripotents are not
rigidly collinear: J2(Hti) Π J2(Hik) = D0[ii] Φ 0. The hermitian grid
$f = {Hij\i ^ j} IS NOT A GRID; it remains compatible, though no
longer orthogonal-collinear. Π

EXAMPLE 3.14. If J = Φn with P(x)y = 2(x, y)x - (x, Sx)Sy for
(x, y) = Σ ίCiί/i the standard inner product on Φn and S the reflec-
tion in some subspace of Φn, then J contains invertible tripotents
e where (e, e) — 1 and Se = ± e, hence J is an isotope of a Jordan
algebra and has covering grid i? = {e}. D

The remaining basic examples of Jordan triples are really Jordan
pairs. For our present purposes we prefer to consider Jordan pairs
as polarized triple systems, consisting of a Jordan triple system J
together with a decomposition / = / + © / _ such that P(Jε)Je —
{JεJεJ} = 0 ($ = ±1). Thus the only nontrivial products have the
form P(Jε)J_ε or {e7ε/̂ e/e} falling in Je. Then / = (J+, /_) consists
of a pair of spaces acting on each other like Jordan triple systems,
but with trivial action on themselves.

The polarized triples we need to consider have the special form
Jψ J®J obtained by pairing two copies of the same Jordan triple
system J+ = J_ = J with P(xε)y_ε = P(x)y J is isomorphic to J®Ω
for Ω = Φ+ m 0_, with P{x)y — P(x)y* where the exchange involution
(a?©2/)* =.y©α? is induced from the exchange involution on Ω.
The map x —> x = OJ © x is an isomorphism of J with iϊ(J, *). If
g* = {eJ is a compatible or orthogonal-collinear cover or grid for J,
then £? = {e'J is a family of the same sort which covers / since

EXAMPLE 3.15. If J=JφJ results from doubling a Jordan
triple system J having grid g% then the Jordan pair or polarized
Jordan triple system J has grid CS. •

Since all semisimple Jordan pairs with d.c.c. on all inner ideals
are direct sums of simple systems of the above types 3.9-3.15 ([2,
p. 138-139]), as are the semisimple Jordan triple systems finite-
dimensional over an algebraically closed field of characteristic Φ2
([3, Th. 10.3, p. 63]), and grids are inherited by direct sums, we
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have

GRID THEOREM 3.16. Any semisimple Jordan pair with cLc.c.
on inner ideals, or semisimple Jordan triple system finite-dimen-
sional over an algebraically closed field of characteristic Φ2, has a
covering grid of tripotents which are pairwise orthogonal or col-
linear, •

It will be important when we try to lift tripotents, that the
covers are not merely compatible, but actually orthogonal-collinear.

4* Peirce reflections* A Peirce decomposition J = J2 0 J10 Jo

relative to a tripotent e determines an important automorphism of
period 2, the Peirce reflection Se(x2 + x1 + xQ) = x2 — Xi + %Q,

(4.1) Se = E2-E1 + Eo = B(e, 2e) with Se = ( - 1 ) ' on Jt(e) .

These generate a normal subgroup of the group of automorphism,
TS^Γ"1 — STe, and play an important role in many applications.

We wish to try the same thing for an arbitrary compatible
family of tripotents 8" in place of β. The Peirce reflection S?
relative to this family is defined to be

(4.2) Sv - E2(ί?) - EJ&) + EJ&), so 8, - (-1)' on

for the Peirce projections E&) of J on J^) in (2.2). These are
normalized by automorphisms,

However, in general the invertible linear operator S# of period 2
is not expressible as a B operator and is not an automorphism of
the triple system. The conditions for it to be an automorphism are

LEMMA 4.3. The Peirce reflection S& relative to a compatible
family & = {elf , en} of tripotents is an automorphism of J if
the Peirce decomposition J— J 2 0 J Ί 0 JO (for Jt~ Ji($?)) satisfies
the Peirce rules

•: ( i ) P{Jx)Ji^Ju P ( / 2 ) / 2 c J 2

( ii ) P(J1)(/2 + Jo) C J2 + Jo,
(iii) {JJiiJi + Jo)} c J2 + Jo

(iv)

Proof The map S= 1 0 — I on J+(BJ- is an automorphism
if the subspaces Je(ε = ± ) satisfy (*) P(Jε)JεaJε, (**) P(Jε)J_εc:J_ε,
(•***) L(Jε, Jε)J_εcJ_ε. By (4.2), for J + = J2 + Jo and J_ = J x these
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reduce to (*) = (i), (**) = (H), and (***) = (iii) + (iv). Q

These conditions are necessary if J has no 2-torsion. On the
other hand, if J has characteristic 2 then all Peirce reflections
reduce to the identity map, which is automatically an automorphism.

We verify these conditions for two special situations which are
important in constructing symmetries of matrix systems [7].

PROPOSITION 4.4. The Peirce reflection S# will be an automor-
phism in either of the two following cases: if& = {e, /} for two
collinear tripotents e, f with Peirce decomposition

— T £D T T' (f*"ί?\ — J C& T ££} T
— ** (2i) vχ7 v (i2) > ** i\^ ) — ^ ( I D \U ** do) vL/ ** (oi)

- v (oo)

satisfying the conditions
(2a) Jm) = Jm = J ί 0 2 ) = 0

(2b) P(J(w)e = P(Jin))f = 0
(2c) L(Jm)9 J(u))e = L(Jm, Jai))f = 0

or if & = {e, /, fc} /or ίferβe pairwise collinear tripotents e, /, k
Peirce decomposition

— e/(220) φ «̂ (202) φ ^(022) φ β'(211) Φ ^ (121) Φ " (112)> ^ θ ( ^ ) = =

«^l(^ ) = r ^ (110) φ «/ (101) Φ ê (011)

satisfying

(3a) J ( 2 < i ) = J ( ί 2 i) = J ( < i 2 ) = 0 unless i = i = 1 or i = 2, j = 0, or
ΐ = 0, j = 2

Proof. Consider first the case g7 = {e, f, k} of three tripotents.
To verify the conditions (i)-(iv) of (4.3,) by symmetry in β, /, k and
the fact that always L(JIf JΣ)JK c Jκ, it suffices to verify (i'-ii')
P(J ( 1 1 0 )) and P(J ( 1 1 0 ), J{1Ou) and P(J ( 2 2 0 )) and P(J { 2 2 0 ), e/(022) + J(112) + J(211)) and
P(J ( 2 1 1 )) andP(/ ( 2 1 1 ), J{m)) leave ^ and J 2 + J o invariant, (iii') L(J(110), J{m))
leaves / 2 + Jo invariant, (ivf) L(J(211), J(121)) and L(J{211), J(220)) and
L(J(2zo)> Jim)) leave J 2 invariant (noting that L(J{ni), Jm2)) = 0 etc.
when corresponding adjacent indices are 2, 0). By the individual
Peirce relations, the only nontrivial products in (i'-ii') are

«M220) " ^ * (000)) C e/(no) + «/(000) + ê (220)> P(«/(110)> ^(101))({ t ' (110) ~

{^(211) + v (000)}) CI \e/(1Oi) + e/(no) + e/(200)J + {^(000) + ^(211)} W h β Γ β e/(200) = = " D

( d a ) , Γ(J(220))^(220) C e/( 2 2 0 ), -Γ (e/ (220), «/(022))*'(121) ^ ^(121), -^(t'(220)> «* (112))(«^(211)

«/ (121)) CI e/(1 2 1) +e/(211), -t (β/(220), ^ (211))(t' (220) "f" «* (211)) ^ <̂  (211) "1" «̂  (220)> •* («^ (211))(e' (211)

^(220) + w (202)) C e/(2iD + ^(202) + ^(220)> *(.*> {2ll)i J (112))({e^(J01•)} ~̂ ~ I 6 ' (202) + «̂  (211)

ê (121) + t/ ( l l 2 )}) C {/(222)} + {^(121) + ^(112) + «/"(202) + ^(211)} W h β Γ β e/ ( 2 2 2 ) = 0 b

(3a); in (111) a r e L(J{m), J ( 1 0 1 ))(e/ ( 2in + ^ ( 1 1 2 ) + e/(202O c«/(220) + «/u2i) + «/(2π
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in (iv') are L(Jιm)t Jιm))(Jmi) + Jam) c Jm) + J(m) where J ( 2 0 0 ) = 0
again by (3a), L(J{211), Ji220))Jam c J(m), L(J(220), J(2n))Jaoi) c/mo). Thus
the conditions of 4.3 are met, and S& is an automorphism in this
case.

Now consider the case g7 = {e, /}. We first note that conditions
(2a)-(2c) imply the further conditions

(2a'-b') P(J{ll)){Jm + Jim + Jao) + Jm) + e/coo)} = 0
(2C') P ( / ( ] 0 ) , e/(01)){e7(11) + J(oo)} = 0
(2C ) Z/(e/(11), e/(10) + J(0l))J(00) ~ 0

(2C ) L(J(10)f J(n))J(12) — L(Jm)t J(ii))e/ (21) = 0.

Indeed, (2a-b) imply (2a'-b') since P(a?u)»ii={{a?πtfii/}/a?ii}-{(P(ί»u)/)»ii/}
(by (0.4)) = 0 by (2b) and {x11yjιf} e J2_j)2 = 0 for j = 2 or 0 by (2a).
(2c) implies (2c') since {x10y00z01} — {tfioί̂ ooW*}/} (by linearized (0.3)
acting on x10) = {x10wuf} = 0 by (2c), and {α?loyu«oi} = {&ioβ{eyiA>i}} (by
linearized (0.3) on a?ι0) = 0 by (2c), (2c) implies (2c") since {zQOy1Qxn} =
{̂ oo{2/iô ii/}/} (by linearized (0.3)) = 0 by (2c), and (2c) implies (2c'")
since {x^Vn^n} = {{VioVuf}f*it} (by linearized (0.3)) = 0 by (2c) again.
Thus we may employ all these.

To verify (4.3(i)-(iv)) for g7 = {e, /} it suffices by symmetry in
e , / a n d UJI9JX)JK(ZJK to verify (i'-ii') P(/ ( 1 1 )), P(Jm), P(J{W, Jm),
P(J(io), Jm)* P(J(2»)> P(J{u), Jm) aH leave Jt and J2 + Jo invariant,
(iii') L(Jm), J(10)) and L(Jm, J(w) and L(J ( 1 0 ), J ( 0 1 )) leave J 2 + J o in-
variant, (iv') L(J (21), J ( 1 2 )) leaves Jx invariant. By the Peirce relations
(1.2) the only nontrivial products in (i'-ii') are P(Jai))({J{2u + J^m +
Jm)) + {Jtu) + Jm + Jm)}) c {0 + 0 + 0} + {Jai) + 0 + 0} by (2a' - b'),
P(Jao^Jm) + ^do)) c 0 + J ( 1 0 ) by (2a), P(Jai), Jm)({Jm) + Jm] +
{Jtn) + Jm + Jm)}) C {Jm + J(21)} + {J(10) + Jai) + 0} by (2a), P(Jm,
JΓ(oi))(e/(oo) + {JΓ(π) + J r

( l o )+J (o1 )})cO + {O + J ( o l ) + JΓ(10)} by (2c'), P(e7(21))J(21)c
J ( 2 1 ), P(J ( 2 1 ), Jr(i2))({/(2i) + J(12)} + {J(11)}) c {/(!,) + J(21)} + 0 by (2a); in
(iii') are L(Jin), Jm)(J<*D + Jm) = 0 + 0 by (2a) and (2c"), L(Jm,
Jai))(J(2D + Ju2)) = 0 by (2a) and (2c'"), L(Jm, Jm)Jm c J ( 2 1 ); and in
(iv') are L(J ( 2 1 ), J(12))(Jai) + J ( 0 1 ) ) c θ + J ( 1 0 ) by (2a). Thus (2a-c) suffice
to yield 4.3(i)-(iv), and S^ is an automorphism in this case too. •

RECTANGULAR REFLECTION PROPOSITION 4.5. The Peirce reflec-
tion S{e,f) relative to collinear tripotents e, f will be an antomor-
phism of J if either e, f imbeds in a quadrangle {e, f, g, h) such that

( 1 ) e/(2200) = e / α m ) = 0 ,

or if e, f satisfy
( 11 ) e/(22) = «/(10) = 0 .

Proof. In case (i), from J(22Oo) = 0 we get by 3.4(i) that

^(2002) = = P ( β i ) e / (22Q0)> J (0220) = = •* ( ^ 2 ) ^ (2200)) JW22) ~ P\ez)P\e2)J(220Q)
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also vanish and the quadrangular Peirce decomposition (3.3iv) reduces
to

J z=Z J ( 2 1 0 1 ) + e/(12io) + e/{lO12) + ^(0121) + ^(1001) + J (0110) 4 " J (Π00)

~Γ ^(0011) ~f"~ ^(0000)

Relative to e, f this says

e/(22) — «M20) = = ^ ( 0 2 ) ~ " > ^ ( 2 1 ) ~ «M2101) ** (12) = = e ' (1210)

^ ( 1 0 ) — «M1O12) + e/(1001)> «* (01) — ^(0121) + «* (0110) 9

Λ = = ^ ) > β'(OO) = = ^(0011) + e'(OOOO)

Thus P(J(n))e(zP(J0(h))J1(h)=0, {J(01,J(u,e} = {J(OIM)^αiooϊβ} + {/(ono)̂ (πoo)β} c

{e7'2(^)Jro(α)e} +{̂ (0110)̂ (1100)̂ (2101)}cθ + e7(nii) = 0 by hypothesis, and dually

for /. Thus condition (2(a-c)) of (4.4) met, and S{etf) is an auto-
morphism.

In case (ii) J(22) = 0 implies Jm = Jm = 0 by 3.4(i), and / ( 1 0)=0
implies Jm = 0 by (3.4ii). Since P(J[n))edJm) = 0 and P(/ ( 1 1 ) )/c
(̂io) = 0, the conditions 2a-c are met in this case too, and again

S[e,f} is an automorphism. •

SYMPLECTIC REFLECTION PROPOSITION 4.6. The Peirce reflection
S{e,f,ki relative to pairwise collinear tripotents e, f, k will be an
automorphism of J if e, f imbeds in a quadrangle {e, /, g, h) so k
remains collinear with g, h, and

( i ) J ( 2 2 0 0 ) c J0(k)

( U ) J(oon) C JQ(k)
(iii) Jαπ,) c J2(Λ) + J0(k).

Proof. These 3 conditions imply the quadrangular Peirce decom-
position (3.3iv) has

( 1 ) β' (2200) + ^(0022) aJ0(tG)f «/(2002) + «M0220) ^ e/2(Aj)

(.11 ) e/(0011) "I" «̂  (1100)

(iii') / ( 1 1 1 1 ) c J 2 ( & )

(lV ) e/(2101) + e/(1210)

( V ) /(oooo) CJβ(fc).

Indeed, from (i) we see e7(2002) = P(e)J{2200) (by (3.4(i))cP(J 1(&))J 0(A;)c

and similarly J(O82o, cJ*(fc), while J(0022)~-P(^)Jr(022o)C:P(e71(&))J2(&)c

), yielding (i') Also (3.4ii) shows t h a t (i) implies /(11Oo) = i/i/Jr

(oolJ)}c

{/,(&)J/fc)Jo(&)} c J0(fc), J(oπo) Π Jo(fc) = {/AMoon) Π JΊ(fc))} = 0 and simi-

larly e7(1Ooi) Π Jo(ft) = 0» while J ( 0 1 1 0 ) Π e/2(A) = P(k){J{2m) Π e7"2(fc)} (using

3.4(i)) = 0 and J(100i) Π /2(&) = 0 automatical ly, so J (0110) + Jnm) c J^ifc)

by compatibil ity, yielding (ii'). By (3.4i) we have J"(8101, Π J2(k) =

P(β){J»ioi) Π /o(fc)} a n d by (3.4ii) J ( 2 1 0 1 ) n J0(fc) = {fk(Jmm Π JiC*))} = 0

by (i'), so J"(2101) c Ji(fc) by compatibil ity, similarly for J"U210), while
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using g, h in place of e, f yields Jm2l) Π J2(k) = Jm21) Π J0(k) = 0 so
/(0121) c JΊ(fe) and dually for J(10i2). Finally (v') follows from (3.3iv),
since by Lemma 3.2 {e, k, g} imbeds in a quadrangle. From these
we immediately obtain the condition (3a), (3b) for {e, f, k}: for (3b)
^(iiD = {̂ (uii) + (̂noo)} n JM = 0 by (iii), (ii'), J ( 1 0 ύ ) = {J(1012> + e7"(1001)}n
J0(k) = 0 by (iv'), (ii'), dually Jmo) = 0, and J{001) = {Jm22) + Jmn) +
/coooo)} n JJJc) = 0 by (i'), (ϋ'), (V); for (3a) J{22ύ) - J ( 2 2 0 0 ) n Js(Jc) = 0
unless i = 0 by (i'), J ( 2 1 i > = J(2101) n Js(k) = 0 unless j = 1 by (iv'),
"̂(2oy> = (̂2002) Γl Jy(fc) = 0 unless i = 2 by (i'), dually for JU2i), and

^(002) + ^(102) ~Γ ^(012) = = W (0000) + ^ (0011) ~i~ β' (1001) + ^(1012) 4 " ^ (0110) + ^(0121)1 Π

/8(fc) = 0 by (v'), (ϋ'), (ii'), (iv'), (ϋr), (iv'). Thus the hypotheses
(3a-b) of (4.4) are met, and S{efk} is an automorphism. •

EXAMPLE 4.7. If e = ^Ή, / = 2£12 in Mp>q(D) then the Peirce
reflection S{β>/} is an automorphism X-> (Ip — 2E)X(Iq — 2F) for
E= Ene MP(D), F= En + E22 e Mq(D). If p, q ^ 2 then e, / imbeds
in a quadrangle {β, /, g, h] = {Ellf Eί2, E22, E2l) as in (4.5). Π

EXAMPLE 4.8. If e = F12, f= F1S in Sn(C) for n ^ 4, then S{e>f}

is not an automorphism if characteristic C Φ 2: i ^ and F3 4 lie in
Ji(&)f Ft* in ^(g7), yet {FUF2SF12} - - J P 1 4 lies in J^). Note con-
dition (4.4(2c)) is violated here: {F3iF23F12} — —Fu is nonzero in
{/(01)J(11)β}. The trouble is that CF23 really acts like part of J2—if
we take £f' = {e, f, k} = {F12, F1Zj F25} then S{e,ftk) is an automorphism
X-+ (In - 2£7)X(Jn - 2JS) for E = En + E22 + E^ in Λfn(C). Here
e, / imbeds in the quadrangle [e, f, g, h} = {F12, F13, JP43, F42} collinear
with F2 3 as in (4.6.) •

5* Lifting compatible families* In considering Wedderburn
splittings and the second cohomology group H2(J, M), it is impor-
tant to be able to lift compatible covering families from J to any
null extension J (i.e., lifting from J = J/M to J modulo a null or
trivial ideal Jl£). In this section we consider the general problem
of lifting a compatible family modulo a nil ideal.

In lifting a family the crucial step is always lifting a single
tripotent.

LIFTING LEMMA 5.1 (1, p. 108). If J^J is a projection of
Jordan algebras whose kernel is nil, then for each idempotent eeJ
and each preimage xeJ (π(x) = e), there is a preimage e = p(x)
which is a polynomial in the given x and is an idempotent in J.
The same holds if J, J are Jordan pairs.

If J and J are Jordan triple systems, then tripotents e can be
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lifted modulo nil ideals to tripotents e = p(x) as long as 1/2 eΦ.

Proof. In the polynomial ring Φ[t] we have

(5.2) f(g(t)) 6 U(f(t))Φ[t] for f(f) = ί - t2, ff(t) = 3ί2 - 2ί3 .

Thus by induction f(gin)(t))e U(f(t)2n~^[t] and the iterates #(1)(α0,
0(2)G»), •• ,(ff(1>(&) = flr(α), 0(m+1)(α) = g(g{m)(x))) converge to an idem-
potent e = 0 {n)(#): since π(f(x)) = ττ(cc — #2) = e — e2 = 0 we have
f(x) e Ker π nil by hypothesis, /(a?)2*"1 = 0 for suitably large w, hence
f(gM(x)) = 0 and e = 0(n)(#) has e - e2 = /(*) = 0. Thus e is an
idempotent. It still covers e since π(g{n)(x)) — g{n)(π(x)) = 0(n>(e) = β
since g(e) = 3e — 2e = e. The Jordan algebra proof can be used to
derive the result for pairs ([2, p. 109]).

In triple systems only odd powers are defined, hence we can
only consider odd polynomials. When 1/2 is available we have

(5.3) f(g(t)) e P(f(t))ΦM[t] for /(t) = t - f, g{t) = 5/2 ί3 - 3/2 f .

As before, after a finite number of steps the iterates g{n)(x) con-
verge to a tripotent, e, e — e3 — f(e) = 0.

If we do not wish to wait for a sequence to converge, we can
produce the idempotent lift directly. In the Jordan algebra case,
suppose x — x2 is nilpotent of index n. We claim

(5.4) g(t) - g{tf e U{{t - t2) )Φ[t] for </(ί) = {1 - (1 - t)2 }2 .

Indeed, t2n divides g since 1 — (1 — tfn vanishes at t = 0 and hence
is divisible by ί, similarly 1 - 0 = 1 - ( 1 - w)2n (for % = (1 - t)2n)
is divisible by w, thus g-g2=g(l-g) is divisible by t2nu = t2n(l-t)2n =
{t - «2}2\ Therefore e = $r(aθ has β - e2 6 Ϊ7((aj - x2)n)J = 0, where
0(0) = 0 and 0(1) = 1 guarantee 0(0?) makes sense in (the perhaps
nonunital) J and π(g(x)) = 0(e) = g(ΐ)e = e.

The Jordan triple case is more complicated. We have

g(t)-g(tγ e P((t-f)n)Φ0M[t] for g(t)=t2n+1h(s)k(s)n where β = l -

ί 5 gx ί2 and fc(s) = l + s + + s 2 n " 1 and λ(β) = 1 + 1/2 s + 3/8 s 2 +
+αn_ 1s 2 n- 1eZ[l/2][s] is the first 2n terms of (1 - s)~1/2 =
&(s)1/2.

Clearly 0 is an odd polynomial since s is even, g — 03 = 0(1 — 02)
is divisible by {t(l—ί2)}271 since 0 is divisible by ί2n and 1 — 02 = 1 —
(t2Yn+1h(s)2k(s)2n is divisible by (1 - t2)271 = s2n because modulo s2n it is
= 1 - (1 - s)2n+1k(s)k(s)2n = 1 - (1 - s)2n+1(l + « + • • • + s2*"1)2^1 = 1 -
(1 - s

2 n) 2 w+ 1 = 0. Once more the specialization Φoά<i[t] -• J via t2k+1 ->
.̂2*+! yields β = (̂/χ;) with e — £ — 0, π(β) = flr(e) = flr(l)e" = β". Π
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EXAMPLE 5.6. It is somewhat surprising that 1/2 is necessary
for lifting in triple systems, but one can give a "generic" example
of a non-liftable tripotent. One can calculate that there is no
integral polynomial g(t) 6 Zodd[ί] such that g(l) = 1 and g(t) — g(tf is
divisible by (ί - tB)\ Thus if B=Zo^[i\^tZ[s] (s=ί2), L = (l-s)B=
ί(l - s)Z[s] = (t - f)Z[s], JBΓ = (ί - tJB = β ( l - sfB then J = J3/JSΓ—>
JB/L = J has nil (even trivial) kernel LjK, yet e = t is a tripotent
in J with no covering tripotent β = #(*) in /. Thus lifting is not
always possible in triple systems. •

REMARK 5.7. The lift e obtained from an arbitrary x may not
be the "correct" one. For example, if e is the "correct" cover of
e and we choose a preimage x = e — w = e — (w2 + wt + w0) for
wteKΓ\ Jiifi) (for trivial K = Ker π: J -> J), then one easily computes

χ2n+l = e _ ( W i + Wi + n ^ + w*^ (n > Q > w , = p(e)W2y K2 = 0) .

Therefore p(sc) = Σ «n^2n+1 = ( Σ α«)(β - (wx+w2)) - aQwQ- Σ nan(w2+w%)
covers e iff Σ an = l I n general / = β — (̂ 2 + ^ + z0) is tripotent
for ZtβKΓl Ji(e) iff ô = z2 + rf = 0 (P(/) - / = « - P(e)« - {βê } =
(«2 + «! + 30) — 0&! + 22;2 + zt) by triviality of K), so p(α?) = / is a
tripotent cover of e iff

Σ α» = 1, «o^o = 0, {1 + 2 Σ ^«n) (w2 + ^ ) = 0 .

In this case

Thus in general we cannot get rid of the components wx and w2, so
no lift feΦ[x] is the correct lift β. •

Once we can lift a single idempotent, we can without further
ado lift a countable family of orthogonal idempotents. It is not
clear that we can always lift compatible families. We will be able
to lift certain families intermediate between orthogonal and compa-
tible. A linearly-ordered family {ej of tripotents is hierarchical if
β > a implies eβ lies in one of the Peirce spaces Ji(ea). An impor-
tant special case is that of an orthogonal family (eβ e J0(ea)) or a
collinear family (eβ e J^O), or more generally an orthogonal-collinear
family where any two ea, eβ are either orthogonal or collinear. It
is easy to see by (1.8(iii)) that any hierarchical family is compatible.

COUNTABLE LIFTING PROPOSITION 5.8. If J^J is a projection
of Jordan algebras with nil kernel, then any finite or countable
hierarchical family eu e2, of idempotents in J can be lifted to
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a hierarchical family elt e2f . of idempotents in J. If J and J
are unital and elf •••, en are supplementary orthogonal idempotents
in J, then elf , en are supplementary orthogonal idempotents in
J. The same results hold if J, J are Jordan pairs.

If J-+J is a projection of Jordan triple systems with nil
kernel, and if 1/2 eΦ, then any finite or countable hierarchical
family of tripotents in J can be lifted to a hierarchical family
in J.

Proof Assume {ej is a hierarchical family of tripotents (resp.
idempotents in the Jordan algebra case). By the Lifting Lemma
5.1 we can under our hypotheses lift ex to eu which is by itself
trivially hierarchical. Assume we have lifted {eu -- ,en} to hier-
archical {elf -- ,en}. Then these are in particular compatible, and
determine a Peirce decomposition J = φ J(<1,...,<n) as in (2.1), with
π(J\iv-~,in)) = J«v-.in) N a t i v e t o e^ •••, en. N o w b y h i e r a r c h y en+ί

lies in some single Peirce space JH(e{) relative to each el9 —-en, so
en+1eJl9v...,tn). Then we can choose a preimage x of en+ί lying in
•̂(•i. ,t»> As. a result the tripotent (resp. idempotent) en+1=p(x) given
by (5.1) automatically stays inside the sub-triple system J^,...,,^ =
Π Jsi(ei), so en+ι automatically lies in JH{ei) for each i = 1, 2, , n,

and hence {elt e2, , enf en+1} is again hierarchical.
If el9 '"9en are supplementary in / then in J the idempotent

e — eλ + + en (using orthogonality!) covers ϊ , π(e) = ex + h
en — ϊ . Thus π(l — e) = 0, 1 - e e K e r π is nil, yet at the same
time 1 — e is idempotent. Thus 1 — e = 0 and eγ + + en = e = 1
are supplementary in /. •

OPEN QUESTION 5.9. Can we lift arbitrary compatible families?
Can strongly compatible families, at least, be lifted to compatible
families? Can orthogonal-collinear families be lifted to orthogonal-
collinear families? (By the above, orthogonal-collinear {βj can be
lifted to hierarchical {ej, so orthogonality ea±eβ<=>eβe J0(ea) is
inherited by ea, eβ, but collinearity ea T eβ is transformed only into
eβ e Ji(βα), which does not quite imply collinearity ea 6 Jλ(eβ) as
well). •

We can always lift two collinear tripotents modulo nilpotent
ideals.

π
PROPOSITION 5.10. If J-+J has Penico-solvable kernel, and

1/2 eΦ, then any two collinear tripotents e, f in J can be lifted to
collinear tripotents ef f in J.
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Proof. Penico solvability means Sn(K) = 0 for some n, where
S(K) = P(J)P(K)J + P(K)J•+ L(K, K)J, S\K) = S{Sn^(K)). By
induction it suffices to consider the case S(K) = 0 of a trivial ideal.
By 5.8 we can left e to e, then fe Ji(e) to feJ^e). Since / covers
/, P(/)e" = L(f, f)e-e = 0 implies P(/)β - z0, L(f,f)e ~ e = z2 lie
in if, SO the result follows from

LEMMA 5.11. If 1/2 eΦ and e, f are tripotents which are col-
linear modulo a trivial ideal K and have

fe J&), P{f)e = z0, L(/, f)e-e = z2 (z.eK

then / ' = / — 1/2 2X /or ^ = {efz0} is a tripotent collinear with e and
congruent modulo K to f. If g is a tripotent with eeJ^g), fsJj(g)
then f remains in J3-(g).

Proof. Clearly / ' is congruent modulo zxeK to /, it remains
in Jx{e) since z1eJ1{e), and if eeJt(g)f feJά(g) then by (1.2) zx =
L(e, f)P(f)eeJj(g) so / ' remains in J9 (g). We must show (i) / ' is
tripotent, (ii) eeJ^f), i.e., {f'f'e} = e.

By triviality of K we have /' 3 = f - 1/2{P(/) + L ( / , / ) K = / -
1/2{P(/) + L(f, f)}L(e, f)z0 = / - 1/2 st = / ' since {P(/) + L(ff f)}L(e,
f)z0 - {P(P(/>, /) + L{e,f)L{f,f) + L({ffe}> f) - Ufi, {///})}«o (by
(0.2), (0.5)) = {P(z0, f) + L(e, f)L(f, f) + L(e + z2, /) - 2L(e, /)}«0 =
L(e, f){L(f, f)-I}z0 (by triviality of K)=L{e, f)z0 because L(/, /)«0=
Uf,f)P(f)e = P(P(f)f,f)e (by (0.2)) = 2P(/)β = 2β0. Thus / ' is
tripotent.

Again by triviality, {f'f'e} = {#β} - 1/2[{A*} + {̂ /β}] = e + s2 -
l/2{P(e, /) + Uβ, f)}L(e, f)z0 - e since {P(β, /) + L(e, f)}L(e, f)z0 -
{Ufi, e)P(f) + P(e, P(f)e) + L(P(e)f,f) + 2P(e)P(f)}z0 (by (0.7), (0.6)) =
{L(e, e)P(f) + P(β, βo) + 0 + 2P(e)P(/)}^0 = {L(e, β) + 2P(β)}P(/)^0 (by
triviality of i ί again) - 2{I + P(e)}P(/)2e (as L(e, e) = 21 on J2(e)) =
2{P(/)2P(β) + P(β)P(/)2}β = 2{P({ffe}) + P(P(fYe, e) - L(f, /)P(β)L(/,
/)}β (by (0.8)) = 2{P(β + z2) + 2P(/)2 - L{f,ff)e (always P(e){aAe} =
{b&e}) = 2{(e + 2z2) + 2P(/)2β - L(/, f)e - 2P{f)2e] (by triviality and
(0.6)) = 2{(e + 2z2) - (β + 2J2)} = 2^. Thus eeJ^f) is collinear with
/'. D D

However, it is not clear that this argument can be extended
to show a whole collinear (or orthogonal-collinear) family can be
lifted to one of the same type.

REMARK 5.12. The fact that collinear e, f have been lifted to
tripotents β, / with feJ^e) does not imply collinearity eeJ^f),
hence the modification / ' in the above proof is really necessary.
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For example, take e = 1[12], / = 1[13] + εδ[23] in / = Hs(Ω[ε]) for
Ω having nontrivial involution with δeΩ having trace t(δ) = 1, 62 =
0, K=eJ. Then feJ,(e) but s0 = P(/)β = ί(6δ)l[88] = 6[83], s2 =
{ffe} - e = t(eδ*)[ll] + t(eδ)[22] = e(l[ll] + 1[22]). The modification
obtained above is / ' = / - l/2{efz0} = / - 1/2 ε[23] = 1[13] + β^[23]
for η = δ — 1/2 with 4(37) = 0. We never recover the "correct"
modification / - εδ[23] = 1[13] this way. •

EXAMPLE 5.13. Strongly compatible families cannot in general
be lifted to strongly compatible families. For example, take J =
Ωen+ Ωe12 + εΩe13 + εΩe2ί + εΩe22 + Ωe2SaM2f3(Ω) (the 2 x 3 matrices over
Ω = Φ[ε], ε2 = 0, via P(αθί/ = »#*»). Note here / has the form J =
Joteaβ) + εJifas) + Λfes) in M2,z(Ω), and hence automatically is a sub-
triple system. Then K = εM2)3(Ω) is a trivial ideal, e = <FU and
/ = /i Θ /o = β12 0 β23 are strongly compatible in //JBΓ = {Φβu+Φe12}ffl
{Φe2S}, but no covers e = en + er, / = β12 + e23 + εs are strongly com-
patible since P(f)L(e, e)εeiZ = εβ22, L(e, e)P(f)εeιz = 0. •

6* Wedderburn Splittings and H2. Another case where the
Peirce orthogonality relations (2.5) suffice is in showing that
Wedderburn splittings of direct sums can be reduced to splittings
of the individual factors. Recall [6, p. 286] that H\J9 M) denotes

the equivalence classes of null extensions 0 -^>M—>J-+ J->0 of J by
a bimodule M. H2(J, M) — 0 iff all extensions split, in the sense
that there exist homomorphisms σ: J->J with π°<τ = lJf i.e., there
exists a subsystem B = σ(J) c J isomorphic under π to J.

PROPOSITION 6.1. If Jl9 , Jn are locally unital Jordan triple
systems with the property that all null extensions are split, then
the direct sum JλS EB Jn has the same property. In terms of
cohomology, if H\Jif Af<) = 0 for all Jrbimodules M4 then H\J, M)~
0 for all bimodules M for the direct sum J.

Proof. By induction it suffices to prove this for the case of
two summands, recalling by (2.3) that direct sums remain locally
unital. So let J be a null extension of J = K EB L by a bimodule

M: O-^ikf-* j i J->0 is exact. Then 0 ->M-> K^ K->0 is exact
for K = π~\K) ZD π~\0) = M, and by our hypothesis on K this splits:
there is a subsystem BaKaJ isomorphic under π to K. If i? is
a covering family for the locally unital K, we lift it via the given
isomorphism to a covering family for B. Regarded as a compatible
(non-covering) family in J, it determines by (2.2) a Peirce decompo-
sition J = Jjζg7) 0 Jί(g*) 0 Joζg7) with β c ^(g 7). Furthermore, since
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/ = π(j) = π(j2) + π(j x) + π(j0) = JJ&) φ jj&) 0 jo(gf) where L is
orthogonal to %f cK, we must have π(J2) = / 2 (^) = ^ , ^(Λ) =
J0(gf) = L, π(Jγ) = J^gf) = 0. Thus 0->ikfo(g7)-^/o(^)-^ ί'->0 is
exact, hence by our hypothesis on L it too splits: there is a sub-
system CaJ0(&) isomorphic under π to L. Because we have lifted
I? into J ^ ^ ) and C into Jo(&), they are automatically orthogonal
by Peirce orthogonality (2.2) (PI), and the sum B ffl C c J i s automat-
ically a direct sum of triple systems isomorphic under π to K S3
L = J. Thus J = (5 0 C) © M is split. •

The argument actually shows it suffices if all but one of the
Ji is locally unital, since we never needed a cover for L.

The crucial step in the above proof was lifting a cover £? of
if to a compatible family in J, which depended on knowing H\K, M) =
0. To get a relation between H\Jf M) and the H\Ji9 Λf4) in general,
we need to be able to lift the tripotents which form the local unit
of Ji. This is why we studied the problem of lifting compatible
families modulo trivial ideals in (5.8.)

Using hierarchical families we can reduce extensions of direct
sums to extensions of the pieces. We recall how the equivalence
classes of extensions of a Jordan triple system by a bimodule M
gains its algebraic structure H\J, M). If J is protective as Φ-
module, each extension has the form J = σ(J) φ M for some linear
lifting a of J into J, and is associated with a cocycle or factor set
peC\J,M)

p(a; b) = P(σ{a))σ(b) - σ(P(a)b)

which measures how far σ is from being a triple system lift. The
equivalence class of p modulo coboundaries δg e B2(J, M)

Sg(a; b) = p(a)g(b) + Z(α, b)g(a) - g(P(a)b)

for a linear map g:J-+M is independent of the particular a, and
the extensions of J by Mare in 1 — 1 correspondence with H\J, M) =
C2(J, M)/B2(J, M). Thus H\J, M) becomes a module over Φ [6, p.
287-288].

6.2. DIRECT DECOMPOSITION THEOREM FOR H\ IfJ=Jιm--mJn

is protective as module over Φ (containing 1/2), and as triple system
is a direct sum of locally unital Jordan triple systems Ji possessing
hierarchical covers $?if then for any J-bimodule M

H\J, M) s Θ H\Ji9 Mi)

for Mi = Mu + Mί0 + Moo = f\jΦi M0(87

i) The same holds for Jordan
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pairs over arbitrary Φ.

Proof. We begin by imbedding 0 H\Ji9 Af«) in H\J,M). We
have a linear map @C\Jif Af,) -> C2(J, M) sending 0 f t to p = 0 f t
defined as /t>(α; 6) = Σ pi(at; δ,). This induces φ C ^ J i , Λf«) -> JEΓV, Af).
To characterize the kernel of this map, assume p = δgeB\J,M)
for some linear g: J—>M. Using the Peirce decomposition Af=0ikfifc

of (2.10) relative to the g^ , we can write the restriction of g to
Ji as g = ®gih for gjk: Ji->Mjk. Applying the Peirce projection
E'u + Ei0 + Eoo of M on Af, to the relation p(at; 6,) = d£r(α,; δ,) for
α,, δ, e J, = Jiί9 we get by the Peirce relations ft(α*; δ,) = p(α,)(flr,, +
Λo)(&t) + ϊ(α,, 6ί)(5r£ί + flTio)(δi) - (flr« + 0*0 + gw)(P(at)bi)9 so that ft = δflr,
for flr, = gu + ̂ ί0 + 0oo J< ->Λf<. Conversely, if each ft = δ ^ is a
coboundary of flr<: «7i —> Afi then /) = 0 f t is the coboundary p — δg
oί g = © Λ : J-> Af. Indeed, δ^(α; b)=p(a)g(b) + l(a, b)g(a)-g(P(a)b) =
{Σ P(α*) + Pfa, α*)} Σ flΓy(δy) + Σ ί(α,, fcjflr^) - Σ ΰiiP^h) (by or-
thogonality and local unitality of Ju J, An J) = Σ { P . ( ^ ) Λ ( W + ϊ(αt>
&«)&(<*,) -Λ(P(αO6i)} (since (̂6,-) 6 Afy c ikfo( gy, ai9 6, e J4 c J,( g ^ for
i ^ i) = Σ #&(α<; δi) = Σ ft(«tί δi) = >̂(α; δ). Thus the kernel of the
natural map φC2(J,, Aft) -> £Γ2(/, M) is precisely ®B\Ji9 Af,), so we
haye an induced imbedding of φjff2(J,, Af<) = {φC2(Ji, AfOJ/ίφBV*, M^}
in ίί2(J, ikf).

To see this map is surjective, i.e., that each cocycle p is equi-
valent to one 0 f t supported on the distinct Jύ with no "mixed
terms", we need to choose a linear lift σ taking J* into orthogonal
pieces. So consider an arbitrary extension J of J by M; since the

kernel M of J^J is trivial, we can by (5.8) lift the family g" =
£?i U U S?n( 8"i t i i e given hierarchical covers of J<) to a hierar-
chical family gr = §Ί U U ̂ «. In the associated Peirce decom-
position (2.5) of J we have «7<=J« 0 J ί 9 0 Λo=Πi^ Λ( g'y) a subtriple
system, projecting onto π(J*) = Π JΌ( g'y) = t/i with kernel Af*, and
at the same time Jit projects onto π(Jit) == J^ = J^ with kernel Af«
(but J« is merely a subspace, not a subsystem), while Ji0 = Λf<0>

Joo = Moo since π(Jί0) = «/"« = 0, τr(Jόo) = Joo = 0. Since J is projective
over Φ, so are its direct summands Ju hence the exact sequence
0 -> Λf« -> Jϋ -> Ji -> 0 splits as Φ-module: Ju = σ<(J<) 0 Λf« for some
linear lift σt. Then J, = /„ φ Ji0 φ Joo = {^(J€) 0 ΛΓ<4} 0 Mi0 0 Moo =
0i(Jt) θ Af,, and we have a linear lift σ = 0σ< so that J = σ(J)0M
with the crucial property that σ(Jt) c J^ is automatically orthogonal
to σ{Jβ)(zJάj. (To obtain this it is not enough to split 0—>"Af, —>
Ji-^Ji-+0; we must work with the linear space Ju instead of the
subsystem Jt.) The cocycle p associated to J via this lift σ is of
the desired form 0 f t since p(a; b) = P(σ(a))σ(b) - σ(P(a)b) =
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^ ^ ^ Ά ) (by J<LJj mJ)
σi(P(ai)bi)} (by J^ ± Jss in J) = Σ ft(α<; 6,) for ft; J, -> Λf, (note
σi(Ji) aJu, but J^ is not in general a subsystem so the products
P(σί(ai))σi(bi) fall in the enveloping subsystem J* = J« + J<0 + Jm

hence σ< falls in Jt Π AT = If,). This shows @H2(Jif Mt)-> H\J, M)
is surjective, hence a linear isomorphism. •

Note that the theorem does not depend on the hierarchical
nature of the covers i?*, merely on the fact that they can be lifted
to compatible covers 3V The same result will apply to any class
of liftable compatible covers.

Since the semisimple finite-dimensional Jordan triples over an
algebraically closed field of characteristic Φ2, or semisimple Jordan
pairs with d.c.c. over an arbitrary ring of scalars, are direct sums
of simple locally unital systems with hierarchical covers (even
orthogonal-collinear covers, by (3.16)) we have as an immediate
corollary

6.3. DIRECT DECOMPOSITION THEOREM FOR H\ If J=Jλm ffl Jn

is the decomposition into simple ideals of a semisimple Jordan pair
with d.c.c. (or a semisimple Jordan triple system finite-dimensional
over an algebraically closed field of characteristic Φ2), then for any
J-bimodule M we have

H\J, M) ^ @H\JU Mt)

for Mi = Mi% + MiQ + M0Q = Π i ^ ϋ ί o ί ^ i ) for compatible covers if3- of

Λ Π

This reduces the cohomology of semisimple systems to that of
simple systems. Next we turn to a similar program for H\J, M).

7. Derivations and structure algebras* Recall that the struc-
tural transformations Strl (J, M) of a Jordan triple system in a
bimodule M consist of all pairs (S, £*) of linear transformations
J —> M such that

(7.1) S(P(x)y) + P(x)S*(y) = L(x, y)S(x)

and similarly for S* with S** = S. The derivations Der (J, M) of
J in M are those (D, D*) e Strl (J, M) with D* = -D, i.e., those linear
transformations D satisfying

(7.2) D(P(x)y) = {D(x)yx} + P(x)D(y) .

(If S* is uniquely determined by S, e.g., if J has unit, then it is
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usual to simply refer to S itself as a structural transformation.)
The inner structural S are those in the subspace Instrl (J, M) =
L(M, J) + L(J, M) (note by (0.4)L(#, m)* = L(m, a?)), the inner deri-
vations are Inder (J, M) = Instrl (J, M) Π Der (J, ilf). This includes
all sums of standard inner derivations D(x, m) = L{x, m) — L(m, x),
and coincides with these if 1/2 eΦ.

Even for unital Jordan algebras, the derivations from a direct
sum are not simply the sums of derivations defined on the individual
pieces: the derivations on the pieces can be glued together to form
a global derivation only if they are suitably orthogonal.

PROPOSITION 7.3. A linear transformation S: J —> M of a Jordan
triple J = Jι EB EB Jn into a bimodule M is structural iff it has
the form S — Sx φ 0 Sn for S*: J* —> ikf satisfying the following
relations (for xif yu zt eJ* with i, j, kΦ):

( i ) each Si is structural: Si e Strl (Ji9 M)
(ii) P{xi)Sny5)
(iii) {XiSf(Vj)zk}
(iv) {xtSϊ(yt)zk} - {xtytSk(zh)}

S is a derivation iff each Si is a derivation, S? = — S<#

Proof. The linear maps S:J->M are precisely the S =
for Sii Ji-+ M. The structural condition (7.1) for all x, y eJ reduces
to the following conditions on the spanning elements xif yif z{ e Jύ:

(7.1a) Smxjyj) + P(Xi)Sf(yά) = {x.

(7.1b) ^({^7/^}) + {XiSf(yj)zk} = {xMjSM} +

for all i, j, Jc with %Φk. Condition (7.1a) for j = i is the condition
(i) that Si be structural on J> for j Φ i, by orthogonality J* l J^
the condition (7.1a) reduces to (ii). Similarly, by orthogonality (7.1b)
reduces to (iii) if j Φ i,k and to (iv) if j = i. •

To see that the requisite orthogonality is not automatic, consider
the following

EXAMPLE 7.4. Let J = Φz ffl Φw be a trivial Jordan triple
system and M = Φm 0 Φ^ the bimodule determined by p(z) =
/o(«, w) = Z(β, 2) = l(w, w) = i(w, 2) = 0, ί(z, w)m = n, l(z, w)n = 0.
Here the split null extension J=JφM may be imbedded in M4(Φ)+

via z -»£12, w ~> β23, m -> e3i, n —> βu. Then {zwM} = Φn Φ 0, so {Ji/yM"}
is not necessarily 0 in a direct sum J = Ji EB EB J n .

Thus orthogonality of Ji, J^ in J does not imply orthogonality
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in all extensions: the orthogonality may be "fortuitous". However,
there is an important case when orthogonality is "intrinsic", persist-
ing in all extensions:

{JiJjJ} = 0 if Jί9 Jά are orthogonal and one is locally unital
since for example if Jt has cover g^ then J; = J2(&i) and by or-
thogonality JjdJά&i), so that {JtJjJ} c {J2J0J} = 0 by (2.2) (PI).

Thus if all Jt are locally unital, (7.3ii-iv) reduce to (ii) P(xi)S*(yί) =
0, (iii). {xSt(Vό)zk} = 0, plus

(7.5) {XiSΐίvM = {xiyiSk(zk)} .

Now in Lemma 7.7 we will see Sf(y/) eM2{^5) + M^5), while
xi9 ^ e J o ί ^ ), so (ii), (iii) follow automatically from Peirce ortho-
gonality P(J0)M2 = P{J0)M1 = 0, and (7.3ii-iv) reduce to (7.5). How-
ever, (7.5) is not vacuous (both sides identically zero).

EXAMPLE 7.6. Let J = Φe1 ffl Φe2 be the locally unital Jordan
triple system (even unital Jordan algebra) with cover g7 = {el9 β2},
and let M = Φm be the bimodule determined by p(et) = l(eif eά) = 0,
Vifiu eo) " Kfiit ei) — I- Here J = J 0 Λf imbeds in iί2(Φ) via ^ —> e«,
m-^e12 + e21, and M = MΊ(ej) — Mi(β2). Then the map S(aeι + /3e2) =
(α + β)m is structural with £ * = S, and jD(αe! + /3e2) = (α — /5)m is
a derivation, but S(J1) = S(J2) = D(J1)=D(J2) = Φm so that { J ^ S ^ ) } =
{JiS*(Jt)Jd} = Φm Φ 0, and condition (7.5) is not vacuous. Note that
S = L(m, ex + e2) and JD = L(m, et) — L(el9 m) are inner. •

This example suggests that the troublesome nonorthogonality
of the pieces Su -—,Sn in (7.3) is due to an inner multiplication.
This is in fact the case: once we remove a suitable inner multipli-
cation, the remaining pieces St map Jt into ikf2(i^) and hence are
automatically orthogonal. We need to investigate in more detail
the interaction of a structural S with a family of tripotents. First
we consider a single tripotent.

STRAIGHTENING LEMMA 7.7. If S e Strl (J, M) and eeJ is tri-
potent, then

( i ) S(e) = m2 + m19 S*(e) = m? + m* for m2 = m2 =P(e)m2,
mi9 mf e Mt(e)

(ii) S(J2(e)) c M2(e) + ML(e) with Eβ(x2) = {m.ex,}
(iii) S(J0(e)) c M0(e) + MM with Eβfa) - {emfx0}
(iv) SiJM) c MM + MM + Moie) with E2S(x1) = {em?x1}, E0S(xί) =

// J is locally unital with cover & then

S(J)czM2(t?)
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S and S* preserve Peirce spaces relative to e> S(Jk(e)) + S*(Jk(e))(Z
Mk(e) for k = 2, 1, 0, iff S and S* preserve e in the sense that S(e),
S*(e) e M2(e). Always S'= S - {L(mlf e) + L(e, m,)} has S\e), S'*(β) 6
M2(e) so we can modify S by an inner multiplication to obtain S'
preserving Peirce spaces. If S = D is a derivation then L(mu e) +
L(e, mj = D(mlf e) is a standard inner derivation.

Proof. If S(e) = m = Σ w,, S*(e) = m* = Σ ^f for m*, m? 6
Λfi(β) then by (7.1) S(P(e)e) + P(e)S*(e) = {S(e)ee} implies (m2 + m ^
m0) + m2* = 2m2 + m2, hence m0 = 0 and m$ = m2. Dually m* = 0
and m2 = m2. This establishes (i).

For XiβJiie) the linearized varsion of (7.1) yields S({eeXi}) +
icJ = {a?iβjS(β)} + {eeS(Xi)}9 hence ΐS(^) + {emtXi} + {emtxt} =
+ {m^α J + L(e, e)S(Xt). But L(e, m?) = L(mF, e)=L(m2f β) by

(i) and (1.4) so

{L{e, e) ~ U}S(Xi) = {emfίcj — {m^Xi} .

For ΐ = 1 taking components in M2, Mo yields (iv). For i = 0 we
get the expression (iii) for EβiXo), where S(xo)eMo + Mλ since by
(7.1) P(e)S(x0) = -S*(P(e)a?0) + {S*(βKe} = 0. For ΐ = 2 we get the
expression (ii) for EβiXz), where S(x2)eM2+M1 since by (7.1) S(x2) =
S(P(e)x2) = -P(e)S*(xt) + {S(e)x2e} e P(e)M + {eJM}.

If J is locally unital then S{J)^S(^ J2{e,)) c.^ Afβ(ef)+Λfι(e<) =
Λf2(gf) + Λf^g7) by (ii).

The expressions (ii)-(iv) show that once mι — mt = 0, i.e., S(e),
S*(e) lie in Af8(β), we will have S{Jh{e))aMk{e) and dually for S*.

If mlf mf are not zero we must modify S. S' has S\e) = S(e) —
{L(mu e) + L(e, m?)}β = (m2 + mj - (mx + 0) = m2, S'*(e) = S*(e) -
{L(e, mx) + L(mf, e)}e = (m? + m*) — (0 + m*) = m? lying in M2, so
S' preserves Peirce spaces. If S — D was a derivation to begin
with, S* = — S, then m* = —mί9 so L(mu e) + L(β, m*) = L(mu e) —
L(e, mt) = Dίmx, β) is a standard inner derivation. •

If we have a compatible family of tripotents, we can repeatedly
straighten out S to respect the whole family.

COMPATIBLE STRAIGHTENING LEMMA 7.8. If Se Strl (J, M) is a
structural transformation (resp. derivation) and g" = {el9 •• , e j α
compatible family of tripotents in Jf then there exists an inner
multiplication (resp. standard inner derivation) So such that S' —
S — So has S'(et), S'*(ei) 6 M2(eτ) for all i = 1, , n, and hence
respects Peirce spaces relative to the family: S'(Jk(et)) + S'*(Jfcfe)) c
Mk(et) for i = 1, , n and k = 2, 1, 0, so S' and Sr* map Jιtv...,in)
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into M{tv...ίin).

Proof. For a single tripotent n — 1 this is just (7.7.) Assume
the result for n — 1 tripotents, so we can modify S by something
inner and assume from the start that S(βt), S*(^) lie in M2{e*) for
i = 1, 2, , n - 1. We must modify S to obtain S'(eu), S'*(en) e
Mz(en) without unduly disturbing the previous action on elt •••, en_x.
So consider S' - S - So for So = L(mlf e) + L{e, m?) as in (7.7) for
S(e) = m2 + mi, S*(e) = m2* + m? where we set e = βΛ. We know
iS0 is inner (resp. standard inner derivation) and S'(e), S'*(e) eM2(e).
We must show that we haven't disturbed the previous actions,

( * ) Sotei) = {m^eβt} + {emUi} 6 AΓ2(e4) (i = 1, -, n - 1)

and dually for So*.
By the induction hypothesis, S preserves Peirce spaces relative

to et. By compatibility, the same is true of L(e, e) and P(e)2. Now
(7.1) yields the general identities

[S, L(x, y)] - L(Sx, y) - L(x, S*y)

[S, P(x)P(y)] - P(Sx, x)P(y) - P(x)P(S*y, y)

for structural S, so for x ~ y = e we see

L(m, β) - L(ey m*) = L(mi, β) - L(^, mf)

P(m, e)P(e) - P(e)P{m*, e) = P(mx, e)P(e) - P{e)P(mΐy e)

preserve Peirce spaces (using m? = m2 by (7.7i) and (1.4) to get rid
of m2). But then P(ml9 e)P(e)-P{e)P{mΐt e)-{L{mlf e)-L(e, mΐ)}L(e, e)
also preserves Peirce spaces, and by (0.6) this equals {L(e, e)L(mlf-e) —
L(e, P{e)m1)} - {L(e, mΐ)L{e, e) - L(P(e)m*, e)} - L(mu e)L(e, e) + L(e,
mΐ)L(e, e) = L(e, e)L(ml9 e) — L(mlf e)L(e, e) = L({eem^, e) — L{m1, {eee})
(by (0.5)) = —L(mu e). Once this preserves Peirce spaces, so does
L(e, mΐ) by (**):

^***^ L(mίy e), L(e, m*) preserve Peirce spaces Jfcfe) .

Thus βieJiiβi) implies {m^e,}, {emf β<} e M2(eέ), yielding (*). Therefore
the modification S' = S — SQ preserves Peirce spaces relative to
eu - , βn_! and β = βn as well. This completes the induction. •

We say a structural S: J —> M is locally united with respect to
a given cover g7 = {elf , en} of J if it preserves the Peirce spaces
relative to g7:

(7.9) S(Jitv...9t%)) + S*(JWl,.,<β)) c Λf(<lf..,<f|) .
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By (7.8) this is equivalent to S preserving the individual Peirce
spaces

(7.90

or even just to preserving the tripotents,

(7.9")

Notice that if J is unital (if = {e}) then / = J2(e) and unitality just
means S(J)aM2(e) or S(e)eM2(e) (and dually for S*):

PROPOSITION 7.10. A linear transformation S from a direct
sum J = J± EB SB Jn of locally unital Jordan triple systems into
a bimodule M is structural (resp. a derivation) iff it has the form
S = So φ Sλ φ φ Sn where So is inner (resp. standard inner
derivation) and S*: J* —> M are locally unital and structural (resp.
derivations). In particular, any S is the sum of an inner SQ and
a locally unital S\

Proof. Sufficiency is easy: S is structural or a derivation iff
S' = S - S 0 is, and the condition (7.5) on S ' ^ S ^ φ φSL is
automatic (both sides vanish by orthogonality because Sfd/0 eM2($?i)9

Sk(zk) e M2( i f j by local unitality).
For necessity we apply the Straightening Proposition 7.8 to

the compatible family if = g^ U U ξ?n (recalling (2.3)). •

We can use these results straightening structural transforma-
tions to prove additivity of the cohomology groups H\ just as we
used liftings of tripotents to straighten linear lifts and thereby
prove additivity of H2. Recall that there are two slightly different
first cohomology groups

H\J, M) - Der (J, M)/Inder (J, M)

H\J, M) = Strl (/, ikf)/Instrl (J, M) .

7.11. DIRECT DECOMPOSITION THEOREM FOR H1. If Ju , Jn are

locally unital Jordan triple systems relative to covers ifx, ifn

and M is a bimodule for the direct sum J = J1 EB EB e/π, then

H\J, M) s H\JU Md Φ Φ H\Jn, Mn)

H\J, M) s H\J19 M,) Φ φ H\Jn> Mn)

where Mt = Mu + Mί0 + MQ0 = f\j

Proof. As in (6.2) we begin by imbedding @H\Jiy Mt) in
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ίϊ\J, M). We have a natural imbedding φ S , -> S of φ Strl (Jif Mt)
in Strl (J, M) (the orthogonality condition (7.5) being automatically
satisfied thanks to SS(J), Sf(J) cAf, = Πw M0(%Ί) and Jό = J*(&i)
by hypothesis on Ss). This induces a linear map φ Strl (Jif Mi) —>
H\J,M).

To characterize the kernel of this map, we need to know when
S— φ S i is inner on J = EBe/ί, i.e., a sum of L(xkk, mkι), L(nlk, ykk)
for various elements #fc/c, ykk cJk — Jkk, mkU nlk e Mkl the Peirce spaces
(2.5) relative to the given orthogonal covers g^, •••, c<gn for J .
(Remember by (2.6) L(akl, biβ) = 0 unless the indices are linked,
{fc, 1} Π {i, i} ^ 0 , so we need only consider miό with at least one
index k). We wish to show innerness on J implies inner ness on
each Jf Restricting the identity S = ^L(xkk, mkί) + L(nιk, ykk) ex-
pressing innerness of S on J to elements zti in the ideal Jif and
then applying the Peirce projection operator Eu + Ei0 + ^Oo of M
on M? , yields

( * ) Si{Zu) = Σ ί ̂ (»«, ^«) + ^(ί»«, ^io) + L(niif Vu) + I#(woi, yu)}zti

since by (2.6) {^&mAZ2;?J vanishes when k = i unless ϊ = i or 0,
whence {xumuzu} falls in Ju + J ί 0 by (2.8) (PI), (Ul), and vanishes
when k Φ i unless I = i, whence {xkhmkiZi^ e Mki by (2.8) (P4), so
only k — i, I — i, 0 effectively produce elements of Mu + M i0 + MoO,
while {nυcykkzu} vanishes unless k — i by (2.6) and then falls in Mu

if I Φ i, 0 by (2.8) (P5) or ikf,, + Mί0 if Z = i f 0 by (2.8)(P5), (PI), so
only k — i, i = ί, 0 are effective. But such miif mi0, nu, noi all lie in
Mif so (*) shows St 6 Instrl (Jif Mi) is inner on Jt.

Conversely, if each St is inner as in (*) then their sum S is
inner on J (note the L(xsΊ, mjΊ), L(xjif m i 0), L{nsh y,Ί), L(noi, yiS)
annihilate Ju for j Φ i by (2.6) and hence do not contribute to the
action of S on Jt).

Thus φStrl (Ji9 Mt) -> H\J, M) has kernel precisely φlnstrl (Jiy

Mi) and thus induces an imbedding of φ J Ϊ 1 ^ , Mt) ~ {φStrl (Jif Mi)}/
{φlnstrl (Ji9 Mi)} in ffV, M).

By (7.10) this imbedding is surjective: if S e Strl (/, M) then S
is congruent modulo Instrl (J, Jkf) to a sum S1 φ φ Sn of locally
unital Sif where by local unitality of St with respect to g^ we
have Sif Sϊ mapping Jr

t = J2(g7

<) into ikί^^) = ikί̂  ci l^, so S,6
Strl (Jif Mi). Thus we have a natural isomorphism @H\Ji9 Mt) ~
8\J, M).

The same argument, mutatis mutandis, shows @H\JU Mt) =

D

Just as in (6.3), we can apply this to semisimple Jordan pairs
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and triple systems.

7.12. DIRECT DECOMPOSITION THEOREM FOR H\ If J=Jtm ffl Jn

is the decomposition into simple ideals of a semisimple Jordan pair
with d.c.c. (or a semisimple Jordan triple system finite-dimensional
over an algebraically closed field of characteristic Φ2), then for any
J-bimodule M we have

H\J, M) s ®H\JU M<), H\Jt M) =

for Mi = Mu + Mi0 + Moo = f\βΦi MQ( %?/) for compatible covers %?$ of

Ji. D

Our results have reduced the study of the cohomology H\ H\
H2 of semisimple J to that of the simple J*. We will investigate
the cohomology of simple systems in a separate paper [5].

It should be noted that Kiihn and Rosendahl [1] have proved
directly that H\Jf M) = H\J, M) = 0 for all finite-dimensional semi-
simple Jordan pairs and triple systems J of characteristic 0, using
the trivial cohomology of the Tits-Koecher Lie algebra K(J) to
deduce triviality of the cohomology of J.
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