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Let G be a group, written additively, M a set of integers, and S a
subset of G. We will say that M and S form a splitting of G if every
nonzero element of G has a unique representation as a product ms with
m 6 M and s G S, while 0 has no such representation. (Here "ms"
denotes the sum of m s's if m > 0 and denotes — (( — m)s) if m < 0.)
Splittings arise in connection with the problem of tiling Euclidean space
by translates of certain unions of unit cubes, called "crosses" and
"semicrosses".

In this paper, we develop a counting technique which gives informa-
tion about SUM and G are known. This technique is used to reduce the
study of splittings of finite abelian groups to those of nonsingular
splittings and of purely singular splittings. (A splitting is nonsingular if
every element of M is relatively prime to | G |; it is purely singular if, for
every prime divisor p of | G | , some element of M is divisible by p.)
Next, it is shown that every splitting of a noncyclic abelian p-group is
nonsingular. A construction is then given which yields many purely
singular splittings.

We then discuss a number of results and examples, including some
infinite and nonabelian groups, and close with a list of open problems.
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Notation.

Symbol

0

\s\
s - T
S X T
R
Z

GXH
o(g)
mg
mS
MS

gcd(m, n)
ep(m)
Pr\\m
ψ(m)

, B)
c(A)
B\A,B<A
B\MA
g\h,A(g)
dimp(G)

Meaning

Empty set
Cardinality of 5*
Set of elements of S which are not in T
Direct products of sets S and T
Additive group of real numbers
Additive group of integers
Cyclic group of order r\ elements of Cr are denoted by
integers 0,...,r — 1
Direct product of groups G and H
Order of group element g
For integers m >: 0, sum of m g's. For m < 0, — (( — m)g)
{ms: s E S)
[ms: m E M& s E S) (This notation will be used only
when the products ms are all distinct.)
Greatest common divisor of integers m and n
Exponent oίp in m\ i.e., largest r such that pr \ m
pr I m but/?r+1 \m\ i.e., ep(m) = r
Euler totient function of m
Set of real numbers >: x and < y
SeeDef. 1.0.1
SeeDef. 1.0.2
SeeDef. 1.0.4
See remarks after Def. 1.0.4
SeeDef. 1.1.3
See Def. 2.0.0

0. Introduction. Let G be a group, written additively, M a set of
integers, and S a subset of G. We will say that M and S form a splitting of
G if every nonzero element g of G has a unique representation of the form
g — ms with m E M and s E. S, while 0 has no such representation. (Here
"ms" denotes the sum of m s's if m > 0, and — (( — m)s) if m < 0.) We
will write "G - {0} = MS" to indicate that M and S form a splitting of
G. M will be referred to as the multiplier set and S as the splitting set. We
will also say that M splits G with splitting set S, or simply that M splits G,
if the particular set S is not of interest.

For example, let G be the cyclic group of order 16; i.e., the set of
integers from 0 to 15 under addition mod 16. Then M— {1,2,7} and
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S = {1,3,4,13,15} form a splitting of G, as shown in the multiplication
table below:

^ N s \ s

1

2

7

1

1

2

7

3

3

6

5

4

4

8

12

13

13

10

11

15

15

14

9

Splittings of finite abelian groups have been studied in [3] (where they
are called "factorings"), [7], [4], and [2].

Splittings were first considered in [5] in connection with the problem
of tiling Euclidean space by translates of certain polytopes composed of
unit cubes, called /:-crosses and A>semicrosses. For positive integers k and
n, a fc-cross in «-space is formed by attaching to each face of a unit cube
an arm of length k. A &-semicross is formed by attaching such an arm to
one member of each pair of opposite faces of the original cube. A fc-cross
is thus a union of 2kn + 1 unit cubes; a fc-semicross is a union of kn + 1
unit cubes. Stein has investigated ([5], [6], [7]) the problem of tiling
rc-space by crosses and semicrosses; i.e., finding a set of translates of a
cross (or semicross) whose interiors are pairwise disjoint and whose union
is Rn. For example, the 1-cross tiles 2-space; we can center a cross at every
integer point (x, y) for which x = 2y (mod 5). Note that the set of centers
in this tiling is a subset of Z 2 ; it is known [1, Thm. 2.1] that if a fc-cross
(or semicross) tiles Rn then it also tiles in such a way that all centers are in
Z n . Further, the set of centers in the above tiling is an additive subgroup
of R2; a tiling whose centers form a subgroup of i?" is called a "lattice
tiling". (If the λ -cross tiles i?", it does not necessarily tile in a lattice
manner; it is shown in [6] that the 4-cross in 10-space tiles but not as a
lattice.)

It is possible for a union of integer unit cubes to tile as a lattice in
which some coordinates are not integers. For example, the (disconnected)
set in R2 consisting of a square centered at (0,0) and a square centered at
(2,0) tiles as a lattice, the translating vectors being all points of the form
ra(l, 1/2) + n(4,0) with m and n integers. However, there is no lattice
tiling by this set in which all coordinates are integers. (Whether this
phenomenon can occur for connected sets, such as crosses and semi-
crosses, is not known.) A lattice tiling in which all coordinates are integers
will be called an "integral lattice tiling".
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It follows from [3, Thm. 1.1] that the Λ -cross tiles w-space as an

integral lattice if and only if {±l9...9±k} splits some abelian group of

order 2kn + 1. Similarly, the A -semicross tiles «-space as an integral

lattice if and only if {1,...,k) splits some abelian group of order kn + 1.

(For this reason, we will be primarily concerned with splittings of finite

abelian groups.)

Most of the earlier study of splittings concentrated on the multiplier

sets {1,...,/:} and {±l9...9±k}9 which correspond to the semicross and

cross, respectively. However, any splitting of a finite abelian group by a

multiplier set M generates a tiling by translates of some union of cubes.

For instance, as will be shown in §1.4, M — { ± 1 , —2, ± 3 , ±5,7} splits

C2X C2X C7. From this it follows that translates of the union of 28 unit

cubes centered at (0,0,0) and at (m,0,0), (0, m,0), and (0,0, m) for

m E M tile 3-space.

Following [4], we make the following definition:

DEFINITION 0.0. A splitting G — {0} = MS of a finite group G is

called nonsingular if every element of M is relatively prime to \G\;

otherwise the splitting is called singular.

Nonsingular splittings are much easier to work with than singular

ones. In fact, it is shown in [4, Thm. 4] that a set M splits a finite abelian

group G nonsingularly if and only if it splits Cp9 the cyclic group of order

/?, for each prime divisor p of | G | . (We will show in §2.2 that this is true

even if G is nonabelian.)

In §1.0, we develop a counting argument (Thm. 1.0.8) which gives

information about S if M and G are known.

Section 1.1 defines some partitions of a group which will be used in

applications of the counting argument.

In §1.2, a decomposition theorem (Thms. 1.2.5 and 1.2.6) is given for

splittings of finite abelian groups. This result breaks the study of splittings

of finite abelian groups into two parts: the study of nonsingular splittings,

and that of 'purely singular' splittings (Def. 1.2.4).

In §1.3, we prove a conjecture of Galovich and Stein: if a finite

abelian jp-group G has a singular splitting, then G is cyclic.

In §1.4, a construction is given (Thm. 1.4.0) which produces some

purely singular splittings; it is conjectured that, with some modifications,

this construction yields all purely singular splittings of noncyclic abelian

groups.
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Section 2.0 is concerned with purely singular splittings with small
multiplier sets. In particular, we find all finite abelian groups which have a
purely singular splitting with | M | < 4.

In §2.1, we discuss a question due to Raphael Robinson: If M splits a
finite abelian group G, must M split C|G) ? We show that this is not true in
general, and give some sufficient conditions on M for the result to hold. In
particular, it is shown to hold for the sets {1,...,k) and {± 1,..., ±k}.

Section 2.2 discusses some miscellaneous results and examples.
Finally, some open questions are given in §2.3.

1. General theory.

1.0. A Counting Technique. Let a group G and a multiplier set M be
given, and suppose we want to find a set S C G such that G — {0} = MS.
In general, S is not uniquely determined; for example, if a is an automor-
phism of G, then a(S) is also a splitting set. S is not even determined up
to automorphisms of G; for example, let G = C7, Af = {1, — 1}, S =
{1,2,3), and S' = {1,2,4). Then G - {0} = MS = MS\ but there is no
automorphism a of G such that 5" = a(S).

However, a great deal of information about S can be obtained from
M and G. Specifically, we will show that for certain subsets A of G, we
can determine | S Π A | . First we consider some examples which illustrate
the general technique.

Again, let G-CΊ and M = {1, -1}. Partition G into the sets A =
{1,6}, B = {2,5}, C={3,4}, and D = {0}. Note that if g E G and
ra E Af, then g and rag lie in the same set. Hence, if S is a splitting set,
then, for example, A = Af (S Π A). Therefore, | S Π Λ | = | Λ |/ | M | = 1.
Similarly, | S Π B \ = \ S ΓΊ C | = 1 and | S Π Z) | = 0. (In this example,
nothing more can be determined about S; any S which satisfies these
cardinality conditions is a splitting set.)

Let G = C16 and Af = {1, -1,2} . Partition G into A =
{1,3,5,7,9,11,13,15} and B = {0,2,4,6,8,10,12,14}. Note that if ra G
Af, g E G, and rag E A, then ra E {— 1,1} and g EA. Hence, if S is a
splitting set, A = {1, -1} (S Π Λ), whence | S Π yl | = | A |/2 = 4. But
15 = | G\ - 1 = | Af I I S\= 3\S\ so | S | = 5 . Hence | S Π f i | =
| . S | — | S T l Λ | = 5 - 4 = l . That is, S contains 4 odd elements and 1
even element.

By using a finer partition, we can learn more about S. Again let
G= C 1 6 a n d M = {1, -1,2}. Partition G into A = {1,3,5,7,9,11,13,15},
B = {2,6,10,14}, C = {4,12}, D = {0,8}.. As before, if S is a splitting
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set, then | 5 Π A \= 4. But for s E A, 2s E B so 2(5 Π A) Q B9 and
since both 2(5 Π A) and 5 have cardinality 4, 2(5 Π A) = 5. Hence
M ( S Π i ) = ^ U ΰ so 5 Π 5 is empty. Next, if ms E C for m <Ξ M,
s E 5, then either m E {1, -1} and s E C or m = 2 and s E 5. The latter
is impossible so C = { 1 , - 1 } ( S Π C ) and | 5 Π C | = 1. Thus, the 1
even element referred to above is either 4 or 12.

The above examples illustrate what will be done in general: We will
partition G into disjoint subsets. If this partition satisfies certain condi-
tions, then we will be able to determine | 5 Π A | for each of the subsets A.

DEFINITION 1.0.0. A partition of a set Xis a set of disjoint nonempty
subsets of X whose union is X. If & is a partition of X then the equivalence
relation associated with & is denoted by " ~&"m

9 that is, x ~& y if x E A
and y E A for some A E &.

DEFINITION 1.0.1. A partition & of a group G is M-compatible pro-
vided that, for any g and h in G and m E M , if g ~& h then mg ~&mh.
Equivalently, iίAG& and m E Af, then ra^ί C 5 for some B G &.

Given Λ, 5 E $, we let q(A9 B) = (m E M: mΰ C 4}.

DEFINITION 1.0.2. For a subset A of a group G, let c(^4) be the
number of nonzero elements of A; that is, c(A) =\A \ if 0 £ A and
φ 4 ) = | Λ | - l i f O GA.

We now obtain a counting formula related to group splittings.

THEOREM 1.0.3. Suppose G is a finite group with a splitting G — {0} =

MS, &is an M-compatible partition of G, and A E &. Then

c(A)= Σ \q(A,B)\ \SΠB\.

Proof. Consider the set of products ms which lie in A. Since G — {0}
= MS, each nonzero element of A has a unique representation of the
form ms, so the number of such product is c(A).

Next, partition the set of products ms according to the class δ £ ( ί
which contains s. For s E B, we have ms E A if and only if mB C 4̂; that
is, if and only if m E q(A, B). Hence the number of products ms E A
with s E B is I 9(^4, 2?) | | 5 Π J5 | . Summing over all B E β gives the
result.
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Since our goal is to compute | 5 Π A | given M and G, we rewrite this
result as follows:

[ ^ A ) Σ \q(A,B)\ \SnB\
B(Ξβ>
BΦ A

This transformation is valid provided that q(A9 A) is nonempty, a point
which will be discussed later.

As given, it appears that computation of | S Π A | depends on knowl-
edge of I S Π B I for all B φ A, while | S Π B | , in turn, depends on
I S Π A I . However, if q(A, B) = 0 then | S Π A | does not, in fact,
depend on | S Π B \ . Hence, to compute all of the numbers | S Π A | , we
must be able to list the elements of & in such a way that, if q(A, B) φ 0
then B comes before A in the list. That is, the transitive closure of the
relation defined by q(A, B) φ 0 must be a partial ordering on 6E.
Expressing this more constructively, we have:

DEFINITION 1.0.4. Let A and B be elements of an Λf-compatible
partition & of a group G. Then B divides A (written "B \A") if there are
elements B = Bo, Bx,... ,Br = ̂ 4 of 6Bsuch that, for 0 < i < r, w ί. C 5 / + 1

for some mi E M. Equivalently, .S divides A iϊ nB QA for some « which
can be expressed as a (possibly empty) product of elements of M.

We will say that B is a proper divisor of ̂ 4 (written "J? < ̂ 4") if B \ A

Divisibility is clearly a reflexive and transitive relation on &. It need
not be a partial ordering. For example, let G — C3, M — {2}, and & =
{{0}, {1}, {2}}. Then {1} I {2} and {2} | {1}, but {1} Φ {2}.

Note that divisibility depends on M. That is, if 6£ is both M- and
Λf-compatible, it is possible that B \ A with respect to M but not with
respect to N. We will write "B \MA" to indicate the dependence on M
when necessary. For example, if G = C2, & = {{0}, {1}}, Af = {2}, and
N={\), then {l}|w{0} but {l}^{0}.

DEFINITION 1.0.5. An M-compatible partition & of a group G is called
an M-partition of G if divisibility is a partial ordering on 6E.

We can now see that the elements of & can be listed as described
above only when & is an M-partition. Furthermore, if q(A, B) φ 0, then
B\A. Hence, the sum in the formula for | S Π A \ can be restricted to
those B G & for which B < A.
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Returning to the point mentioned earlier about q(A, A) being non-

empty, we have the following result:

LEMMA 1.0.6. Let &be an M-partition of a group G. Then:

(0) //, for each g E G, M contains an element m relatively prime to

o(g), then q(A, A) ^ 0 for every A E &.

(1) //, for some g, M has no such element, then M does not split G.

(For abelian groups, this result can be simplified. See Theorem 2.2.2.)

The proof will use the following result, whose proof is omitted.

LEMMA 1.0.7. If g is a torsion element of a group G, and n is an integer,

then

°{ng) =

Consequently, o(ng) | o(g).

Proof of Lemma 1.0.6. To prove (0), let A E (£. Let g E A and pick

m E M relatively prime to o(g). We will show that m E q(A, A).

Let B be that element of 6E which contains mg. Then mA C B so A \ B.

Also, for some positive integer r, mr = 1 (mod o(g)); in fact we may take

r — ψ(o(g)). Hence mr~\mg) — mrg = g E A so mr~λB C A and B \A.

But, since & is partially ordered by divisibility, it follows that A — B. That

is, mA C A so m E #(yl, ̂ 4).

To prove (1), suppose g E G and, for all m E Af, gcd(m, o(g)) > 1.

Choose h G H with o(/z) maximal subject to the condition that g — nh for

some integer n. By Lemma 1.0.7, o(g) \o(h)9 so for m E Λf, gcd(m, 6>(/z))

> 1; that is, h has the same property as g. In addition, if h = nk for

n E Z, & E G then <?(£) < o(A).

Suppose M splits G with splitting set S. Then h — ms for some

m E M, 5 G S . From Lemma 1.0.7, #(/*) = o(.s')/gcd(m, tf^)) ^ <9(s).

But o ^ ) < o(h) so we must have o(s) — o(h) and 1 = gcd(m, o(s)) =

gcd(m, o(h)), a contradiction. Therefore M does not split G.

Hence, if M splits G, then the formula for | S Π A | will not involve

division by 0. Summarizing the discussion above, we have the following

result:
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THEOREM 1.0.8. Let G be a finite group, G - {0} = MS a splitting of

G, and & an M-partition of G. Then the values of \ S Π A \ for A E&canbe

computed recursively by the formula

B<A

where the sum is over all B G &for which B < A.

(If we try to apply this result to infinite groups, several things can go

wrong. For one thing, the partially ordered set & may not contain a

minimal element, in which case there is no way to start the recursion.

Further, the formula above may give one of the indefinite forms oo — oo

or 00/oo. In §2.2, we will construct an example in which | S Π A | is not

determined by M and G. In light of this, it is not clear how Theorem 1.0.8

can be generalized to infinite groups.)

1.1. Some M-Partitions. In this section, we will discuss some proper-

ties of M-partitions, and define some particular M-partitions which will be

used later.

THEOREM 1.1.0. If&is an M-partition of a finite group G, and N C M,

then & is an N-partition of G.

Proof. If g~&h and n E TV, then n E M so ng ~&nh. Thus, & is

N-compatible. Since divisibility is always reflexive and transitive, it re-

mains only to show that if A \NB and B \NA, then A ~ B. But every

product of elements of N is also a product of elements of M, so A \NB

implies that A \MB. Similarly, B \MA so A = B.

In particular, note that every Z-partition is also an M-partition for
every M.

DEFINITION 1.1.1. Let G be a finite group. The order partition Θ of G is

defined by g ~© h if o(g) = o(h). The order of an equivalence class A in 0

is the common order of the elements of A.

THEOREM 1.1.2. The order partition Θ of a finite group G is a Z-parti-
tion.

This follows easily from Lemma 1.0.7.
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Note that 0 is in a class by itself in the order partition. In fact, it is
not hard to show that the order partition is the coarsest Z-partition for
which this is true; that is, every Z-partition which contains {0} is a
refinement of the order partition.

Another partition which will be used later is defined as follows:

DEFINITION 1.1.3. If g and h are elements of a group G, then g is a
divisor of h (written "g\ A") if h — ng for some integer n\ g and h are
associates if g is a divisor of h and h is a divisor of g. The associate
partition of G is the partition of G into classes of associate elements. If
g E G then A(g) is the associate class containing g.

(Implicit in the last two definitions is the easily verified fact that the
property of being associates is an equivalence relation on G.)

Note that g and h are associates if and only if they generate the same
cyclic subgroup of G. Thus, there is a 1-1 correspondence between
associate classes of G and cyclic subgroups of G.

THEOREM 1.1.4. // G is a finite group then the associate partition of G is
a Z-partition of G.

Proof. Let (£ be the associate partition of G. We first show that & is
Z-compatible. Suppose g~&h and k E Z. Then g | h so h — ng for some
n E Z. Hence kh = kng = n-kg, so kg | kh. Similarly, kh \ kg so
kg ~& kh, as required.

We next show that divisibility is a partial order on 6£. For suppose
A I B and B \A for A, B E Θ. Then mA C B and nB c A for some
m, n £ Z. Let g E 4̂. Then mg E 5 so «mg E A Hence g and «mg are
associates; thus g = knmg for some k E Z. Therefore, mg | g so g and mg
are associates. But g E A and mg G B so A = B and divisibility is a
partial order on 6B. That is, & is a Z-partition.

LEMMA 1.1.5. If g and h are associate elements in a group G, then

This follows immediately from Lemma 1.0.7.
In light of this result, we can make the following definition.

DEFINITION 1.1.6. Let A be an element of the associate partition of a
finite group G. Then o(A) is the common order of the elements of A.
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The following lemma is sometimes useful for determining whether
two elements of a group are associates.

LEMMA 1.1.7. Two elements g and h of a finite group G are associates if

and only if g — nh for some integer n relatively prime to \ G \ .

Proof. First suppose g — nh where gcd(«,| G\) — 1. Pick n' so that
nri = 1 (mod | G |). Then n'g — rinh — h. Hence h \ g and g \ A, so g and h
are associates.

Now suppose g and h are associates. Then h \ g so g = rh for some
integer r. Further, if n E Z, then g = nh if and only if n = r (mod o(h)).
Hence we must show that there is an n such that n = r (mod o(h)) and
gcd(/i,|G|) = l.

Note first that gcd(r, o(h)) = 1 since, by Lemmas 1.1.5 and 1.0.7,

Write \G\— uυ where w is the largest divisor of | G| all of whose
prime factors are divisors of o{h). Note that gcd(w, v) = 1 so, by the
Chinese Remainder Theorem, we can pick n such that n = r (mod w) and
n = 1 (mod t>). It is easily seen that « satisfies the desired conditions, so
the proof is complete.

THEOREM 1.1.8. The associate partition is the finest Z-partition of a
finite group G.

Proof. Let g and h be associates in G and let % be any Z-partition of
G. Let A and B be the elements of % which contain g and A, respectively.
We must show that A — B. Since g | Λ, Λ = πg for some « 6 Z , whence
4̂ I B. Similarly, B \ A so, since divisibility partially orders %, A — B.

1.2. A Decomposition Theorem. In [2: §6, Problem (6)] the following
question is asked: I f0-»yί->G->i?->0isan exact sequence of finite
abelian groups and if M splits A and G, must M split BΊ An affirmative
answer to this follows from Theorem 1.2.1 below. To be precise, Theorem
1.2.1 gives the 'dual' of this; that is, if M splits B and G, then M splits A .
However, it is known [2: §1] that, for finite abelian groups, there is an
exact sequence 0->A-^G-*B->0 if and only if there is an exact
sequence 0 - > J B - > G - > ^ 4 - » 0 , SO the affirmative answer follows.
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DEFINITION 1.2.0. Let H be a subgroup of G. A splitting G — {0} =

MS induces a splitting of H if H - {0} = M(S Π H).

THEOREM 1.2.1. Let H be a normal subgroup of a finite group G. (H

and G need not be abelian.) Suppose that M splits both G and G/H. Then

every splitting G — {0} = MS induces a splitting of H.

We use the following lemma, the proof of which is straightforward.

LEMMA 1.2.2. Let H be a normal subgroup of a finite group G and & an

M-partition of G/H. For A G β, let A* = {g <Ξ G: g + H <ΞA}. Let

$* = {A*: A G &}. Then, form G MandA, B G &, we have:

(0) 6£* is an M-partition of G;

(1) mA c B if and only ifmA* C 5 * ;

(2)A\B if and only if A* \ £ * ;

(3) \A*\ = \H\ \A\.

That is, & and 6B* have the same structure with respect to scalar multiplica-

tion, and each element of &* is \H\ times as large as the corresponding

element of'&.

Proof of Theorem 1.2.1. Let & be an M-partition of G/H in which 0 is

in a class by itself; for example, we may take & to be the order partition.

Let (ϊ* be as defined in the lemma. Let G - {0} = MS and G/H - {0}

= MT.

We must show that H - {0} = M(S Π H). Clearly, M(S Π H) C

H— {0}. Also, the products ms are all distinct, so \M(S Π H)\ =

I MI I S Π HI . Thus it is sufficient to show that

ι*n»ι

We will first prove that, for A G 6E, A φ {0}, we have

\ S Π A * \ = \H\ \ T Π A \ .

Assume this is true for all proper divisors of A. Then, by Theorem 1.0.8,
we have

- 2 \q(A*,B)\-\SΠB\).



SPLITTINGS OF FINITE GROUPS 153

But each fiGS* has the form C* for some C £ β . Further, B \ A* if and
only if C | A. Hence,

C<A

Part (1) of Lemma 1.2.2 implies that q(A*, C*) = q{A, C). Part (3)
implies, since 0 £ A, that c(A*) =\A* \ = \H\ \A\ = \H\c(A). Finally,
the inductive hypothesis gives | S ΓΊ C* | = | # 1 \T (1 C\ . Thus,

l S Π A * l = \ q ( A , A ) \ ( l H l c { A ) ~ 2 I ^ ' C ) I - 1 ^ 1 Ί T Π C \ )
C<A

- Σ k ( ^ ?

c ) l | r n c
C<A

= \H\ | ΓΠ^4 I ,

and the formula holds for A.
The above argument fails for A — {0} since, in this case, c(A*) =

c(H)=\H\-l while c(A) = 0, so c(^*) =\H\c(A). Instead, we obtain

But ^ = {0} so ̂ 4* = /ί, r̂(v4, A) = M, and | T Π ̂  | = 0. Hence,

and the proof is complete.

As a special case of Theorem 1, we have the following result:

THEOREM 1.2.3. Let H and K be finite groups, which need not be
abelian. If M splits both H X K and K, then M splits H.

For, let G = H X Kin Theorem 1, and note that G/H ^ K.
We will now use this result to prove a decomposition theorem for

splittings of finite abelian groups.

DEFINITION 1.2.4. A splitting G - {0} = MS of a finite group G is
purely singular if, for every prime divisor/? of | G \ , at least one element of
M is divisible by p.
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THEOREM 1.2.5. Let G — {0} = MS be a splitting of a finite abelian
group G. Then there exist subgroups H and KofG such that:

(0)G = HXK;
(1) the given splitting induces a nonsingular splitting ofH;
(2) the given splitting induces a purely singular splitting of K.

Further, H and K are uniquely determined by these conditions.

Proof. Let P be the set of prime divisors of elements of M. Let
H — {g E G: no prime divisor of o(g) is in P} and K — {g E G: every
prime divisor of o(g) is in P}. It follows from the factorization of G as a
direct product of its Sylow subgroups that G = H X K.

Let k E K and consider the representation of k in the form ms.
Lemma 1.0.7 shows that o(k) — o(s)/gcd(m, o(s)) so o(s) \ mo(k). Hence,
if p is a prime divisor of o(s), then either/? \m orp\ o(k). In either case,
p E P. Therefore, s E K. It follows that the given splitting induces a
splitting of K. That this splitting is purely singular follows from the
definition of K.

Now apply Theorem 1, noting that H is normal in G and that
G/H £s K. It follows that the given splitting induces a splitting of i/,
which must be nonsingular because of the definition of H.

The uniqueness of H and K follows easily by considering the possible
prime factors of | H \ and | K \ .

The converse of this theorem is also true, that is, if H and K are finite
abelian groups such that M splits H nonsingularly and M splits K purely
singularly, then M splits H X K. In fact, the following more general result
follows from [4: Thm. 1]:

THEOREM 1.2.6. Let H be a subgroup of the finite abelian group G.
Suppose M splits both H and G/H and that the splitting of H is nonsingular.
Then M splits G.

(For nonabelian groups, this result does not hold. See §2.2.)
Taken together, these theorems reduce the study of splittings of finite

abelian groups to the study of nonsingular and of purely singular split-
tings. (At least, if we are only interested in questions of the form "Does M
split GT this is true. However, there is no obvious way to find all
splittings of H X K given those of H and K.)

Nonsingular splittings of abelian groups have been investigated in [4].
In particular, the following theorem [4: Thm. 4] reduces their study to the
case of cyclic groups of prime order.
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THEOREM 1.2.7. Let G be a finite abelian group and M a set of integers

relatively prime to \ G | . Then M splits G if and only if M splits Cp for each

prime divisor pof\G\.

The next two sections are concerned with purely singular splittings of

abelian groups. In §1.3, it will be shown that an abelian/?-group with a

purely singular splitting must be cyclic. (Note that "singular" and "purely

singular" are equivalent for/7-groups.) Section 1.4 presents some purely

singular splittings of noncyclic groups.

1.3. Singular Splittings of Abelian p-Groups. In [2: §6, Problem (4)],

Galovich and Stein conjectured that every splitting of a non-cyclic abelian

/7-group is nonsingular, and proved this for groups of the form Cp, where/?

is prime and k >: 2. In this section, we will prove their conjecture in

general.

THEOREM 1.3.0. // G is a finite abelian p-group with a singular splitting,

then G is cyclic.

Before proving this, we give a simplification of Theorem 1.0.8 for

^-groups.

LEMMA 1.3.1. Let & be a Z-partition of a finite {possibly nonabelian)

p-group G. If A E 6£, 0 (2 A, and B | A, then there is an integer r >: 0 such

that, for m E Z, mB C A if and only if pr || m.

Proof. Let m ELZ and write m—prn with/? { n. Let g E B. By Lemma

1.1.7, mg and prg are associates. Hence mB C A if and only if prg E A. It

therefore suffices to show that if prg E A and psg E A then r — s. If r < s

then/?rg E A andps~~r-prg E A so ps~Ά C A. But for sufficiently large k,

pkA = {0}, contradicting A φ {0}. Hence r > s. Similarly s >: r so r — s.

THEOREM 1.3.2. Let G — {0} = MS be a splitting of a finite (possibly

nonabelian) p-group G, and let & be a Z-partition of G in which 0 is in a

class by itself. For r >: 0, let μr be the number of elements m of M for which

Pr\\m.
(0) If A G&andA^ {0}, then

\ s n A \ = ± ( \ A \ - Σ μr\snB\).
prBQA

(1) If A (Ξ&,μrφ 0, andprA = {0}, then \ S Π A | = 0.



156 DEAN HICKERSON

Proof. Let A G &. By Theorem 1.0.8,

\SΠA\= Σ \q(A9B)\ \SΓiB\).

<A

If A φ {0} then c(A) =\A | . Also, since \A QA, Lemma 1.3.1

implies that mA C A if and only if p\ m; hence \q(A, A)\= μ0. Similarly,

if B < A, then prB C A for a unique r > 1, and | q(A, B) \ = μr. Part (0)

follows immediately.

To prove part (1), supposed e (£, μr φ 0,pΆ = {0}, and s G S Π A.

Let pr || m for m G M. Then ra = /?Γfc for some /c, so ms = />rfo = k -prs =

k - 0 = 0. But this contradicts G - {0} = M5, so | 5 Π ^ | = 0.

We will also need the following result:

LEMMA 1.3.3. Let G = Cpe0 X XCpek, where k>0 and 1 < e 0 <

- - < ek. If g G G then the number of solutions h of ph — g is either 0 or

Proof. Suppose h0 satisfies phQ — g. Then, for any h, ph = g if and

only if p(h — hQ) = 0. Letting h — h0 — (aθ9... ,ak), we have/?(/z — h0)

= 0 if and only ifpe'~ι \ ai for 0 < / < A:. Since there are^ possible values

for each ai9 the result follows.

We are now ready to prove Theorem 1.3.0. Let G — Cpe0 X X Cpek,

where k > 0 and 1 < e0 < < ^ , and suppose G — {0} = MS is a

singular splitting.

Let & be the associate partition of G and consider the associate class

A(gQ), where gQ = (pe°~\Q9... ,0). Since the splitting G - {0} = A/5 is

singular, μr φ 0 for some r > 1. But /?rg0 = 0 so prA(g0) = {0}. By part

(1) of Theorem 1.3.2, | S Π A(g0) \ — 0. By part (0) of the same theorem,

\ S Π A ( g o ) \ = ^ - \ \ A ( g o ) \ - Σ μ r \ S Π B

Since | A(g0) \ = p — 1, this gives

We will show that, for 1 < r < e0, there are exactly prk classes B for

which prB c ^4(g0), while, for r > e 0, there are none. Also, the value of
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I S Π B I depends only on r. It will follow that the above sum is divisible

by pk. Hence k — 0 and G is cyclic.

First suppose prB C A(g0). If r > e0 then, for g E B, the zeroth

component of prg is 0, contradicting the fact that prg is an associate of g0.

Hence r < e0.

Next observe that if /?"£ c ,4(g0) then o ( 5 ) = / ? r + 1 and \B\ =

Now suppose 0 < r < <?0 - 2 and /Γ£ c Λ(g 0). We will show that

there are exactly pk classes C such that /?C = B. We first count the

elements h E G such that /?/* = g, where g is a given element of B. Let

g = (fl0, fl,,...,flΛ). Since ^"g is an associate of g0 = ( / ^ *,(),... ,0), we

have pe«~ ι~r\a0 a n d p e ~ r J αy for 1 < / < A:. Since r < ^ 0 - 2, e 0 - 1 - r

^ 1 and, for 1 < / < k9 eι - r > e 0 - r > 1. Hence p \ aι for all / so, by

Lemma 1.3.3, the number of A's ispk+ι.

Since | B | = pr(p - 1), the number of Λ E G for which ph G B is

p\p — X)pk+λ. But each such A lies in exactly one class C for which

pC C 5. Therefore the number of classes C is X(;? - \)pk+x/\ C | =

p r ( ^ - l ) p Λ + t / p Γ + 1 ( / ; ~ 1) =/?*, as claimed.

An easy induction, which we omit, shows that, for 0 < r < r + s < e 0

and /?r5 c ^4(g0), there are exactly psk classes C such that psC C 5. In

particular, letting r - 0 shows that, for 0 < s < eθ9 there are exactly psk

classes C for whichpsC C >4(g0).

Finally we show that, if B | Λ(g0), then | S Π 5 | depends only on the

value of r for which prB C 4 ( g 0 ) . This is vacuously true for r > e0, so let

0 < r < e0 and assume that, for any / > r and/7'C C ^ ( g 0 ) , | 5 Π C | = ar

LetprB c -4(g0). By Theorem 1.3.2,

But if psC c 5 t h e n ^ r + 5 C c ^ ( g 0 ) so | 5 Π C | = α r + 5 . Also, the number
of such classes C is psk. Finally ) B j = pr(p — 1), so

s>\

which depends only on r. Calling the expression on the right α r, and

performing a reverse induction on r gives the desired result for all r > 0.

In particular, letting r — 0 gives

o = | s n Λ ( g o ) | = — lp-ι- Σ p s k
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SO

αp

Hence pk \p — 1 which implies that A: = 0. That is, G is cyclic.

As an example of the above, consider the group G — C4 X C16. Figure
1.3.4 shows the associate partition of G. (Each circle represents a class in
the partition. The symbols inside denote the elements of the class. For
example, "38" denotes the ordered pair (3,8). For the second component
of such a pair, A = 10,..., F = 15. A line downward from A to B
indicates that A = 2 B.) In this example, we have p = 2, A: — 1, e0 = 2,
ej = 4, and g0 = (2,0). The divisors of A(g0) are indicated by the dashed
box in Figure 1.3.4. Note that while the overall structure of the associate
partition is rather complicated, the divisors of A(g0) have the simple
structure described in the proof.

[

4 elements
per class

8 elements
per class

FIGURE 1.3.4
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1.4. Some Purely Singular Splittings. In this section, we present a

method for constructing purely singular splittings.

THEOREM 1.4.0. Let G be a finite group with a splitting G — {0} = MS.

Let r be relatively prime to \G\ and suppose that the cyclic group of order r

has a splitting Cr — {0} = M'S\ with | S' \ = \ S\ , in which every element of

S' has order r. Then there is a purely singular splitting (G X Cr) - {0} =

MS for which | S | = |SΊ .

Proof. Let θ be a 1-1 mapping from S onto S'. Let S = {(s, θ(s)):

s GS) .

For integers m and n, let f(m, n) be an integer congruent to m

mod I GI and congruent to n mod r. (By the Chinese remainder theorem,

f(m, n) exists and is unique mod | G \ r.) Let

M\ = {/("*, Λ): m 6 M a n d 0 < n < r }

and

We will show that

M}S = (G- {0}) X Cr

and

MgS={0}X(Cr-{0}).

Then letting M = Mx U Mg9 it will follow that (GX Cr)~ {0} = MS, so

M and S form a splitting of G X Cr. Further, if p is a prime divisor of

I G X Cr I , then either p | | G | or p \ r. In the first case, all elements of Mg

are divisible by/?; in the second case all elements of Mr which have the

form f(m, 0) are. Hence the splitting is purely singular.

To prove that the two equations above hold, it suffices to show that,

in each case, the set on the left is contained in that on the right, that the

products ms which occur in the set on the left are distinct, and that the

cardinalities are the same on both sides.

First, consider an arbitrary product ms with m G M and s G S. We

have m — f(m, n) for some m and «, while s — (s, θ(s)) for some s G S.

Then

ms = (/(m, n)s9f(m, n)θ(s)) = (ms, nθ(s)),

where the second equation follows from the definition of /(m, n).
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For m G Afl5 we have m G M and 0 < n < r. Since (7 - {0} = MS,

ms Φ 0. Since θ(s) has order r, «0(s) =£ 0. Hence MXS Q (G - {0}) X

(Cr — {0}). If mosQ — mxsx then, letting fni = f(mι9 nt) and 5- =

(sr θ(st)) for / = 0,1, we have moso = m ^ and fto0(so) = nxθ(sx). Hence

m0 = mx and sQ — sx, so (nQ — nx)θ(s0) = 0. Since θ(s0) has order r,

r I π 0 — nx s o π 0 = Πj . T h u s m 0 = m j a n d s0 = sx; i .e., t h e p r o d u c t s ins a r e

a l l d i s t i n c t . F i n a l l y ,

\MXS\ = \MX\ I 5 | = | M I ( r - 1) | 5 | = ( | ( ? | - l ) ( r - 1)

so the first equation has been proved.
The proof of the other equation is similar.

For example, let G= C2 X C2, M = {1}, 5 = (01,10,11}, r = 7,
M' = {1, - 1 ) , and S" = {1,2,3}. Let θ map the elements of S to those of
S" in the order listed, so that S = {011,102,113}. Let f(m, n) be the
smallest nonnegative integer that is = m (mod 4) and = n (mod 7), so that
M = {1,9,17,25,5,13,21} U {8,20}. Then (C2 X C2 X C7) - {0} = MS
is a purely singular splitting.

All of the purely singular splittings of noncyclic groups which I know
of are obtained by essentially the construction given in Theorem 1.4.0. I
say "essentially" because the construction can be modified in several
ways. For example, in defining/, it is not necessary to assume/(m, n) = m
(mod I G |); it is sufficient to let/(m, n) = m (mod g), where g is the least
common multiple of the orders of elements of G. (Thus, in the above
example, we could let M = {± 1, ±3, ±5,7} U {±2}, for example.) Fur-
ther modifications of M are possible. However, S seems to be much more
constrained, (except for the choice of the mapping θ). This suggests the
following partial converse to Theorem 1.4.0.

CONJECTURE 1.4.1. Suppose the finite noncyclic at>elian group G has a
purely singular splitting G — {0} = MS. Then there exist a group G and
an integer r such that:

(θ)c^Gxς
(1) I GI is relatively prime to r,
(2) if π is the projection from G to G, then π restricted to S is 1-1 and,

for some set M C Z, G — {0} = Mπ(S) is a nonsingular splitting,
(3) if πf is the projection from G to Cr, then π' restricted to S is 1-1,

every element of π'(S) has order «, and, for some M' C Z, Cr — {0} =
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(This might also be true for nonabelian groups, but I have not looked
at enough examples to justify stating this as a conjecture.)

We will now determine under what conditions the splitting of Cr used
in Theorem 1.4.0 exists.

THEOREM 1.4.2. Let r and k be positive integers. Then Cr has a splitting
Cr ~ {0} — MS, with I S I = k, in which every element of S has order r, if
and only if every prime divisor of r is = 1 (mod k).

Proof. Suppose Cr has such a splitting. Let 0 be the order partition
of Cn and let i ? 6 0 be the equivalence class of order r. Note that
I S Π R I = k while | S Π A | = 0 for A E 6, A Φ R. Let p be a prime
divisor of r and consider the equivalence class P of order/?. By Theorem
1.0.8,

\q(P,P)\

B<P

(p-l-\q(P9R)\ - k ) .

Hence p — I =\q(P,R)\ k, so p = 1 (mod k), which proves the "only
if" part.

Now suppose all prime divisors of r are = 1 (mod k). For each such
prime /?, let gp be an integer whose multiplicative order mod p is k. Let g
be an integer whose multiplicative order mod r is k and which is Ξ gp

(mod p) for each prime divisor p of r. (The existence of gp and g follows
from standard results on congruences.) Note that for every divisor d φ 1
of r, g has multiplicative order k mod d.

Let 5 = {1, g,. ..,gk~~1}, considered as a subset of Cr. From the
preceding paragraph it follows that, for any integer m which is not
divisible by r, the set mS has cardinality k. Further, two such sets are
either disjoint or equal. Letting M contain exactly one element from each
set in the induced partition of Cr — {0} completes the proof.

2. Special topics.

2.0. Purely Singular Splittings with Small | M \ . In this section we will
characterize purely singular splittings of abelian groups for which | M | < 4.
We first show that if p is a prime divisor of | G \ , then the number of
elements of M which are divisible by p cannot be very large.
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DEFINITION 2.0.0. Let G be a finite abelian group and p a prime. Then

the p'dimension of G (written "dim^G)")? is the number of /?-groups

which occur in the factorization of G as a product of cyclic groups of

prime power order.

For example, for G= C2X C2X C4X C3, dim2(G) = 3, dim3(G) =

1, and dim^G) = 0 for/? > 3.

THEOREM 2.0.1. Let G be a finite abelian group with a splitting

G — {0} — MS. Let p be a prime divisor of \G\ and 8p be the number of

elements of M which are divisible by p. Then

Proof. Let A = pG and B = G — pG. It is easily seen that {A, B) is a

Z-partition of G in which B<A. Further, q(B,B) consists of those

elements of M which are not divisible by p, so | q(B, B) | = | M \ —δp. By

Theorem 1.0.8, we obtain

\ \ \ M \ - δ p - \M\-8p •

A simple counting argument using the coordinate representation of ele-

ments of G shows that

H e n c e ,

| G | > | G | - 1 = | M I | S | > | M | -\S ΠB\

Simplifying this inequality gives the desired result.

COROLLARY 2.0.2. Let G — {0} = MS be a purely singular splitting of

a finite abelian group G, andp a prime divisor of\G\ . Then

pάimp^ <\M\ .

Proof. This follows from Theorem 2.0.1 since δ^ >: 1.

THEOREM 2.0.3. // G — {0} = MS is a purely singular splitting of a

nontrivial finite abelian group, then \ Af | > 3.
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Proof. Since G is nontrivial, άimp(G) > 1 for some p. By Corollary

2.0.2,

THEOREM 2.0.4. // G - {0} = MS is a purely singular splitting with

I MI = 3, then G = C2irfor some r > 0. Moreover, each such group has such

a splitting.

Proof. Up | | GI , then^ d i m ^ ( G ) < 3 so/? = 2 and dim^G) = 1; that is,

G — Cr for some s. But 3 || G | — 1 so s is even.

Further, C2ir has the splitting C22r - {0} = MS with M = {1, - 1,2}

and S = {n: 0 < n < 22r and 2 | έ?2(/ι)}.

THEOREM 2.0.5. If G — {0} = MS w a purely singular splitting with

I MI = 4, ί/ieπ G w efr/zer trivial or equal to C9.

Proof. From/?dim*(<7) < 4 it follows that dimp(G) = 1 and eitherp = 2

or /? = 3. But 4 || G | — 1 so p Φ 2. Hence G = Cy. As before, s must be

even; say s = 2r. We must show that r < 1.

Suppose r > 2. By applying Theorem 1.3.2 to the order partition of

G = C32r (or, equivalently, by considering the polynomials M(x) and S(x)

defined in [2: Lemma 3.2]), it is not hard to show that the multiple of 3 in

M is not divisible by 9, and that the given splitting of G induces a splitting

of the cyclic subgroup of order 81. Hence, it suffices to show that C81 has

no splitting in which M consists of three elements not divisible by 3 and

one element divisible by 3 but not by 9.

If C81 had such a splitting, then it can be shown in a straightforward

manner that the splitting set S must consist of eighteen elements which

are not divisible by 3 and two elements which are divisible by 9 but not by

27. Thus, we can write

where

| S 0 | = 1 8 , | S 2 | = 2 ,

and the elements of SO and S2 are not divisible by 3. Similarly,

M = M 0 U 3M,,
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where

| M 0 | = 3 , )Mι\=l,

and the elements of Mo and Mx are not divisible by 3.

For M and 5 to form a splitting of C81, it must also be true that

M0S0 is a reduced residue system (r.r.s.) mod 81,

MXSO is a r.r.s. mod 27,

M0S2 is a r.r.s. mod 9,

MλS2 is a r.r.s. mod 3.

Since \MX | = 1, it follows that SO and S2 are reduced residue systems

mod 27 and mod 3, respectively.

Without loss of generality, we may assume that 1 G Mo. (Otherwise

we can multiply all elements of M by a suitable integer and reduce

mod 81.) So let Mo = {1, α, β}.

Suppose c G So. Then αc (taken mod 81) is not in So since, if it were,

the products α - c and 1 αc would be equal, and M0SQ could not be a r.r.s.

mod 81. Similarly, βc <2 So. Consider the element αβc. For this to be in

M0S09 we must have either αc, βc, or αβc in So. The first two possibilities

have been excluded, so αβc G So.

It follows that (αβ)rc G SO for all r. But So is a r.r.s. mod27 so 28c

and 55c cannot be in So. Hence (αβ)r ^ 28,55 (mod 81) for all r. If d, the

multiplicative order of αβ mod 81, is divisible by 3, then ((αβ)d/3)3 = 1

(mod 81) from which it follows easily that {αβ)d/3 = 28 or 55 (mod81).

Hence 3 \ d. But d \ φ(81) = 54 so d = 1 or 2 and αβ = ± 1 (mod 81).

Next consider the element α2c. For this to be in M 0 S 0 , either α2c, αc,

or α 2 ^ " ^ must be in So (where "β~λ" denotes the inverse of β mod 81). If

α2c G So then β α2c = α αβc gives two representations of α2βc as an

element of M0S0, so α2c & SQ. Since we have already seen that αc & Sθ9

we must have α2β~ λc G So. As before, it follows that α2β~ι =±l (mod 81),

soα2Ξ=zt/?(mod81).

Combining these results, we get α3 = αα2 =±αβ = ± 1 (mod 81) so

α =±\ (mod27) and β =±\ (mod27). Hence, some two elements of

M o = (1, α, β} are congruent mod 27 and so are congruent mod 9. But

this contradicts the fact that M 0 S 2 is a r.r.s. mod 9. Therefore, C81 has no

purely singular splitting with | M | = 4, and the proof is complete.

(Note: The fact that αβc and α2β~ιc are in So if c is in So is a

disguised version of the fact that every tiling of Z 2 by the 1-semicross

which has (0,0) as a center also has (1,1) and (2, — 1) as centers. This sort

of argument does not apply to | Mo \ = 4, for example, since Z 3 can be

tiled in more than one way by 1-semicrosses.)
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For I Af | = 5, it can be shown by similar techniques that if G — {0}

= MS is a purely singular splitting of a finite abelian group, then

G = C2r X C2s X C3t where ί = r + s (mod 4). However, I do not know

which of these groups actually have such splittings.

2.1. A Question of Robinson's. Raphael Robinson has raised the

following question [2: §6, Problem (8)]: If M splits a finite abelian group

G, must M also split C)<7( ? We will show that this is not true in general,

although it is true for certain sets M. In particular, it is true if M is either

of the sets {1,...,«} or {±l,...,±n}.

In §1.4, we showed that the group G = C2 X C2 X C7 has the split-

ting G - {0} = MS where M = { ± 1 , ± 2 , ± 3 , ± 5 , 7} and S =

(011,102,113}. We now show that M does not split C2 8.

Let θ be the order partition of C2 8. For d | 28, let Od be the class in Θ

of order </. If C2 8 - {0} = MS, then Theorem 1.0.8 gives | S Π O 2 8 1= 2

and I 5 Π 0 1 4 | = 2/3. Hence M does not split C2 8.

Suppose M is a set of integers, G is a finite abelian group which is not

cyclic, and M splits G purely singularly. Since G is not cyclic, d im^G) > 2

for some prime/?. By Theorem 2.0.1,

8p<\M\/p\

where δ^ is the number of elements of M which are divisible by p.

Furthermore, 8p >: 1 since the splitting is purely singular, so p2 <\ M | .

We thus have the following result:

THEOREM 2.1.0. Let M be a set of nonzero integers such that, for all

primes p, the number of elements of M which are divisible by p is either 0 or

>\M\/p2. Then, if M splits the finite abelian group G purely singularly, G

must be cyclic.

We next show that a set M which satisfies the conclusion of this

theorem always splits C,G| if it splits G.

THEOREM 2.1.2. Let M be a set of nonzero integers. Suppose that M

does not split any finite abelian noncyclic groups purely singularly. Then, if

M splits the finite abelian group G, it also splits C.Gι.

Proof. By Theorem 1.2.5, we can write G = H X K, where M splits H

nonsingularly and M splits K purely singularly. By assumption, K must be

cyclic. Also, by Theorem 1.2.7, M splits Cp for every prime divisor p of
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I HI . By the same theorem, M must then split C ^ . Further, this splitting
is nonsingular. By Theorem 1.2.6, we can combine this splitting with the
splitting of K to obtain a splitting of C ^ XK. But | /î  | is relatively prime
to I AT I and K is cyclic, so C ^ XK is isomorphic to C^ . This completes
the proof.

It is easy to verify that the sets {1,... ,w} and {± 1,..., ±n} satisfy
the hypotheses of Theorem 2.1.0, so we have the following result:

COROLLARY 2.1.3. If M is either of the sets ( 1 , . . . ,n) or {± 1,..., ±n}
and M splits the finite abelian group G, then M splits Gq .

2.2. Miscellaneous Results. In this section, we discuss a number of
results and examples, most of which concern generalizations of previous
results to infinite or nonabelian groups.

(0) According to Theorem 1.2.6, if if is a subgroup of a finite abelian
group G, M splits H nonsingularly, and M splits G/H, then M splits G.
We will now show that this is not always true in the nonabelian case.

Let G = {(/, j)\ 0 < i < 7&0 <y < 4}. Define addition on G by
(1,7) + (&,/) = (/ + k(—\)jJ + /) where addition is taken mod7 in the
first component and mod 4 in the second. It is easy to verify that G is a
group; in fact it is a semidirect product of H — {(/,0): 0 < / < 7} and
K = {(0,7): 0 <7 < 4}. Let M = {1,2,3}. Then M splits H nonsingularly
and M splits K s G/H. Suppose G — {0} = MS. The associate partition
of G is shown in Figure 2.2.0. (The notation here is similar to that of
Figure 1.3.4; solid lines denote multiplication by 2, dashed lines denote
multiplication by 7.) Let A = {(0,2)}. By Theorem 1.0.8, | S Π B \ = 1 for
each of the 7 proper divisors B of A. Hence | S Π A | = —3, which is
impossible. Therefore, M does not split G.

FIGURE 2.2.0
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Although Theorem 1.2.6 does not extend to nonabelian groups, the

following special case is true.

THEOREM 2.2.1. Let H and K be finite groups. If M splits H nonsingu-

larly and M splits K, then M splits H X K.

Proof. Let H ~ {0} = MS and K - {0} = MT. Let

U = ( S X { 0 } ) \ J ( H X T ) .

Since (H - {0}) X {0} = M(S X {0}), it suffices to show that

HX(K- {0}) = M(HX T).

Let m G M and (A, t) G H X T. Then m(A, 0 = (mA, mi). Since

# - {0} = MT, mt φ 0. Hence M(H X T) C H X (K - {0}). Also, if

ra(A, ί) = m\h\ / r).then mt — m't' so m = mr and ί = ίr. Also, mΛ =

mrh' — mhr so m{h — hr) — 0. But the splitting of if is nonsingular so

g c d O , I H\) = 1 and A = A'. Thus, all the products in M(H X T) are

distinct, so

\M(HXT)\ = \M\ \H\ \T\ = \H\(\K\-l)=\HX(K-{0})\,

completing the proof.

(1) We next present a simplification of Lemma 1.0.6 for finite abelian

groups.

THEOREM 2.2.2. Let & be an M-partition of a finite group G. Then:

(0) // M contains an element m which is relatively prime to \ G \ , then

q(A, A) φ 0 for every A G (&. (This is true even if G is nonabelian.)

(1) If G is abelian, and M does not contain such an element, then M

does not split G.

Proof. To prove part (0), note that m is relatively prime to o(g) for all

g G G, so the conclusion follows from part (0) of Lemma 1.0.6.

For part (1), suppose G is abelian and M splits G. By part (1) of

Lemma 1.0.6, for each g G G , M contains an element relatively prime to

o(g). It therefore suffices to show that G contains an element whose order

is divisible by every prime divisor of | G \ . But this follows easily from the

representation of G as a direct product of its Sylow subgroups.

I do not know whether part (1) of this result holds for nonabelian

groups. The above proof does not work, since a nonabelian group G need

not contain an element whose order is divisible by every prime divisor of

I GI . (For instance, the symmetric group on 3 letters has no such

element.)
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(2) In [2: §6, Problem (9)], the following question is asked: If
{l,...,/c} splits an abelian group G with | G | — 2 A τ z + l , must
{± 1,..., ±k] also split G? This is clearly not true for all G, since {1,2}
splits C9 but {±: 1, ±2} does not. In fact, it is not true even if G is required
to be a cyclic group of prime order.

To see this, let k = 2. It is not hard to verify that, for prime/?, {1,2}
splits Cp if and only if the multiplicative order d of 2 mod p is even, while
{± 1, ±2} splits Cp if and only if d is divisible by 4. Hence if d = 2
(mod4), then {1,2} will split Cp but {±1,±2} will not. The smallest
prime for which this occurs is/? = 281, for which d — 70.

(3) Let G have two splittings with the same multiplier set M, say
G - {0} = MS = M5". Let <$ be an M-partition of G. It follows from
Theorem 1.0.8 that, for finite G, | S Π A | = | S" Π Λ | for any A G $. We
now show that this is not always true for infinite G.

Let G be the set of dyadic rationals modi; i.e., G is the set of
rationals in [0,1) whose denominators are powers of 2, under addition
modi. Let M = {1,2} and let & be the partition of G in which each
element of G is in a class by itself. It is easily verified that & is an
M-partition. Let

and

Then G - {0} = MS = MS\ However, 1/4 is in S but not in S\ so

| s n { i / 4 } | = i ^ o = | S ' n { i / 4 } | .
(4) As mentioned before (Theorem 1.2.7), a set M splits a finite

abelian group G nonsingularly if and only if it splits Cp for each prime
divisor p of | G | . We now show that is is also true for nonabelian groups.

THEOREM 2.2.3. Let G be a finite group and M a set of nonzero integers.

Then M splits G nonsingularly if and only if M splits Cp for each prime

divisor pof\G\.
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Proof. We may assume that every element of M is relatively prime to

I GI . For, if p || G | and p | m, then M cannot split G nonsingularly, nor

can M split Cp.

Let 6E be the associate partition of G. By the preceding paragraph, if

m E M and A E $, then m^ = ^4. Hence, M splits G if and only if, for

each A E (£, there is a set Γ C A such that yl = MT. In particular, if g is

an element of order />, the associate class containing g has the form

Cp — {0}, whence M splits Cp. This proves the "only if" part.

Suppose M splits Cp for each prime divisorp oί\G\ . Given 4̂ E β,

let H be the subgroup of G generated by A. Since H is cyclic, Theorem

1.2.7 implies that M splits i/ nonsingularly; say H — {0} = MS. Letting

Γ = S Π Λ, it is easy to see that A - MT. Hence M splits G, and the

proof is complete.

(5) In [3], Hamaker showed that M- {1,3,27} does not split any

finite abelian group. In fact it does not split any finite group. For, if M

splits G, then | G \ = 1 (mod 3), so the splitting is nonsingular. By Theorem

2.2.3, it suffices to show that M does not split Cp for any prime/?, which

Hamaker did.

We now show that M does split an infinite abelian group. Let G be

the set of rationals in [0,1) whose denominators are powers of 3, under

addition mod 1. We claim that M splits G. We will construct the splitting

set S by the following infinite recursive process: Start with So — 0. Given

Sn, define Tn = Sn U 3Sn U 2ΊSn. Let t be a nonzero element of G - Tn

whose denominator is as small as possible, and let

2 7 ' 9 + 8 l

Finally, let S = U π > 0 Sn and T = S U 35 U 27S\

We first prove by induction that, for n > 0, Sn, 35^, and 275^ are

pairwise disjoint and that

3 T ; C 7 ; C G - { 0 } .

This is clearly true for n — 0, so assume it is true for some n >: 0. Let

U = {ί/27,1/9 + ί/81}, so that 5 n + 1 = 5Π U ί/and Γn+1 = Tn U M£Λ It

is easy to verify that the six elements of MU are distinct. Further, for each

g E Mί7, we have 3rg = t for some t. (See Fig. 2.2.4, in which a line from

g down to h means that g = 3Λ.) Hence, if g E 7;, then, since 3Tn Q Tn,

we would have ί G Γ B ) contradicting the choice of ί. Hence M£/ and Tn are

disjoint. It follows that Sn9 3Sn, and 275W are pairwise disjoint. Also,

3MU C Mi/ U {3/}. But 3/ E Γw by the minimality of t. Hence 3Γ r t + 1 C

Tn+ι. Clearly, 0 g M£/ so ΓM+1 C G - {0}, completing the induction.
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t = 27a

27

FIGURE 2.2.4

Since Sn9 3Sn, and 27Sn are pairwise disjoint for all n, it follows that S,
35, and 27S are pairwise disjoint. Further, T ~ G — {0}. For, if t is a
nonzero element of G — T with minimal denominator, then / would have
been the chosen element of G — Tn for some n. But then t — 21a where
a = t/21 G Sπ + 1 c S, so ί e 27S, a contradiction. It follows that
G - {0} = MS; i.e., M splits G.

2.3. Open Problems. We close with a list of open problems, some of
which have already been mentioned.

(0) Does Theorem 1.3.0 generalize to nonabelian groups? That is, if a
finite/7-group G has a singular splitting, must G be cyclic?

(1) Does there exist a splitting G — {0} = MS of a finite group G in
which no element of M is relative prime to | G | ? (By Theorem 2.2.2, such
a group must be nonabelian.)

(2) Prove Conjecture 1.4.1. Is the conjecture true for nonabelian
groups?

(3) If M splits some finite group G, must it split infinitely many finite
groups? Must it split Cp for some prime/??

(4) Which sets M split infinitely many finite groups in a purely
singular manner? (As shown in Section 2.0, (1, —1,2} has this property,
but no set of cardinality 4 does.)

(5) Is there a set M which does not split any nontrivial group?
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(6) Find necessary and sufficient conditions that M split some non-
trivial group. This problem is also of interest for certain restricted classes
of groups, such as abelian groups, finite groups, finite abelian groups, or
cyclic groups.

(7) Is there a set M which splits some nonabelian group but does not
split any nontrivial abelian group?

(8) Generalize Theorem 1.0.8 to infinite groups.
(9) Find necessary and sufficient conditions on M so that, if M splits

the finite abelian group G, then M splits C|G). (See §2.1.)
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