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Strongly analytic subspaces, in the sense of Lange, are studied, and
a characterization of them in terms of Bishop's condition (yβ) is given.
These results are used to obtain a characterization of strongly decom-
posable operators on a reflexive Banach space in terms of strongly
analytic subspaces.

1. Introduction. In [10], Lange introduced the notion of strongly
analytic subspaces, and investigated some of their properties. In this
paper, we continue that investigation, and apply our results to the study of
strongly decomposable operators. In §2, we study strongly analytic sub-
spaces; here, the main result is Theorem 2.1 which characterizes strongly
analytic subspaces in terms of a certain analytic condition due to Bishop.
This result is then used to identify various sufficient conditions for a
subspace to be strongly analytic, and to obtain certain stability results. In
§3, Theorem 2.1 is combined with a result of Lange to obtain a characteri-
zation of strongly decomposable operators on a reflexive Banach space in
terms of strongly analytic subspaces.

Since the leitmotif in this paper is the interplay between strongly
analytic subspaces and Bishop's condition, we begin with their definition.

1.1. DEFINITION [10]. Let Γbe a bounded linear operator on a Banach
space X. A Γ-invariant subspace Y is said to be strongly analytic for T if
whenever fn\ V -> X, n = 1,2,..., is a sequence of X- valued analytic
functions defined on an open subset V of the complex plane such that
dist((λ — T)fn(λ), Y) -> 0 uniformly on compact subsets of F, it follows
that dist(/^(λ), Y) -> 0 uniformly on compact subsets of V.

1.2. DEFINITION [2]. A bounded linear operator T on a Banach space
Xis said to possess Bishop's condition (/?), or condition (β) if whenever/„:
V -> X, n = 1,2,..., is a sequence of X-valued analytic functions defined
on an open set V of the complex plane such that ( λ - Γ ) / Λ ( λ ) - > 0
uniformly (in norm) on compact subsets of V, it follows that/^λ) -> 0
uniformly (in norm) on compact subsets of V.
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194 JON C. SNADER

1.3. DEFINITION [7]. Let T be a bounded linear operator. A Γ-in-

variant subspace Y is said to be spectral maximal for T if for any

F-invariant subspace Z such that σ(T\Z) c σ(T\Y) we have that Z c 7.

1.4. DEFINITION [7]. A bounded linear operator Γ on a Banach space

-Y is said to be a decomposable operator if for every finite system

{Gλ,...,Gn} of open subsets of C that cover σ(Γ), there exist spectral

maximal subspaces Yl9...9Yn such that

The following remarkable characterization is due to Lange [9].

1.5. THEOREM (Lange'S Theorem). A bounded linear operator T on a

reflexive Banach space is decomposable if and only if T and its adjoint Γ*

enjoy condition (β).

The next lemma is a compilation of some results we will need

concerning condition (β). The straightforward proofs can be found in

[11].

1.6. LEMMA. Let Tbe a bounded linear operator on a Banach space.

(1) Ifσ(T) is totally disconnected, then Thas condition (β).

(2) // Y is a T-invariant subspace, and T has condition (/?), then so does

the restriction operator T\Y.

(3) If the operator S is (topologically) linearly isomorphic to T9 then S

has condition (β) if and only if T does.

(4) IfT=Tx® T2: Xx Θ X2 -> Xλ Θ X2, then T has condition (β) if

and only if Tj does for j = 1,2.

2. Strongly analytic subspaces. Since an operator T has condition

(β) if and only if the zero subspace is Γ-strongly analytic, it is clear that

the two concepts are closely related. The following characterization makes

this relationship precise.

2.1. THEOREM. // Y is a T-invariant subspace, then Y is T-strongly

analytic if and only if the quotient operator Tγ induced by Y on X/Y has

condition (β).

Proof. Suppose that Tγ has condition (β)9 that fn: V -» X9 n =

1,2,..., are X-valued analytic functions, that dist((λ - T)fn(λ)9 Y) -> 0
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uniformly on compact subsets of V and that K c V is compact. Then we
have that (λ - Tγ)[fn(λ)] -> 0 uniformly for λ in K, where for JC in X,
[x] is the coset in X/Y containing x. Since Tγ has condition (/?), we
conclude that [fn(λ)] -» 0 uniformly for λ in K, and this is equivalent to
dist(/n(λ), Y) -> 0 uniformly for λ in AT. Thus Y is strongly analytic
forΓ.

For the reverse implication, suppose that Y is Γ-strongly analytic, that
/„: V -+ X/Y, n = 1,2,..., are (A/7)-valued analytic functions, and
that (λ - Tγ)fn(λ) -> 0 uniformly on compact subsets of F. Let K c F
be compact. By a standard compactness argument, we may suppose that K
is a closed disk centered at λ0, and that there exists another disk U
centered at λ 0 such that K c U c Ό c F. If /π(λ) = Σ°fL0[*/Kλ ~ λ o ) 7

is the series expansion of fn for λ in U9 we can choose xy in [Xj] such that
the series Fn(λ):= ΣJ^oXjiλ - λo)

J converges uniformly for λ in U.
Note that Fn is an X-valued analytic function such that [Fn(λ)\= fn(λ)
for λ in U. Thus we have (λ - Tγ)[Fn(λ)] -> 0 uniformly for λ in K, so
that [(λ - T)Fn(λ)] -> 0 uniformly for λ in K, which implies that
dist((λ - T)Fn(λ)9 Y) '-* 0 uniformly for λ in K. Since Y is strongly
analytic for T by hypothesis, we conclude that dist(i^(λ), Y) -> 0 uni-
formly for λ in K, and therefore that/rt(λ) = [^(λ)] -> 0 uniformly for λ
in # . Thus Γ y has condition (β), and the proof is complete.

The next theorem generalizes Corollaries 9 and 10 of [10].

2.2. THEOREM. // a bounded linear operator has totally disconnected
spectrum, then every T-invarίant subspace Y is T-strongly analytic.

Proof. Since σ(Γ) is totally disconnected, o{T\Y) c σ(Γ). This last
inclusion follows from the facts that σ(T\Y) can grow only by filling in
the "holes" in the components of σ(Γ), and that the components of σ(Γ)
are points. Thus σ(Tγ) c σ(T\Y) U σ(Γ) = σ(T). By Lemma 1.6, Tγ has
condition (jβ), so that Y is Γ-strongly analytic by Theorem 2.1.

2.3. THEOREM. Let Tλ Θ T2 be a bounded linear operator on a Banach
space Xx Θ X2. Then the subspace Yλ Θ Y2 is strongly analytic for Tx Θ T2 if
and only if Yj is strongly analytic for TJ9j = 1,2.

Proof. By Theorem 2.1, Yι Θ Y2 is strongly analytic for Tx Θ T2 if and
only if (Tλ Θ Γ 2) y i θ Y 2 has condition (β), and by Lemma 1.6, this last
condition obtains if and only if TYJ has condition (β) for j = 1,2.
Another application of Theorem 2.1 completes the proof.
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The next characterization improves on a result of Lange.

2.4. THEOREM. Let T be a bounded linear operator on a Banach space X,
and let E be a bounded projection on X that commutes with T. Then EX is a
T-strongly analytic subspace if and only ifT\(I — E)X has condition (β).

Proof. Let Y:= EX and Z:= (I - E)X, so that X = Y Θ Z. Then
Tγ is linearly isomorphic to T\Z\ hence by Lemma 1.6, Tγ has condition
(β) if and only if T\Z does. Thus by Theorem 2.1, Y is Γ-strongly analytic
if and only if T\Z has condition (β).

2.5. COROLLARY. Let T and E be as above, and suppose, in addition,
that T enjoys condition (β). Then EX is T-strongly analytic.

Proof. This follows immediately from the theorem and Lemma 1.6.

2.6. COROLLARY [10]. Let T be decomposable, and let E be a commuting
projection. Then EX is Tstrongly analytic.

Proof. By [6], a decomposable operator has condition (β).

2.7. THEOREM. If a bounded linear operator T has condition (β), then its
kernel, ker T, is strongly analytic for T.

Proof. Let M:= ker T, fn\ V -> X, n = 1,2,..., be X-valued analytic
functions, and suppose that dist((λ - T)fn(λ), M) -> 0 uniformly on
compact subsets of V. Let K c V be compact. We first observe that it
suffices to suppose that λ = 0 is not in K. To see this, note that by a
standard compactness argument we may assume that K is a disk whose
boundary does not contain 0. Now if dist(/w(λ), M) -> 0 uniformly on
compact sets not containing 0, it will do so on the boundary of K, and
hence, by the Maximum principle, on all of K.

Now dist((λ - T)Tfn(λ), TM) -* 0 uniformly for λ in K, and since
TM = (0), we conclude that (λ - T)Tfn{λ) -> 0 uniformly for λ in K.
But Γhas condition (β), so Tfn(\) -> 0 uniformly for λ in K.

Therefore, for λ in K, we have that

dist(λΛ(λ), M) < dist((λ - T)fn(λ), M) + \\Tfn{λ)\\ - 0

uniformly, and so dist(/π(λ), M) -> 0 uniformly for λ in K since, by
assumption, λ = 0 is not in K.
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The next theorem is a slight generalization of the last one.

2.8. THEOREM. Suppose that Y is a T-strongly analytic subspace, and let
M = ker T. Then Y + M is T-strongly analytic.

Proof. Suppose that fn: V -> X, n = 1,2,..., are X-valued analytic
functions and that dist((λ - T)fn(λ)9 Y + M) -> 0 uniformly on compact
subsets of V. Let K c F be compact. Now Γ(YT~M) c 7, so that
dist((λ - T)Tfn(λ)9 Y)-+0 uniformly for λ in K. Thus, by hypothesis,
dist(Tfn(λ), Y) -> 0 uniformly for λ in AT. Let ε > 0 be given; for every λ
in K, and every positive integer n, there exist yλn in Y + M and >̂  „ in 7,
and there exists a positive integer TV such that if n > TV, then

| | ( λ-Γ)Λ(λ)- Λ t λ | |<β/2 and

Now for n > N, and λ in K, we have

dist(λ/H(λ),YTΈ) <||(λ - T)fn(λ) -yλJ + \\Tfn(λ) -y{J<ε.

Thus dist(/π(λ), Y + λf) -> Q uniformly for λ in K, where, as in Theorem
2.7, we may assume that λ = 0 is not in K.

We also have a result analogous to Theorem 2.7, but for the range of
the operator.

2.9. THEOREM. Let Y be a T-strongly analytic subspace. Then TY is also
T-strongly analytic.

Proof. Let fn: V -> X, n = 1,2,..., be X-valued analytic functions,
and let dist((λ — Γ)/W(λ), TY) -> 0 uniformly on compact subsets
of V. Now the facts that 7Ύ c Y and that T is bounded imply that
dist((λ- T)fn(λ),Y) and dist(Γ/π(λ), TΫ) both converge to zero on
compact subsets of V. The rest of the proof is similar to that of Theo-
rem 2.8.

The next theorem has analogues for various other types of invariant
subspaces — spectral maximal, and analytically invariant [8] subspaces,
for example.

We first need a technical lemma; we omit its elementary proof.

2.10. LEMMA. Let X be a Banach space, and let Y and Z be subspaces
such that Y c Z c X. Let [x] denote the coset in X/Y containing x. Then
dist([jcj, Z/Y) -> 0 if and only if dist(xn, Z) -> 0.
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2.11. THEOREM. Let T be a bounded linear operator on a Banach space
X, and suppose that Y and Z are T-invariant subspaces such that Y c Z c X.

(1) The subspace Z is strongly analytic for T if and only if Z/Y is
strongly analytic for Tγ.

(2) If the subspace Y is T-strongly analytic, then it is also (T\Z)-strongly
analytic.

Proof. The proof of (2) is elementary; we shall prove only (1).
Suppose that fn: V -> X/Y, Λ = 1,2,..., are (X/7)-valued analytic
functions, that Z is strongly analytic for Γ, and that

uniformly on compact subsets of V. Let K c V be compact. We may
suppose that K is a closed disk; then there exists an open set U in V
such that ί c ί / c K , and just as in the proof of Theorem 2.1, we
may find .Y-valued analytic functions Fn\ U -* X, such that [Fn(λ)] =
fn(λ), n = 1,2,..., where [x] is the coset in X/Y containing x. There-
fore dist([(λ - T)Fn(λ)]9 Z/Y) -> 0 uniformly for λ in K, and by the
lemma, dist((λ — Γ)i^(λ),Z)->0 uniformly for λ in K. Since Z is
Γ-strongly analytic, we have that dist(7^(λ), Z) -> 0 uniformly for λ in
K, and so dist(/w(λ), Z/Y) -> 0 uniformly for λ in K, again by the lem-
ma. This shows that Z/Y is Γy-strongly analytic.

For the reverse implication, suppose that/w: V -> X, n = 1,2,..., are
X-valued analytic functions, that Z/Y is Γy-strongly analytic, and that
dist((λ - Γ)/π(λ), Z) -> 0 uniformly on compact subsets of V. Then
dist((λ - Tγ)[fn(λ)l Z/Y) -* 0 uniformly on compact subsets of V.
From the hypotheses, we infer that dist([/^(λ)], Z/Y) -> 0 uniformly on
compact subsets of V. Another application of the lemma completes the
proof.

We turn now to the study of the stability of strongly analytic
subspaces under a change of operator.

If T is a bounded linear operator on a Banach space, and /: U -> C is
a scalar-valued analytic function defined on an open set U containing the
spectrum of Γ, then by f(T) we mean, as usual,

where Γ is an appropriately chosen curve; see [4; VII.3] for details.
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2.12. DEFINITION [1]. We say that a decomposable operator T is
strongly decomposable if the operator T\Y is decomposable for every
Γ-spectral maximal subspace Y.

2.13. THEOREM. Let Tbe a strongly decomposable operator, and let Ybe
a spectral maximal subspace for T. Iff is a scalar-valued analytic function
defined on a neighborhood of σ(T), then the subspace Y is strongly analytic
forf(T).

Proof. By [8], Y is analytically invariant for T, and therefore, by [5;
Theorems 2.3 and 2.8], f(T)γ = f(Tγ). By [1], Tγ is decomposable, and
therefore [3; 1.10] so is/(Γ y ) . Thus/(Γ y) has condition (β), and since in
the present circumstances f(Tγ) = f(T)γ, we see by Theorem 2.1, that Y
is strongly analytic for f(T).

2.14. THEOREM. Let T be a strongly decomposable operator, let Q be a
quasinilpotent operator that commutes with T, let S be a finite rank operator
that commutes with T, and let Y be T-invariant.

(1) IfYis Q-invariant, then it is strongly analytic for T + Q.
(2) // Y is S-invariant, then it is strongly analytic for T + S.

Proof. We prove (1); the proof of (2) is similar. It is easy to see that
Qγ is quasinilpotent on X/Y, and so, [3; 2.2.1], (T + Q)γ = Tγ + Qγ is
decomposable. Thus (Γ-f Q)γ has condition (/?), and the result follows
from Theorem 2.1.

The next theorem is an easy consequence of Lemma 1.6 and the facts
that the compact operators form a two-sided ideal, and that for commut-
ing operators, σ(ST) c σ(S)σ(T).

2.15. THEOREM. Let T be a bounded linear operator, let Q be a
quasinilpotent operator that commutes with T, and let K be a compact
operator. If a subspace Y is invariant under any of the operators, TQ, TK, or
KT, then it is also strongly analytic for those same operators.

3. Strongly decomposable operators on a reflexive Banach space. In
this section we turn to a study of strongly decomposable operators on a
reflexive Banach space. The next theorem, a characterization of such
operators, is the main theorem of this section. Recall that YL is the
orthogonal complement of Y in X*, and that Y1- is Γ* -invariant if Y is
Γ-invariant.
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3.1. THEOREM. Let T be a bounded linear operator on a reflexive Banach

space. Then T is strongly decomposable if and only if

(1) T has condition (/?), and

(2) For every spectral maximal subspace Y of 71, the subspace Y± is

T*~strongly analytic.

Proof. Suppose Γis strongly decomposable; then Γhas condition (β).

Let Y be a spectral maximal subspace of T. Then (T\Y) and (T\Y)* are

decomposable, and so by Lemma 1.6, (Γ*) y ± = (T\Y)* has condition (/?).

But now by Theorem 2.1, 7 ± is Γ*-strongly analytic.

On the other hand, suppose that T has condition (β), and let Y be a

spectral maximal subspace for T. By Lemma 1.6, the restriction operator

T\Y has condition (β). By hypothesis, Y1- is strongly analytic for Γ*, so

by Theorem 2.1 and Lemma 1.6, (T\Y)* = (T*)γ± has condition (β).

Since both T\Y and (T\Y)* have condition (/?), T\Y is decomposable by

Lange's Theorem.

We remark that the first part of the proof did not use the reflexivity

of the underlying Banach space. Thus a necessary condition for an

operator to be strongly decomposable is that the orthogonal complement

of each of its spectral maximal subspaces be strongly analytic for Γ*.

The next result is really a corollary of the proof of Theorem 3.1.

3.2. COROLLARY. Let T be a decomposable operator on a reflexive

Banach space X, and let Y be a T-invariant subspace such that Y± reduces

7"*. Then T\Y is a decomposable operator.

In particular, if the orthogonal complement of each T-spectral maximal

subspace reduces T*9 then T is strongly decomposable.

Proof. Since T is decomposable, so is Γ*, and thus Γ* has condition

(β). By hypothesis there exists a Γ*-invariant subspace Z such that

X* = 7-L e z . By Lemma 1.6, the operator Γ*|Z has condition (β). Thus

(Γ*) y ± = Γ*|Z has condition (β) so that Y± is Γ*-strongly analytic. Now

just as in Theorem 3.1, (T\Y) and (T\Y)* have condition (/?), so that T\Y

is decomposable.

From this last corollary, we can easily obtain a special case of a

known result.

3.3. COROLLARY. Let T be a decomposable operator on a reflexive

Banach space X. If a subspace Y reduces Γ, then T\Y is decomposable.



STRONGLY DECOMPOSABLE OPERATORS 201

Proof. By hypothesis, there exists a Γ-invariant subspace Z such that
X = Y Θ Z. Thus we have

®{x/γ)* s zx er 1 .

Hence 7-1 reduces X*, and the result follows from Corollary 3.2.

The following example is of interest due to Theorem 3.1.

3.4. EXAMPLE. This is an example of a Γ-strongly analytic subspace Y
such that y-1 is not Γ*-strongly analytic. Let T be the left bilateral shift
on /2(Z), and let Y = sp{e_l9 e_2,...}, so that Y1 = sp{e0, el9 e2,...}
where {..., e_v eθ9 el9...} is the usual orthonormal basis.

Now (Γ*) y ± is isometric to (T\Y)*9 the left unilateral shift on 12(N)
which does not have condition (/?); for instance, let/π(λ) := Σ*L0 eyλ

7 on
V:= {λ e C: |λ| < 1}. Thus by Theorem 2.1, Y± is not Γ*-strongly
analytic. On the other hand, the operator Tγ is isometric to (T\Y)**9 the
right unilateral shift on 12(N)9 which has condition (β) since it is the
restriction of the right bilateral shift. Thus by Theorem 2.1, the subspace
Y is Γ-strongly analytic.

3.5. REMARK. Example 3.4 shows more than that the orthogonal
complement of a strongly analytic subspace need not be strongly analytic.
Since the operator Γ in Example 3.4 is unitary, and therefore spectral, it
follows from [4; XV.3.10] that Γ is strongly decomposable. Thus we see
that the necessary condition (2) of Theorem 3.1 may fail for invariant
subspaces of a strongly decomposable operator that are not spectral
maximal.

Acknowledgement. The author is grateful to the referee for his
helpful suggestions, especially those concerning Theorems 2.7 and 2.14,
and for pointing out to the author the substance of Remark 3.5.
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