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SOLVABILITY OF VARIOUS BOUNDARY VALUE

PROBLEMS FOR THE EQUATION

x"=f(t9x9x'9x")-y

W. V. PETRYSHYN

In this paper some of the solvability results of Granas, Guenther and
Lee for various homogeneous boundary value problems for the equation
x" = /(/, x, x') are extended in an essentially constructive way to the
equation (*): x" = /(ί, x,x', x") where / is assumed to satisfy the
growth condition:

\f(t,x,r,q)\zA(t,x)r2 + B\q\+C(t,x)

for r, q in R with A and C bounded functions on each compact subset
of [0, T] X R and B in (0,1) and some further conditions stated below.
Our proofs are based on the author's continuation theorem for semilin-
ear Λ-proper maps and the approach used by Granas, Guenther and Lee
in obtaining the a priori bounds for the solutions of equation (*).

Introduction. In this paper we establish the existence (in some cases
constructive) of a classical solution x in C2([0, T]) for certain y in
C([0, T]) for the second order ODE's of the form

(A) x"(t) = / ( * , *, *', x " ) - y(t)9 0<t<T,

subject to either Dirichlet, Neumann, periodic, Sturm-Liouville, or anti-
periodic boundary conditions, where the continuous nonlinearity /: [0, T]
X R3 -> R is required to satisfy a new and a rather general growth
condition of the form

(B) \f(t,x,r,q)\<A(t,x)\r\2 + B\q\+ C(t9x) fσrr9qeR9

where A, C are functions bounded on each compact subset of [0, T] X R
and B is a constant in [0,1) and / is also such that L - XN: Xj ->
C([0, T]) is ^-proper for each λ e (0,1], where Lx = x" and Nx =
/(/, x9 x'9 JC") for x e XJ9 with X3 a closed subspace of C2([0, T]) defined
below by various boundary conditions. In §3 we discuss various verifiable
conditions on / which ensure the fulfillment of the latter condition on
L — XN in many situations. The boundary conditions referred to above
are, respectively,

(I) *(0), x(T) = 0;
(II) JC'(O) = 0, x'(T) = 0;

(III) x(0) = χ(T)9 x'(0) = x\T)\
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(IV) -αjc(O) + βx'(O) = 0, ax{T) + bx\T) = 0,
where α, β, a, b > 0, a2 + β2 > 0, a2 + b2 > 0, and a2 + a2 > 0.

(V) *(0) = -x(T), *'(0) = -x'(Γ).
We say that a function x in C2([0, Γ]) satisfies the problem (I) if x

satisfies the differential equation (A) and the Dirichlet boundary condi-
tions (I). Similar notation is used for the other problems.

The type of growth condition on / imposed in (B) is motivated by a
recent paper of Granas, Guenther and Lee [8] and the earlier paepr by S.
Berstein [1] who has shown in [1] that the Dirichlet problem for the
equation

(C) x"=f(t,x,x')9 0<t<l,

has a unique solution in C2([0,1]) provided the continuous function
/(/, x, r) has continuous partial derivatives fx and fr9 and satisfies:

(D) fx > k > 0 for some constant k e i?+\{0}.

(E) \f(t,x,r)\<A(t,x)r2 + C(t9x) forr e R with A, C as in (B).

Using the topological transversality theorem of Granas [9], the authors
of [8] presented a generalization of the Berstein theorem (which permits
the treatment of equations such as x" = x3 + x'2 + 1 to which the
original result does not apply) and they have also shown that Berstein's
result for Eq. (C) can be extended to other boundary conditions stated
above. Thus, for example, it was shown in Theorems 4.1 and 6.1 in [8] that
if (E) holds and if additionally

(F) There is a constant M > 0 such that xf(t, x, 0) > 0 for \x\ > M,

then Eq. (C) has at least one solution x in C2([0,1]) which satisfies one of
the boundary conditions stated above. The uniqueness of a solution to Eq.
(C), subject to various boundary conditions, was also treated in [8] under
some additional conditions on /(/, x, r). In particular, it was shown there
that if, in addition to (E) and (F), fx and fr exist, are bounded, and
fx > 0, then the Dirichlet problem for Eq. (C) has a unique solution in
C2([0,1]). Let us add that the approach used in [8] to obtain the a priori
estimates on the solutions x to Eq. (C) is not applicable if the inequality
in (F) is reversed.

It should be noted that the problem dealing with the solvability of Eq.
(C) subject to various boundary conditions of the form (I) to (V) has been
studied earlier by many authors under various conditions on /(/, x, r) and
using different methods. For numerous references dealing with these
problems see, for example, the books [25], [7], [23], and the recent articles
in [4], [10] and others.
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The puφose of this paper is to present an extension of a number of
existence and/or uniqueness results obtained in [8] for Eq. (C) to the
more general equations (A) (which permits the treatment of equations
such as x" = x 3 + xa + 1 4- αsinx" — y for any fixed a e (0,1) to
which the reuslts in [8] do not apply) and to show that in some cases the
solution x e C2([0, T]) to Eq. (A) can be obtained as a strong C2-limit of
the finite dimensional Galerkin type computable approximations xn e Xn

c Xj = {x e C2([0, T]): J = I, II, III, IV, or V}. The latter constructive
results are new even when / is independent of x" and the conditions on
f(t, x9 r) ensuring the uniqueness are those imposed in [8] when treating
Eq. (C). In our study of problems (I) to (V) (associated with Eq. (A)) we
use the abstract continuation type theorem of the author [14, Theorem
1.1] for semilinear equations involving ^4-proper mappings and the ap-
proach of [8] for obtaining the a priori bounds for solutions x to problems
(I) to (V). For the purposes of comparison, we state as an example the
following extension of the existence Theorems 4.1 and 6.1 in [8] (see
Theorem 2.1 below).

Assume that the continuous function f(t,x,r,q) in Eq. (A) is such
that for maps L, N: Xs -> Y = C([0, Γ]), defined by Lx = x" and
Nx = f(t,x,x\x") for / £ [0,Γ] and x e XJ9 the following conditions
hold:

(i) L — λN: Xj -* Y is A-proper for each λ e (0, l] with respect to a

suitable scheme ΓL = { Xn, Yn, Qn} (for details see §2).

(ϋ) There are M > 0 and a,b & R such that b <ym<yM< a and

x > M = > / ( / , x Λ q ) >aifte [0,Γ] and q e i?, wfe'fe x < -M

, 0, #) < fe if t & [0, Γ] α«rf ήf £ JR, wΛere j ; m = min y(t)

= max.y(ί) /or ί G [0, Γ],

(in) f(t, x, r, ̂ ) satisfies the growth condition (B).

Then each of the problems (I) to (V) has at least one solution x £ Xj.
If x is unique for a given j in 7, then x is the strong C2-limit of the
Galerkin approximates xn £ Xn.

Some sufficient conditions on f(t,x,r,q) which ensure the unique-
ness are given in §§2 and 3. We note in passing that when / in Eq. (A) is
independent of x", then the growth conditions (B) and (E) are the same
and condition (i) always holds since Xs is compactly imbedded into
Cx([0,Γ]). Thus, in this case our Theorem 2.1 includes the existence results
of [8] when a = b = 0.

Let us add, for the purposes of comparison, that when the growth of
f(t, x, r, q) is linear, i.e, for t £ [0,1] and (x, r, q) e JR3

(•) \f(t,x,r,q)\ <a + b\x\ + c\r\ + d\q\
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with b, c, d sufficiently small, the solvability of the problems (II) and

(III) have been studied in [15, 16] under condition (i) and the assump-

tions:

(G) There is M > 0 (depending on y) such that

β{f(Ux9x',x") -y}dtΦQforχ(Ξ X3 with \\x(t)\\ > M

for t G [0,1].

(H) There are Mx> M and a, b G R such that either (j): a > b

and c > Mλ => f(t9 c, 0,0) > a if t G [0,1], while c < -Mλ

=>/(ί,c,0,0) < b if t G [0,1], and b < /0

Γ ydt < a; (or

(ΐj): a <b and c > Mλ =>/(ί,c,0,0) < a if t G [0,1],

c < -Mx => /(ί, c, 0,0) > 6 if t <E [0, Γ],

Note that condition (j) of (H) is weaker than (jj) and that it is of the

same type so far as the one-sided inequality is concerned at least when /

is independent of x". However, condition (jj) of (H), which is opposite in

sign to that of (j), has no comparable analogue when / has a quadratic

growth in r (as in (B)) and the approach of [8] is used to get the a priori

bounds even when / is independent of x". The above remark is particu-

larly transparent when a = b = 0. We add that the method used in [15,

16] required the additional condition (G) and depended on the linear

growth of /. For the earlier results for problems (I) and (III) see [5] when

/ has a linear growth and [6, 17] when / has a semilinear growth and

some further conditions are assumed. The sublinearity of / was essential

in the method used in [6, 17].

Our discussion proceeds as follows. In §1, we state some relevant

definitions and the abstract (essentially constructive) continuation theo-

rem of the author [14, Theorem 1.1] concerning the solvability of semilin-

ear equations (at resonance) involving A -proper mappings. This result and

the approach used in [8] for obtaining a priori bounds are then used in §2

to establish the existence (sometimes constructive) of solutions x in

C2([0,Γ]) for certain given y in C([0, T]) for the problems (I) to (V). In

§3 we discuss some special cases of the boundary value problems studied

in §2. In particular, we study the solvability of the generalized Lienard

equation

(J) x" = g(χ)x' + h{t,x,x',x") -y(t), 0 < / < Γ,

under various boundary conditions. Some of our results obtained in this

paper for the periodic boundary value problem for equation (J) are related

to some of the results for this problem obtained in [15].
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It should be added that Eq. (J) appears in various parts of mechanics,
mathematical physics and other fields. The case when / = III and h is
independent of x", and especially when h is independent of x'\ and x\
has been studied by many authors. For the earlier literature and results
see [25] and for the more recent ones where functional analytic methods
are used to study these problems see [7, 23], [4, 10], [11, 12] and others
listed there. Other examples which appear in mechanics and other fields
will also be considered. In particular, we treat the periodic BV Problem

(K) /x" = *(/)jc3" bi"t)x " c(' ) jc'" | x' | j c'"y^9 ° " '" Γ'
\x(0) = x(T), x'(0) =

which apears in the study of the dynamics of wires and which for some
special functions a(t) and b(t) has been studied by Stoppelli [26] and
others (see [3, 24, 18]). In this paper we extend the results of [26, 3] and
unlike the results in [26 ,3, 24, 18] our results is constructive. We also
show how the result in [6] (see also [17]) for the problem

U(0) = x(l), x'(0)«*'(l)

can be improved.

1. In this section we introduce the relevant definitions and state an
abstract result of [14, Theorem 1.1] which we shall use and which deals
with the solvability of the semilinear equations

(1.1) Lx-Nx=y, ( χ e X , ; ; G y ) ,

where X, Y are real Banach spaces, L: X -> Y is Fredholm of index 0
(i.e. L e Φ0(^C Y)) with the null space N(L) not necessarily {0} and N:
X -> Y is a nonlinear map such that L — λN: X -> Y is A -proper for
each λ G [0,1] with respect to some admissible scheme Γ, which for the
sake of simplicity we take to be a projective scheme.

We recall that if {Xn} c X and ( 7 n } c F a r e sequences of finite
dimensional oriented spaces and Qn: Y -> Yn is a linear projection for
each n G Z + , then the scheme Γ = {Xn9 Yn, Qn) is said to be admissible
for maps from X to Y provided that ai\mXn = <XιmYn for each «,
dist(jc, Xn) = inf{ ||JC - υ\\x: v e Xn) -* 0 as n -> oo for each x in X,
and Qny -> y for each y in Y9 where " -• " denotes the strong conver-
gence.
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Now, for the convenience of the reader, we recall that for a given map
T: D(T)<z X -+ Y the equation

(1.2) Tx=y (χeD(T),y<ΞY),

is said to be strongly (resp. feebly) approximation-solvable (α-solvable, for
short) w.r.t Γ if there exists N e Z+ such that the finite dimensional
equation

(1.3) Tn(x) = Qny, {xeDn = DΠ Xn,Qny e Yn, Tn = QnT\D),

has a solution xn G Dn for each n>Ny such that xn -> x e D in X
(resp. JCM - ^ J C G D ) and 7* = j>. It was shown by the author in [19] that
for (1.2) to be α-solvable w.r.t a given scheme Γ the operator T: D c X
-» Y has essentially to be Approximation-proper (A-proper, for short)
w.r.t. Γ, where the latter notion was defined in [19] (see also [20] for
historical development of the theory) by:

Definition 1.1. A map T: D c X -> Y is said to be A-proper w.r.t Γ if
Tn: Dn c Xn -> YM is continuous for each n e Z + and if {xπ |xn e ΰ B . }
is any bounded sequence in X such that Tn (xn ) -> g for some g in Γ,
then there is a subsequence {xn j oί {xn} and x ^ D such that JCΛΛ -> x
in X and Γx = g.

It is by now well known that the class of A -proper maps is quite
general and useful. It includes compact, ball-condensing and Pγ-compact
vector fields, maps of type (S) and (Ks) as well as operators of strongly
monotone and accretive type and their perturbations by compact and even
by &-ball-condensing maps for small k > 0. Thus, the study of Λl-proper
maps provides a unified approach to the study of these special classes of
maps. It should be noted that the theory of A -proper maps is applicable
to certain differential equations to which no other abstract theory applies.
Moreover, the ^l-properness is intimately connected with the constructive
solvability of abstract and differential equations.

For subsequent use we shall state here the following special case of
[14, Theorem 1.1] whose proof is essentially based on the properties of the
generalized degree for A -proper mapings developed by Browder and
Petryshyn [2]. To state this result, which is used here to establish the
^-solvability of problems (I) to (V) (and, in particular, the existence of
solutions in Xj), we first note that, since L e Φ0(X, 7), there exist closed
subspaces Xx c X and Y2 c Y such that X = N(L) Θ Xv Y= 72 Θ
jR(L), and dimN(L) = dim72. In what follows, we let Q be the linear
projection of Y onto Y2 and assume that there exists a continuous bilinear
form [ , ] on Y X X mapping (y, x) into [y9 x] such that

(1.4) y ^R(L) if and only if [y9x] = 0 Vx e N(L).
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THEOREM A [14]. Let L e Φ0(X, Y) and suppose there exists a bounded
open setGaX with O G G such that

(a) L - XN: G -> Y is A-proper w.r.t. Γ for each X e [0,1] with
N(G) bounded,

(b) Lx Φ XNx - λyforx e 9 G W λ e (0,1].
(c) βiVx - Qy Φ 0 Vx e= N(L) Π 9G.
(d) £/7/^r (dl): [QNx - Qy,x] > 0 (or (d2): [βiVjc - Qy,x] < 0)

Vx e N(L) Π 3G.
ΓΛen £"ήr. (1.1) is feebly a-solvable w.r.t. Γ and, in particular, (1.1) Aαs

α solution x ^ G. If x is the unique solution in G, then (1.1) is strongly
a-solvable (i.e., the Galerkin method applies to (1.1)).

REMARK 1.1. In Theorem 2.1 it is assumed that L is ^4-ρroρer.
However, it was shown by the author in [17] that if L e Φ0(X, Y) and in
[21] when L is unbounded, then one can always construct an admissible
scheme ΓL (depending on L) such that L is ^4-proper w.r.t. ΓL. Indeed, if
L G Φ0(X, Y) then one can construct a compact map C: X -> Y2 such
that K = L — C is a homeomorphism of X onto Y" and choosing {Xn} c
X such that yw = # ( ^ J for n e Z + one shows that ΓL Ξ= {jrn, 7n, β n ) is
admissible and L is yl-proper w.r.t. ΓL. Thus it is not necessary to assume
that L is A -proper if we choose the scheme Γ more judiciously; conse-
quently, it suffices to assume in (a) that L — XN is only ^4-proper w.r.t.
ΓL for each λ e (0,1]. It was shown in [21] that the latter is the case if, for
example, N is A -ball constructive with k > 0 sufficiently small and, in
particular, where N is compact (i.e., O-ball-contractive).

REMARK 1.2. If N(L) = {0}, then L: X -> Y is a linear homeomor-
phism and in this case (b) holds for all λ e [0,1], Q = 0 (with (c) and (d)
holding vacuously) and the conclusions of Theorem A follow from (b) and
the properties of the generalized degree for A -proper mappings. It is
useful to note that in this case the approximate equation (1.3) with
T = L - N reduces to the equation
(1.5) Lx - QnNx = Qny (x e Xn,Qny e Yn),

which is particularly convenient in actual applications of the Galerkin
type method to Eq. (1.1).

2. In this section we use Theorem A to establish the α-solvability
and, in particular, the existence of solutions in C2([0, T]) to the BV
Problems (I) to (V) for some y e C([0, T]) under suitable conditions on
the nonlinearity f(t,x,r,q). Some concrete examples of the above
boundary value problems will be given in §3.
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The following four lemmas whose proofs follow the approach of [8]
will be used to establish the a priori bounds in the C2-norm for the
solutions to problems (I) to (V) (i.e., under suitable conditions on
f(t, x, r, q) we establish the existence of the set G = 2?(0, r) in Xj used in
Theorem A for which conditions (a) to (d) hold). For the convenience of
the reader we give the detailed proofs of these lemmas here to expand on
the approach used in [8] and also because our problems and conditions
are more general than those studied in [8].

LEMMA 2.1. Letf: [0, T] X R3 -> R be continuous and such that
(a) there exist constant M > 0 and a, b e R such that condition (ϋ)

holds (i.e., b<ym<yM<a and x > M => f(t,x,0,q) > a if t e [0, T]
andq^R, whilex < -M =>/(/,x,0yq) < bifte [0,T] andq^R).

Ifx(t) is a solution in C2([0, T]) of the differential equation (A), i.e9 if

(2.1) *"(/) = /(/, x, x\ x") - y(t), 0 < / < Γ,

and \x(t)\ does not achieve its maximum at t = 0 or t = T, then

\x(t)\ <M forte [0,Γ].

Proof. Under the conditions of Lemma 2.1, |JC| must achieve a positive
maximum at some point t0 e (0, T). We claim that |JC(*0)| < M. If not,
then |jc(ίo)| > M. Assume first that x(t0) > M. Then x'(t0) = 0 and
*"(*o) < 0 ^y ^ e second derivative test and, therefore, since x is a
solution of (2.1), the condition (a) implies that

o > χ"(to) = / ( ί o > * ( ' o ) A * " ( Ό ) ) -y(t0) >*-yM-

Hence yM > a, in contradiction to the last assumption in (a). If x(t0) <
-M, then x\tQ) = 0 and x"(t0) > 0 by the same test and so (a) implies
that

o < χ"(to)=f(to>χ(*o)>o>χ"(to)) -y(*o) <b-ym,

i.e., ym < b, in contradiction to the last assumption in (a). Thus, |x(/0)| <
M and Lemma 2.1. is proved.

LEMMA 2.2. Suppose that condition (a) of Lemma 2.1 holds. Then any
solution x to problems (I) to (V) satisfies

\x(t)\ <M for all te [0,Γ].
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Proof. For problem (I) and problems (IV) for the case when either
(IVa) (α > 0,β > 0,a > 0,6 > 0), (IVb) (β = 0,α > 0,b > 0) or (IVc)
(b = 0, α > 0, β > 0) the boundary conditions force nonzero extreme
values to be assumed in (0, T). Thus, in each of these problems, the a
priori bounds on x asserted in Lemma 2.2 follow from Lemma 2.1.

Let x be a solution to either problem (II), (III), (V) or (IV) for the
other cases when either (IVd) (β = 0, a = 0), (IVe) (Z> = 0, a = 0), (IVf)
(α = 0,0 > 0, b > 0) or (IVg) (a = 0, a > 0, /? > 0). We claim:

(i) If |JC| assumes its maximum at t0 = 0 or ί0 = Γ, then |x(ίo)l ^ M.
Clearly, Lemma 2.1 and (i) imply that |JC(/)| < M for t G [0, Γ].

Thus, it remains to prove (i) for problems (II), (III), (V) and the other
cases of problem (IV) listed above.

Let first x be a solution of problem (II) for which |x(0)| is the
maximum value of \x{t)\ on [0, T]. We shall show that |x(0)| > M leads
to contradiction. Indeed, since x\ϋ) = 0 and assuming that the solution x
to problem (II) is such that Λ (O) > M, we see that condition (a) implies
the inequality

*"(0) =/(0,x(0),0,x''(0)) - , ( 0 ) > a-yM> 0.

Hence x"(0) > 0 and so x\t) is strictly increasing for ί > 0 near 0. Thus
x'{t) > x'(ϋ) = 0 for t > 0 near 0, and so x(t) is strictly increasing near
0, and x(0) = |*(0)| is not the maximum on [0, Γ], a contradiction. If, on
the other hand JC(O) < -M, then the fact that x is a solution of (II) and
(a) imply that

x"(0) =/(0,x(0),0,x"(0)) - j ( 0 ) <b-ymzθ.

Hence x"(0) < 0 and so x\t) is strictly decreasing for / > 0 near 0. Thus
x'(t) < x'(O) = 0 for ί > 0 near 0, and so x{t) is strictly decreasing for
/ > 0 near 0 and x(0) < -M. Hence \x(0)\ cannot be the maximum on x
on [0, T]. The corresponding assertion for x(T) is proved similarly. This
proves (i) for problem (II).

Suppose next that x is a solution of problem (III). If JC'(O) = x\T) Φ
0, then it follows from x(0) = x(T) that x cannot achieve its maximum at
t0 = 0 or t0 = Γ. Since, by (i), \x(t)\ is assumed to achieve its maximum
for tQ = 0 or t0 = Γ, we must have x'(0) = 0. Then x satisfies problem
(II) and thus |x(0)| = \x(T)\ < M by what has been proved above. This
proves (i) for problem (III). As was noted in [8], for problems (V), (IVd),
(IVe), (Vί) and (IVg), the assertion (i) holds by essentially the same
argument. Thus (i) and Lemma 2.1 yield a priori bounds on solutions for
these problems. This proves Lemma 2.2.
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A priori estimates for derivatives. Using a variant of the argument in
[8], the a priori bounds are now established for the first and second
derivatives of solutions x in C2([0, T]) to (2.1) assuming the boundedness
of

LEMMA 2.3. (i) Suppose there exists a constant M > 0 such that
\x(t)\ < M for each t G [0, T] and for each x G C2([0, T]) which satisfies
the differential equation (2.1).

(ϋ) Suppose there are constants A, C > 0 and B G [0,1) such that
\f(t9x,r,q)\ < Ar2 + B\q\ + Cfor (/, JC) G [0,Γ][-M,M] W r , # G R.

Then there are constants Ml9 M2 > 0 depending only on M, A, B, C
andyM such that

for each solution x G C2([0, Γ]) o/£ήf. (2.1) whose derivative x'{t) vanishes
at least once in [0, T],

Proof. Since x\t) vanishes at least once in [0, T]9 each point / in
[0, Γ] for which x\t) Φ 0 belongs to an interval [μ,γ] such that x\t)
maintains a fixed sign on [μ,γ] and x(μ) and/or x(y) is 0. To be
definite, assume that x\μ) = 0 and x'(t) > 0 on [μ,γ]. Then it follows
that x satisfies the equation

(2.2) χ»(t) =f{t,x(t),x'(t)9x"(t)) - ( / ) , / e [μ,γ],

with JC'(/) > 0 on [ju,γ]. Hence, since (t,x) G [0, Γ] X [-M, M], it fol-
lows from (2.2) and (ϋ) that

(2.3) \x"(t) I < Ax'2 + B\x"\ + C + d,

where J = max{ \ym\, \yM\). Since x\t) > 0 on [μ, γ], multiplying (2.3) by
x'(t) and rearranging the terms we get

(1 - B)\x"x'\ < (Ax/2 4- C + d)x\t)

or

x' x' < \x"x'\ < (ax'2 + β)x'(t) (a = J^ΓβΛ^ J^j)

Hence

2ax"x'

ax'1 + β
< lax',
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and thus integrating the last inequality from μ to t and using the fact that
\x{t)\ < M, we get

The last inequality implies that

(2.4) \x'(t)\

If, on the other hand, x'{μ) = 0 and x\t) < 0 on [μ,γ], then -x'{t) =
|x'(OI on [μ, γ] and from (2.2) and (ii) we get

|JC'JC"| < {Ax'2 + C + d)\x'\ + B\x"x"\

from which, as before, we obtain the bound M1on x'(t).
It follows from the bounds on |JC| and \x'\ and from (2.1) and (ϋ) that

Ix"{t) I < aMl + β = M2 for * e [0, T].

This completes the proof of Lemma 2.3.
Note that the boundary conditions for problems (I) to (V) imply that

the derivative x' of each solution x to one of these problems must vanish
at least once in [0, T). Thus Lemmas 2.1 to 2.3 imply:

PROPOSITION 2.1. Suppose there are constants M > 0 and a, b e R
{depending on y) such that condition (a) of Lemma 2.1 holds. Suppose
further that there are continuous functions A{t, x), C{t9 x) > 0, bounded on
compact subsets of [0, T] X i?, and a constant B e [0,1) such that for

\f(t,x,r9q)\ < A{t,x)r2 + B\q\

there are constants Mλ and M2 such that for any solution x{t) to
problems (I), (II), (III), (IV) or (V) one has

|x(r)|<M, \x'{t)\<Ml9 \χ"(t)\ <M2 forte[09T].

Now the α-solvability and/or the existence proof below, which is
based on Theorem A, requires the a priori bounds for the following family
of problems:

depending on the parameter λ, 0 < λ < 1. Here Bj denotes either the
boundary condition / = I, / = II, / = III, / = IV, or / = V satisfied
by a solution x € C2([0, T]) to the equation in (2.5).
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LEMMA 2.4. (i) Suppose there are constants M > 0 and a, b e R
{depending ony) such that condition (a) of Lemma 2.1 holds.

(ii) Suppose further that there are constants A, C > 0 and B e [0,1)
such that for all r, q in R:

\f(t,x,r,q)\ <Ar2 + B\q\ + C for(t9x)e [0,Γ] X[-M9M].

Then there are constants Mo = M, Mx and M2 independent of λ and x
such that for λ e (0,1] and each solution xλ to (2.5) we have

\xλ(t)\<M0, \x'λ(t)\ <z Ml9 K ( 0 | < M 2 forte[09T].

Proof. The bounds for xλ9 x'λ and Xχ satisfying (2.5) are established
by using Lemmas 2.1 and 2.3 with λf replacing / and λy replacing y.

To state the main solvability result for problems (I) to (V), let
Y = C([0, T]) be the Banach space of continuous functions x on [0, T]
with the norm |x|0 = sup{|x(0|: 0 < t < T} and let Ck([09T]) be the
Banach space of λ -times continuously differentiable functions x on Y
with the norm \x\k = max{|x ( j ) |0: 0 <j < k). Let Xj be the closed
subspace of C2([0, T]) given b y I ; = { x G C2([0, T]): x e 5^}, and let
L: Xj-* Y be defined by Lx = x"(t) for ί G [0, T] and c G A .̂ It is
known (see e.g. [12]) that L is Fredholm of ind(L) = 0, N(L) = {x G X7:
x ( 0 = constants}, iϊ(L) = { j ; G 7 : Jo ydt = 0}, JT = ΛΓ(L) Θ Xλ and
y = AZ'(L) θ R(L). It is not hard to show that for problems (I), (IV) and
(V) one has N(L) = {0}, R(L) = Y and L is a linear homeomorphism in
these cases. In what follows we let c > 0 be a constant such that
Kc = L — cI: Xj -> y is a linear homeomorphism (in most cases, c = 0,
c = 1 or c > 0 depending on the boundary conditions and on Γ), where /
is the inclusion map of Xj into Y which is compact by the Arzela-Ascoli
Theorem.

Let {Yn,Qn} be a projectionally complete scheme for y, and let
{ ί j c ^ b e such that Yn = Kc{Xn) for each n G Z + . Then g n j -> j ;
for each y in y, dist(x, jfn) = inf{ |JC - υ\2\ v G Zn} -» 0 as n -> oo for
each JC G A}, the scheme ΓL s {Xn, Yn9 Qn) is admissible for maps from
Xj to y, and L: Xs -> y is ^4-proper w.r.t. ΓL (see [17]). It is easy to
prove that the map N: Xj -> y, defined by (Nx)(t) = f(t,x,x\x") for
/ G [0, T] and x G Xj9 is continuous and maps bounded sets in X3 into
bounded sets in Y.

We are now in the position to use Theorem A and Lemmas 2.1 to 2.4,
to prove the following solvability results for problems (I) to (V) which, as
we shall show below, extend to Eq. (2.1) subject to boundary conditions
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Bj the basic existence results of [8] for the equation (C) subject to the

same boundary conditions Bj. The relation of our present results for

problems (I) to (V) to some of the earlier results obtained by other authors

will also be indicated.

THEOREM 2.1. Let y be a given element in Y, let f{t,x,r,q) be a

continuous function on [0, T] X i?3, and let L, N: Xj -> Y be maps and

YL = { Xn9 Yn, Qn} the schemes as defined above such that:

(i) L - λN: Xj -• YisA-properw.r.t. TL for each λ e (0,1].

(ϋ) There are constants M > 0 and a, b e jR such that condition (a) of

Lemma 2.1 holds.

(in) There are a constant B G. [0,1) and continuous functions A, C:

[0, T] X [-M, M] -* R+ such that

\f(t,x,r9q)\ <A(t,x)r2 + B\q\ + C(t,x) forr.q^R.

Then each of the problems (I) to (V) is feebly a-solvable w.r.t. ΓL, i.e.,

there is Ny e Z + 5i/cA that for each n > Ny the Galerkin type equation

(2.6) ρπLx = ρniVx - ρB^ ( x e ^ β j e y j ,

Λα^ (2 solution xn e Xrt Λ WCΛ ίΛα/ jcn. -> JC m A^ Λ « J (2.1) Λo/ί/s . //, /or

some y G y, JC 15 /Λ̂  unique solution, then xn —> Λ: m X/? i.e. /Λβ Galerkin

method is applicable to problems (I) to (V).

Proof. Since L — λiV: X7 -> y is ^4-proper for each λ e (0,1] by

hypothesis (i), to deduce Theorem 2.1 from Theorem A it suffices to

establish the existence of a bounded open set G = B(0,r) in Xj such that

conditions (b), (c) and (d) of Theorem A hold.

Now, if x e Xj is a solution of Lx = λNx — λy for some λ e (0,1],

then we see that, in view of conditions (ii) and (in), Proposition 2.1 and

Lemma 2.4 imply the existence of a constant M > 0 such that \x(t)\ < M,

\x'(t)\ < M and |x"(OI < M for all t e [0, Γ]. Hence, if we take a fixed

r > max{M, M) and choose G = 5(0, r) = {x e X7: |χ | 2 < r}, then

Lx # λNx - λ j for λ e (0,1] and JC e 3G, i.e., (b) holds. To verify (c)

and (d), let Qu = (1/T)f^ udt for u in Y and let the bilinear form on

F X l be defined by

[u,x] = ί u(t)x(t)dt.
Jo

Then Q is a projection of y onto iV(L) and, as is not hard to show, [ , •]

is continuous and satisfies condition (1.4) for / = / to V. Note that (c)

and (d) of Theorem A hold since if x e N(L) Π 3G, then x(ί) is a

constant function, say JC(/) = c, and |x|2 = |c| = r > Af. Therefore, it is
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easy to show that condition (ii) implies that

QN(c)-Qy= -ψf {f(t9c,Q,Q)-y}dtΦQ

and

[QN(c) - Qy,c] = Γ {/(ί,c,0,0) -y)cdt > 0.
Jo

i.e., conditions (c) and (dl) hold.
Thus, all the hypotheses of Theorem A have been verified and hence

the conclusions of Theorem 2.1 follow from Theorem A. D

REMARK 2.1. It should be noted that in case the boundary conditions
Bj are such that L: X3 -» Y is a homeomorphism, then Remark 1.2
applies to this boundary value problem and in this case (which happens
when / = I, IV or V) we can choose c = 0 and let K = L in the
construction of ΓL so that the approximate solution xn e Xn c X3 is
determined by the equation

(2.6O) Lxn = QnNxn - Qny (n > Nv)9

which is of practical importance when one applies the method to concrete
applications. From the numerical analysis point of view such schemes are
very appropriate.

Uniqueness. The last assertion of Theorem 2.1 shows that it is im-
portant to find conditions on the nonlinearity / which would ensure the
uniqueness of a solution x in X3 for a given boundary condition / and a
given y in Y.

We will discuss the uniqueness for problems (I) to (V) under the
following differentiability assumption:

(Al) Suppose that the continuous function f(t, x9 r, q) has first partial

derivatives with respect to x9 r, and q which are bounded on compact subsets

of [0, T] X R3 and such thatfx > 0 andfq < 1 for (t, χ9 r, q) e [0, T] X R3.

Now, if xλ and x2 are both solutions of problems (I), (II), (III), (IV)
or (V), then their difference x = xλ — x2 satisfies the same boundary
conditions as xλ and x2 as well as the linear differential equation

(2.7) x" = fxx + frx'+ fqx" or (l - fq)x" = fxx +frx',

where the bar indicates that fχ9 fr and fq are evaluated at intermediate
points (depending on xλ and x2). Since, by assumption (Al), (1 — fq) > 0
and fx > 0 for (t9x,r,q) e [0, T] X R3 it follows from (2.7) and the
maximum principle (see [22]) that the following lemma is true (cf. [8]).
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LEMMA 2.5. The difference x = x1 — x2 cannot achieve a positive
(local) maximum or a negative (local) minimum on (0,T) unless it is
identically constant.

THEOREM 2.2. Suppose that f(t,x,r,q) satisfies condition (Al). Then
each of the problems (I), (IVa), (IVb), and (IVc) has at most one solution.

Proof. For problems (I), (IVa), (IVb) and (IVc) the boundary condi-
tions (defined above) imply that x assumes its extreme values in the
interior of (0, Γ). If x(t) & 0, then Lemma 2.1 implies that JC is a
constant. This constant must be zero, a contradiction. Thus, x(t) s 0 and
uniqueness is proven.

Combining Theorem 2.1 with Theorem 2.2 we have the following
constructive result.

THEOREM 2.3. Suppose that y e Y and f(t,x,r,q) satisfy conditions
(i), (ϋ) and (ϋi) of Theorem 2.1. Suppose further that f satisfies condition
(Al). Then each of the problems (I), (IVa), (IVb) and (IVc) is strongly
a-solvable w.r.t. ΓL, i.e., for each of the above problems there exists an
integer Ny e Z+ such that the equation

(2.8) Lx = QnNx - Qny (x e Xn9Qny e Yn)

has a solution xn e Xn Π 5(0, r) for each n > Ny9 xn -» x as n -> oo in the
C2-normy and x is the unique solution of the problem (I), (IVa), (IVb), or
(IVc).

It is known that uniqueness need not hold for Neumann, periodic,
and some of the other boundary value problems. However, as in [8] we
note that under some additional conditions on / we can prove

THEOREM 2.4. Suppose f satisfies condition (Al) and assume further
that (1 - fq) > a for some constant a > 0 and all (t, x, r, q) e [0, T] X R3.
Then each of the problems (IVd) and (IVe) has at most one solution in
C2([0,Γ]).

The proof of Theorem 2.4 is based on the following slight extension
of Lemma 5.4 in [8] whose proof follows the argument of [8]. This lemma
will also be used to obtain a uniqueness theorem for remaining boundary
value problems.
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LEMMA 2.6. // the difference x = xx — x2 satisfies either the boundary
conditions x(0) = 0, x\T) = 0 or the conditions x'(0) = 0, x(T) = 0, then
x{t) s 0.

Proof. Clearly it is sufficient to consider the boundary conditions
x(0) = 0, x\T) = 0. The other case may be treated similarly. If x(t) = 0,
then x(t) = 0 by the proof of Theorem 2.2. So assume that x(T) Φ 0.
Without loss of generality let x(T) > 0 (if not replace x by -x). By
Lemma 2.5, either x(Γ) is the (positive) maximum value of x or x is a
constant. In the latter case x(t) = x(0) = 0 and the proof is complete.
Thus, we may assume the former case to hold. Furthermore, x cannot
assume the negative value by Lemma 2.5 because x(0) = 0 < x(T). Thus
x(t) > 0 on [0, T]. Since x(0) < x{T\ there is t0 e (0, T) with jc'(ί0) > 0
by the mean value theorem. By applying the maximum principle to the
subinterval of [ί0, T] one can easily show that x\t) > 0 for / e [/0, Γ].
By assumption (Al), there exist a bound b > 0 and a number α > 0 such
that |/ r | < 6 on [0, T] and (1 - fq)>a for (ί, x, r, ήr) e [0, T] X i?3. Since
x(t) > 0 and x r (0 > 0 on [t0, T]9 we have on [t09 T],

and since x\T) = 0, it follows from the above that

This implies that

ί-e^b^!fTx'(s)ds\ <0.

Integrating the above inequality from t to T yields

Since x\t) > 0 on [tθ9T], this imphes that x\t) = 0 on [/0,Γ]. Thus,
jc(ί0) = x(Γ) the positive maximum of x on [0, T]. Then Lemma 2.5
implies that x is constant. Thus, x(t) = x(0) = 0, and Lemma 2.6 is
proven.

Proof of Theorem 2.4. Let x = xx — x2 be the difference of two
solutions to problem (IVd) or (IVe). Then x(0) = 0 and x\T) = 0 or
x(Γ) = 0 and x'(0) = 0. Thus, by Lemma 2.6, x(t) = 0 and the proof of
Theorem 2.4 is complete.



BOUNDARY VALUE PROBLEMS FOR x" = f(t, x, x\ x") - y 185

THEOREM 2.5. Suppose f satisfies the conditions of Theorem 2.4. Then
any two solutions to problem (II) or problem (III) differ by a constant, while
the problem (V) has at most one solution in C2([0, Γ]). If, in addition,
fx(t0, x, r, q) > 0 for some fixed t0 e (0, T), then the problems (II) and
(III) have also at most one solution in C2([0, T]).

Proof. Suppose first that x = xx - x2 is the difference of two solu-
tions to the Neumann problem (II). If x(0) = 0 or x(T) = 0, then by
Lemma 2.6 we see that x(t) = 0. Thus, we may assume that x(0),
x(T) Φ 0 and without loss of generality that x(0) > 0. If x(t0) = 0 for
some /0 e (0, Γ), then x(ί) = 0 by Lemma 2.6 applied to [0,t0], This
contradicts the fact that x(0) # 0. Hence no such t0 exists and x(t) > 0
on [0,Γ]. Assume that x(0) > x(T). Then there is ί o e ( 0 , Γ ) with
x'(t0) < 0 by the mean value theorem. Hence x'{t) < 0 on [0,/0] since
otherwise the maximum principle is contradicted on the subinterval [0, t0].
Since fxx/(l - fq) > 0 and bx'/(l - fq) > (b/a)x/ on [0,/0], we see
from (2.7) that x" > (b/a)xf on [0, t0]. Hence the argument as that used
to prove Lemma 2.6 shows that

e-^Γ x'(s)ds>0 forallf e [0,fol.

Since x'(t) < 0 on [0, tQ], it follows from the last inequality that x\t) Ξ 0
on [0, t0]. Then x(t0) = x(0) and x(0) must be the positive maximum of x
because x(0) > x(T). This contradicts Lemma 2.5. Thus, x(0) > x(T) is
impossible and, likewise, JC(O) < x(T) cannot hold. Thus, x(0) = x(Γ).
The above discussion implies that either x(t) = x(0) or x assumes a
positive minimum value strictly less than x(0) at some point t0 e (0, T).
In the latter case, JC(/0) < x(0) and x\t0) = 0 = x\ϋ). This is impossible
by the argument just used when applied to the interval [0, t0]. Hence
x(t) Ξ~ Λ;(0), a constant, and the first part of Theorem 2.5 is proved for
problem (II).

Next assume that x = xλ — x2 is the difference of two solutions to
the periodic problem (III). If JC^O) Φ 0, then x must assume either a
positive maximum or a negative minimum in (0, T). Then, by Lemma 2.5,
x{t) is a constant. On the other hand, if x'(0) = 0, x satisfies problem
(II), and x(t) is a constant by what has just been proved. Thus, if
x = xλ - x2 is the difference of two solutions to problem (II) or problem
(III), then x(t) is a constant on [0, Γ]. Similar argument shows that if
x = xλ — x2 is the difference of two solutions to the antiperiodic problem
(V), then x must be a constant just as in the periodic case; however, this
constant must be zero because x(0) = -x(T). This proves the first part of
Theorem 2.5.
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Now, if x = xλ — x2 is the difference of two solutions to problem (II)

or problem (III), then by the first part of Theorem 2.5 the function x is a

constant and the differential equation (2.7) satisfied by x reduces in this

case to 0 = fxx. Since, by additional condition, fx(t0,x,r,q) > 0 for

some t0 e (0, Γ), it follows that x(t) = 0. This completes the proof of

Theorem 2.5. D

When we now combine the assertions of Theorem 2.1 with those of

Theorems 2.4 and 2.5, we obtain the following constructive result (i.e. the

applicability of the Galerkin method) for the other BV Problems not

included in Theorem 2.3.

THEOREM 2.6. Suppose that J G 7 and f(t,x,r,q) satisfy conditions

(i), (ii) and (iii) of Theorem 2.1. Suppose further that f satisfies condition

(Al) and (1 - fg) > a > 0 for all (t, JC, r, q) e [0, T] X R3.

Then each of the problems (IVd), (IVe) and (V) is strongly a-solvable

w.r.t. TL. // additionally we assume that fx(t0, JC, r, q) > 0 for some t0 e

(0, Γ), then problems (II) and (III) are also strongly a-solvable w.r.t. TL.

3. Special cases. Before we discuss some special cases of Eq. (A),

we first make the following useful observation.

A simple argument shows that our Theorem 2.1 and the proofs of

Lemmas 2.1 to 2.4 imply the validity of the following new results for the

generalized Lienard boundary value problems:

(3.1) JC" = g(x)x' + h(t9x,x'9x") -y(t)9 0 < / < Γ,

(3.2) xeBj (for / = I, II, III, IV, or V),

which has been studied in [15] when / = III and in [16] when / = II.

THEOREM 3.1. Let g: R -> R be continuous and suppose thaty e Y and

the continuous function h: [0, T] X R3 -> R is such that

(3i) L - λN2: Xj-> Y is A-proper w.r.t. TL for each λ e (0,1] where

N2(X) = h(t, JC, x\ x") for t e [0, T] andx e XJm

(3ii) There are M > 0 and a, b e R with b <ym<yM < a and

x > M => h(t, x,0, q) > a if t e [0, T] and q e R, while x < -M =>

h(t,x,0,q) <bift e [0,Γ] andq e R.

(3ϋi) ΓΛ r̂e Λr̂  5 e [0,1) αwJ continuous A, C: [0, Γ] X [-Λ/, M] -•

i?+ 5wcΛ that \h(t, x, r,q)<< A(t, x)r2 + B\q\ + C(ί, JC) for r.q^R.

Then the conclusions of Theorem 2.1 hold for the BV Problems
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Proof. Since Xj is compactly imbedded into C\[0, Γ]), it follows that
Nλ: Xj -* Y, defined by Nx(x) = g(x)x' for x & XJy is completely con-
tinuous (see [13]). Hence, letting N2: Xj -* Y be defined by N2(x) =
h(t, x, x\ x") for / e [0, T] and x & Xj and using our condition on h in
(3i), we see that L — λN: Xj -* Y is yl-proper w.r.t. ΓL for each
λ er(0,1] with N = Nλ + N2, i.e., (i) of Theorem 2.1 holds for JV(JC) =
f(t, x, x\ x") s g(jc)x' 4- h(t, x, x', x"). Furthermore, since f(t, x, 0, x")
= h(ty x, 0, V ) for ί e [0, Γ] and x e XJ? (3ϋ) implies that the function /
defined above satisfies condition (ii) of Theorem 2.1 since h does. Finally,
it is not hard to show that because of (3iϋ) and the continuity of g the
condition (iii) of Theorem 2.1 also holds when /(/, x, x\ x") = g(x)xf +
h{t,x,x\x") with a different function A(t, x). Consequently, Theorem
3.1 follows form Theorem 2.1. D

REMARK 3.1. Theorem 3.1, when / == III, is related to Theorem 2.1,
Corollary 2.2 and Theorem 2.2 in Petryshyn-Yu [15], studied there under
the assumption that the growth of h(t, x, r, q) is at most linear in r and
uniformly bounded in q. However, the other conditions imposed on h in
[15] are different from condition (3ii).

We now make some relevant comments on the hypothesis (i) used in
Theorem 2.1 and other theorems in §2. This will allow us to indicate some
special cases of Theorem 2.1 and Theorems 2.3 and 2.6 and relate those to
earlier results obtained by other authors.

When the function / in Eq. (A) (or Eq. (2.1)) is independent of x"9

i.e., / is of the form f(t,x,x')9 then the map N: Xs -» Y given by
Nx = /(/, x, x') for t e [0, T] and Λ: e XJ9 is completely continuous since
Xj is compactly imbedded into Cx([0, T]) and so in this case the condition
(i) of Theorem 2.1 always holds because L - λN: X3 -> Y is ^-proper
w.r.t. ΓL for each λ e R. Thus in this case Theorem 2.1 yields the
following

COROLLARY 3.1. Let y G Y and assume that f: [0, T] X R2 -> R is
continuous and

(a) There are M > 0 and a,b e R such that b <ym<yM< a and
x > M=>f(t,x,0) > aifte [0,Γ], while x < -M =>/(/, x,0) < b if t e
[0,Γ].

(aa) There are continuous functions A(t,x), C(t,x) > 0 bounded for

(t, x) e [0, T] X [-M, M] such that \f(t, x,r)\< A(t, x)r2 + C(t, x) for

r<=R.
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Then the boundary value problem

(3.3) χ"=f{t,χ9χ')-y{t), 0<t<τ,

(3.4) x e Bj (forJ = I, II, III, IV, or V)

is feebly a-solvable w.r.t. TL and, in particular, (3.3)-(3.4) has a solution
x G Xj. If x is the unique solution for a given y, then (3.3)-(3.4) is strongly
a-solvable w.r.t. ΓL {i.e., the Galerkin method applies to (3.3)).

REMARK 3.2. The existence part of Corollary 3.1 (when a = b = 0)
has been proved by Granas, Guenther and Lee [8, Theorems 4.1 and 6.1]
since in this case conditions (a) and (F) are equivalent. The constructive
aspect of the second part of Corollary 3.1 is new even for (3.3)-(3.4) if we
somehow know that (3.3)-(3.4) has a unique solution x for a given y. In
particular, in view of Theorems 2.3 and 2.6, we have the following
constructive versions of the corresponding theorems in [8] for (3.3)-(3.4).

COROLLARY 3.2. Suppose y e Y and f(t,x,r) satisfies conditions (a)
and (act). Suppose further that fx and fr exist, are bounded on compact
subsets of [0, T] X R2, and are such that fx > 0 for (t, x, r) e [0, T] XR2,
then the problems (I), (IVa), (IVb), (IVd), (IVe) and (V) for the Eq. (3.3) is
strongly a-solvable w.r.t. TL. If we additionally assume that fx(t0, x, r) > 0
for some t0 e (0, T), then the problem (II) and (III) for Eq. (3.3) are also
strongly asolvable w.r.t. TL.

REMARK 3.3. It was also shown in [8] that if the continuous function
f(t, x, r) is strictly increasing in x for each fixed (t, r), then there is at
most one solution in C2([0, Γ]) of Eq. (3.3) subject to each of the
boundary conditions (I) to (V). Hence, in this case, if we additionally
assume that conditions (a) (i.e. (F)) and (aa) (i.e. (E)) hold, then
(3.3)-(3.4) is strongly α-solvable w.r.t. ΓL. Thus the constructive versions
of the corresponding results in [8] follow from the second part of Theorem
2.1.

In view of the discussion preceding the statement of Corollary 3.1, an
immediate consequence of Theorem 3.1 or Corollary 3.1 is the following

COROLLARY 3.3. Suppose f(t,x,r) satisfies the conditions (a) and
(aa) of Corollary 3.1 and suppose that g: R -> R is continuous. Then the
conclusions of Corollary 3.1 hold for the boundary value problems of Lienard
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type:

(3.5) x" = g(x)x' + h(t,x,x') -y(t), 0 < t < Γ,

(3.6) x&Xj (forJ= l,...9orV).

For an extensive literature dealing with the solvability of Eq. (3.5)
when / = III (i.e. periodic BV Problem for (3.5)) under various condi-
tions on g and h see the books [25], [7], [23], the recent articles in [4, 10,
11] and the literature listed there.

Now, when the function /(/, x, x', x") in Eq. (A) or (2.1) is such that
x" cannot be eliminated from /, then the following simple analytic
condition on / leads to the conclusion that L — \N: Xj -> Y is A -proper
w.r.t. ΓL for each λ e (0,1] (a condition (i) required in Theorems 2.1 and
others with Lx = x" and Nx = /(*, x, x', x") for x e Xs) whose proof is
given here in detail (for short outline see [15]).

Before we prove our next result, we first recall some notions. Given
any bounded set g e l , the ball-measure of noncompactness β2(Q) of Q
is given by β2(Q) = inf{r > 0\Q c Up

J=ιB(xp r) with center xj G X for
1 <j<p and some p e Z + } . A continuous map N: X -» Y is said to be
Λ -ball-contractive if βo(N(Q)) < β2(Q) for any bounded set Q c X and
some constant k > 0, where β2 and β0 denote the ball-measures in X and
Y, respectively, and we set X = Xj for simplicity of notation.

LEMMA 3.1. Suppose f: [0, T] X R3 -* R is a continuous function such
that for some constant k > 0

(3.7) \f(t,x,r,q) -f(t9x9r9q)\ < k\q - q\

Vt G [0,Γ] \/x,r,q,q^R.

Then the mapping L — λN: Xj -» Y is A-proper w.r.t. TL for each
λ G (0,1] provided k is sufficiently small.

Proof. Since L: X -> Y is Fredholm of index 0, in view of Lemma 2
in [21], to prove Lemma 3.1 it suffices to show that Nx = /(/, x, xr, x") is
fc-ball-contractive with k appearing in (3.7).

To prove the latter, let V: XX X-> Y be defined by V(x,u) =
f(t, x, x', w") and note that N(x) = F(x, x) for x e X and iV: X -» Y is
continuous. We now claim that N: X -> 7 is /:-ball-contractive, i.e.,
βo(N(Q)) ^ ^ ( β ) f o r anY bounded set β c X So let β c I be any
bounded set, let r s β2(Q), and for any given ε > 0 cover β by a finite
number of balls in X with radius r + ε/k and centers Uj in X; say
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B(up r + ε/k) c X for 1 <j < /?, i.e. Q c U^x^w,, r 4- ε/k). Since x
is compactly imbedded into C1([0, Γ]), Q is bounded in X, it follows that
Q is precompact in Cλ([0, T]) and the map x -> F(x, w) is continuous as a
map from (^([0, Γ]) to Y for each fixed w in X. Hence the set V(Q, u) is
precompact in Y for any fixed w in X and so UjLχK(β, Uj) is also
precompact in Y. Therefore, for the given ε > 0 there exist points zl9...9zq

in X such that

()V(Q,uH)<z U % ί ) .

Now, given any x in β we choose n such that |JC — un\2 < r + ε/k and
observe that

\V(x,x) - V(x,un)\ =\f(ί,x,x',x") -f{t,x9x'9u',;)\ < k\x" - K\

< k\x" - < | 0 < k\x - un\2 < k(r + ε/k).

Moreover, we may choose ; G [ 1 , 2 , . . . , q ] such that \V(x, un) - z y | 0 < ε.

Thus,

z\V{x9x)-V{x9un)\0+\V{x9un)-Zj\Q

< k(r + ε/k) + ε = kr + 2ε.

It follows from this that N(Q) c \J^λB{zpkr + 2ε). In other words,
βo(N(Q)) < kr + 2ε for any given ε > 0. Hence βo(N(Q)) < kβ2(Q)9

i.e., iV is A:-ball-contractive. D
Consequently, all theorems in §2 are valid when condition (i) is

replaced by the assumption (3.7) for a given T > 0 and η = sup j | g j |
with k small depending on Γ, η and the boundary conditions /.

As an illustration of Theorem 2.3, we consider the following BV
Problem mentioned in the Introduction for any fixed a e (0,1) to which
the results in [8] do not apply but Theorem 2.3 does because of Lemma
3.1. Thus, we consider the BVP

(3.8) x" = x3 + x'1 + 1 + αsinx" - y(t)9 0 < / < 1,

(3.9) JC(O) = JC(1) = 0.

Letting f(t,x,r,q) = x3 + r2 + 1 4- αsin^, we see that (3.7) holds
with k = a < 1 and thus, by Lemma 3.1 and the fact that H-L"1!̂ -,, x = 1.
The map L - λN: XΊ -» 7 is ^-proper w.r.t. ΓL = {Xw, yπ, βΛ} for each
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(0,1] if we assume that η = 1. Further, since f(t, x, 0,9) = x3 4- 1 +

and |sin#| < 1 for all q e ϋ , we see that if we take M > \/α,

a = M3 + 1 - a and 6 = - M 3 + 1 + α, then for any j e C([0,1]) we

can choose M > \/α such that 6 < ̂ (0 < 0, i.e., condition (ii) of Theo-
rem 2.3 holds. Now, condition (ϋi) also holds since \f(t9x,r,q)\ < r2 +
\x\3 + 1 + α|?| with β = α < 1. Finally, since £ = 3JC2, / Γ = 2r and
fq = αcosqr we see that fx > 0 and l - / ? > l - α Ξ β > 0 for all
(/, x, r, ̂ ) e [0,1] X R3. Hence Theorem 2.3 implies the following result
for (3.8)-(3.9).

PROPOSITION 3.1. Let a e (0,1). Then the BV Problem (3.8)-(3.9) is
strongly a-solvable w.r.t. TL for eachy e C([0, T]).

As our next and applicatively important example, we consider the
following periodic BV Problem

(3.10) JC"(O = a(t)x3 - b(t)x - c(t)x' - \x'\x' - y(t),

0 < t < Γ,

(3.11) x(0) = χ(T)9 x'(0) - x'{T\

which appears in the study of the dynmaics of wires, where J / G 7 =
C([0, T]) and a(t), b(t), and c{t) are continuous functions defined on
[0, T]. When c(t) s 1 and #(ί) satisfies

(3.12) ΓΛere ejc/5/5 α > 0 5mΛ ίAβ/ a(t) > a for all t & [0, Γ],

the existence of a classical solution to (3.10)-(3.11) (which is Γ-periodic if
a(t), b(t) and y(t) are Γ-periodic) was established by Stoppelli [26]. The
same problem for sufficiently small constants a and c has been solved in
[3]. Recently the problem (3.10)-(3.11) (formulated as a BV Problem in
the L2(0, T) space) has been treated by Sanchez [24] and by the author
[18] under the additional condition that a(t) is Lipschitz continuous in
[0, T] and a(0) = a(T), but with y e L2(0, T) and i , c G L°°(0, T).

Using Corollaries 3.1 and 3.2 we get the following extension of the
result in [26] (and in [3]) which, in addition, is constructive if b{t) < 0 for

PROPOSITION 3.2. Let a(t), b(t), c{t) be continuous functions on [0, T]
and such that a(t) satisfies the condition (3.12). Then the BV Problem
(3.10)-(3.11) is feebly a-solυable w.r.t. ΓL for each y in Y. If we addition-
ally assume that b(t) < 0 (and b(t) m 0) for t e [0, Γ], then (3.10)-(3.11)
is strongly asolυable w.r.t. TL for eachy in Y (i.e. in this case the Galerkin
method is applicable to (3.10)-(3.11)).
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Proof. Let Xj s Xo when / s III, let /(/, x, x') = έi(O*3 - b(t)x -
c{t)x' - \x'\xf for x G JT0, and let L, TV: J*Γ0 -> Y be defined by Lx = x"
and Nx = f(t,x,x') for x G Zo. Then L - λN: Xo -> 7 is Λ-proper
w.r.t. ΓL for each λ G R. NOW, it follows from (3.12) that f(t,x,0) =
x 2 [ α ( 0 * — 6(0] ~* + °° (-°°) as x -» +oo (-oo). Hence, for any given
7 in Y, we can find M > 0 and a, b ^ R with α > Z? such that condition
(αα) of Corollary 3.1 holds. Now, it is easy to see that /(*, x, x') satisfies
condition (aa) of Corollary 3.1. Consequently, the first assertion of
Proposition 3.2 follows from Corollary 3.1.

To prove the second part of Proposition 3.2, we apply Corollary 3.2.
Indeed, since fr = -c(t) - 2\r\ and fx = 3a(t)x2 - b(t) we see that fx > 0
for all (/, JC, r) G [0, T] X R2 and fx(tθ9 x, r) = 3a(to)x2 - b(t0) > 0 for
some t0 G (0, T) by our additional hypothesis on 6(0- Hence (3.10)-(3.11)
is strongly α-solvable by Corollary 3.2. D

We note in passing that f(t, x, r) = a(ί)x3 - b(t)x - c(t)r - \r\r is
strictly increasing in x for each fixed (t, r) since when x > 3c, then
/(/, x, r) - f(t, x, r) = -b(t)(x - x) + a(t)(x3 - x3) > 0 because -b(t)
> 0 and a{t) > a > 0. Hence the conclusion of the second part of
Proposition 3.2 follows also from Remark 3.3.

It is interesting to note that if instead of (3.10)-(3.11) we consider the
BV Problem

(3.13) JC" = a{t)x3 - b(t)x - c(t)x' - |x ' | 2 - y(t), 0 < t < T,

(3.14) JC(O) =

then the conclusions of Proposition 3.2 are still valid for (3.13)-(3.14), but
the method used in [24] (and in [18]) to obtain the a priori bounds is no
longer applicable when the term |JC'|JC' is replaced by \x'\2.

We complete this section with the study of the problem (L), i.e., with

(3.15) JC" = Λ(ί, x,x') + g(ί, x', x") - y { t ) , 0 < t < 1,

(3.16) x(0) = x(l), x'(0) = x'(l),

where the continuous functions fv g: [0,1] X R2 -> R satisfy:
(al) There are M > 0 and 8 > 0 such that x > M => fτ(t9 x, 0) > 8 if

t G [0,1], while x < -M => f^t, x, 0) < -δ if t G [0,1].
(a2) |/(/, x, r) | < A(t, x)r2 + C(ί, x) for r G Λ, wΛ̂ r̂  ^(/, x),

C(^, x) > 0 are functions bounded on compact subsets of [0,1] X i?.

(a3) There is k G (0,1) α/irf/? G (0,δ) TOCΛ that \g(t9r,q)\ <p and
\g(*,r,q) ~ g(t,r,q)\ < k\q - q\ or all (t9r,q) G [0,1] X R2.
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Using Theorem 2.1 and Lemma 3.1 we have

PROPOSITION 3.3. Suppose that (al), (a2) and (a3) hold. Then for each
y e y Ξ= C([0, 1]) raeA /Aaί /? - # < j>(ί) < δ - /? /Ae problem
(3.15)-(3.16) is feebly a-solvable w.r.t. TL and, in particular, it has a
solution x in Xj for J = III. If x is unique, then (3.15)—(3.16) is strongly
a-solvable.

Proof. Proposition 3.3. follows from Theorem 2.1 and Lemma 3.1.
Indeed, letting Nxx — fλ(t9 x, x')9 N2x = g(t, x\ x") for x e XJ9 and
N = Nx + N2 it follows from Lemma 3.1 because of (a3) and the com-
pactness of Nl9 that L - λN: Xj -> Y is ^4-proper w.r.t. TL for each
λ e ( 0 , l ] , i.e., (i) holds. Now, if we let f(t,x9x',x") = fλ(t,x, x') +
g(t, x\ x"), then it follows from (al) and the first part of (a3) that

x > M=>f(t9x90,q) = Λ ( / , x , O ) - q(t9θ9q) >8+p = a,

while

x < -M=*f{t9x909q) <-8+p = b,

i.e. (ii) holds for b < y < a. Since (in) obviously follows from (a2) and
(a3), we see that the conclusions of Proposition 3.3 follow from Theorem
2.1. D

REMARK 3.4. In [6] the solvability of (3.15)-(3.16) (with y(t) = 0) in
W2

2(0,1) was studied by means of the degree theory of condensing vector
fields but under a much stronger condition on fx(t,x,x'), where
fλ was required to have a sublinear growth (i.e. \f(t,x9r)\ < b(t) +
y(\x\β + \r\β) for some β e (0,1) and all (t9x9r) e [0,1] X R2) and be
such that x > M => fx(t9 x, r) > 8 if t G [0,1] and r e R and x < -M =>
Λ(r, x, r) < -8 if t e [0,1] and r e i?.

It should be added that Proposition 3.3 does not include the author's
result [17, Th. 3.1] for (3.15)-(3.16) since the function g(t,r,q) is not
required to be Lipschitzian in q. But the method used in [17] also requires
fx to have a sublinear growth.

REMARK 3.5. The author is grateful to the referee for his useful
suggestions.
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