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This paper is concerned with the complete second order equation
u'(t)+ Bu'(t)+ Au(t) = 0 in a Banach space, where both 4 and B are
densely defined closed linear operators. The main result is a theorem
of Hill-Yosida-Phillips type for the Cauchy problem for the equation
to be well posed.

1. Introduction and the main result. Consider the complete second
order linear differential equation

(1.1) u'(t) + Bu'(t) + Au(t) =0 (¢>0)

in a complete Banach space E, where 4, B are densely defined closed
linear operators. The equation has been extensively studied by semi-
group methods during the last thirty years. A great amount of liter-
ature on it can be looked up in Fattorini’s monograph [1] which was
published in 1985. However, as stated in [1, Ch. VIII], the theory of
(1.1) “can hardly be said in definitive form”.

Let us begin with the restatements of some definitions in [1]:

DEFINITION 1. We say that an E-valued function u(¢) defined in
t > 0 is a solution of (1.1) if u(¢) is twice continuously differentiable,
u(t) € D(A), v'(t) € D(B), Au(t) and Bu'(t) are continuous and (1.1)
is satisfied in ¢ > 0.

DEFINITION 2. We say that the Cauchy problem for (1.1) is well
posed if the following two assumptions are satisfied:

(a) There exist dense subspaces Dy, D; of E such that, for any
uy € Dy, u; € Dy, there exists a solution u(¢) of (1.1) with u(0) = u,,
u'(0) = uy.

(b) There exists a nondecreasing, nonnegative function N(¢) defined
in ¢ > 0 such that

(1.2) lu@ll < NOUuO) + 12/ ©O)I) (220

for any solution of (1.1).
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Our definition of well posed Cauchy problem corresponds to that
of uniformly well posed Cauchy problem in [1]. Thus, in quoting
results from [1], “uniformly well posed” should be substituted by “well
posed”. See also [2].

DEFINITION 3. Assume that the Cauchy problem for (1.1) is well
posed. Define, for t > 0, u € Dy, v € Dy,

CHu=u(t), St)v=uv(),

where u(t) (resp. v(t)) is the solution of (1.1) with #(0) = u, ¥/(0) =0
(resp. v(0) = 0, v'(0) = v). In view of (1.2), C(t) (resp. S(¢)) is a
bounded operator in Dy (resp. D;). Since Dy (resp. D;) is dense in
E we can extend C(¢) (resp. S(¢)) to a bounded operator on E, which
we denote by the same symbol. We call the operator-valued functions
C(t) and S(¢) the propagators of (1.1).

If B =0, (1.1) becomes the incomplete equation

(1.3) W)+ Au(t) =0 (£ >0).

According to [1, 8, 9], if the Cauchy problem for (1.3) is well posed
then the solutions grow exponentially and a phase space exists; the
well posedness is completely determined by the resolvent of A, that is

THEOREM A [1, 8, 9]. The Cauchy problem for (1.3) is well posed
if and only if there exist constants C, @ > 0 such that for Rei > w,
(A2l + A)~! € L(E) (the set of bounded linear operators on E) and

NAAT + AP < Cnl(Red—w)™" ! (n=0,1,2,...).

However, for the complete equation (1.1), many problems are dif-
ficult to discuss if we use the same definition of well posed problem.
We may encounter paradoxical situations entailing loss of exponen-
tial growth of solutions and nonexistence of phase spaces as has been
illustrated by Fattorini [1] with a counterexample. For this, Fattorini
has introduced the following

Assumption 3.1 [1, Ch. VIII]. (a) S(¢)u is continuously differen-
tiableint >0 forall u € E.

(b) S(t)E C D(B) and BS(¢) is continuous in ¢ > 0 for all u € E.
And he has shown that Assumption 3.1 guarantees exponential growth
of solutions and existence of a state space.
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DEFINITION 4. We say that the Cauchy problem for (1.1) is strongly
well posed it is well posed and Assumption 3.1 is satisfied.

When B = 0, strong well posedness is equivalent to well posedness.

The problem arises of giving necessary and sufficient conditions on
A and B for strong well posedness of the Cauchy problem. We give a
solution to this problem by proving

THEOREM 1. For equation (1.1) the following statements are equiv-

alent:
(i) The Cauchy problem for (1.1) is strongly well posed.

(ii) There exists a complex number Ay such that A(Agy) = 1(2)1 +AoB+
A is closed and densely defined, and A(Ag)(D(A(Xy))) = E. The Cauchy
problem for (1.1) is well posed and (1.1) has a solution for every initial
value (ug,u,) € (D(A) N D(B))* = (D(4) N D(B)) x (D(A) N D(B)).

(iii) D(A) N D(B) is dense in E. There exist constants C, @ > 0
such that for Red > w, A(A)~! = (A2I+AB+ A" € L(E), A(A)~'4 is
closable and

IAAG)™ ™| < Cnl(Red — @)1 (n=0,1,2,...),
I[BAA) ™| < Cnl(Red— )™ ! (n=0,1,2,...),
1A' Bu]™|| < Cn!(Re A — @)~ !ju||
(ue D(A)ND(B), n=0,1,2,...).

Moreover, if (iii) is satisfied, we have three kinds of explicit expres-
sions for the propagators:

(14) c(n=Lim 0 (2™ [1 I %M—_M] )

n! t A
A=n/t
(¢>0),
. (=1)" snyn+! —1y(n)
(1.5) S(t) = Lim = [A(A)~1] (t > 0);
n—oo n! ( t) A=n/t
(1.6) CHlu=u-— iLim (1) %e”MA(nl)_lAu

n=1

(ue D(4), t20),

e A(nd) " lu

. a1 1
(1.7) S(t)u:}ilglg(—l) ST

(ueE, t>0);
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and for v > w,

B 1 v+ioco 1 Iy 1
(1.8) C(t)u_u—m/y_ioo TeM A Auda

(ueD(4), t20),

v+ioo
(1.9)  S()u= sz/ HMAA)'udi  (ueE, t>0).
v—ioo

REMARK 1. Theorem 1 contains Theorem A.

REMARK 2. Although the implication (iii) = (i) could be possibly
proved by direct application of the Hill-Yosida theorem, complica-
tions stemming from lack of commutativity of 4 and B make this
approach impractical.

2. Proof of Theorem 1. First of all, we present three lemmas.
LEMMA 1. Let f(t) be an E-valued continuous function defined in

t > 0 such that [5°e=“'f(t)dt exists for some positive c. Then, as
k — oo,

k oo
(2.1) M) = <§) (—k%ﬁ /0 e *sltgk=1f(s)ds — f(¢),

k+1 00
e M0=(3) [ et rsds— 10,

uniformly on compact subsets of t > 0.

The proof of (2.2) is essentially the same as the one of [11, P. 285,
Th. 5a] and we omit it. (2.1) follows immediately from M (¢) =
Ni—1((k = 1)t/k).

LEMMA 2. Let f(t) be an E-valued continuous function with || f(t)|| <
Ce® int >0, where C, w > 0, then

fis)ds = Lim - %wr /0 P e f(dr (13 0).

The proof is completely the same as the first part in the proof of
(Phragmén’s representation theorem, see [6]) and we also omit it.
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LEMMA 3. Let f(t) be an E-valued continuously differentiable func-
tion with || f(2)|| < Ce®" int > 0, where C, w > 0, then for @ > w

£(1) = é% /a af: ot [ /0 ot f(s)a’s] di  (1>0).

Proof. By [4, Th. 6.3.1],

£(1) = Lim —— / T [ /0 " eH f(s) ds] d (t>0).

—iT

It remains to show that the integral

w+ioco 00
/ et [/ e~ f(s) ds] da
W+ioo 0

converges. We can prove this fact using arguments similar to those
of [11, P. 68, Th. 7.5], noting that Riemann-Lebesgue theorem is
applicable to vector-valued functions (see [3, P. 401]) and making use
of the estimate || f(¢)|| < Ce®! for ¢t > 0.

Proof of Theorem 1. (1) = (ii). By [1, §VIIL.3].

(ii) = (1). Let u(t) be a solution of (1.1) with u(0), ¥'(0) € D(4) N
D(B), then u(t) € D(A) for t > 0, B/(¢) is continuous in ¢ > 0 and
thereforc Bu (¢) 1s integrable on any bounded interval of ¢ > 0. Hence

)+ Jo W' (s)ds € D(B) for t > 0. Set v(t) = e~*u(t); then

W(t) = Aoe™'v (1) + ™' (1),

u'(t) = AdeM (L) + 240 (1) + ePlv"(2).
Since v(t) € D(4) N D(B), we have
(2.3) v"(t) + Byv'(t) + Ayv(t) = 0,

where By = B + 2401, A = A(dg) = A3 + 4B + A. Obviously u(0) =
v(0), #/(0) = A9v(0)+v'(0); hence for every initial value (v(0),v'(0)) €
(D(A4;))? = (D(A) N D(B))? the equation (2.3) has a solution. It is
easily verified that if v(¢) is a solution of (2.3) then u() = e™v(¢)
is a solution of (1.1). From these observations we deduce that the
Cauchy problem for (2.3) is well-posed. Denoting the propagators of
(2.3) by C;(t) and S;(1), clearly S;(f) = e %!S(¢) for t > 0. Since
A;(D(A4,)) = E. Assumption 3.1 is then satisfied for equation (2.3)
in view of [2, Th. 4.1(b)]. Thus Assumption 3.1 holds for equation
(1.1) and this completes the proof.
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(i) = (iii). According to [1], there exist constants C, @ > 0 such
that for ReA > w, A(A)~! € L(E) and

A lu= /oo e MS(tudt (u€E),
0
u— / S(s)Auds = C(t)u (t >20,u € D(A))
0
and for t > 0.

IS'(@)Il < Ce™, IBS@)]| < Ce®, [IC(1)]| < Ce™".

Consequently, for u € E,
IAG)u = / AeMS(tudt = / e~ M (1\udt,
0 0

BA(A)'u = / e MBS(t)udt.
0

Hence
AR~ < / ” ne—Rei gt gy
= C(;z!(ReA —w)™! (n=0,1,2,...),
I[BA(A)~'™| < / " ne=ReitCoot gy
= C(;z!(ReA —w)™" ! (n=0,1,2,...).
Also

Ay tau=1 / e~ MS(t) dudt
7 7/

= /000 e M [/Ot S(s)Au a’s] dt  (ue€D(A)),

Then forue D(4),n=0,1,2,...,

HA(A)-IAu} "

< / the~ReA (1 4 Ce®")|\u| dt
0

< (C+ n!(Red — @) " ul|.

But

A(A)"'Bu= %u —AAA) - %A(A)‘lAu (u € D(A) N D(B)).
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Thus, we obtain

IIAR) ! Bul™|| < 2(C + 1)n!(Red — w) ™" |lu]|
(ue D(A)ND(B), n=0,1,2,...).

This ends the proof of the implication (i) = (iii).

(iii) = (i). We define a linear operator G = (/) in the space
E x E with domain D(G) = D(A) x (D(A)N D(B)). It is easy to verify
that for A > w,

AL+ G = (%I—A(A)“‘A A(2)~! )
A4 AR

D((AI+G)™Y=D(A) x E.

By virtue of the equality $A(A)~'4u = }u — AA(A)~'u — A(A)~!Bu
for u € D(A) N D(B) and the fact that A(A)~!4 is closable, we can
extend A(4)~!4 to a bounded operator on E and therefore can extend
(AI + G)~! to a bounded operator on E x E, which is (A + G)~!
Accordingly, G is closable and (A + G)~! = (Al + G)-!. By [10, P.
73], for t > 0, n > wt,

d n —\ 7 n —\ " N\ -
7| Gr+9)7|=-(5)" (1+0) "5 (31+0)
Set, forue D(A),v € E,
Xu(t,u,v) = [(g)n (;I+ G)-n} (Z) )

Un(t;u,v) = % (%)"{[%u_ %A(l)—lAujI(n—l)

b

A=n/t

+ [A(/’L)“lv](”‘l)}

n—1
Va(tyu,v) = (( 1_)1).( ) {1-AR) ™ du)n

+HAA@R) oDy

A=n/t )

Then obviously

d n+1
EX"(t; u,v)+ GX,4y (Tt; u,v) =0.
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(=n-! n—
Hnltzte) = { (—) AR i= n/t} <:)

— LAA) ' 4u]"=Y + [AA) o]
n—l)' A) LAu)"=1 + [AA(A) " w] D) )

A=n/t

hence we have

0 LU (t;u,0) = Vg (”T“t; u,v) ,
LV, (t;u,v) = =BV ("—Z—‘t; u,v) — AU, (ﬂ:,“—‘t; u,v) .

Next, we shall discuss the convergence of (2.4) as n — oo. Define,
for t > 0, v € D(4) N D(B),

~ 1 W+ioco elt _1
Sty =tv - —/ ﬁ(lA(X) YBv dA

2ri w—ioo

1 w+ioco e,lt { d
_En_z/wm “TAR) v di
1 w+zoo lt —1
=5 /w - A(A)~ v da,

where @ > w. Clearly §(0) =v=0, §(t)v is continuous in ¢ > 0 and
fort>0

t 1 W+ioo elt
/0 Stsywds = / €A v da,

W—ioco A

t 1 @+ioo eit
B/ S(s)vds = —E/ —BA(AW)"'vda
0

w—ioco A
1 w+ico elt 1

1 w+ioco e,lt 4
- e /w SEBAG) v,
t
- 1
B /0 (1~ 5)S(s)vds = 5

W+ioco e/lt
BA(A) v da.

w—ioo A
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Making use of the Fubini theorem and the Cauchy formula, we obtain
that for u >@,k=0,1,2,...,

| e o Sapar
=), st [i [ eeanty di} it
-5 /aaj:o A~ [/ooo et f] di = [A(w) o],
-Lwe_m04ﬁ[lrgwﬁuh]dt:[%AOOAUrM’
/ooo M (— 1)k [B /0 Sy ds] dt = B 5 A(ﬂ)’lv} “

/000 e~ (~n)k [B/Ot(t—s)g(s)v ds} dt = HEBA(,u)—lv] (k),

This and the obvious fact that S(t)v, [} S(s)vds, B [ S(s)vds and
B fé (1—5)S(s)v ds are continuous in ¢ > 0, in view of (2.1) in Lemma
1, show that as n — oo

(1!

T —S@tw  (t>0),

A=n/t
(=1 rnyn 1, 107D
26 ot (7) [z““) |

(2.5) () @ terny

t
—»/ S(s)vds
a=njt V0
(t>0),
n 1 7(n-1)
) [IBA(A)‘IU

~
[\
~J
N’
—
|
—
p—
=
|
—
~

t .
— B/ S(s)vds
A=n/t 0
(¢>0),

(2.8 U (2" [iBA(z)—lv] "y

- \7) |2 —~ B [[1=5)S(sds

A=n/t

(¢>0),

uniformly on compact subsets of ¢ > 0. It is easy to verify by the Leib-
niz formula that ||[A(1)~1]™)|], ||[%A(i)‘1](”)|| and ||[%BA(1)“](”)|| are
all bounded by Cn!(ReA— )" ! for ReA > w,n=0,1,2,... (if the
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constant is still denoted by C). Therefore for ¢ > 0, v € D(4) N D(B),

3 (=Dt 1, q(n~1
S| = L1m A v]*-1
IStywll = |[Lim = (7)" (A8 -
C ny\”n n —n
SH&@‘:T)'( ) =1t (3 =) ol
= Limc (1-2) " ol = ce
ts : wt ot
/S(s)vds erldlmC 1—— ||v||=Ce llv]l,
0 —00

< Ce®|jvll,

“B/(;t §(s)v ds

“B /ot(t —5)S(s)v ds

< Ce®|jv].

Accordingly, §(t), (t > 0) can be extended to all of E as a bounded
operator which we denote by the same symbol; recalling that S 0y =0
and S’(t)v is continuous in ¢t > 0 for v € D(4) N D(B), we can assert
that §(O) = 0 and §(t) is strongly continuous in ¢ > 0. By virtue of
the denseness of D(A) N D(B) and the uniform boundedness of

n—1
((nl—)l)'( )" a1

A=n/t

on bounded subsets of ¢+ > 0, we deduce that (2.5) is valid for all
v € E. Similarly, (2.6), (2.7) and (2.8) also hold for all v € E (here,
the closedness of B is used); moreover, fot S(s)vds, B fot S(s)v ds and
B fot(t — 5)S(s)v ds are continuous in ¢ > 0 for v € E.

Based on the paragraph above, we shall define several operators.
First, define, for ¢t > 0, u € D(A),

(2.9) C(t)u = Lim (= 1)) (z)n{[%u](n—l)

n—oo (n —1)!
- [joarta] )

A=n/t

t ~
= u—/ S(s)Auds.
0
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Since foru € D(A)ND(B), ReA>w,n=0,1,2,...

(n
(2.10) “ Hu - %A(A)‘lAu] )

= [I[AAG) " u + AQ) T Bul™||
< 2Cn!(Red — ) " Yul|,

and A(A)"!4 is closable, which implies that (2.10) is also valid for
u € D(A), we have that for u € D(A), t > 0,

1C@ul < Lim2C =5 (3) (=t (5 =) "l
= 2Ce®|ul,

thus C (¢) (¢t > 0) can be extended to a bounded operator on E which
we denote by the same symbol. Define C(0) = I. Then C(¢) is strongly
continuous in ¢ > 0.

Define, for ¢ > 0, v € D(4) N D(B),

h—0o0

K(tH)v = Lim ((nl)l),( ) [AAG) o]

A=n/t

= Lim (=) (ﬁ)n { [lv](n_l) —[A(4)" ' Bv]*Y)

n—oo (n— 1)! A
1 ~ (n—1)
- [ZA(A) IAU] }

A=n/t
=v —S(t)Bv - tg(s)Av ds,
0
_ (_l)n_l n\”™ n—1
Fow= pm G (2) sy o
n=1 pn (71 10D (n-1)
= Lim ((n—)l)! (?) {[1—23”] - HBA(’I)—IBU]
1 (n—=1)
- [A—ZBA(A)_IAUJ }
A=n/t

= -B/Otg(s)Bv ds —B/Oz(t — 5)S(s)Av ds.



186 XIO TIJUN AND LIANG JIN

Here the limits are uniform on compacts of ¢ > 0. But

IK ()| =

2) 3a@) oD

A=n/t
n n —n
) (=1t (F-w) vl = Ceol,
~ . C
IT@ell < Lim == (7)
= Ce“|lv];

therefore K (¢) and 7~"(t) (t > 0) can be extended to all of E as bounded
operators which we denote by the same symbols. Define K 0) =1,
T(0) =0, then K (¢) and 7~"(t) are strongly continuous in ¢ > 0. Arguing
as in the treatment of (2.5), we have that for all v € E,

2.11)  K(tw = }iglo—((gl_)"l; (;)n[ﬂA(A)—IU](n-l)A K
) =n/t
oo pa (D' mye _
@12 Top = tin G2y (7) waw ™

The limits are uniform on compacts of ¢ > 0.
Now, let us turn to (2.4). Define

(2.13) u(t;u,v) = Lim U,(t;u,v)
n—0o0

- tim 2 () { - Jawa]

+ [A(A)“v](”‘l)}

A=n/t
= é(t)u + §(t)v,
(2.14) v(t;u,v) = Lim V, (6;u,v) = —S(t)Au + K (t)v,

where the limits are uniform on compacts of ¢ > 0. By the closedness
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of A, B, we obtain

At = G () { (L Lasytaa]

+ [AA(l)“v]V"l)}

A=n/t

- G () { [y oa

1 1 »
+ [IEAU — 7AA(D)™'Bu

1 ey
-5 AA(R) Av]

3

A=n/t

—1)r-1 n
BY(ti0) = o (3) (E-Ba) ™ g

+ [ABAA) 101" DYz,
(=)'

= =1 (T)n {[—BA(l)“Au](”‘”

+ [le — BA(A)"!Bv

A
1 (n—-1)
—ZBA(A)‘IA'U] }

An/t
Also
1

1 _ - -1.
7AMR)™ = 21— BAG)™! — A()

therefore we have
(2.15) Au(t,u,v) = ’{_,irgloAU,,(t; u,v)
= T(t)Au + K({)Au — Bv + T(t)Bv + K(t)Bv
. ~
+B / §(s)dv ds + §(1)4v,
0
(2.16) Bu(t,u,v) = ,{“_i.TOBV”(t; u,v)

~ ~ L
= —T(t)Au+ Bv — T(t)Bv — B/ S(s)Av ds,
0
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where the limits are uniform on compacts of ¢ > 0. Accordingly, as
n — oo, (2.4) becomes

Lu(t;u,v) = v(t;u,v),

Lo (t;u,v) = —Bv(t;u,v) — Au(t;u,v),
in ¢ > 0. Define u(0; u,v) = u, v(0;u,v) = v for u € D(A4), v € D(A)N
D(B); then by (2.13), (2.14), (2.15) and (2.16), u(t;u,v), v(t;u,v),
Bv(t;u,v) and Au(t; u,v) are continuous in ¢ > 0, and therefore (2.17)
holds in ¢ > 0, i.e.

u'(t,u,v) + Bu'(t;u,v) + Au(t,u,v) =0 (¢t >0).

We have then proved that the equation (1.1) has a solution for every
initial value (#(0),#'(0)) € (D(4)ND(B))?. It remains to show contin-
uous dependence on initial data, in view of the fact that the statement
(i1) implies the statement (i) (as proved before). To this end we ob-
serve that, from (2.9) and combining with (2.11), (2.13), (2.14) and
(2.17), we obtain

(2.17)

- —1\n—-1 n
Cou= Lim 2y () G+ B
= S'(t)u+ S(t)Bu

for u e D(A)ND(B), t > 0. Hence,
(2.19) S(t)u = / t[é(s)u —S(s)Bulds  (u€ D(A)ND(B), t >0).
0

Let now w(¢) be an arbitrary solution of (1.1). Set, fort > 0, (n a

natural number), ¢,(f) = 01/” n(s + 1)w'(t + s) ds. It is clear that for

t >0, 9,(t) € D(B), ¢n(t) — w'(t) and Bg,(t) — Bw'(t) as n — oo.
Moreover, integrating by parts, we obtain

on(t) =n(s+ Nw(t +s) (1)/" - /l/n nw(s+t)ds € D(A) (t>0).
0

Thus (2.19) holds for u € w'(¢) (¢ > 0). From this and (2.9), we
deduce

;—S[é(t — s)w(s) + St — s)w'(s)]
=—C'(t — s)w(s) + C(t — s)w'(s) — §'(¢ — s)w'(s)
+8(t — s)w"(s)
= 8(t — 5)Aw(s) + C(t — s)w'(s) — C(¢ — s)w'(s)
+ S(t — 5)Bw'(s) + S(t — s)[-Bw'(s) — Aw(s)]
=0 (0<s<t).
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Consequently
w(t) = C(Hw(0) + S(Hw'(0) (¢ > 0),

and this ends the proof of the implication (iii) = (i).

Finally, we show the explicit expressions (1.4) to (1.9). By virtue
of the equivalence of (2.1) and (2.2) in Lemma 1, (1.4) (resp. (1.5))
results from (2.9) (resp. (2.5)). Recalling that for Rei > o,

A ~'u = / " e MS(ud,
0
M) u= / ” e MS'(t\udt (uekE),
0

%A(A)"Au = /0 % it [ /O t S(s)Au ds] (u € D(A)),

then (1.6) follows from (2.9) and Lemma 2, (1.7) from Lemma 2,
(1.8) from (2.9) and Lemma 3, (1.9) from Lemma 3. Thus we have
completed the proof of Theorem 1.

3. Applications of Theorem 1. F. Neubrander [S] has discussed
the case D(4) D D(B). He shows well posedness under the assump-
tion that —B is the generator of a strongly continuous semigroup and
R(A,—B)A = AR(A,—B) on D(A) for Red = w (w a constant). As
a consequence of Theorem 1, the following theorem generalizes the
result.

THEOREM 2. Suppose D(A) D D(B) and there exists a complex num-
ber Aq such that (AgI + B)~' A has bounded extension. Then the Cauchy
problem for (1.1) is strongly well posed if and only if —B is the generator
of a strongly continuous semigroup.

Proof. Necessity. According to [1, Ch. VIII, Corollary 3.5], for every
initial value (ug, u;) € D(B) x D(B) the Cauchy problem for (1.1) has
a solution. This ends the proof by the well posedness and [5, Theo-
rem 5].

Sufficiency. We assume Ay = 0 without the loss of generality. Let
now (7(t)) be the semigroup generated by —B. It is well known that
there exist C, w > 0 such that

(3.1) (/11+B)'1u=/ooe"“T(t)udt (u€ E,Rel > w),
0
IT@®)| < Ce”  (t>0).
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Hence, we have
1A +B)'u=14AB~'B(AI + B)"'u
(3.2) = [ e MAB~[I — T(t)]udt (u € E, Rel > w),
|4B~II - T(1)]]| < Ce®*  (t>0),
(here and in the sequel, we denote by C a generic constant).
It is clear that for ReA > w + C,

-1
(3.3) M)~ = (A1 + B)™! [1+ %A(M+B)‘1}
= (Al +B)™! i [—%A(M + B)‘l] "
n=0

In order to estimate [AA(A)~!]® for n = 0,1,2..., we observe that,
by (3.1),

[(AI+B)~'u]t™ =/ (=)™ MT(tyudt (ueE, m=0,1,2,...),
0

and therefore
[0 o]
(3.4) (AL + B)~1 1)) < / o= Rel ot 4y
0

=Cm!(Rei-w)™™ ! (m=0,1,2,...).
Set Q(t) = AB™[I — T (¢)] for ¢t > 0. Then by (3.2),

A

where *n indicates the nth convolution power. Consequently, we ob-
tain

1 n (m) 00
{[IA(AI+ B)“] u} =/ (=t)"e~M[Q()]*" udt
0
(ue EEm=12,...,n=2,3,...).
Butforue E,t>0,n=2,3,...,
t th—2 t
(OO = /0 /O [0 = t2) Q2 = 11e2)
- Q(t) — t0)Q(to)udtodt, - - -dt,_,,

t th—2 2]
e@r"| < /0 /0 / Che® dty---dt,_,
0

=Cnewt tn_l
(n-1r

[1,4(,11 + B)“]n U= /Om e MQ)""udt (ueE, n=23,...),

so that,
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hence form=1,2,...,n=2,3,...,

(R

(m+n—1)(ReA — w)~™",

00 tn—l
</ tme—ReAtCnewt—dt
- 0 (n — 1)'

_ C
T (n=1)!

When n = 1, making use of (3.2) again, we obtain easily that for

m=20,12,...,
1 (m)
[IA(,II+B)‘1]

Accordingly, we have

< /oo tMe™ Re/ltcewt dt
—Jo

= Cm!(Red — w) "1

%0 Y ()
(3.5) {Z[——A Al + B)~ ]}
<i 4+ n—D)I(Red— @)
~(n-1)! ‘

C C n
=(R}T——E)ano[(m__w) (”+1)(”+2)“'(m+n)}
= ¢ ar - m+n
- Red -t dx™ &= ox =C/Rei-
=Cm!(ReA-w—-C)"")  (m=1,2,...),

(3.6) i[—%A(AI+B)”1]n
n=0

< 1 _ Red-w (
~1-CRei-w)"! Rei-w-C

We now apply the Leibniz formula to (3.3), obtaining

m = 0).

A" = 3 CHGE + B 1
k=0

00 1 mY (n=k)
'{Z[‘IA(U“LB)_I] } (n=0,1,2,...).

m=0
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It is thus easy to see, using (3.4), (3.5) and (3.6), that

a1

n-1
< Z C,]ka!(RCﬂ. - a))_k_IC(n — k)!(Rel —w— C)—n+k—1
k=0
+ Cn!(Red — w) " (ReA — w)(ReA—w — C) 7!
=Cn!(Red—w—C)"" (ReA - w)™!

n—1 k o0 k
ReiA-w-C Rei-w-C
X{Z( Rei-w ) +Z( Rei—-w ) }
k=0 k=n
=Cnl(ReA—-w—-C)™™! (ReA>w+C, n=0,1,2,...).
Similarly, we can obtain the other two estimations:

IIBAG) 1™ < Cnl(Red - @ — €)™
(ReA>w+C, n=0,1,2,...)

and from

I
A(A)~'Bu = <1 + %B(AI + B)‘IB—IA) %(M +B)~' Bu

(ue D(B), Red > w+ (),
we obtain

IAG) "' Bu]™)|| < Cn!(ReA - w — C)~"~!
(ueD(B), ReA>w+C, n=0,1,2,...).

According to Theorem 1, the proof is now complete.

On the other hand, we discuss the case where D(4) C D(B). We
have shown in the proof of the implication (ii) = (i) in Section 2 that
the general case can, in a certain way, be reduced to this one. The
case where B € L(E) has been studied in [12], and the conclusion is
that the Cauchy problem for (1.1) is well posed (or equivalently, in
view of [2, Th. 4.1(a)], strongly well posed) if and only if —4 is the
generator of a strongly continuous cosine function. As an example of
the case when D(B) D D(A4) and B is unbounded, we now investigate
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the partial differential equation

(0%u(x,t) 8 o
57 + x <a(x)5)—cu(x, t))
4 3

0
+c—a————u(x t)+zba %k u(x,t) =0,

(3.7 A (t>0,0<x<1)
2

'872‘14()(, t)

=0 (1>0),
x=0,1

u(x,0) = up(x), %u(x 0) = u;(x) (0<x<1).

Let E = L%*(0,1), a(x) € C'(0,1), ¢ > 0 and b be a real number;

A= A + A,, where
3} d
Ar=o— (a(x)a->

u(x, t)|x=0,1 =

with
D(4;) = {u € H*(0,1), u(x)|x=0,1 = 0}
and
Ay = céi—44 with
D(A;) = {u € H*0,1), u(x)|x=0,1 = t"(x)|x=0,1 = 0},
and

.k .
B = zbw with D(B)

I
S
A~

2
B, = c‘/z% with D(B,) = D(B)

so that B} = A,. Then it is easy to see that A and B are all closed
operators, BiB = BB, Bf = By, B* = -B, AB '€ L(E) and B~ 14,
has a bounded extension due to the fact that B~14, c (43B~!)* and
A3B~! € L(E) where

4 = - 2 (a0 5
with D(43) = D(B). Set

F= (-(1)91 i} ) with D(F) = D(B) x D(B) in E x E.
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Then (iF)* = iF, thus it follows from [7, P. 41, Th. 10.8] that F
is the generator of a strongly continuous unitary group. Denote this
group by
Th(2) Tz(t)>
for —oo <t < +o0.
(Ts(t) Ty(t) >

Observing that

(I +B)A((A)"" BiA{(A)”!
w5 = (Y20

where A;(A) = A2] + AB + A,, we obtain that for Re > 0,

> for Red >0,

M) tu= [PeMTy(tyudt  (u€E)
T2 <1 (220),

(3.8)

BA (W) tu= [ e M[Ty(t) — Tw()]udt  (u€E),

IT1(2) = Tu()|| £ 2 (£ 2 0).

Therefore

AA (A 'u=A4,B7'BA (M) u
(3.9) = / ” e MA BTV [T (t) — T4(t)ludt  (u€E),

0
4B~ [Ty(t) - Tl < 2)l 4B~ (£20);

(3.10) A(A)~'4,u = BA(A)"'B-14,u
= /°° e“’“[Tl(t) - T4(1)]1B~14udt (ue E),
0

I[T1(t) — Ta(1B~ 14, || < 2|B-14,4|| (2 0).
From (3.8), (3.9), (3.10) and the plain fact that

AR = AN Q)T+ 4,407 17! (Rel > 0),
BA(A)™!' = BA{A)TIT + 410,471 (Re > 0),
A 'Bu= [T+ A (A)~14;17'BA (1) u (ue E,Rei > 0),
we can obtain the three estimations in (iii) of Theorem 1 using ar-
guments similar to those in the proof of the sufficiency of Theorem

2. Then, applying Theorem 1, we conclude that (3.7) is strongly well
posed and therefore the propagators grow exponentially.
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