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Let G be a real reductive Lie group, θ a Cartan involution of
G, and B = NQAQMQ a fixed minimal parabolic subgroup of G.
Fix H a #-stable Cartan subgroup of G, and assume that if H =
H+H- is the decomposition of H relative to θ, then H- c AQ . Let
χ G //+, then following Harish-Chandra, we introduce the functions
of type W{χ). It is known that the positive chamber ΛQ(B) can
be covered by sectors A0(B\Q), where β varies over the maximal
parabolic subgroups of G which are standard with respect to B . Let
Q = NM be such a maximal parabolic for which the split component
of M can be conjugated by an element of G into H- . We show that
given a function φ(x, λ) of type H{χ) there exists an asymptotic
expansion (along Q) for this function with the following properties:
first the partial sums uniformly approximate the function as λ varies
over H- , and x varies over AQ(B\Q), and second, the terms in this
sum are essentially functions of type II(/) on an approximate Levi
subgroup of M.

Introduction. For this introduction we shall let G be a real reductive
Lie group satisfying some restrictive conditions which are explained in
the next section; this class of groups contains all connected semisimple
groups with finite center. Fix a maximal compact subgroup K of G,
a Cartan involution θ fixing K pointwise, and a finite dimensional
double unitary A^-module (V, τ) . One of the central problems in the
harmonic analysis of reductive groups has been the characterization
of the Fourier transforms of the Schwartz spaces of τ-spherical func-
tions which are contained in LP{G), for p > 1. The inverse transform
in these characterizations is defined by integrating a function on the
Fourier transform side against the matrix elements of a parametrized
family of representations, and showing that these so called "wavepack-
ets" are rapidly decreasing on G. This analysis is therefore governed
by the asymptotic behavior of the matrix elements. The estimates that
one needs for these functions have to be uniform in the parameter so
that one can transfer the asymptotic behavior of the matrix elements
to their wavepackets.

For p = 2, the characterization goes back to Harish-Chandra [1],
[2], [5], [6], [7]. One of the fundamental techniques he used was
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that of approximating the matrix elements by their so called con-
stant term; specifically one considers series of unitary representations
parametrized by the duals of certain abelian subgroups embedded in
G. The τ-spherical matrix elements of these representations are func-
tions on G which depend on a parameter in the dual group. The
constant term roughly speaking is a function of the same type as the
matrix element but defined on a reductive subgroup M of G hav-
ing dimension strictly smaller than that of G, but of the same class
as G it represents the leading term describing the oscillations of the
matrix elements at infinity on G, and the approximation is uniform
in the parameter. If one wants to extend the Harish-Chandra theory
and obtain the characterization of the Schwartz spaces corresponding
to LP(G), p > 1, the technique of the constant term is no longer ade-
quate; it becomes necessary to construct a full asymptotic expansion at
infinity. One wants a uniform asymptotic expansion for the matrix el-
ements, which is an exponential sum with the following properties; (i)
they have partial sums approximating the matrix elements very closely
(in a sense we describe more fully below) uniformly as the parameter
varies over the dual group, and (ii) the coefficients of the series are
functions of the same type as those being approximated, but defined
on the subgroup M mentioned above. In Trombi and Varadarajan [1]
such an expansion was obtained for the spherical principal series, thus
extending the Harish-Chandra constant term (Harish-Chandra [1], [2])
for the case when V = C, and τ is the trivial double representation.
In Trombi [1] such an expansion was obtained for general ( F , τ) ,
but for G of real rank one. This paper is the higher-rank-extension
of this last paper. We shall explain the exact nature of our results
presently; first we shall make some conventions and introduce some
concepts and notations which we hope will facilitate the exposition.

Let B = NQMQ be a fixed minimal parabolic subgroup of G such
that G = BK AQ will denote the split component of MQ . We adopt
the convention used throughout the paper that subgroups of G will
have Lie algebras denoted by the corresponding lower case German
letter; subspaces u of 9 will have duals denoted by u*, and com-
plexifications denoted by uc. If u is θ -invariant, then we shall write
u± for the ±l-0-eigen subspaces of u. With these conventions, let
f)o be a 0-stable Cartan subalgebra such that f)o,- = αo. Further, we
shall denote the universal enveloping algebra of 0c by U(QQ) > a n d
more generally for u a subalgebra of g, we shall let U(μc) denote
the subalgebra of C/(flc) generated by u c and 1. In this case we let
3(11) denote the center of C/(uc).
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Now let us describe the unitary representations of concern to us.
Fix P a cuspidal parabolic subgroup of G such that

B, and G = PK.

Denote the split component of Mp by Ap so that αp c αo, and
Ap = expαp is abelian. Suppose that σ is a discrete series repre-
sentation of Mp, and λ e (—l)1//2αp ~ AP . Then one can induce the
representation o®eλ from P to G, the tensor product being trivially
extended from Mp to P. The resulting unitary representation of G
will be referred to as a cuspidal principal series representation.

Let s/σ(Mp, τp) denote the finite dimensional Hubert space of τ/>-
spherical (τp = τ\κnMp) matrix elements of σ. For φ e sfσ{Mp,
we put

EP(x, φ9 λ) = /
JKΠMP\K

where ψp denotes the extension of φ to a right τ-spherical and left
JVp-trivial function on G; recall the above equalities G — PK =
NpMpK. These functions will be referred to as Eisenstein integrals.
From their definition it is easy to see that they are τ-spherical and in-
finitely differentiable functions on G they are the τ-spherical matrix
elements of the cuspidal principal series of G induced from σ ®eλ .
These are the parametrized functions described above whose uniform
approximation is the main concern of this paper.

Our expansions for an Eisenstein integral will be obtained on certain
"sectors" of G which we now want to describe. Let AQ(B) denote the
positive chamber in AQ corresponding to B. Then we have

G = KclAQ{B)K.

It follows that growth behaviour of τ-spherical functions on G is com-
pletely determined by their restrictions to the subset cl AQ(B) of the
vector group Ao, A0(B) being the exponential of the positive cone
αo(-β) in α 0 . Directions to infinity in ao(B) are parametrized by
subsets of the simple roots, Σ(B, Ao), of the pair (B, Ao). A subset
F c Σ(B, AQ) determines a subcone of ao(B) which can be described
as follows; F defines a standard (with respect to B) parabolic sub-
group, Pf = NFMf of G. Let ppp denote half the sum of the roots
of (B, AQ) which do not vanish on α^ , the split component of
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where

aF = p | ker(α).
aeF

The subcone determined by F is defined by

ao(B\PF)

= {He ao\a{H) > μpF(H), Vα a root of {B, Ao) 3 a\ap φ 0}

μ is some sufficiently small positive real number. AQ(B\PF) =
expao(B\PF) is what we shall refer to as a sector of G. If β e
Σ(B, Ao), and F = Σ(B, A0)\{β} is a maximal proper subset of
Σ(B, ^40)> then Pp is a maximal parabolic subgroup, and ao(B\PF)
is essentially (modulo the split component α^ of g) a compact set
crossed with a half line {tH : t > 0} where

/ / € α ^ , and β{H) = \.

We can choose a fixed μ above so that

A0{B\Q),

the union taken over all maximal standard parabolic subgroups Q.
Fix such a maximal parabolic Q\ let Q = ΛΓM, with A denot-

ing the split component of M, and H and β defined as above for
Q = pF. We are interested in producing a "uniform asymptotic ex-
pansion" for an Eisenstein integral Ep(x, φ, λ) along the parabolic
Q as described above. We can now be more specific; this means that
we want an infinite exponential sum, with coefficients defined on the
sector AQ(B\Q) , whose partial sums approximate the Eisenstein in-
tegral uniformly as the group variable ranges over AQ(B\Q) , and the
parameter λ varies over {-\)χl2a*P. Further we require that the coef-
ficients of our expansion are given by Eisenstein integrals on the Levi
factor M of Q.

Although our analysis shows that it is possible to determine an
asymptotic expansion for every maximal parabolic subgroup Q, we
can determine the leading exponents of this expansion, and make the
identification of its coefficients, only in the case that the split compo-
nent of Q is conjugate to a subgroup of the split component of P
otherwise, (5.2) is our best result. We should point out that in the
exceptional case when Q fails the conjugacy condition with respect
to P, we have been able to obtain uniform estimates for the decay
of the Eisenstein integrals EP{x, φ, λ) along the sector AQ(B\Q) in
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terms of the leading exponents of φ along B n M\ this result will
appear elsewhere.

Let us now formulate the principal results in this paper more pre-
cisely. We assume for all that is to follow that P and Q satisfy the
conjugacy condition on their split components. In this case we prove the
existence of an asymptotic expansion ("along Q ") for the functions
Ep(x, φ, λ) which uniformly approximates on AQ(B\Q) X (—l) 1 / 2 ^ .
If λ is restricted to an open dense subset ^"{χ) C (—l) 1 / 2 ^, and
x — m exp tH e AQ(B\Q) , then this expansion has the following form

ΣΣτs^n{m, λ)e*sλ-nβ-pa){H\ meM;
s n>0

where the first sum is over those elements of the little Weyl group
which have the property that s~ιac ap. We also show that given any
« € Z + , there exists a partial sum of this expansion

s n=0

which uniformly approximates φ(mεxptH 9λ) as λ varies over ^"(χ)
and mεxptH varies over (essentially) AQ(B\Q) . The error estimate
for the approximation is bounded by a constant times

\(m,λ)\rdQ(m)-ιΞM(m)e-nt

where the first term of the estimate is a polynomial factor in m and
λ, and other unexplained notation is as in §3. These results are stated
in a more precise form in Theorems 5.1 and 5.9. Theorem 5.9 is a
refinement of Theorem 5.1 which identifies the leading exponents of
our expansion along Q. This shows in particular that our expansion
has as its leading terms just the Harish-Chandra constant term along
Q (Harish-Chandra [3]) and hence, that our expansion is an extension
of Harish-Chandra's constant term to a full asymptotic expansion.

The second principal result of the paper, Theorem 7.10, shows that
the coefficients of our expansion along Q are given by linear combi-
nations of derivatives of Eisenstein integrals on the reductive group
M, the Levi factor of Q. Assuming that QD P, Λ e a*P, Λ perpen-
dicular to α*, and λ e α*, then we have by the principle of induction
in stages that

EQ(x,EPnM(Φ9 Λ), λ) = EP(x, Φ, Λ + λ),

the equality holding for all τ-spherical matrix elements of σ. Apply-
ing Theorem 7.10 to this last equation can then be viewed as a gener-
alization of Harish-Chandra's formula for the limit of an Eisenstein
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integral along an associated parabolic direction (cf. Harish-Chandra
[4], Theorem 18.1).

As we pointed out above, the results of this paper generalize results
of Trombi [1], which were obtained for groups of real rank one. They
are also a generalization of the first part of Trombi and Varadara-
jan [1] which considered the case where (V, τ) is the trivial bi-K
module. These earlier results were used in the investigation of the
harmonic analysis of the //-Schwartz spaces &p(G,τ) (cf. Trombi
and Varadarajan [2]) and we envision our results playing essentially
the same role.

We shall now explain the mechanics for generating our uniform
asymptotic expansion. The techniques used in Trombi and Varadara-
jan [1] and Trombi [1] are different from those used in this paper.
In the general case treated here the iterative technique of those two
papers will not work. We follow instead a method due to Wallach [1]
but adapted to the task of getting uniform estimates.

Fix a maximal parabolic subgroup Q = NM D B let the notations
A, β, H, and pQ be given the same meaning as above. We begin
by observing that the Eisenstein integrals are eigenfunctions for 3(0).
The first step in the analysis is to show how to construct from an
Eisenstein integral, a vector function whose derivatives by elements
of 3(m) are perturbations of eigen-equations. The definition of this
vector function is best understood by first making some general obser-
vations which we can then apply to the derivatives of the Eisenstein
integrals.

Let W be a Harish-Chandra module, and let Q = ΊfM be the
parabolic opposite to Q. It is known that for any k e Z+ the quotient

W/ήkW

is locally α-finite. In the case k = 1, Harish-Chandra determined a
basis for this α-action when the module W has infinitesimal character
with Harish-Chandra parameter Λ e fjjj c . To describe this basis,
observe that m is a reductive subalgebra of 0 which contains f)o . Let
u be a reductive subalgebra which contains f)o, and assume that αu ,
the split component of u, is contained in f)o,- We shall let

denote the Harish-Chandra isomorphism of the center of the envelop-
ing algebra over uc with the W^u-invariants in the symmetric algebra
over ϊ)o,c Wo denoting the Weyl group of the pair (0, ίjo), and Wft
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denoting the subgroup which fixes αu pointwise; this subgroup can be
identified with the Weyl group of the pair (u, f)o). With this notation,
we see that there exists an algebra injection

* 3(m)

which is essentially defined by the following equation (recall that

and μmfto are isomorphisms, and clearly S(t)o)w° C S(t)o)w°m),

Harish-Chandra showed that j(m) is a finite free-module over μ(3(g))
of dimension r = Wo/W^ . Let ^ = 1, . . . , υr be a basis for this
module, and recall that α c a(m). Let 1 < / < r, and H be as above.
Then there exists unique zH. / ; € 3(0) such that

Moreover, if we twist elements in C/(tnc) by the quasicharacter dg :
M f-> R which appears in the estimates above, say

then the above action can be written as

j

and the twist is such that

ZH : ij - 'μ(ZH : ij) = $H : 17 € nC/(0c).

In particular if ti; G W/nW, then

where / /0 / j , (zπ:ij) is considered as a polynomial on fjjjj c and the
notation

denotes the evaluation at Λ. Clearly,
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is a basis for the local α-action. If Λ is a regular element then the
matrix operator

has eigenvalues SiA(H) - ρ(H) where {sz|l < / < r} is a complete set
of representatives for WQ/W^1 .

Now suppose that φ(x, λ) = Ep(x, φ, λ) so that for all z e 3(0)
we have

φ(x;z,λ) = μΦo(z : Xλ)φ(x, λ), ^ α ^ ) C ,

where the notation " z " denotes that z is differentiating the x vari-
able, and Xχ denotes the Harish-Chandra parameter in ()Q c for the
homomorphism of 3(0) determined by φ. We can then reduce this
system of equations satisfied by the function φ to a first order vector
equation as follows; let β\, . . . , er denote the standard basis for C r

and put

i=\

Now observe that for \ <i <r we can write

', fυi9 λ) = φ(mexptH; H fVi)

(zH: u - ξH: /7) 'vj - p(H) 'vi)

- φ(mexp tH; ξH. i/vj)}.

It is a simple matter now to show that Φ satisfies an equation of the
following type:

dΦ(mexptH, λ)
= Γ(Xλ)Φ(m exp tH,λ) + Ψ(m exp tH, λ).

Here

and the function Ψ, which will be referred to below as the perturbation
term, is formed from the terms

φ(m exp tH\ξH: tj, λ) ® et.

The next step is to obtain estimates for the function Ψ .
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The ξπ: ij belong to the ideal ήU(gc). If Y G n, and η e U(gc) ,
then

where Yx denotes the adjoint action of x on Y, and the notation
" F* c " denotes the right (7-invariant derivative determined by Yx .
If x = m exp tH € AQ(B\Q) , then it can be shown that

Yx »-> 0, as ί ι->cx),

the decay being of the order of e~ι. Combining this result with the
a priori estimates for the functions φ = Ep, we easily show that
||Ψ(ra exp tH, λ)|| is bounded by a constant times

the estimate holding for mexptH essentially varying in AQ(B\Q) 9

and λ G (- l) 1 / 2 αp. We have a similar estimate for | |Φ(mexpί//, λ)\\
with exponential term

so we pick up extra exponential decay for | |Ψ(raexpίi/, λ)\\ thanks
to the right derivatives from the ideal nU(gc).

The above differential equation is equivalent to the integral equation

Φ(mexptH, λ) = exp{/Γ(XΛ)}Φ(m? λ)

+ ί exp{(ί - u)Γ(Xλ)}Ψ(mεxpuH, λ) du.
Jo

Let E0(λ) (resp. E±(λ)) denote the projection which maps V®Cr

onto the eigen-subspaces of Γ ( ^ ) which have zero (resp. positive or
negative) real part. Let Φo(w, λ) equal

E0(λ)exp{tΓ(Xλ)}Φ(m,λ)

E0(λ)exp{(t-u)Γ(Xλ)}Ψ(mexpuH,λ)du.
ro

/

Jo
/
o

The integral in this expression converges thanks to the estimate of
||Ψ(mexpMi/, λ)\\. Φo(m?A) is essentially Harish-Chandra's con-
stant term; more precisely if we write

Φ 0(ra, λ) = 2 ^ Φ 0 , , (m5 λ)®e/

then the constant term of φ(m, λ) along (2 is the function φo(m, λ)
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The error estimate \\φ{m exp tH, λ) - φo(m exp tH, λ)\\ is no worse
than

\\Φ(mexptH9 λ) - Φ0(mexptH, λ)\\

which in turn is bounded by,

\\E0(λ)Φ(m exp tH, λ) - Φ0(mexpίi/,

+ \\E+(λ)Φ(mexptH, λ)\\ + \\E-(λ)Φ(mexptH, λ)\\.

Multiplying the above integral expression for Φ(mexptH, λ) by
EQ(X) one can easily estimate the first term in this last expression and
bound it by an error estimate of the type described above with n = 0.
The remaining two terms also satisfy similar estimates but they re-
quire more work. What is important to point out about the estimates
of these terms is that the exponential factor in their estimates is deter-
mined by two things: first the rate of decay of \\Ψ(m exp tH, λ)\\ and
second, the eigenvalues of Γ(Xλ) whose real parts are negative; the
positive eigenvalues cannot contribute to the limit because of a priori
estimates satisfied by the functions φ = Ep.

As already mentioned above, φ0 gives the leading terms of our
expansion, that is, the terms corresponding to n = 0. The estimates
we have described above lead to the desired "uniform estimates" for
the partial sum

To this point we have taken k = 1 in nk . We now wish to obtain the
coefficients Γs 9 n for n > 0. To do this we must first obtain a basis
for the local α-action on W/nkW for any Harish-Chandra module
W. We do this by extending the set of elements

defined above. The elements we add are obtained as follows. First
note that from the above we have

: i/Vj - ξH : i/Vj} - p(H)'Vi.

Also recall that ξH: ij e nU(gc) -Let Yen and η e U(gc) - Observe
that we can compute the α-action on expressions of the form Y'vrf
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as follows:

HY %η = [H, Y] 'vfl + YH 'υtf

aeA(B,A0)

•• iJ ~ P(*Wij)Y 'vjη (mod n2t/(g)),
j

where Ya e ga = {X € Q\[L , X] = a(L)X, VL e αo}.
Fix a basis for n, say

with Yj belonging to some $γ, γ 6 A(B, AQ) . We can then write

n

Note that
Vγ = 1 =>fVi = 1.

It should be clear from the above calculation and the last equality that
if w G W/n2W then the α-action on w is contained (assuming that
W has infinitesimal character) in the subspace spanned by the vectors

fυxw, . . . , 'υrw, ( J {Yk'vrfk(iJ)w}-

Hence we can continue to expand the set {v\, . . . , fvr} for any fc.
In Lemma 2.1 we obtain these elements which we denote u\j: M with
1 < / < r, 1 < j < dM9 and M e Z J . Following the above, we
form the vector functions Φ(JC , λ) and Ψ(x, A) using the derivatives
Uij:M

 a n d their "error terms" ξij-.M € ής.J7(flc) These functions
satisfy the same type of first order differential equation as before.
Suppose then we fix k sufficiently large. The eigenvalues of Γ(Xχ) can
be linearly ordered by their real parts independent of λ e (-l) 1/ 2αp
(cf. §5). They are all of the form

SiXλ(H)-p(H) -(β

where undefined notation is as in §2. Choose zo(λ), one of these
eigenvalues such that

-k - p(H) < Xzo(λ) < -/! - p{H), λ e (- l) 1 / 2 α>.

Let EQ(X) now denote the projection onto the eigenvalues of T(Xλ)
whose real part is greater than or equal to the real part of zo(λ), and
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E\ (λ) denote the projection onto the remaining eigenvalues of Γ(Xλ)
E\\λ) takes the place of E±(λ) above. Note that if Y = Yiχ Yik e

nk , η e U(gc), and x = m exp tH e ^o(^IQ)> then

φ(x; Yη, λ) = e-^'VWφiY™ x', η ) , 1 = ( i x , . . . , / „ ) .

Consequently we can estimate | |Ψ(x, λ)|| as above with the exponen-
tial term now given by

e-{(k+l)+p(H))tm

Define Φo(*, λ) as above; the above estimate of ||Ψ(JC , λ)\\ and the
fact that the eigenvalues in the image of E0(λ) have real part greater
than or equal to that of ΐRzo(λ) where SKzoW > -p(H) - k allows
us to easily show that the integral defining ΦQ exists. These same
estimates and bounds on eigenvalues also gives us "uniform estimates"
for (Lemma 5.3)

\\Eo(λ)Φ(mcxptH9 λ)-Φ0(mexptH, λ)\\

and (Lemma 5.2)

of the type stated in the description of our principal results. Write the
function ΦQ as

ι=l

Then
φo(x,λ)=Φo,ι(x,λ)

is the sum of the terms of our asymptotic expansion up to the exponent
zo(λ). These results are developed in §§2 through 5.

Section 6 contains some facts concerning Eisenstein integrals. The
material for this section is a slight regurgitation of several sections of
Arthur [1].

The material in §7 was directed by the analogous results in my joint
paper with V. S. Varadarajan [1]. One final remark; asymptotic ex-
pansions "along the walls of Ao(B)" for the matrix coefficients of a
single representation have existed for some time; they were developed
by Harish-Chandra around 1960, becoming available recently in his
collected works (also see Casselman and Milicic [1] and Wallach [1]).
The expansion (5.2) already appears in Wallach [1]; our contribution
is to observe that using the techniques of Wallach [1], we are able to
carry the dependence of the Eisenstein integrals on the λ-parameter
along. In this way we are able to give the precise dependence of the



UNIFORM ASYMPTOTICS FOR REAL REDUCTIVE LIE GROUPS 143

coefficients and exponents of the asymptotic series on λ and make our
error estimates uniform in both variables. For technical reasons and
with a view to possible future applications, we have carried out our
uniform asymptotic analysis not only for the Eisenstein integrals, but
more generally for any family of eigenfunctions satisfying the same
weak estimates as the Eisenstein integrals. These are the functions of
type \\{χ) and in doing this we have followed Harish-Chandra [6].

1. Notation and assumptions. Let G be a reductive Lie group, and
K a fixed maximal compact subgroup. Lie subgroups of G will be
designated by upper case Roman letters, while their Lie algebras will
be denoted by the corresponding lower case German letter. If m c g,
then U(gc) will denote the universal enveloping over gc = g ®R C,
and U(mc) will denote the subalgebra of U(gc) generated by 1 and
me. We assume that G and K satisfy the following general axioms:
(1) Ad(G) c ( ? c , Gc the complex adjoint group of gc; (2) if G\
is the analytic subgroup of G corresponding to gi = [β, g], then the
center of G\ is finite; (3) if G° denotes the connected component
of G, then [G : G°] < oo. In this case, G and g are equipped with
a Cartan involution which fixes the elements of K and t; we shall
not distinguish between the two and simply designate it by θ. The
corresponding decomposition of g into +1 and - 1 eigenspaces of
θ will be written as

0 = t + s.

We have then that
G = Kexps.

If x G G and x = k exp X with k G K, and X G s, then we shall
write

If P is a parabolic subgroup of G, then it has a decomposition
P = NpMp, and P = NPAPM}>, where NP is the unipotent radical
of P and MP is a reductive subgroup of G which is θ stable, and AP

is the split component of MP. We shall call MP the Levi component
of P and say that a subgroup M of G is a Levi subgroup if M =
MP for some parabolic P. Further we shall say a Levi subgroup is
minimal (resp. maximal) if the corresponding parabolic is minimal
(resp. maximal).

Suppose that M\ <z M are two Levi subgroups of G. We shall de-
note the set of Levi subgroups of M which contain Mx by S?M(M\).
Let us also write 3rM(M\) for the set of parabolic subgroups of M
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which contain Mx, and &M(M\) for the set of groups in 9rM{Mx)
for which M\ is the Levi component. Each of these sets is finite. If
M = G we shall usually drop the superscript G in the above nota-
tions. If R e ^M(M{) and Q e &>(M)9 then we shall denote by
Q(R) the unique subgroup in ^(M\) which is contained in Q.

We choose and fix a minimal Levi subgroup MQ . If M e &(Mo),
let KM = K n M. For induction we note that the properties of the
triple ((?, K, Mo) are inherited by the triple (M,

If P e ^(MQ) , then it is known that

G = PK = NP(Mp n exps)iί: = NP{M}> n

If X G G , then let «p(x), mp(x), JC/>(Λ;) , i£/p(jc), and α/>(x) denote
elements of JVp, M/>nexp5, K, M^Πcxps, and 4̂p respectively
such that

x = nP(x)mp(x)κp(x) = np(x)μp(x)ap(x)κp(x).

Let

Suppose that P e ^(M). We shall sometimes write 4̂p =
and op = α^/. Associated to P are various real quasicharacters on
these two groups. One arises from the modular function δp ofP. Its
restriction to Ap equals

δP(a) = a2"* = e2p'{lo*a),

for a unique vector pP in a*M . We shall also put

Let Δp = A(P, 4̂p) denote the roots of the pair (P, ^4p), and Σp =
Σ(P, Ap) denote the set of simple roots contained in Δp . If F c Δp
then we shall write Z(F) for the abelian subgroup of a*P generated
by F, and Z+(F) for the subset consisting of nonnegative integral
combinations of elements in F.

We fix a G-invariant, symmetric bilinear form ( , ) on g such that
the quadratic form

is positive definite. Let (for any vector space V over R let us write
Vc for K® R C)

f)O,C = ί ) + , C ® α 0 , C
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here we subscript objects associated to MQ by 0 rather than by MQ .
Then f)o,c Πg is a θ stable Cartan subalgebra of g, and ( , ) is
nondegenerate on f)0,c

extends to a Hermitian norm on ί)0,c Then by restriction we obtain
a bilinear form ( , ) and a Hermitian norm || || on both αo,c and
(1Q c . If Λf G J?(Mo), then there are imbeddings αM,c c αo,c a n d
αM,c c α o,c ' hence we can apply ( , ) and || || to these subspaces.

By a singular hyperplane in a*M , for M e &(MQ) , we mean a
subspace of the form

{λea*M\(λ,β) = 0}

for some root β of (G, v4M). If P € ^(Af) , we shall write

= {HeaM\β(H)

and

Let Λf e^f{M0) and let W{ΛM) denote the Weyl group of the pair
(G, ^ M ) . If Λ , ^2 € ^ (Mo) , then we shall denote by W{aPχ, α/>2)
the set of all distinct maps from α/> into αp2 that are induced by
elements of W(AQ) .

We shall call a subspace b of αj a root subspace if it is of the form
a*M for some M e ^f(M0). If b is such a space and B e ^(MQ) ,
then put

Ab(B, AQ) = {α G Δ(i?, Ao)\a not peφendicular to b},

and let us write Chamb(b) for the open connected subsets of the set

b; = {λ6 b|(λ, a) φ 0 for some α € Δ b ( 5 ,

It is known that the elements of Chamb(b) are in one to one corre-
spondence with the parabolic subgroups in S^(Mo) whose split com-
ponent is b.

Let B e ^(Mo), F c Σ 5 . Then we shall use the notation BF for
the unique parabolic subgroup containing B whose Levi component
is the centraliser in G of OO5F where

<*o,F = {H € αo|α(Jf) = 0 Vα e F}.
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If u = X\ - Xn G U(QC) > with X\, . . . , Xn G g, then we shall write
for feC°°(G)9

dn

and

/(x u) =
dsn st=-=s=0

If L c R, then we use the notation L+ for the nonnegative ele-
ments of L. If L is a finite set, we shall write |L| for the number of
elements of L.

Unless specified otherwise, the integrals over the unimodular sub-
groups of G will always be with respect to a fixed, but unnormalized,
Haar measure. There will be two exceptions. On the compact group
KM , M E JΪ?(MQ) , we will always take the Haar measure for which
the total volume is one. The second exception concerns the groups
connected with the spaces α ^ . On <XM we will take the Euclidean
measure with respect to the fixed norm || | | . The exponential map
will transform this measure to a fixed Haar measure which is dual to
the measure we fixed on CIM .

2. Differential equations for eigenfunctions with regular infinitesimal
character. In this section we shall determine elements w/ ; : M > ζij . M Ξ
U(Q) which will allow us to write a first order vector equation (Lemma
2.2) for a function Φ(x) constructed from a 3(g)-eigenfunction φ(x).
As the definitions of w/y: M and ζ^: M are inductively given, we must
first establish some notation and make some choices of basis.

Let B e ^(MQ), B = N0MQ = N0A0M£ , be a fixed minimal
parabolic subgroup; henceforth all objects associated with B will be
subscripted by 0. We also fix Q e ^ ( M o ) , Q D B, Q maximal,
Q = NM = NAM1. For ease of notation, we shall denote objects
associated to Q with no subscript; for example we shall write po for
one half the sum of the positive roots (with multiplicities) for OQ in
b, and the similarly defined function for Q will be denoted by p. We
shall fix a e Σ(q, α), and H e α such that

(2.1) a(H)=l.

Let f)0 be a 0-stable Cartan subalgebra such that f)0 c m 0, and
f)OR = l)o Πs = αo. Let μo denote the Harish-Chandra homomorphism
of 3(0) onto {/(fjoc)^0' where Wo = W(QQ , f)oc) > and the superscript
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WQ denotes the set of invariants. As αcαo = f)oκ then m D l)o. De-
note the Harish-Chandra homomorphism of m (relative to ί)o,c) by
μι and let μio be the canonical injection of 3(0) into 3(m) such that
μo(z) = μι{μιo(z)) for all z G 3(0) - μ\ maps a(m) into ί/(f)o,c)^
where W\ = W(m9 f)o,c) W\ can be identified with the subgroup
of WQ generated by the reflections Sβ such that β{H) = 0, H as
above. Let r = dim^i(3(0))3(m) = \WO/WX\, and ̂  = 1, v2, . . . , vr

be a module basis for 3(m) over //10(3(0)) Define elements z ί7 G 3(0)
(1 </, ./< r) by the equation

(2.2)

7=1

As in § 1, let for m £ Λf!, and aeA,

(2.3) έ/(mα) = rfQ(mα) =

If f/ G C/(mc) then we put

(2.4) 'η = d-ιoηod,

as differential operators on M.

Fix a basis {7i, . . . , Yn} for n such that

(2.5) [/ί,y; ] = -A TO ,

where /?/ G α* is a positive integral multiple of a. If M G Z^ (where
Z + = {« G Z|/ι > 0}) we shall use the notation
(2.6) YM = Y{

M>...Y^ (M=(Ml9...,Mn))

where the product is taken in U(QC) We also use the notation

1=1

Mi, ω(M) eZ3{β,M)(H) = ω(M).
i = l

If F is a fixed finite dimensional complex vector space, Aei)QC

then sf{G : F : Λ) will denote the complex linear space of all φ G
C°°(G, F) such that

(2.8) zφ = μo(z:A)φ (263(0)).

Here μo(^) ^ ^(*)o,c) a n d w e consider it as a polynomial function
on ()Q C the notation μo(z : Λ) denotes the value of this function
on Λ.
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LEMMA 2.1. For each ¥ E Z J , there exists d = CIM G Z+, and for

each 0 < j < d, there exists ulj:M e U(QC)> ZIJ-.M Ξ S C + 1 ) C / ( 0 C )

(1 < / < r, w/ίλ A: = o(M)) swc/j that for Λ G Ϊ)Q c , //

s Q 7 : M(Λ) = μo(^αy: Λ) - {(β, M)(/f) + />(#)}<W

((Jαy = Kronecker delta)

and φ e stf(G : V : Λ),

(2.9) jj

; uaj M)
α=l

equality holding for all me M and t e R.

Proof. We shall proceed by induction on /c = <?(M). For k — 0 let
, . . . , vr be as above a module basis for 3(m) over μ 10(3(0)) Set

do — 0 and

(2.10) Ui0:o = 'Vi, ξiO

For // as in (2.1) we have

O = '{(H-p(H))vt}

ij)-Zij)Uj0:O.

= Σ 'μ\θ(Zij)Ujθ : O ~ iO : O

7=1
i0 : 0.

It is well known that ξio:o
a n d (2.9) holds for all φ e

Assume the existence of dM, w/y: M ? ζij.- M ? fo r all Af G Z" with
6>(M) = ik, A: > 0. Let N eZ\, o{N) = k + 1. We wish to define
the elements d^, UIJ .N, ξij : # . First, for every M e7J[ such that
o(M) = k and /, 7 such that 1 < / < r, 1 < j < dM let us write

(2.11) ξij:M= E Yκδκ(i,J' M).
o(K)=k+l
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Let δ\K, . . . , δdκ, d = dκ, be an enumeration of the distinct, nonzero

elements of the set {δκ(i, j : M)\M e Zn+ , tf(M) = fc, \<j<dM,

1 < i <r} - We now use each of the terms <$,-# to "build" r additional

terms as follows: put

(2.12) « « : » = Λ » : * ( ! < , < , , ! < , < < * „ ) .

Then for // as in (2.1) we have

Jf Ul7 : ^ = //r^W/o : Ô /7V = "(i» , N)(H)uΠ . N + YNHuiQ . 0^/iV

= -(β , N)(H)Uu : ji: N : N - p{H)uU . N.

7=1

This last line follows from the above calculation in the k = 0 case.
As above we see that (2.9) holds for all φ e srf{G : V : Λ). D

Let usfixfceZ+, and let dk = r Σ0{M)<k ̂ M We denote by Tk an
arbitrary complex inner product space of dimension dk . We choose
an orthonormal basis for Tk which we can index as {e/7: M\M G ΊJ+ ,
o(Aί) < fc, 1 < / < r, 1 < j < dM} We shall identify linear
operators on Tk with their matrices relative to this basis. In particular
let us put with M e Z* , o(M) <k9 1 < i < r, \<j<dM,

(2.13)

Let

Fix {̂ i, ... , sy} a complete set of representatives for WQ/W\ . Let
ΔJ be a positive system of roots for Δ(gc > βo,c) a n d P u t

(2.14) Δt=ΔjnΔ(m c ? f)o,c),

Y[ (7 = 0,1), ω O i=ω o /ωi .

If Λ €

(2.15)

and if

(2.16)

c , where

eu: Λ/(Λ) = 2 fa{SiA)eaj: M

a=ϊ

Zl, o(M) < k, 1 < i < r, 1 < < dM),
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then

(2.17) Tk

and

(2.18) Sk{A)eu: M(A) = X Λ / ^ Λ ) ^ : M(Λ)

(for all My i, j as above)

where

(2.19) XM(Λ) = A(H) - (/?, M)(H) - />(#).

We also define a nilpotent operator JVfc on Tk to this end let us recall
in the definition of ξij .M that as Wio:θ = 1 then by (2.11) for all
N G Z f , o(N) <k we can write for 1 < i<r, I <l <dN,

(2.20) ξil:N=
o(K)=o(N)+l f=l

where rifK = ΠfK(i, I : JV) e {1, 0} and for each .K only one ΠfK

(1 < f <dκ) can be different from zero. Set

(2.21) njf:K(i,I:N) = δυnfκ(i9l:N)

(δ\j = Kronecker delta).

We now define N^ by the following equation:

(2.22) NkeJf:K = (l
o(N)=o{K)-\ 1=1 ι=l

In this last equation the notation δκo denotes the Kronecker delta
function on the set of all n-tuples of nonnegative integers. Finally,
set

(2.23) Bk

LEMMA 2.2. Let φ es/(G :V:A), at = expί/Γ, m e M, and set

(2.24) Φk(m)= J2 <P(m'>uij:M)®eij:M

(o(M)<k, \<j<dM,\<i<r)

= k, \<j<dN,\<i<r)

Tk(A) = 1 (8) 2?fc(Λ) (1 = identity operator on V).
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Then Φk, Ψk e C°°(M : V <g> Tk) and {with Φ = Φk, Ψ = Ψk,

(2.25) ^

Equivalently,

(2.26) Φ(mat) = Exp{ίΓ(Λ)}Φ(m)

+ / Exp{(/ - u)Γ(A)}Ψ(mau) du.
Jo

Moreover, if η\, r\2, € U(xnc) then

(2.27) Φ(ι/, mat %) = Exp{ίΓ(Λ)}Φ(?/, m η2)

" Exp{(ί - M

Proof. With the above notation we have from Lemma 2.1,

: M) <S> ^ 7 : M

f Uaj : M) ® £// : M
i,j,M a=l

o(M)<k

Σ ^
iJ,M o(K)=o(M)+l f=

o(M)<k

Σ ^ ' « M<p{mat Way: Λ/)
La=l

a,j,M /= 1

+ Σ v

i,j,M o(K)=o(M)+l f=l β=l
o(M)<k

,j,
o(M)=k
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But we may rewrite the second sum occurring on the right-hand side
of the equal sign in the last equality as follows:

k dκ r

Σ ΣΣ
o(K)=\f=\β=\

/=1 0(A/)=o(tf)-l./=l

A: ^ r

o(tf )=l/=ljJ=l

Observe that as Nk(eβf:O) = 0 we may start the summation over K
at o(K) = 0. It follows that

φ(mat Hutj: M)

α, 7 , M

φ(mat;uβf:K)®Nkeβf:K

iJ,M
o(M)=k

Recalling (2.24) we see (2.26) follows; (2.27) follows since Ψ(m) is
C°° on M. D

PROPOSITION 2.3. Let Aeϊ)*0' c , G = Gl(dk, C).
denotes the orbit of B^A) under similarity transformations by G we
have

Bk{A)G3Sk{A).

In particular, Bk(A) is semisimple and has eigenvalues XM(SJA) with
l<j<r, MeZl, and o(M) < k.

Proof. We proceed by induction on k. For k = 0, BQ = So(A)
and the result is trivial (the semisimplicity follows from (2.16) and
(2.18)). Assume the result for k > 0. Let Pk+χ denote the minimal
polynomial of Sk+X we wish to show that Pk+X is also the minimal
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polynomial of Bk+X. Observe that we can identify Tk with a subspace
of Tk+X (which we again denote by Tk) defined by taking the span
of the vectors {e^:M\O(M) <k, 1 < j < dM, 1 < i < r} \ and that
Tk+X = Tk Θ Tkk+{ (orthogonal direct sum) where Tkk+X is the span
of the remaining vectors e z ; : M not in Tk . Further we have

(S*+i + NM)Tk c Tk, (Sk + Nk)\Tk = (Sk+X + Nk+ι)\Tk.

It follows that by the induction hypothesis that as Pk+\(x) =
Pkk+\(x)Pk{x), where Pkk+\{x) = Π ( ^ - ^ ( ^ Λ ) ) » t h e product taken
over a distinct set of representatives of the set {Xκ(SjA)\o(K) = k+1,
1 < j < dκ} then

k + Nk)\TkPk(Sk + Nk)\Tk = 0.

From their definitions it is clear that

Nk+x(Tkk+x) c Tk, Pkk+\(Sk+ι)\τkk+ι = 0

and

(Sic+i - XM(SjA)I)Tk c Γ^, (Sfc+i - X M ( ^ Λ ) / ) Γ ^ + 1 C

It follows that

1 + Nk+ι)Pkk+x{Sk+λ)TkM = 0.

Therefore, as Tk+X = Tk@ Tkk+X the minimal polynomial of Bk+X

is just Pk+X which implies that Bk+X is semisimple, with eigenvalues
precisely those of Sk+X. D

Let for any n e Z

PROPOSITION 2.4. Let Pk(A: x) be the minimal polynomial of

Bk(A) (Λ e ϊtf c ) αnrf to/or n e wtk{A) = {ω(iV)|iV G Z « 9

A:}

Then

(2.28)
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here the sum is over a maximal set of pairs (n, j) such that Xn (SjA) Φ
Xm(SiA) for (n, j) Φ (m, /) with m, n e wtk(A) and 1 < /, j < r.
Further, if

(2.29) En{A) = P»(A: Xn(A))-ιP»(A: Bk(A))

then

(2.30) Bk(A)En(SjA) = En{SjA)Bk{A)

= Xn(SjA)En(SjA) (Aeϊio.c)

Proof. (2.28) follows easily from the partial fraction decomposition
for polynomials with distinct roots applied to l/Pk(A: x) on noting
that as Bk(sA) = Bk{A) (s e Wo), then Pk(sA: x) = Pk(A: x).
(2.29) follows from the Primary Decomposition Theorem. D

COROLLARY 2.5. A H En(A) is a rational map of f)g'c into
End(Γ^) and the map

A^Pn(A:Xn(A))En(A)

is polynomial

3. Uniform estimates for functions of type II(χ). We begin this
section by introducing a class of functions which we are able to ap-
proximate by an asymptotic expansion. This class contains the ma-
trix elements of cuspidal principal series representations, the so-called
Eisenstein integrals. The introduction of this class follows Harish-
Chandra [6]; it also is done for notational convenience; it's definition
is a characterisation of those properties of Eisenstein integrals which
we will need for later work.

We now fix a cuspidal parabolic subgroup P = NpMp, P standard
with respect to B and we assume that W(a, ap) Φ 0 . Let f) c mP

be a 0-stable Cartan subalgebra such that f)R = aP (f)R = \) n s).
An element χ e (f)i)£ (f)i = ϊ) Π t) is called singular if χ(Hβ) = 0
for some imaginary root β e Δ(gc, ί)c) and regular otherwise. Put
<? = (-I) 1 / 2 α|,, and ω = ωβ / f ) = Y[β>0Hβ where β > 0 means that
the product is taken over some system of positive roots of Δ(gc > ίJc)
Fix a regular χ e ( - l ) 1 / 2 ^ and extend it trivially to \)\ similarly,
extend any element of 9c = a*PC trivially to f) (note that our notation
is nonstandard and nontypical for this paper as 9Q is not the com-
plexification of 9' however, it avoids a lot of subscripting and will



UNIFORM ASYMPTOTICS FOR REAL REDUCTIVE LIE GROUPS 155

be mostly used in this section). Let 9Q(X) denote the subset of &c of
those elements such that ω(χ + λ) φ 0 and set ^\χ) = & n&c(χ).
Then ^'(χ) is an open dense subset of &.

As we have assumed that P is standard with respect to B, then
m/> contains both i) and fo. It follows that there exists y e GQ, the
complex adjoint group of QQ > such that y centralizes 1)R = α and
ϊ£ = f)OjC. Put Xλ = (χ+ λf for λ G 9Q . Then if λ e 9£{χ) it is
clear that ω^X^φQ.

Let 31 = ̂ (αpc) ® <5"(&c) (if ^ is a vector space we shall denote
the symmetric algebra over W by <5*(W) we also consider elements
of ^(apc) as polynomial functions on a*PC, and &{S?Q) as deriva-
tives of functions defined on the Euclidean space Sfc), g\ ® gι G
J7(βc)(2) = t̂ (flc) ® t/(flc) > and let ^ G C°°(G xf:V). We put for

φ{x,λ;p®u)= p(λ)φ(x ,λ;u)9

(g\ ®gi®P®uφ)(x,λ) = φ{g\'c x\gi,λ\p®u).

Further, we put U(QC) = U(QC)
2 ® 31, and for D e C/(flc), ^ G R set

= sup \\Dφ{x, λ)\\Ξ-ι{x)\(x,λ)\-r,
G

where if x = κ:o(x)exp//o( χ)^o( χ ) = /cexpX, with fc, Ko(x) G K,
G αo, no( ̂ ) € n0, X G s we let

(3.1) Ξ(JC)=

and

I f F c ί / ( β c ) , |F |<oo, le t

A function {I G X / H K will be called a function of type II(/) if
the following conditions hold:

(1) φeC°°(Gx^: V).
(2) for any λ G &, the function φχ(x) = ^(x, λ) is τ-spherical.
(3) Z ^ = //O(^:^A)^A (zea(fl)).
(4) For any Z) G C/(βc) > w e c a n choose a number r > 0 such that

<OC.
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Assume now that V is a double unitary AΓ-module, τ = (τ/, τr),
τ(fc)ι; = Tι(k)v, ι τ(fc) = vτr(k). If x G G, we can write x =
np(x)ap(x)μp(x)κp(x) where fcp (JC) G AΓ, μp(.x) G A/̂  Π exps,
tfp(x) G ^4p, «p(x) G Λ^p, and we put Hp(x) = logαp(x). Then
if ^ G C°°(Mp :V:τ), where we use the obvious notation for the in-
finitely differentiable, F-valued functions on G which are τ-spherical,
we define the Eisenstein integral EP(x, ψ, λ) by the equation,

(3.2) EP(x, ψ,λ)= ί τ{k-χ)ψp(kx)e^pp^H^kx)dk

where ψp is the function on G such that

ψp(nmk) = ψ{m)τ{k) (n G Np, m G Λ/p, /: G

We shall devote the next section to a more thorough investigation of
the properties of these important functions. For the present how-
ever, we content ourselves with the following observation, indicative
of the importance of functions of type II(/) . If ψ G s^cxxsv(Mp, τ)
(the space of τ-spherical cusp forms on Mp (cf. §3)) and ζψ =
f>mp/i)(C- X)Ψ (t*mp/t) denoting the Harish-Chandra homomorphism
for the pair (mp, fj)) then Ep(x, ψ, λ) is a function of type \\{χ).
In fact we have the following lemma. Note that λ G &c c a n be written
as λ = λR + {-\)χl2λι with λR, λτea*P.

LEMMA 3.1. Fix D G U(QC) 7%^π we can choose r > 0 and a finite
set F c C/(mp5c)(2) w/ίλ the property that

\\(DEp)(x, ψ

where CQ > 0 α/κi Co is independent of D t x, and λ and the inequality
holdsforall λe&ί, ψeC°°(MP: V:τ), and xeG. Here

δeF 1VΛP

and for any reductive subgroup L c G, Ξι denotes the corresponding
elementary spherical function on L (cf (3.1)).

We shall need one further standard result. For this result and the
proof of Lemma 3.1 the reader is referred to Harish-Chandra [3]. Let

(3.3) KM = KnM, and + M = KMcl(A0(B))KM.
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LEMMA 3.2. (1) There exist constants Q , r§ > 0 such that

d(m)Ξ(m) < C0ΞM(m)(l + σ(m))ro (m e +M).

(2) There exist constants DQ > 0, qo>O such that

e-Po(\ogh) < S ( Λ j < Doe-PoQ<*h)(i + σ(h))qo (h € A0(B)).

Let

(3.4) M+ = {meM\\\Adm\Έ\\ < 1}

where || Adm |n|| denotes the Hilbert norm of the operator Adw re-
stricted to n. Observe that

M+ c +Af.

Let

LEMMA 3.3. Let k e Z + , ^ a function of type II(^), <zm/ notation
as in Lemma 2 .1 . G/ven ^ i , ηι G C/(mc), U\,uι € &{&& there
exists Fx c C/(βc). I-Fil < oo, r t > 0 Λ WC/Z that SFχirχ(φ) < oc,
with at = exp ίΛΓ we

: * , λ ; κ , ) | |

o(N)=k

and

Σ u matimUij:M,λ;u2)\\

where \(m,λ91)\ = \{m, Λ)|(l + |ί|) and the second sum is over M e
ΊJ\, o(M) <k, \<j<dM, 1 <i<r. The inequalities hold for all
meM+, t > 0

COROLLARY 3.4. Fix k e Z+. Given η{, η2 e U(mc), U\,u2 €
there exists Sx c ί7(m c)

( 2 ), |SΊ| < oc, sx > 0 such that

iJ,N
o(N)=k
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and

Σ \\Ep(ηu mat\ η2Uij:M, ψ Λ\

the second sum is over M e Έ\, o{M) < k, 1 < j < dM > 1 < i <
The inequalities hold for all m € M+, t > 0, #? e ^uspίA^p > τ ) *

Proof of Corollary 3.4. The corollary follows easily from the lemma
and Lemmas 3.1, and 3.2.

Proof of Lemma 3.3. First note that as Af+ c +M then by (1) of
Lemma 3.2 and the fact that d is a homomorphism of M we have

(3.5) Ξ(mαr) < C0(l + σ(m))ro(l + t)r«d(m)-χZM(m)e-P^H)t.

From this and property (4) of functions of type II(/) the second in-
equality of the lemma follows easily.

To prove the first inequality of the lemma let us observe for M e
Z* , o(M) = k+1, δ G £/(flc), and u e &{&c) we have the following,

But Λf+ leaves nk+ι stable, hence we may write

(3.6) {γM)m= J2 cNM{m)YN,
N

o{N)=k+l

where CNM £ C(M)9 and \CNM(WI)\ < γ(m) and therefore C^M re-
mains bounded on M + . As ( 7 M ) ^ = e-t<β,M)(H)YM a n d a s m E

AT+, then we see that there exists a constant Dk depending only on
k such that

\\φ(ηΰmat;Y
Mδ,λ;u)\\

<Dk

TV

From (4) of the definition of functions of type II(/) and (3.5) one

easily shows the existence of Fi c U(QQ) > h ^ 0 such that

\\φ{ηιimar9Y
Mδ9λ;u)\\

< Sf f {φ)\(m,λ, ttfie
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From this one can deduce the first inequality of the lemma for η2= I.
If η2 φ 1 one must observe that m leaves n stable. Hence η2Y

Mδ
can be written as a sum of terms of the type YNδf with o(N) = k+l,
and δ1 G t/(gc) > from which one can deduce the inequality from the
above calculation. D

4. Spectral Analysis of Γ^(X^). Before applying our uniform esti-
mates, we shall need some further refinements concerning the depen-
dence of Tk(Xχ) on l e ^ . First we note that if

(4.1) VM{λ) = {XM(SJXX)\1

U
o{M)<k

then %k{λ) is the set of eigenvalues of Bk{Xλ) and hence of Tk{Xλ).
Identify ^ , c w ^ t h ^ v * a t h e m a P ^ *"* ̂ (-H"). Observe that if fjj^ =
ίjo,c then using the notation (bc)R = J2a>0RHa where b is a Cartan
subalgebra of g, ] C a > 0 denotes the sum over any system of positive
roots for Δ(flc> &c)> w e have [(ί)c)RF = (f)o,c)R It is known that
if s e WQ then s leaves (f)o,c)R invariant. Hence as H e a c % C
(ί)o5c)R then there exists Hυ e (-l)1 / 2f)i, H2j € f)R = α/> such that

(4.2) [ s J l

It follows that for all λ e

(4.3) 9l

We may therefore, order the set ί?(λ) independently of λ e ^ as
follows:

(4.4)

where

(4.5) Z ^ ^ Z y W , iφj,

and

(4.6)

Note that if r*(λ) = {Ci(A),...,CpW},
then although §fc(λ) c ^k+ιβ) it m a Y happen that for some
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1 < j <Q and some i < p, / < j, 9fyf/(λ) < 9tC/(λ). However, if we
fix / < p and let A: increase, then we can guarantee that £ (λ) =
μ i ( λ ) = Zi(λ) i f 1 < / < / .

We can in fact say more about the numbers z/(λ). Let Hχ be any
element of (-l) 1 / 2 ^ such that

*(#*) = 1.

Define a partial order on the set of integers {1, . . . , r} as follows.
Let us write / •< j for 1 < /, j < r if χ(H\j - Hu) e Z+. Let
° β c { l , . . . , r } denote the. maximal elements relative to this partial
order; we also denote by Q° a subset of one through r such that if
*\ j € Q° 9 i Φ J > then //2/ Φ H2j, and Q° is maximal with respect
to this property. Then if j e {1, . . . , r} we must have j •< a for
some ae°Q. It follows that

[s-ι(H)]y~{ = Hla - naJW + χH + H2j

where naJ G Z + and χH E ker(χ|ίji). We have then that for all

equivalently

Sjλ(H) - (naj + m) - p(H).

We are now in a position to obtain a parametrization of the eigen-
values of Γk(Xλ) .For ae°Q let

(4.7) Qa = {j\l<j<r, and ' ^ α } .

Further, let Q°a denote the subset of Qa defined by the condition that
for each j e Qa there exists / e Q°a such that

(4.8) i<j9 H2j=H2i,

and Q°a is the minimal set with this property. Then if a e°Q, and
j e Q°a, we let

(4.9) σk(a, j) = {n e Z\saχy(H) + Sjλ(H) -n- p(H)

is an eigenvalue of Γ(Xλ)}.

Let aj e °Q, ij e Q°a,, and nj e σ(aj, ij), with j = 1, 2. If

)-nx-p(H)

Siλ(H) -n2- p(H), λ e ^c,
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then we must have a\ = a2 by the equality of the real parts of the last
equation and the maximality of α 7 , y = 1, 2 . By the equality of the
imaginary parts we must have as i\, i2 € Q°, with a = a}•, j = 1,2,
that z'i = h. It follows then that nx = n2 Now let

S${χ) = {λe S%{χ)\λ{H2i -H2j)φQ,i,JEQ°3iφ j}.

Further we put

Note that Fn{χ) is an open dense subset of 9". Let λ e &"{χ). It
follows from the above that the set

(4.10) Spec(Γ(ΛΓΛ))

= {(saXy + Sjλ)(H) -p(H) -n\ae°Q,

is exactly the set of eigenvalues of Γ^(^) for all λ e ^"{x) and that
the elements of this set are all distinct.

Let

{z«,l7 > U

be the subsequence of the zm(λ) such that for all λ^9"

(4.11) (1) Xzmμ)>XzmjJλ),

(2) for every / e Z + there exists j such that

(3) if / > nij then Mzm(λ) >

Choose and fix 70 ̂  1 such that

saχ
y(H) - p{H) > Kzmo, Vα e °Q,

where for notational convenience we put

m 0 = mh.

Set

(4.12)

where, αo > *o > and ΠQ are defined by the second equality. We shall
(as is permissible by the above discussion) choose k so large that the
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following hold; let

Then

(4.13) (i) ζt(λ) = Zi(λ), 1 < i < m 0 , m 0 = m7 o,

(ii) < K z 0 W = V ' ( / 7 ) -/>(#) -n0

Let /\(λ : x) denote the minimal polynomial for Γk(Xλ) with
λe^"(χ). From the above we know that Pk(λ: x) is just the product
of all factors of the type (x - μ) with μ e Spec(Γ(X^)). If a e
°Q, j eQ°, n e σk(a,j), put P{

k

aj:n\λ: x) equal to the product
of the factors (JC - μ) with μ e Spec(Γ(XA)) and μ φ {saχ

y(H) -
Sjλ(H) - ρ{H) - n). Let a, j , n, as above, and define meromorphic
End(F ® 7^)-valued functions on &Q via

^ ( W y + ^ ) = P{

k

aj:n\λ: XniSaXr + SjX))-^™1"^: Γ(Xλ)).

Put σ(α) = [jjeQo σ(a, j). If « G σ(ά) let

(4.14) £ α > π (λ) = Σ En(Saχy+Sjλ).

neσk(aj)

Finally, set

(4.15) £θW=E Σ Ea9n(λ)9

aβ°Q neσ(a)3
(saχ

y-p)(H)-n><nz0

ElW=Σ Σ Ea,n(λ).
ae°Q neσ(a)3

{saχ
y-p){H)-n<ΐfKzQ

For any linear operator A on V ®Tk let ||^4|| denote its Hilbert-
Schmidt norm.

LEMMA 4.1. (1) The functions Eajn(λ), and hence the functions
EQ(X), and E\(λ) are defined and infinitely differentiable as maps of
& into End(F®Γfc).

(2) For all λe^ we have

E0(λ) + Ex(λ) =
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and

Et{λ)nxλ) =T{Xx)Et{λ), 1 = 0 , 1 .

(3) // u\,u2 e S?{?c) there exists Ao = A0(uι,u2), α0 =
αo(«i, M2) > 0 for which

\\E0(λ; Ui)\\ + \\Ex{λ; u2)\\ < A0(l + \\λ\\)ao (λe^c)

(4) If u € £"{&), ae°Q, j eQ°, neσ(a, j) then there exists
AQ — AQ{U) , ao = ao(u) such that in the above notation,

\\9{uλ){P{«j• n\λ: Xn{saXy + Sjλ))En(saχy + Sjλ)}\\

Proof. The statement in (4) of the lemma follows directly from the
definition of En(saχ

y +Sjλ) given above, and Corollary 2.5. From the
above we obviously have for σ(a) = Ujeβ" σ(a» J)

ae°Qneσ(a)

It follows that for all λ e

a€°Qneσ(a)

Now let λo G &, and suppose there exists a singular hyperplane ^
of some En(saχ

y + Sjλ), j G Q°a, n € σ(a, j) passing thru λo. For
each a, j , n with a € °Q, j € Q%, n e σ(a,j) there exists
faj : n e^(ap) of minimal degree such that

is analytic on y . It follows from the above that

/ ΐ β y " : ι l ) ( A : J Γ Λ ( j α ^ + ^ ) ) = O

for some Λ G ̂  if and only if

Sjλ(H) = skλ(H) for some keQ°a3 kφj.

We may therefore, choose / G ̂ (α/>), w G «^(αj,c) and some
for which the following holds for at least one n G σ(a):

ι/) = 0, i/ € ^ ( α ^ c ) 3 deg(κ') < deg(w),
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but

and

faj: n divides / in S*(aP) for all ae°Q9jeQ£9 and n e σ(a, j).

As ^ " ( χ ) is dense in 9* then Ao is a limit point of &"(χ). From
the analyticity of the map λ •-> Exp{tΓ(Xλ)} we have for λ denoting
a generic point in ^

(4.16) 0 = ^ 2 lime(nA){/(A)Exp{ir(JTA)}J? e > l l(A)}

Σ

λ(H2j) - p(H) -n)t}En(saχy + Sjλ)}

~ n)t}Ea,n{t),

where for each a e°Q there exists qa < deg(/) and for each j 9 I
with 0 < / < qa, G Q2 there exists Λ^ G ̂ (a*PC) with Λ^o = 1,

and Ejj(a, n) e End(F ® Γfc) such that

j3neσ(aj) 1=0

/=o

here we define Ejj(a, ή) to equal zero if n £ σ(a,j). Define
QZ{λ0) to be a maximal subset of Q°a such that λo{H2i - H2j) φ 0
for i, j £ Q°a with j' Φ j . Then we can write

Qa(0) 1=0

where

j

sum over j£Q%B λo(H2j) = λo(H2r).
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We have on letting λor = λ^Hir), that

Σ Σ ™\>{{SaXy{H)-p{H)-n)t} Σ Σetλθ't'MrJ(a,n) = O.
ae"Qneσ(a) r€Q°a(λΰ) 1=0

Let μ €. (V <g> Tk)*, υ e F ® ^ . By this last equality we have

Σ ™P{(saχ
y(H)-p(H)-n)t}

a€°Qneσ(a)

x
reQ°a(λ0) /=0

Let z\, ..., zs be an enumeration of the complex numbers saχ
y(H)~

p(H) - λOr. Let

ίl »(0 = Σ^rΛcc, n)υ)tι if z, = saχy(H) - p(H)-λOr.
/=o

Then we have, on multiplying the last equation through by e~ V that

Σ Σ Ptn(t)e«'rW = 0.
/=1 n€σ{a)

This sum can be written as

ί = l ί = l

As

- p(H) + λQr) - (sa,χy(H) - p(H) + λ0/)

then
zt• - Zk = 0 o α = α' and r = r' o / = k.

We also have by the above that

Zι - z* - /! = 0 <» saχ
y(H) - sa'χ

y{H) = π and AOr = V

Equivalently,

α ^ α' and r = r' o a = α' and r = r'.
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It follows that Zi~zk-n ^ 0 for all iφk and n . Hence, by Lemma

A 3.2.2 of Warner [1] we have

kθ() ΞΞ 0 .

As k was arbitrary we have

/=1 n>\

If we multiply this equality by eι and re-index the sum, we obtain a
sum of the original type. Arguing inductively we see that P/Λ(ί) = 0
for all /, n. As Pin{t) = Pin(μ,v: t) = 0 for all μ e {V ® 7*)*,
v eV <8>Tk then we see that

Erj(a, n) = 0 yia9r9n9 and I.

Hence Eα,n(t) = 0 for all ί € R, and all α, n . Putting ί = 0 we
obtain the contradiction that

]imd{uλ){f(λ)Eα9n(λ)} = 0 Vα,π.

As Eα,n is a rational function on &e, we can write Eα,n(λ) =
Qα,n(λ)~xE'αn(λ), where βα,Λ(Λ) denotes the least common denomi-
nator of the matrix coefficients of Eα, n relative to the basis {βij: M} -
It follows from the above that

wf\Qα9n{λ)\ = mαin > 0.

The lemma now follows easily from the fact that Qα,n(λ)Eαin(λ) is a
polynomial function. D

5. Uniform asymptotics of functions of type II(χ). We can now
state an initial form of the first principal result of this paper. Let us
recall the notation of §4; the eigenvalues of Tιc(Xχ) were denoted by
Ci(A), . . . , ζp(λ). We denoted the elements of l?(λ) as z/(A), and
ordered the real parts of this sequence;

Kzx{λ)>yKz2{λ)>' '>ΐ(\zm{λ)> - , λe(-\){'2α*P.

We let mk be the indices where the jumps in the real parts of the
Zj(λ) occur so that

k>l9mk<j< mM 9 λ e ( -
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Next we chose mo = nijo so that ZQ(X) = zmQ(λ), had real part smaller
than all the prospective leading terms of our expansion. Finally we
chose k so large that the first mo eigenvalues of Γ^(X^) had stabi-
lized; that is so that

and also so that

fΛzo(λ) > -p(H) -k, λe (-

Further we recall that the zj(λ) are all of the form

XM(SiXλ) = SiXλ(H) - (β, M)(H) - p(H), 1 < i < r

where M e Z+. The term -(/?, M)(H) comes from our construction
of the operators Uij: M , and ̂  : M Consequently we do not know
which M G Z + parametrize an eigenvalue. It is clear however that
the numbers

Xn(SiXλ)=SiXλ(H)-n-p(H)

contain all the eigenvalues as n varies over the nonnegative integers.
We shall exploit this fact in the final version (Theorem 5.9) of the
following theorem.

THEOREM 5.1. Let φ be a function of type IIQf). There exists φoe

Coo{MxSr: V: τ) and ε > 0 such that for any r\\,r\i^. U(mc) there

exists F c t/(βc)f r > 0 such that 5>, r(^) < oo, and

(5.1) |p(ι/ic mat\ 1/2, A)-poO/ic" m ^ ; ι/2,λ)|

Λ̂e inequality holding for all m e M + , ί € R + , A e ^ . Further, there
exists Pi eC°°(Mx 9Tn{χ) :V:τ) such that

(5.2) φo(mat9λ) = Y^Pι(m9λ)ez^t

9

ι=\

for all m e M+, t > 0, λe ^"{χ) and Pi = 0 if zt{λ) cannot be
written in the form Xn(saX

y +Sjλ) with s~ι\a e W(a, α/>), j e Q%,
and n e σ(α, 7).

Proof, Let notation be as above and set for m eM, A G F ,

(5.3) Φ(m, A) =

o(N)=k
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It is clear from their definitions that Φ , Ψ G C ° ° ( ¥ X F : V Θ Γ).
By (2.27) we have

(5.4) Φ(ηύ mat;η2,λ)

= Exp{tΓ(Xλ)}Φ(ηι<m;η2,λ)

+ f Exp{(ί - u)Γ(Xλ)}Ψ(ηι c mau η2, λ) du
Jo

We shall complete the proof of the theorem by a sequence of lemmas.

LEMMA 5.2. There exists F2 c U(QC)>
 r2 > 0 such that

oo and ε > 0 such that

(5.5) H

the inequality holding for all m e M +, A e ^ , αnύ? ί > 0.

Proof. By the continuity of (m, ί, A) H+ £Ί (λ)Φ(ι/i c mα^ /̂2 5 ^) it
suffices to prove the inequality on an open dense set of & namely,
we will show it on SF'(χ). From (5.4) we have

\\Eι(λ)Φ(ηu mat\η2)\\

< \\E\(λ)Exp{tT(Xλ)}Φ(ηι ι m\ η2y λ)\\

H Ex (λ) Exp{(t - u)Γ(Xλ)}Ψ(ηι c mau ;η2,λ) dull.
o II

By Lemma 3.3 there exists F\ c U(QQ) , \F\\ < oo, r\ > 0 such that
< oo and

\{m,λ9 u)\r^

By definition of the subsequence z/.(λ), (4.13), and Lemma 4.1 we
see that there exists 0 < βo < 1, and D > 0 depending only on yΌ
such that

(5.6) WExWExpisnXMW < DA0(l + μ|)^^Λ zoW-βo) (5 > 0).
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As ^~(1~εo)w(l + u)r\ remains bounded on [0, oo) then we can choose
D\ > 0 such that

\\Eι{λ)Φ(ηιimat 9η2,λ)\\

f* e(t-u)(Mz0(λ)-ε0)e(1Rz0(λ)-e0)udΔ

Again by the boundedness of (1 + D\t)e~at on [0, oo) for any a > 0
we see we can choose D2 > 0, e2 > 0 such that the above inequality
is less than or equal to

D2DA0\(m ,λ)\a°+r>d(mΓιΞM(m)SFι ^(φ) • ̂ V ^ ) ' .

From this it is clear that there exists ^ c t / f j c ) , 2̂ > 0 > and ε > 0
as in the statement of the lemma. D

LEMMA 5.3. Let m e M', t e R, and λ e &. Set Φ0(m5 t, λ)
equal to

(5.7) E0(λ)Exp{tΓ(Xλ)}Φ(m,λ)

+ Γ E0(λ) Exp{(ί - u)Γ(Xλ)}Ψ(mau ,λ)du9
Jo

Then Φ o € C°°(M x R x f : V ® Γ ) , α«ύf/or every η ι , η 2 e U(mc)

we have Φo(*?i c w η2, ί, λ) equals

(5.8) [

+ J™ Exp{(ί - u)Γ(Xλ)}Ψ(ηι c mαM ^2, λ) duj .

Moreover, there exists F3 c U(QC)> Î 31 < oo, r3 > 0 .swcΛ that

\\E0(λ)Φ(ηu mat',η2,λ)-Φ0(ηu m;η2, t,λ)\\

is less than or equal to

(5.9) iSF 3,Γ 3(^)|μ 9m)r3^(m)- 1ΞM(my^oW-^ ?

here e is as in Lemma 2.12, m e M + , ί > 0, λ e ^ \

We shall need the following technical result for the proof of the
lemma (for a proof of this result cf. Harish-Chandra [1], Lemma 54).
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LEMMA 5.4. Let C be a compact subset of M. There exists To > 0
such that m exp tH e M+ for all t>T0.

Proof of Lemma 5.3. Let C c M b e compact and let 7Q be as in
Lemma 5.4. Given / G Z+, u\, U2, u$ G ̂ ( ^ : ) , η\, /̂2
there exists i 7 ! , ri as in Lemma 3.3 such that

(5.10)

• {Γ(Xλ)
1 Exp{(/ -u- T0)Γ(Xλ)}}Ψ(ηx c m α M + Γ o η2

From (4.13) and the ordering of £fc(Λ) = { ( i (λ) , . . . , Cp(^)} w ^ have

(5.11) -9tC/(λ) < -Λzo(A) < p(H) + k (1 < / < m0).

Taking into account Lemma 4.1 and (5.11) we see that for all λ e
^'(χ), and then by continuity in λ, for all λe^, there exists bo > 0,
l?o > 0 > such that

. (i + \t _ u _

Hence the right-hand side of (5.10) is less than or equal to

(5.13) {d-ιΞM)(maτ0)SFιtrι(φ)\(maτ0,λ9 u)\r>

- m0A0 (1 + μ|)"o+*o(i + \t - u - Γo|) V ' - Γ o ) *

the inequality holding for λ G &, and u>t-T0. This estimate shows
that the integral in the definition of Φo, when the variables (m, t, λ)
are differentiated, converges uniformly on C, and on compact subsets
of R and & here we must recall that aj G Center(Af). It remains
to show (5.9).

From (5.4) and (5.8) we have for all meM+ , t > 0, A G ^ ,

jf | |£0(λ) Exp{(ί - «)Γ(XA)}|| ||Ψ(ffi ί mau η2, λ)\\ du.
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Appealing to Lemma 3.3 once again, we see that the above is less than
or equal to

J™\\E0(λ)Exp{(t-u)Γ(Xλ)}\\

From (5.12) with U\ = uι = 1 we have constants Af

0, a'o, such that
the above integral is less than or equal to

\λ\)<SFi9rι(φ)\(m, λ)\r> d(m)-ιΞM(m)

^ ! + uγιe-(u-t)fRz0(λ)-(k+l)u-p{H)u j u ^Γ

From (4.13) and the boundedness of (1 + u)r^e~u on [0, oc) there
exists Z>3 such that the above is

< m0A'0D3(l + \λ\)<SFι,rι(φ)d(m)-ιΞM(m)\(m, λ)|'.

. e-[k+p(H)]t / e-{u-t)(Kz0{λ)+k+p{H)) d u

Recalling that 9ΊZQ(A) depends only on 70 not on λ we see that there
exists D4 > 0 depending only on k and JQ such that the above is

< D4\(m, λ)\rι+a°SFi3rι(φ)d(mΓiΞM(m)e-lk+'>Wίt.

By the choice of EQ in (5.6) and 82 in the proof of Lemma 5.2 we see
that for ε as in Lemma 5.2 the above is

< D4\(m, λ)\^+a^SFι^{φ)d{m)-χΞM{m)e^zow-ε)t. u

We shall need to extend this last result for φ an Eisenstein integral.
The extended result will only be used in §7 not in the remainder of the
proof of Theorem 5.1. Recall that (cf. (4.3)) for λef"(χ),

zj(λ) = saχ
y(H) + s,λ{H) -p(λ) -n, ae°Q, ieQ°a, neσ(a, i).

Considering then Zj(λ) as a function on ^ , we have for λ € &c

Kzj(λ) = χ{Hla) + λR(H2i) - p(H) - n = Mzy(Λi) + λR(H2i).

Let
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Note that as no singular hyperplane of the projections Ea^n(λ) in-
tersects &, then we may choose δ so small that none of the sin-
gular hyperplanes intersect &Q ̂  as well. It follows that there exists
m = ma,n,δ > 0 such that,

inf \Qa:n(λ)\>m,

where as above Qa,n is a polynomial function on &Q such that
Qa,n(λ)Ea9n(λ) is a polynomial function from 9c into End(F® Tk).
It is evident from the expression for Zj(λ) given above that we may
choose δ > 0 such that the set of eigenvalues of Γ(Xλ) is still the
set Spec(Γ(X^)), and the elements of this set are distinct if λ G &c, s
Further, if λ G 9Q^ , we have

As fRzjiλi) > fRzj+ι(λi) it follows that

(5.14) \e-zJW\ < e-*zo(\)+s\\H\\, l<j<mo,λe 3^^

Let(cf. (4.13))

0 < α 0 = ίRzo(A) + p{H) + k, λe^.

The above shows that αo does not depend on A e F .

COROLLARY 5.5. Let φ(x, λ) = Ep(x, ψ, λ), with ψ esfω{Mp, τ),
ζψ = μ0(ζ:Xλ)ψ,for ζ e }(mP). If δ(co+l)\\H\\ < α 0 , WίA c0 as
in Lemma 3.1, then Φ o G C°°(M x R x 9^^ :V ®T) and for each
m e M, t e R, Φo(w, ί, •) w holomorphic on λ e 9£9s, where
Φo is defined as in Lemma 5.3. Furthermore, (5.8) remains true if

Proof. Let η\, 7/2 G C/(mc), w G ̂ ( ^ ) . By Lemma 3.1 the es-
timate (5.10) in the proof of the last lemma would be changed by a
factor of exp{co||λR||σ(mΛί)}, if λ G 9Q Also if λ G 9Q,S ? then by
(5.14) the estimate in (5.12) can be replaced by

. ( 1 + \t _ u _ T^b^it-u-T^zM-siM) 9 U>t-To.

It follows then that the left-hand side of (5.10) is less than or equal to

χιΞM(rnaτo)usι9Sι(ψ)\(maτo9 λ9 u)\rι
. e[coσ(m)δ+uco\\H\\δ-u(k+l+p(H))]

m0A0 (1 + μ|)VΛ(l + \t-u- τo\)boe^-u
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As
co| W + \\H\\δ - ίHzo(λ) - (k + p{H)) < 0

by choice of δ, we have finally that the left-hand side of (5.10), for
u>t - TQ, A e 9QS is l e s s than or equal to

• m0A0 (1 + |A|)VA(i + \t - u -

This last estimate, as in the proof of the previous lemma, shows that
Φo e C°°, and also proves the holomorphy statement, if we recall that
Eo(λ) is rational and everywhere defined on 9Q^ . D

LEMMA 5.6. Let Φ o be as in (5.7). There exists

Qi e C°°(M x &"(χ): V ® T), 1 < / < m 0

(mo as in (4.11)), such that

(5.15)
1=1

Further, if we let

Φ 0 ( r a , t,λ,k) = Φ 0 ( m , ί, A), β/(m, A, fc) = β/(w, A)

showing the dependence on k, /Λ^ if k' > k we have

(5.16) β/(m, A, fc) = β/(m, A, ^ ;) (1 < / < m 0).

Proof. The equality (5.15) just follows from the definition of Φo
and the semisimplicity of Γ(ΛΓλ) for A e ^"{χ). The equality (5.16)
just expresses the fact that if ^(A) = (Ci(A), . . . , ζp(λ)}, and %k\X) =
{μi(λ),...9μp.} then i f / : ' > / :

0(A) = z7-(A) = μj(λ) (l<j<mo)9

and Γ^/(XA) restricted to Tk c Γ '̂ is equal to Tk{Xλ). The fact that
Qι e C°°(M x f"(χ) :V ®T) follows from (5.13) with A varying in
a compact subset, Ω c ^"{χ) one has to observe that there exists
w = ma,nj,a > 0 such that

As before, the lemma follows quickly from this. D

Let us now write,

(5.17)
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H e r e t h e s u m i s o v e r M e Z \ , o(M) < k , 1 < j < dM9 I < i < r 9

and Φij: M(m, ί, λ) e V. Put

(5.18) φo(mat9λ) = Φl0:O(m, t9λ) (meM, teR).

We also let

M , j , /, as above, and set

(5.19) P/(m, A) = βίo: o ( m > Λ)

LEMMA 5.7. The function ψo is well defined on Mx^.

Proof. From (5.4) with Y\\ = τ/2 = 1, we have for any s, t eR

(5.20) Φ(α5α,, A) = Exp{tΓ(Xλ)}Φ(as, A)

Exp{(s +1 - M)Γ(XΛ)}Ψ(αu, λ) du.
_

The last line by change of variables. On the other hand

(5.2l)Φ(asat,λ) = Φ(as+t,λ)
= Exp{(5 + ί)Γ(ΛΓλ)}Φ(l, λ)

rs+t
+ / Exp{(5 +1 - u)Γ(Xλ)mau, λ) du.

Jo

Subtracting (5.21) from (5.20) we see that the following expression
is equal to zero;

Exp{tΓ(Xλ)}Φ(as, λ) - Exp{(5 + t)Y{Xλ)}Φ{\, X)

+ ί Exp{(s + t-u)Γ(Xλ)}Ψ(au,λ)du.
Js

An easy computation similar to the above now shows that

which shows that <po is well defined.

From Lemma 5.6 and (5.19) it follows that

0φo(mat, λ) = £ P/(m, λ)ezW (λ e S?'\χ), m e M + , ί > 0).
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One easily deduces that φ0 e C^iMx^: V:τ). Recall that κ 1 0 : o =
1. If ε is defined as in Lemma 5.2 then as

Φ ( ι / i c m a t \ η i , λ )

c m a t \ m , λ ) + Eι{λ)Φ{ηλ m a t ; η 2 , λ ) 9

one obtains the estimate in Theorem 5.1 by combining Lemmas 5.2
and 5.3.

All that remains to be shown in the proof of Theorem 5.1 is that
Pi = 0 if z/(λ) cannot be written in the form Xn{saχ

y + Sjλ) with
s~ι\a € W(a9 op). To see this, let ae°Q. We call Xn(sa(χ + λ)) a
leading exponent of p along Q if the corresponding coefficient of this
eigenvalue is nonzero in the sum (5.2). From Harish-Chandra [3], §6
all leading exponents satisfy the requisite property. As all other expo-
nents are integrally equivalent to a leading one, then all exponents (i.e.
those exponential terms in (5.2) which appear with a nonzero coeffi-
cient) satisfy the required property. Hence Theorem 5.1 is completely
proved. D

COROLLARY 5.8. Let φ(x, λ) = EP(x, ψ, λ) with the notation and
assumptions of Corollary 5.5. Let ψo(x, λ) be the function of Theorem
5.1, and let δ be as in Corollary 5.5. Then for every m e M, <po(m, •)
is holomorphic on 3^$.

It will be necessary for applications to have Theorem 5.1 written
in a slightly different form. First, if a e °Q, and s~ι\a £ W(o, αp),
then we have for all j eQ°, and n e σ(α, j) (as y centralizes aP)

= χ(s-ιH)+λ(sJιH) - p(H) -n = Sjλ(H) - p(H) - n.

THEOREM 5.9. Let φ be a function of type ll(χ). For every s~ι e
W(a9 op), neZ+, there exists Γ 5 J W G C ° ° ( ¥ X $~"{χY V: τ) such
that the series

(5.22)

is an asymptotic series approximating φ uniformly for m, a, and λ
varying in M + , A(Q), and ^"(χ) respectively. More precisely, there
exists ε > 0 such that for any r\\, η2 e C/(m^), u e *5*(αc) there exists
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F c U{QC)> r>Q such that SFiK(φ) < oo and

(2.64) mat\ η2u)

u(sλ -na-

λe^"(χ),meM+,t>0,

where ps e Z+ is chosen so that -(psa + p)(H) > 9ίzo(λ), and
-((Ps + l)α + p)(H) < Xzo(λ) for all λef.

Proof. The existence of the series follows easily from Theorem 5.1.
The estimate (5.23) follows from Theorem 5.1 on noting that the func-
tion φo equals the sum on ^"(χ). •

6. Eisenstein integrals. In this section we shall recall some standard
facts concerning Eisenstein integrals. Most of the section is taken
from Arthur [1]. We shall therefore only state the results which we
find necessary, and refer the reader to Arthur for their proofs.

As before V will denote a fixed finite dimensional double unitary
^-module. Fix a Levi subgroup M in J?(M$). Let stfcxxsv(M, τ)
be the space of τ-spherical functions on M/AM which are square
integrable, and 3(m)-finite. Equivalently, we may consider elements
of J^USp(M, τ) as functions defined on M which are right invariant
under AM, i.e. φ(ma) = φ(m), m G M, and a e AM, and which are
3(m)-finite and square integrable on M/AM . The space srfCUSΪ>(M, τ) is
finite dimensional, and equals {0} unless M/AM has discrete series.
If ω is an equivalence class of square integrable representations of
M/AM, let sfω(M, τ) be the space of functions φ 6 s/cmv(M, τ)
such that for any ξ* e V*, the function

m •-> ξ*(φ(m)), m e M/AM,

is a sum of matrix coefficients of ω. Then

ω
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Let φ e J^cuspiM, τ) , P e 3°{M), x e G, and λ e aMχ As in §3
we define the Eisenstein integral by the formula

EP(x, φ,λ)= ίJκM

where the function φP is the function on G such that

φp(nmk) = φ(m)τ(k), neNP,meM,keK.

Then the function

Ep(φ,λ):χϊ->Ep(x, φ, λ)

depends analytically on λ, and is a 3(g)-finite, τ-spherical function
on G.

Let W(AQ) be the Weyl group of (G, AQ). It is a finite group
which acts on the vector spaces αo and QQ. Suppose that M\ is
another Levi subgroup in JΪ?(MQ) . As is customary, we will write
W(aM, αji/) for the set of distinct isomorphisms from α^ into HM 9

which are induced by W(AQ) . Recall that any two groups P e &>(λf)
and Pi € 3s{M\) are said to be associated if dimα^f = dimα^ and
this set is not empty. If t e W{JXM > *MX )

 w ^ shall denote by wt some
representative of t in K. Now, suppose that Σ is any subset of
M such that KMΣKM = Σ, and that φ is a τ-spherical function
from Σ to V. If £ € W{<xM, α^,), define a τ-spherical function on

1 by

(wt), mx eΣ{.

If P e &>(M) let ίP be the group wtPw~ι in &>{M{). Then if
, τ) , it is easily shown that

(6.1) EP(φ , λ) = EtP(tφ , tλ).

More generally, if L is any Levi subgroup which contains both M
and M i , and R e 3?L(M), there is an identity

(6.2) tER(φ, λ) = EtR(tφ, tλ)

for Eisenstein integrals on L and tL = wtLw^1.
Suppose that P e &\M). If T is a Cartan subgroup of M , let

Δp(G, Γ) be the set of roots of (G, Γ) whose restriction to Ap be-
longs to Δ(P,AP). Suppose that Pf also belongs to &>(M). Then
the number

βPΊP = I J ( ̂ " ^ ) (product over a e Aψ(G, T) Π Δ^(G, Γ))
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is independent of T. (As usual, 7 stands for the group in
opposite to P.) Let dX be the Euclidean measure on nP> associated
to the norm

We can normalize a Haar measure dn1 on NP> by

f φ(n')dn'=[ φ(cxpX)dX, φeC™{Np.).
JNpl Jnp,

The same prescription gives a Haar measure on the subgroup NP* n
Np. From these two measures we then obtain an invariant quotient
measure on the coset space NP* Π NP\NP>. Now if φ e stfCViSV(M, τ),
λ e a*M c and m e M, define

= βp'\p ί τ{KP{n))φ{MP(n)m)e{λ+pr){H^n)) dn,
JNP,ΠNP\NP,

and

(Jr

PΊP(λ)φ)(m)

= βp'\p ί φ(mMP(n))τ(KP(n))e{λ+pp){Hp{n)) dn.
JNP,ΠNP\NP,

The integrals converge if

pP,a)>0

for each root a e AP nAp*. Because of the factor βP>\P, the integrals
are independent of the measure on NP> and of the form ( , ) .

Both jLp(λ) and Jp>>p(λ) can be continued as meromorphic func-
tions from CLMX to the finite dimensional space of endomorphisms
of ^usp(JW\ T) . They satisfy all the usual properties of intertwining
operators. In particular, let d(Pr, P) be the number of singular hy-
perplanes which lie between the chambers CLM(P) and CIM(P') If P"
is a third group in &>(M) such that

d{P", P) = d ( P " , P') + d(Pf , P ) ,

one has

(6.3) Jι

np(λ) = Jι

np,(λ)Jι

p,lP(λ), i = /, r.

Suppose that M* is a Levi subgroup which is contained in M, and
that R, Rf e&>M(M*). The functions
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associated to M and A/* (instead of G and M) can certainly be
defined. They depend only on the projection of Λ onto the orthogonal
complement of a*M c in a*M c . We have the formula

(6.4) V ) l W Λ ) = 7 V Λ ) ' ι = l> r

If A € aM,c and Pi, P[ € &{M), the operators Jp,]p (λ) and Jr

p,]p{λ)

commute. They also both commute with j(m).

Suppose that 5 € W(aM, aMl) • Let P € &>{M) and Px e
The groups s~xP\ and s~ιT\ both belong to ^(M). Define

(6.5)

(6.6) c°PίlP(s,λ) = cPι\P(s,λ)cP\p(l, λ)-χ,

and

(6.7) °cPι\p(s,λ) = cPι\Pι(l, sλ)-ιcPιlp(s,λ).

These are all meromorphic functions on CIM,C with values in the space
f i f (

,C

of linear maps from s/cmp(M, τ) to J^Usp(^i > τ) We have the fol-
lowing functional equations:

(6.8) Φjpisis, λ) = cP^P{sx, sλ)cPιlP(s, λ),cPιlP(

(6.9) °cp2\P(sιs,λ) = °Cp2\Pι(sι, sλ)°cPι]p(s, λ)

(6.10) Cpt\P(sιs,λ) = cJ2|Pi(ίi, sλ)cpιlP{s, λ)

(6.11) Ep(x,φ,λ) = EPί(x,oCpιlP(s,λ)φ,sλ),

the equalities holding for sj e W(QM{ , OΛ/2) and P2 e &>(M2). Sup-
pose that t G W(A0) .IΐM'<= { )

tλf = wtM'wfι

is another Levi subgroup; if P e &{M), then tP € 3°{tM'). The
restriction of / to aM> defines an element in W(aM>, aM>), which we
will also denote by / . We then have the following identities:

(6.12) tJp,lP(λ)Γι = j;ntP(tλ), ι = l, r.

(6.13) tCpι{P{s, λ) = ctPίlp(ts, λ),

(6.14) Cp\P(s,λ)rι = cP\tP(srι, tλ),
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and similar formulas for °cP\p and c£ , p . One also has the formulas:

and

(6.16) °cpι

One can show that

Let μp*\p(λ) be the inverse of this operator. It is a meromorphic func-
tion of λ with values in the space of endomorphisms of stfcusv(M, τ) .
For any λ, μP>\P{λ) commutes with any of the operators

Jlp[\p,(λx)> λ l e a*M,c > p\ > p\ e &(M), Ϊ = /, r.

Therefore μP>\P(λ) also commutes with μP>\P (λ\). One can then show
that

(6.17) /

if
ί/(^', P) = d{P",

and

(6.18) Hp(R')\p{R){^) \

if Λ, P , R, and i?; are as in (6.4). For any P e &{M), define

(6.19) μp(λ)=μp]p(λ).

It follows from the above properties that μp(λ) depends only on M
and G, and not the group P. Moreover, for any t e W(CLM> &MX)

and Λ e&(Mι),

(6.20) Ai/>μ) = /ipI(ίA).

LEMMA 6.1 [Arthur [1, Lemma 2.1]. Suppose that M* e^M(M0)f

R e&>M{M*) and P e&>{M). Then ifAea*M c and λ e **Mχ>

We shall now quickly review the relation between Eisenstein inte-
grals and induced representations. Fix M e &(Mo). Let ω be an
equivalence class of irreducible square integrable representations of
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M/AM 9 and let (σ, Uσ) be a representation in the class of ω (Uσ is
the Hubert space on which σ acts). Let P G &>(M) and define
to be the Hubert space of measurable functions

such that
(i) ψ(mk) = σ(m)ψ(k), meKM, keK,

If λ G α^/,c > there is the usual induced representation

(IP(σ,λ, x)ψ)(k) = e(λ+pP){Hr{kx))σ(MP(kx))ψ(Kp(kx)),

ψ G •Γ(σ) , X G G , which acts on
Let now ( F , τ) be an irreducible representation of # , instead of a

double representation. Let J?(σ)τ be the finite dimensional subspace
of vectors in βf(σ) under which the restriction of Ip{σ, λ) to K is
equivalent to a multiple of τ . Suppose that S G Hom^ ( F , C/σ) that
is, 5 is a map from V to t/σ such that

S(τ(m)ξ) = σ(m)S(ζ),

If £ G F , the function

Ψs(ξ):k^S(τ(k)ξ)9 keK,

belongs to β?(σ). By Frobenius reciprocity, the map

is an isomorphism from H o m ^ ( F , Uσ) onto Homκ(V, ^(σ)). No-
tice that β?(σ)τ is the space spanned by

{Ψs(ξ)\SeHomKM(V,Uσ),ζeV}.

It is isomorphic to HomκM(V, C/σ) ® F . If S G H o m ^ ί F , Uσ), and
P' is another group in &>(M), set

NP,ΠNP\NP,

defined a priori only for those λ e a*M c for which the integral con-
verges, Jp'\P{o, λ) can be continued as a meromorphic function from
αΛ/,c t 0 t h e s P a c e °f endomorphisms of H o m ^ ( F , Uσ). The map
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which we can also denote by JP'\P{σ, λ), is just the restriction to
βf{σ)τ of the usual intertwining operator from IP(σ, λ) to lP>{a, τ).

There is a canonical isomorphism

Ψ*: Hom*M(t/σ, F) .-> Hom^(Z(σ), F).

This map is given by

/ τ{k)-χS\ψ{k))dk,

for 5* G Hom/^t/tf, F) and ^ e &{a). Notice that &{σ)* is the
space spanned by

{ξ*Ψ*s.\S € Hom^(C/σ , F), £ e F*}.

It is isomorphic to Hom# (t/σ , F) (8) F*.

Suppose that

is a pair of irreducible representations of K. We shall now take τ to

be the double representation of K on

F = Homc(F l 5F 2),

defined by

for k\, k2 £ K, and X e Homc(Fi, f^). Any double representation
of # will be a direct sum of representations of this form. If S\ E
Hom^(F! , Uσ), and 52* e Hom^(C/σ, F2), then

φ(m) = S2σ(m)Sι, meM,

is a function in J^usp(^5 τ). The / functions defined above are
related to those defined previously by the formulas

(6.21) (JίΊP{λ)φ)(m) = {JP\P>{σ, λyS*2)σ(m)S{,

and

(6.22) (/;Ί

We also have

(6.23)

We now will recall some facts concerning the Harish-Chandra
asymptotic expansion of the Eisenstein integrals. Let B, Bf e

and consider the expansions of the functions

EB(x, Φ, Λ), Φ G 4 , Λ G αo,c,
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along the chamber AQ(B') . (Here S/Q is the finite dimensional space
of τ-spherical functions on M^ .) If £ is a small positive number and
a e Aε

0(B'), (cf. (6.27) below) then EB(a,Φ, Λ) can be written

Σ Σ (c*Ί*,c(ί,Λ)Φ)(l)α<iA-<-'V>,
seW(A0)ζez+(ΣB.)

where Cg\B ζ(s, Λ) is a meromorphic function of Λ with values in
End(Λ?ό), the space of endomorphisms of S/Q . The functional equa-
tions for the Eisenstein integral give rise to the formulae

(6.24) tcB.\Bζ{s,K) = ctB'lBtζ(ts,A),

(6.25) cB'\Btζ(s,A)Γι = cB>{tBιζ(srι, /Λ),

(6.26) cB^Btζ(sιS,A) = cB.[B^ζ{s{, sA)°cB^B{s, Λ),

for elements t, S\E W(A0) and B{ e &{MQ) . Suppose that x is an
element of

Gε = K-Aε

0(B)-K-

where

(6.27) Aε

0(B) = {ae A 0 ( B ) \ a ( H 0 ( a ) ) >ε,a€ ΣB}.

Then

x = kιak2, kι,k2eK, ae Aε

0(B').

Define

(6.2&)EBΊBJx,Φ,A)

Σ (cBΊB>ζ(s

Then EB>\Bs(Φ, A) is a τ-spherical function on Gε. It is meromor-
phic in Λ, and

(6.29) EB(x,Φ,A)=
seW(A0)

From the three functional equations above, one obtains

(6.30) EB-lBs(x,Φ, A) = EtB>\Bts{x, Φ, Λ),

(6.31) EBΊBs(x, Φ, Λ) - EBΊtBjSΓi(x, tΦ, tA),

(6.32) EBΊBtS^s(x,Φ, A) = EB.lB (x, % J 5 ( 5 , Λ)Φ, sA).
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These functions are all 3(g)-finite. Indeed, if z e 3(0) let μ\o(z: Λ)
be the differential operator on M^ obtained by evaluating μ\${z) at
Λ. Then the equation

(6.33) EB'\BtS(x\ z , Φ , Λ ) = EB>lB s(x, μϊ0(z: Λ)Φ, Λ)

follows from the analogous formula for Eisenstein integrals. Since Φ
is 3(m)-finite, then EB>\Bs(x, Φ, Λ) must be 3(g)-finite.

Let M e &(M0), r e W(A0)
M, R,Rfe^M(M0), w h e r e W(A0)

M

denotes the subgroup of elements of W(AQ) which leave a*M point-
wise fixed; it can be identified with the Weyl group of the pair
(M, AQ) . Then we can define the functions

on a neighborhood of infinity in M. Let P, L e 3?(M). Let B =
P(R). There is a unique coset s in JV(A0)/W(AQ)M such that the
group Pi = sL contains B. If M\ = wsMw~ι then Pi belongs to
&(M\). Let sB be the unique representative of s in W(AQ) such
that sB(a) e A(B, Ao) for every a e A(R, Ao).

LEMMA 6.2 [Arthur [1], Lemma 1.4.2]. /f Λ w m general positive in

, Λ) = 5 - 1 ^ ( ^ | Λ > J # ( Φ , A));

here we consider ΣR as a subset of Σβ, and the equality holds on Mε.

We shall also need two results of Harish-Chandra's. Fix M e
&>(MQ), M cuspidal, T a Cartan subgroup contained in M, and
P e &>(M). Let notation be as in §2; in particular & = ( - l ) ~ 1 / 2 α ^ > c .
Further let &' denote the set of λ e & such that π(λ)φθ, where

π{λ) = Y[(a, λ) (product over a e AP(G, T)).

For δ > 0 let

(6.34) it,<5 = U
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LEMMA 6.3 [Harish-Chandra [4], Theorem 18.1]. Fix λ e &1 and
Pi, P2e &>(M). Then the constant term of EPχ(ma, ψ, λ) along the
parabolic Pi is given by the following expression:

Σ (CP2\PSS> λ)ψ)(m)asλ

seW(A)

the equality holding for all ψ e s/cusp(M, τ) | , m G Mι, a e AM •
Moreover, we can choose δ > 0 such that for every s e W(A),
π(λ)cp2\Pι(s, λ) extends to a holomorphic function of λ on 3^^

LEMMA 6.4 [Harish-Chandra [5], Lemma 17.3, Lemma 19.2], (1)
Let s e W{A), Pi, P2 G &>{M), then °cP\P(s9 λ) maps s/ω(M, τ)
into sfsω(M, τ), ω, an equivalence class of square integrable repre-
sentations on M. Moreover, if λe^', then °cP \P (s, λ) is unitary,

(2) Fix P,Qe &>{A) and s e W{A). Then '

V*-*°CQ\P(S> V)

defines a rational map of α£ into EndL.

7. Continuation of the asymptotic expansion. Suppose that φ(x, λ)
equals EP(x,Φ,λ)9 where P is some cuspidal parabolic subgroup,
Φ £ ^usp(^p > Ό . We will now show that the coefficients of the
asymptotic expansion (5.22) of φ along Q, where W(aQ, aP) Φ 0 ,
can be expressed in terms of Eisenstein integrals defined on M. This
shows that the asymptotic expansion has coefficients which have mero-
morphic extensions to aPχ.

Let B c P, B c Q, with B minimal, Q maximal, and P cuspidal.
We shall continue to use the notational conventions of §2. Namely,
we shall not subscript objects associated with Q (so we shall write α
for aς> = ciM where Q = NM), and subscript objects associated to B
with o (e.g. Ao = AB). Further, we let & = (-I)1/2α|>, and we recall
the nonstandard notation, 9Q = α/>,c - Let L e ^(Λf0) and put,

(7.1) αί > c (L) = {λe alχ\fΛ(λ9 a) > 0 Vα G Δ(L,

LEMMA 7.1. L ^ ί G ^ ( Λ ) , t φ W(A0)
M, and A e a*oχ(B).

Then

VKtK{H) < 9tΛ(/7)

where H G α w α̂  m (2.1).

Proof. It suffices to consider the case, Λ G 0Q(5) = a*0C(B) n αQ.
Let Σ(2?, ̂ o) = {«i, 5 oίq} . Denote by jfif/, 1 < z < q, the funda-
mental dominant weights dual to ά/ where ά/ = 2/(α/, α, ) α/. As Q
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is a maximal parabolic, standard with respect to B, then there exists
k, l<k<q, such that a^H) = 0 for all iφk. Define λ# e αj c

by the equation

Then
n ^ J 0 ' ifiVfc,

I ck = 2/(ak,ak), ιfι = k.

It follows that

Suppose then that Λ e a^(B). We have for s eW(A0)

(sA - A){H) = A(s~ιH -H) = (A, sλH - λH).

But

1=1

and

sλH -λH = J2 -mm mi > 0.
1=1

This last equality since λπ is a positive multiple of a dominant weight.
Hence

A(s~ιH- H) = Σ-(A, a/)m/.
z ' = l

This shows that A(s~ιH - H) < 0 as (Λ, ά/) > 0 by definition of
OQ(B) . Further, we see that A(s~ιH - H) = 0 if and only if m, = 0
for all /, which is equivalent to sH - H = 0 which would imply that
s e W(A0)

M. D

For any b e t/(gc) ^ e t VQΦ) ^ e ^ a t ^niQ^e element of
A(^(mΠs))l7(t) such that b - uQ(b) e θ(nQ)U(gc) Then by Lemma
4.3 of Trombi and Varadarajan [2] we have

(7.2) b = vq(b) + Σ Si(m)ζΓ~l mζi, rneM+,
1=1

where ^, , £/ G C/(tc), *// € t/(mc) and gi(mexptH) \-> 0 as ί »-• oo,
// as in (2.1).

Let R = B Γ)M. Note that i? is a minimal parabolic subgroup of
M. Put

(7.3)
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It is known (cf. Cohn [1], Theorems 4 and 5) that for a parabolic sub-
group P, the singularities of cP\P(\, A) and cP\P(\, A)"1 are all of the
form % , r = {λeaOχ\(λ,a) = r}, where r e C , a e Z+(A(P, AP)).
We shall say that λe a*P c is in general position if A does not lie on
any of the singular hyperplanes % , r .

LEMMA 7.2. /f A e αj c (i?), A /# general position at = expίif,
w/ίλ if as m (2.1), ίAen'

Um a;iλ-p)EB(mat, Φ, A) = £ * ( m , cΛ^(A)Φ, A),

wΛere ίΛ^ equality holds for all m e KMAQ{R)KM > and KM = KnM.
Furthermore, ifηE U(mc), b G U(QQ) then

lim cr(λ-tiEB{ηk mat;b,Φ,λ) = ER{ηc m\ vQ(b), cRlB(λ)Φ, A),

with λ, m as above.

Proof. By (6.29) we have

EB(mat,Φ, λ)= Σ EBlBtS(mat,Φ,λ)

EB\Byts{mat,Φ,λ).

Here, the first sum is over a complete set of representatives of the
cosets of W(AQ)M in W(AQ), where we choose the element 1 to
represent the identity coset. As A is assumed to be in general position
we have by (6.32) that the above equals

EB\B,w(mat > °CB\B{s,λ)Φ, Sλ).

weW(A0)/W(A0)
M

Observe that for w, s as in the last sum we have with XQ = λ\a,
χ.R = λ\a,R, where *R = R n Mι, that

(7.4) wsλ(H) = ws(λQ + λ-R)(H) = w(λQ + sλ*R)(H),

and,

Po = P + PR

For all w φ 1, ws <£ W{A0)
M for all s e W{A0)

M. Hence from
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Lemma 7.1 we see that

lima;{λ-p)EB(mat,Φ,λ)
fι->oo

}
seW(A0)

M °°

° , λ)Φ, sλ).

This last equality follows from Lemma 6.2; here we need to observe
that if λ is in general position, then so is sλ for all s e W{AQ)M .
Since,

then we have

CR\R(1 , sλ) = Jj]R(sλ), and cB\B{\, sλ) = /•§lB(sλ).

Hence, if m = k\ ak.2, with k\, ki e ΛΓM , and aeMε, then

ίeZ + (Σ Λ )

and

CΛ|ϋ,c(ί» /̂ ) = ΓR,ζ(tμ - PR)CR\R(*, μ)
As we have observed CR\R(\ , sλ) = J-t.Jsλ) and this in turn equals

1 K\K
(λ) b ( 6 4 ) F ( 6 3 ) ^

λ) = Jh(R)\B{Sλ) = JJB\B^ =

By (6.7) we have that the right side of the above equality equals

τ(kι) Σ ΓR,ζ(sλ - pR)cRlR{s, λ)cm(s, λ)-ιcB\B{s, λ)
ζ

But by (6.10) we have

CR\R(S, λ) = cllR{s, λ)cR]R(l, λ),

and by Theorem 7 of Harish-Chandra [4] we have

CR\R(S ' ^) = CB\B(S > ^ )
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Hence,

CR\R{S , λ)-ιcB{B(s, λ)~ι = cR{R(l, λ)-χcB\B{\, λ) = cR\B(λ).

The first equality now follows.
For the second equality of the lemma, let us take r\\,r\i^ U(mc),

and prove the equality with b and VQΦ) replaced by η2 Granting
this case we see that the general case with b e U(QC) follows from
(7.2) on noting that the functions gi(mcxptH) H-> 0 as t H+ OO. For
the proof of the special case we note that for any e > 0, x E Gε that

and EB\Bs(η\ -c x\ηι,Φ, λ) can be expressed as an infinite series of
the same type as the undiίferentiated series. The proof of Lemma 3.3
given in Arthur [1] can easily be adjusted so that it applies to this
series. Hence the proof in the special case proceeds just as in the first
case. D

We now wish to use the subquotient theorem to show that the iden-
tities of the last lemma can be extended to arbitrary Eisenstein inte-
grals. First note that by Lemma 1.7.2 of Arthur [1], that given Φ e
Λ*cuspCM>, τ) there exists Ψ/ e ^cusv(M0, τ) , Λ/ e a*oc (I < i < s)
such that if Rχ= MpΠB then

(7.5) Φ =
i=\

We shall assume without loss of generality (for example by restricting
Φ 6 s/w{Mp, τ) , with ω e M\), that s = I. By Lemma 17.5 of
Harish-Chandra [7] we have

(7.6) EP(x, ERι{Ψ, A), λ) = EB(x,Ψ,A + λ).

Here we may by the functional equation (6.11) assume that Λ e
*dQ C(R\ (Ί Mp) where *CIQ C equals the orthogonal complement of
a*P c in CIQ C and A is extended by zero to ap9c. We have then that

(7.7) EP(x, Φ, λ) = EP(x, ERι(Ψ, A), λ) = EB(x,Ψ,A + λ).

Let s~ι G W{a, ap). As s~ιa c αp then α c sap. Choose bs e
Chamb(ja)ί) and ag>5 € C h a m b « ) such that o*(β) c d b j , and
b5 c clαQ 5 . As each element of Chamb(sαp) (resp. Chamb(αQ'))
corresponds to an element of &{sMp) (resp. ^ ( ¥ Q ) ) then there
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exists Ps G ^{sMP) (resp. Bs e &(M0)) such that Ps = MSNS where
Ms = sMp and if as = sap then

α(β) c clα,(P5) C cl αoίft) and Bs c Ps C Q.

For notational convenience let us put

(7.8) Bs{M) = BsnM and P ί(M) = P , n ¥ .

Let sB denote the unique representative of the coset sW(A0)
M such

that SBOL G A(B, Ao), for all α € Δ(£ n M , Ao).

LEMMA 7.3. L^ί μ e a* C{PS) Then μ = sλ for some unique λ G
αp c(^) We shall assume μ is in general position in α* c . Let
Φ G .flfcusp(A*>, τ), αwrf m e KMAO(BS(M))KM. /

lim

and equals

(7.9) Ep{M)(m, C/>

A)"

Furthermore, if η G t/(m c), 6 G t/(flc) *

lim e-'^

exists and equals

(7.10) Ep{M)(η; m; vQ(b), Cpg{M)\ps(sBλ)0Cps\p(sB, λ)Φ, sBλ).

Proof. First by the functional equation (6.11) we have

= lim e-«sλ-riWEp(ma oc ,s λ)φ Sβλy

Now suppose that Φ and Ψ are related as in (7.7), and Λ e
aQC(BnMp), with Λ perpendicular to a*P . Observe that sBΛ(H) =
A(SβlH) = 0 as Λ vanishes on aP . Then by (6.16) and Lemma 1.7.3
of Arthur [1] we have the above limit equals

Urn e-W+λ)-P)WEBs(mat9 °cBslB(sB, A + λ)Ψ, sB(A

But μ e a*χ(Ps) implies that λ e a*pχ{P) further, letting Σ(B, Ao)
= {a\, . . . , ctrf} , and a\, . . . , ap denoting those simple roots which
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vanish on α/>, then we can define //, € αo by the condition α,(Hj) =

δij, and βi € α£ c by (λ, βt) = λ{Hi) for all λea*oχ. Then ΛR =

Y?i=\ miβi w i t n mι > 0 Hence,

The second equality follows since ίH(Λ, α,) = X)?=i mi(βi> aj) = 0
as / ^ 7 . But (A, αy) = (A, α^) where a® denotes the restriction of
aj to α/>. Clearly α^ belongs to Δ(P, ^4p) since B c P. It follows
tht 9t(Λ, αy ) > 0, and hence that ^(Λ+A) 6 UQ C ( 5 S ) . From Lemma
7.2 the above limit equals

EBs{M)(m, cBs(M)lBs(sB(A + λ))°cBslB(sB, λ)Ψ, sB(A + λ)).

As BscPscQ then BS{M) c P 5 (M). Let

Φ = % J P ( ^ , A)Φ = EBsΠMs(Ψ, sB(A + A)),

where

From Lemma 1.7.3 of Arthur [1] we have

^ i ^ ί l , sB(A + λ))Ψ, sBA).

Applying Lemma 1.7.3 of Arthur [1] once again but this time to M
replacing G we obtain

s{)\s s s s { ) { s , sBA).

Hence,

A))Ψ, sB(A + A)).

This proves (7.9). The proof of (7.10) follows from the second equal-
ity of Lemma 7.2. D

PROPOSITION 7.4. Let notation and assumptions be as in Corollary
5.5. Then for a e °Q, j € β ° , (saχ

y - p)(H) - n > Wz0, A e
> neσ{μ,j) and m e M+, we have

Exp{-sΓ(Xλ)}En(saχ
y+Sjλ)ΦQ(m,s, A)

= Hm Έxp{-tΓ(Xλ)}En(saχ
y + Sjλ)Φ{mat, A).

equality holds for all s e R.
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Proof. By (5.7) we have

Exv{-sΓ(Xλ)}En(saχy + Sjλ)Φ0(m ,s,λ)

/»oo

+ / En{saχy + sjλ) Exp{-uΓ(Xλ)}Ψ(mau, λ)du.
Jo

On the other hand we have from (5.4) that

^ ^ + sμ)Φ(mat, λ)

[En(saχy + sjλ)Exp{-uΓ(Xλ)}Ψ(mau,λ)du.
o

It follows from the estimates in the proof of Corollary 5.5 that
the limit of this last expression as t tends to infinity equals the first
expression. D

Recall that Tk = φ , j^MCei) :M{Xλ) w h ere eij:M{Xλ) is defined
in (2.16). For any a e °Q, j eQZ, neσ(a, j), let T^ : n) denote
the linear space spanned by the following set of vectors:

{ekl:K(Xλ)\keQ°a,neσ(a,k)y and

K e Z* , 3 nak + w (K) = n, 1 < / < dκ}.

LEMMA 7.5. Let λ e &c'(χ)n&c9s with δ as in the discussion
preceding Corollary 5.5, and υ e V. Then

(7.11) En(saχy + Sjλ)v®ekl:M(Xλ) = O, ifekl:M(Xλ) £ Γ ^ : w ) ;

Proof. To see this note that ekl:M(Xλ) $ T^j:n) implies that
either k ^ a, or k <a but nak + w(M) ψ n . But En(saχ

y + Sjλ) is
just a polynomial (with rational coefficients) in T(Xλ). Hence, from
(2.13) and (2.22) we see that there exists a rational function p(λ) such
that for all v e V,

(7.12) £ r t ( w ^

J ] driU,N(λ)eru:N(Xλ).

Let

r,u,N
o(N)<o(M)
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then 9Q'{X) is dense in 9Q{X). Suppose that En(saχ
y + Sjλo)v ®

ekι. M{χλ) Φ 0, for λ = λ0 e 9Q{X) Π ^ 5 δ Then there exists a neigh-
borhood N(λ0) in 9£{χ) on which En(saχ

y +Sjλ)v <g> ekl:M{Xλ) φ
0. It follows from the above mentioned density that there exists
μo 6 N(λ0) n ^ ' " ( / ) Π^cδ- Applying Γk(Xλ) to the equation
(7.12) above with λ replaced by μo we obtain on the one hand that
p(μo)Xn(saχ

y + Sjμo)ekι: M(Xμ0) equals

p(μQ)XM(skXμo)ekι. M(Xβo) + Σ
r,u,N

o{N)<o{M)

On the other hand it also equals by (7.12)

p(μo)Xn(saχ
y + Sjμo)ekί.

r,u,N
o(N)<o(M)

Subtracting this equality from the one above we obtain (recall that the
βij M(Xμ0) form a basis)

p(μo)(XM(skXμQ) - Xn(saX
y + sjμo)) = 0.

As p(μo) Φ 0 then we must have X^s^Xμ) = Xn(saχ
y+Sjμo) which

is a contradiction as this equality implies that k <a and n = ω(M) +

Let m G M. Put rrΰ = Θ{m~x), and set

(7.13) M' = {me M\ det[(Adw-, - AdMt)|»] # 0}.

For meM' let

(7.14) 6(m) = (AdOT- -Ad w , ) | n , c(m) = (Adm-ήnb(m).

Note that M' is an open subset of M, and b(m), c{m) are C00-
functions on M'. Also recalling (3.4) we see that M+ c M', and for
all m e

(7.15)

r>0

Let S?Q be the algebra generated (without 1) by the matrix coefficients
of c(m) and b(m).
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LEMMA 7.6. Let o{M) > 1, and b e YMU(QC) Then there exists

M^^Q, ξiM, ζiM e C/(tc), r\iM e U(Wlc), l<i<p, such that

(1) b = ΣP

i=χfiM{m)ξ™M

xηiMζiMt meM1,
(2) if meM,

Jim aW
Q

exists, and if fiM(m) denotes the limit, then fiM is continuous on M
and bounded on M+.

Proof. (1) of the lemma is just the statement of Lemma 4.3 of
Trombi and Varadarajan [2], modulo an observation made in the proof
of that lemma, namely, that vF{b) = PQΦ) = 0.

For (2), let notation be as in (2.5) and put Xι = 0(Y/). We observe
that from Lemma 4.1 of Trombi and Varadarajan [ibid.] we have,

Yi = -2 Ad^-i Eb{m)Xi + 2Ec{m)Xi,

where E is the projection of g onto t along s. As Adm leaves the
^4-weight of J e n invariant, then on letting Z, = -(X/ + Yj) Et we
can write,

(7.16) Yi = Σ {bjtinήZf1 -CjΊ(m)Zj}9

βj{H)=βi{H)

are the ma
basis {Xι, . . . , Xn} . We note that by (7.15)
where bμ and cμ are the matrix elements of b and c relative to the

r>\

By comparison to a geometric series we see that the series converges
absolutely and uniformly for m varying in a compact subset of M
and for all a such that aa » 1, where we use the notation of (2.1).
It follows that

(7.17) Jim a2^c(ma)Xi = (Ad w t m )" 1 X / ,

Q

from which we observe that,

(7.18) lim aβ<cu(ma) = 0.
Q



UNIFORM ASYMPTOTICS FOR REAL REDUCTIVE LIE GROUPS 195

A similar calculation shows that

(7.19) Jim aβ b{ma)Xi = -A.άθ{m) Xh

We can now proceed to prove (2) of the lemma by induction on o{M).
If o{M) = 1, then

b = γ;b

for some I < i < n. Let us write,
/

(7.20) 'b = vQ('b) + £ fgk(m) 'ξflfηk'ζk ,

where

1=1

and ul9ηke U(mc)nλ(^(mcnsc)), υx, 'ξk, 'ζk G t/(tc), 'gk e
Hence,

b= Σ -

(m)z? uιvι ~ Cji{
JB 1=1

βj(H)=βi(H)

+ Σ
jS k=\

βj(H)=βi(H)

-cjΊ{m)'ξfι'ηk'ζkZj}.

We can express [Z7, b] in the same form as (7.20). Recalling that the
lim^oo fgk(ma) = 0, and (7.17) we see that (2) holds for all M eZ\

Q

such that o(M) = 1. Now assume (2) holds for all M e Z\ such that
o(M) = p with p > 1 and let M e Z\ be such that o(M) = p + 1.
If b e YMU(QC) then we can write

b = Yi'b, 'ft G r M C / ( 0 c ) , o(;M) = p.

We apply the induction hypothesis to 'b. Hence, we can write
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where the functions satisfy the properties listed in (2) for M replaced
by 'M. As above we can write

b= Σ I - cjt{m)[Zj, b]

k=\

-Cμ(m)'ξfl'ηk

fζkzΛ

Now, {β,M){H) = (β/M)(H) + βi(H). It follows from (7.17),
(7.19) and the induction hypothesis that

Q

exists for all /, j where μμ = cμ or bμ and the results of (2)
hold for the limits. We observe that the terms cμ{m)\Zj , rb] can be
written as —cμ{m){adχ b + adγb). Recalling the definition of 'b, we
see that the terms ad r 'b are either equal to zero or can be written
as a sum of nonzero terms of the form YNtbN where o(N) < p
and ω(N) = ω('M) - βj(H) = ω(M) - βi{H) = ω(M) - 2βi{H).
The terms of the form ady 'b are either zero or can be written as
a sum of nonzero terms of the form YNlbχ where o(N) = p and
ω(N) = ω('M) + βj{H) = ω('M) + β^H) = ω(M). Applying (1) of
the lemma to these terms, using the induction hypothesis, and recalling
that Cji multiplies each of these terms, then by (7.18) we have (2) in
this case. D

Let notation be as in Corollary 5.5. We shall denote by S&Q(M) the
algebra generated by the functions / , f°, fΘ , where / is a matrix
coefficient of A d m | n , and f°(m) = / ( m " 1 ) , ifθ(m) = f(θ(m)).
Observe that μs/Q{M) C ^Q(M) for all μ e U{mc). Let 2"Q{M)
denote the space of all complex valued functions η defined on M
such that η ^ ηn is a map of Z+ into S/Q(M) such that there exists
Cη > 0, sη e Z+ for which

Ik/iII < Cηn
s'γQ{m)2, m e M + , n e Z + ,

η(m exp tH) = ^ e~ntηn(m), m G M + .
n>\
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Note that ηn(mexptH) = etnηn(m). Set

j/e,n(Af) = {fejtfQ(M)\f(mexptH) = e-ntf(rn)}.

LEMMA 7.7. Let ηeU(mc), f€<?Q. Then ηfesfQ(M).

Proof. The proof follows from Lemma 2.2.2 of Trombi and Vara-
darajan [2], on noting that b(m) = (Adm \n)c(m), and S/Q{M) = &\
in the notation of Lemma 2.2.2. D

LEMMA 7.8. Let fiM be as in Lemma 4.6. Then fiMesΪQ^n(M)f

where n = ω(M).

Proof. This just follows from the series representation for c(m) and
b(m). •

If s~ι G W(a9 cip), S(\a = s, with 57 as in §2, and n > 0 then put

® C/(tc) ® C/(te)

where m1 denotes the orthogonal complement of α^ in m, and
denotes its complexification. If I e ^ , n j say X = f<g>P®ξ®
η ® η', and Φ E jaζ^^Λf, τ) , // G s ^ , then set

, Φ, μ) = /(m)P(//)τ(^/>j(Λ/)(^c m; ι/;, Φ, /x)τ(O

PROPOSITION 7.9. Lei notation and assumptions be as in Corollary
5.5. Let μΪ9 μ2 G C/(m c ) , 5 G H ^ ( ^ o ) ^wcΛ that s~ι G WΓ(α? α p ) .
Choose a e°Q such that sa\a = s. Let j e Q%, and n G σ(a, j).
Then there exists XIJ .M = Xij: M(S, //1, μi) G ̂ , Λ

tϋί(M) + /ιαl 5WcA that for all λe&fr^n 9Q{X) >

En{saχi + Sjλ)Φ0(μ{ ιm\μl9t9λ)

equals

j M(m, Cp{M)lp(sBλ)0CplP(sB,λ)Φ, sBλ)®eij:M.

Proof. First note that for λ G 3Q'(X) Γ\<^c,δ that there exists for /,
j , M as in the statement of the proposition, rational functions of λ
such that
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Hence, if uu, M(λ) = ΣUi cίj •. MWUU ••

r

Φ(mat ,λ)= Σ Σ C'iJ : AtWEP(mat Uij :M,Φ,λ)®eU. M(Xλ)
iJ,M 1=1

EP(mat utj:M{λ),Φ,λ)® eu.M(Xλ).
IJ,M

It follows from (7.11) that

En{saχ
y+Sjλ)Φ(mat, λ) = ̂ 'EP{mat uu: M(λ), Φ, λ)®eu. M{Xλ),

where X)' denotes the sum over all those I, j , M for which eij.M(Xχ)

e T{

k

aj :n). By Proposition 7.4 this implies that

' mau μ2ulj:M{λ),Φ, λ)

But adJu2 leaves the Λ-weight of YM invariant. Applying Lemmas
7.3 and 7.6 we obtain the result upon noting that any element of me
can be written as a sum of terms of the form vu with v € ί/(mc),
and u € U(oc) hence if U\, u2G U(ac), Vι,v2e C/(mc), then one
can easily prove that

Eps{M){u\Vχi m;v2u2,Φ,λ)

= («] u2){λ - Pps(M))Eps{M)(v\ i m v2, Φ, λ). •

We can now combine Theorem 5.9 with the results of this section.

THEOREM 7.10. Let notation and assumptions be as in Corollary
5.5. Further, let m e M+, μx, μ2 e C/(mc), t > 0, and λ e &"(χ).
Then we can write

(7.21) EP(μu mat;μ2, Φ, λ)

^ i ; fnat ,μ2,Φ,λ),

where,

(7.22) lf,Λ(/mi,, Φ, A) = a{^-na-p)Yf,n{m, Φ, λ),

and,

(7.23) lf> 0(m,Φ,A)

= Eps(M)(m, Cps{M)\ps{sBλfcps\p{sB, λ)Φ, sβλ)
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if n > 1, and s, and μ\, μ2, are as above, then there exists a unique

X = Xs,n,^^2€&s,n such that

(7.24) Γ?9n(μum;μ29Φ9λ)

= θx{m, Cps{M)lps{sBλ)0Cpslp(sB, λ)Φ, sBλ).
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