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The purpose of this paper is to provide new proofs to
known theorems on the L? boundedness of the maximal
function and Hilbert transform corresponding to curves
in R" which are “infinitely flat” at the origin. The old
proofs use the Fourier transform in a crucial way. The
present proofs avoid the Fourier transform and hence at
least have the potential of being used in more general
situations.

1. Introduction. For each z € R" let I'(z,t) = T',(t) be a
smooth curve in R™ with ['(x,0) = z. For f € C§°(R") we define

Mrf(z) = sup —/lf (x,t))| dt,

o<r<1 T

and a
Hrf(x / STz, t))— P
In recent years there has been much attention devoted to the
studyv of L? bounds for My and Hy. In particular positive results
have been obtained under a hypothesis that a certain type of cur-
vature does not vanish to infinite order. See [C1] and [CNSW]. In
the case that ['(x,t) = x + y(t), the condition means that the vec-
tors 7' (0),v"(0), ..., span k™. Morc recently, a great deal of effort
has been directed towards obtaining LP bounds in the special case
that I'(x,t) = x + v(¢), but where the curvature condition is not
satisfied. The proofs of these results depend heavily on the Fourier
transform.
The use of the Fourier transform is not viable in the general set-
ting i.c. where I'(., 1) is not of the special form x + (). Thus it
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seems that the first step in obtaining results for general I'(z,¢) in
the case that the curvature condition is violated is to find proofs of
positive results in the setting that I'(z,t) = z + Ot without using
the Fourier transform.

In this paper we give a new proof of Theorem 5.2 in [CVWW]
which does not use the Fourier transform. Our present proof uses
the “T'T*” method. This method depends upon the fact that if du
is a measure supported on a piece of a curve, then dux. . .*xdu might
have an L! density with some smoothness. This idea was used by
Stein and Fefferman in studying the restriction problem. See [F].
In the context of Hilbert transforms and maximal functions related
to curves, this idea first appears in [NSW1].

This “smoothing” principle was first shown to be applicable in
great generality by Christ [C2]. See also [RS], [C1], and [CNSW].
Our proof here follows the general ideas of [C2] in combination with
the dilations introduced in [CCVWW] and [CVWW].

The setting of Theorem 5.2 in [CVWW] is as follows. Let I'(t) =
(t,v2(t), ... ,7(t)) : R — R™ be an odd curve of class C™ and
['(0) = 0. The condition imposed on ['(t) are expressed in terms of
D;(t) and N,(t), 1 < j <n, where for t > 0,

D](t) =
05(t) - 4V (1)
and ‘
toy(t) - ()
Loy(t) o (1)
N,(t)=det |0 0O - 0
098 7(1) - 2771
Set N (1)
hit) = —12 1<5<
IJ( ) Dj_l(f ’ J=n

where Dy(t) = 1.
THEOREM [CVWW]. Suppose
D,(t)>0,1<j<n, t>0,
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and
h;(t)

,2<7<n,t>0
for some e > 0. Then
”MFprS Cp”f”pa 1<p<oo

and
Hrfllp < Cpllfllp, 1 < p < 0.

We will prove the theorem for the maximal function first. The
proof of the theorem for the Hilbert transform is similar. After the
study of the maximal function, we will indicate the modification
needed for the Hilbert transform. As in [CVWW], our proof will
use certain dilations and a Littlewood- Paley decomposition. We
need to recall from [NVWW], Lemma 2, that D;(¢t) > 0 implies
that h;(t) > 0, 1 < j < n, and hence hj(t) is positive. The dila-
tions that we need are defined in terms of the following differential
operators. For 1 < 53 < n, set

£(8) ) RA(t)
h()) B

Note that these operators are well-defined by the above remarks.
The dilations are given by

5(t) = (0(t), RAL(), ..., Ru—iRusz ... RAT(1)).

§(t) are lower triangular matrices and the j*" diagonal entry is h;(t).
Furthermore for s > t, we have

1) @i <o (3)

for some € > 0. This is the content of Proposition 4.2 in [CVWW].
The Littlewood-Paley decomposition is defined in terms of the
family of invertible matrices

Aj=6(07), jeZ

R;f(t) = (

where A > 1 is chosen so large that
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for some a independent of j € Z. This easily follows from (1). Next
choose 1+ € C(R") such that [y, ¢ =1 and ¢(x) = ¢(—x). Sct

1 41

— ,l/ ‘],
(1(‘t ‘4J+l

U, (x)

,’,)(44)+lflf) - d(‘—lt‘z—‘;'l/)(f‘l] .L').

The following Littlewood-Paley incqualities can be found in
[CVWW], Theorem 2.1.

(3) S f =],
JEZ
and
1/2
(4) (Z |\I’j * flz) < Cp”f”ru 1 <p<oo.
jEZ

P

The sum in (3) converges in LP, 1 < p < co.

The proof of (3) in [CVW W] uses the Fourier transform, but it is
easy to modify the argument so as not to use the Fourier transform.
The proof of (4) in [CVWW] uses the Fourier transform only to
show that (4) is valid for p = 2. However this argument can be
replaced by applying the Cotlar-Stein lemma. In fact the estimate

(5) [T+ W5 % flla < C27%=31]| f], for some € > 0

is a special case of Lemma 5 below. (5) together with the Cotlar-
Stein lemma implies (4) for p = 2.

2. The main estimate. The heart of our argument for the L?
boundedness of My is the following L™ estimate.

LEMMA 1. Let
Q={y=W,...,u) ER1 <y <A 1<k <n}
and T;(t) = A;'T(A77¢). Also let

©i(y) =T;(y1) = Tj(y2) + - - + (=1)"*'T;(yn)

n
— N\ kLT g
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Set .
In(f)(z) = ./Q[f(:z; +h+9,(y) — flz+¢,(y)ldy.

Then

(6) 1Ia(F)l]oo < CLAI oo

for some e > 0.

Proof. Let Z = {y = (y1,... ,yn) € Ry, = y; for some j # k}
and consider a Whitney decomposition of

Q\Z: U le

>0
1<m<c2n-11

where (), is a cube such that

diameter(Qy,) = v/n2! ~ distance(Qym, Z).
Let {ti,} be a partition of unity with respect to {Q,} such that
(7) 0% loo < Ca2!¥) Var.

See [S, pp. 167-170]. Thus

Lif)e)= 3 /Q i)+t ()

1>0
1<m< 2=

= [+ ¢,(y)))dy.

We will need an estimate on the Jacobian of ¢,,

o, = det(T(y1), =T5(y2), -+ (=1)" T (yn)-

Qu(y) = (D" wik(y), (1) Pwa(y), ..., (=1)"Fwne(y))

where w...{1) denotes the (7. k) minor of the matrix
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and note that for each & = 1,2,...,n, J, = (~1)k+1F;-(yk) .
Qr(y). The following estimate is a corollary of results obtained
in [CVWW]. There is an € > 0 such that for each £k = 1,2,... ,n

and ye lev

n 1/2
(8)  |Jy,(y)] > 2=V Qy(y)| = e27 (=1 (Z lwik(y)V)

=1

In fact suppose that
le: {(y17 7yn) ER”[(IP Syp S bp7 p= 17 an}'

For a fixed ¥ = (y1,--. , Yk=1,Yk+1,--- ,Yn) Where a, < y, < by,
p # k, set f(t) = [;(t) - w where w = (—=1)**1Q(7) and note that
(8) can be written as

(9) ()] 2 27" Mw]

for ay, < s < bg. The interval [1, \] can be divided into a bounded
number of subintervals such that on each subinterval, we have the
estimate

(10) 1f'(s) = f()] > els — t["|w|

for some € > 0. (10) is implicitly contained in the proof of Proposi-
tion 3.1 of [CVWW].

Furthermore f'(t) has at most n — 1 zeros and f (¢) has at most
n — 2 zeros. This is the content of Lemma 3 of NVWW]. However
we know that f'(s) = 0 when s = y,, p # k and so f’ has exactly
n — 1 zeros. Therefore f” has exactly n — 2 zeros. Since Qp, is a
Whitney cube, the zeros of f’ are at least a distance of 27! from the
interval [ag, bg]. Also the monotonicity of f’ changes exactly once
between two consecutive zeros of f'. Thus for a fixed s, ap < s < by,
there is a closest zero y, of f’ to s such that the monotonicity of f’
does not change between y, and s. Therefore we may apply (10) on
certain subintervals [c, d] (there are only a bounded number of such
subintervals on which (10) applies) between y, and s to obtain

()= 11'(s) = F(yp)| = 1f'(€) = f(d)]

ele —d*Hwl.

V
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Since |s —y,| > 27, there is at least one such subinterval [c, d] such

that |d — c| > €27 for some € > 0. This implies (9) and thus (8).
From the fact that Jp; never vanishes on @, we see that ¢; is

1 -1 on Qpn. In fact note that for any two distinct points z =

(‘rlym% v axn) a'nd y= (ylayQ) o 7yn) in lea
i (@) = @iy) = D (1) (Ty(me) - )< Z
k=1 k=1

Suppose that x # yx for all £ = 1,2,... ,n. The general case will
then follow from an induction argument. Note that

det(vy, ... ,vn) :/ T 1det(f‘;(tl),
Yn Y1

_ F}(tQ), e ’(_I)HIF}(tn)) dt, ---dt,
= 'T'L.-‘/’JIJ%(tla-“ Jtn) dty - - -dt,

/ T, (t) dt

where (Q is some subset of @, of positive measure and the choice of
+ depends on the number of changes of sign of {zx — yx }r—;. Thus
det(vy, ... ,v,) # 0 and so

;i (T) — »;(y) Z v £ 0.
For a fixed (I,m), 1 > 0 and 1 < m < C2=Y! consider
I (f)(2) = /Q, () (& + b+ 0, (1) — Fla + 0;(y))] dy
= ('M Cro (y) f(x 4+ D4+ 0i(y)) dy
- /ce, Yun () f (2 + 95(y)) dy
and note that

@ = Y I,
1>0
ISIIIS(_fz("’l)’
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We will make the change of variables Z = h+ ;(y) in the first inte-
gral and Z = ¢;(y) in the second integral. The change of variables
is justified since ¢; is 1 — 1 on Qyy,. Thus

_ Yim 0 5 (T + h) Yim © ©; 1 (Z) _
Ionl)(@) = fz+x[ f @D imop @]
D) = [ T2 | e e e )
and so
1) MmOl < [ k(z+h) = k()] el
where k(z rﬁl—"‘;‘;’—rﬁi We will show that the following two
estimates: T
(12) / k(z + h) — k(z)| de < G2
and
(13) /lk(a: +h) = k(z)| dz < Clh|.

(12) is clear from the definition of k(z) and the fact that | supp(wi,)|
< C27™. For (13), consider Il = [z, |Vk(z)|dz. We will again
make the change of variables x = ¢,(y) in /I but first let us

observe that V. k = ((p'j*)_lvyk where V, = (52—1,... ,%) and
x = (xy,...,2,). Note that
()7 ) = ——C()
J<p] (y)

where C(y) is the matrix of cofactors of ¢ (y), C(y) = ((—1)7**
w,k(y)). Therefore

= 1vxk<x>lda¢: /R ICW)V k() ldy

<Z/

rs=1

dy.

wrs y (y)
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For a fixed r and s, note that

J.
Mim

</
R | Oys

+ / VYim (y)
Rn
—A+ B.

dy

wrs(y)(%k(y)

wrs(Y)
‘]<Pj (!j)

-2 (L
Wrs\Y ays J(p/

dy

(%)

dy

From (7) and (8), we see that
(14) A < 2D supp(vim )| < C.

For B, we will assume without loss of generality that s = 1. Again
suppose that

le:{y:(yl7"'7yn)€Rn’a’k§yk§bkak:1727"'7n}
and let
le:{y:(y27-")yn)ERn‘liakSykaka sza"')”}'

In B integrate with respect to y; first, dividing up the y; integral

aJ )
where ——ﬁl vanishes.

o))
0y,
Recall that for a fixed (y1,...,yn), FJJIL has exactly n — 2 zeros.
Since for each r = 1,2,... ,n, w,1(y) is independent of y;,

by

. 9 (1
< .« s
B < '/le lwr (y)]dya - . . dy, /aI oy, (J% )‘ W

/1k+1 ad 1 J
T 83/1 ']LP]‘ 4

1\
< Wy dys . ..dy,
<3 [, e ldsn-.dy

<c/ _ni{y) dys ... dyn
Qum | o, (U1, Y25+ 5 Yn)
where N < n—-2and a; < 7 = 51(y2,.-. ,¥n) < by is a point
where [J,, (1,92, -, ¥n)| takes on its minimum value in [a1,by] as

a function of y; ((ya, ... , y») being fixed). Therefore by (8), we have
(15) B < C2 Q| < C.
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Hence from (1) and (15), we have
1= / V()| dr < C
and so
ke ) = k@) e < C] [ VRG] de < Ol
which gives (13). Together, (12) and (13) imply that for 0 < e < 1,

Sup l] l / 1 + }) /1(1)' dr S 02-—71/(1—1)‘
12

hexn

From (11), we then have

11 flloo < C27 RN flloo

for 0 < e < 1. Since

I f(x) = Z T f (2),
1>0
1<m<C2(n=1!

we sce that

1 oo < 32270 N0 f]] oo

1>0

So for € > 0 small enough, we have (6) and this completes the proof
of the lemma. [J

3. Boundedness of M. For the L? boundedness of M, note
that it is sufficient to estimate the maximal operator

M f(z) = sup My f(z)]

keZ

where
)\k A R+L

M f(z) = N1 Sk

(Recall that A > 1 was introduced in (2).) In fact we have the
pointwise estimate

f(z—T(1) dt.

Mrf(z) < CMf(z)
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for f > 0. The L? boundedness of M will follow from a well- known
bootstrap argument contained in the following three lemmas, see

[NSW2].
LEMMA 2. M is bounded in L?.

LEMMA 3. Suppose that

1/2 1/2
(Z le-.fk(z) < Gy, (Z |.fkl2>

keZ keZ
Po Po

for some pg < 2. Then

lIMfH,T) < Cpll.f“])v Po < P S 2

LEMMA 4. If [|IMfllpe < Cpoll fllpe for some py < 2, then

1/2 1/2 L1717
> |Myfil? < Cp || D2 1l , — < 3 (— + ]> :
keZ keZ p Po

Y4 P

The proof of Lemma 4 follows from a standard interpolation ar-
gument since the operators M; are positive and uniformly bounded
in L?, 1 < p < oo. See [NSW2]. To prove Lemmas 2 and 3, let
@ >0 € CP(R™) such that fz. p =1 and set

d ! A lz
i(@) = mw( ;).

Then as shown in [CCVWW], sup,c, |®;+ f| is bounded in L7(R"),
1 < p < 0o. Therefore if

Ny f(r) = My f(z) — ®p * f(2),

then
Mf(z) < sup @y * f(x)| + sup | N f(x)]
keZ keZ

and so to prove the LP estimates for M in Lemmas 2 and 3, it
suffices to prove the L” estimates for

SUP]Nkf($)l-
kezZ
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For these L? estimates, note that from (3) we may write

Nif(z) =Y Wpiy * Nif(2)

leZ

and so

1/2
sup | NVef (2)] < 32 (Z Wi Nkf(a”)’?)

l€Z \keZ
= Z Gif(z).
l€Z

We will momentarily prove
(16) Gl < C27M ),

for some 6 > 0. (16) implies the conclusion of Lemma 2.
For the proof of Lemma 3, note that

1/2 1/2
(Z | Dy * fk|2> <Gy (Z Ifkl2> . p> 1.

keZ keZ
P p

In fact onc can casily see that Lemmas 2, 3, and 4 are true when
the operators My are replaced by convolution with ®,. Therefore
under the assumption of Lemma 3, we see that

1/2 1/2
(17) (Z 'NkkaZ) < Gy, <Z |f1c|2)

keZ kEZ

Po
Thus
1/2
(18) NGifllpe = (Z | Nk (Wpps * f)lz)
kcZ
Po
1/2
< Cpy (Z |Wiqs * f|2)
l keZ "

S CPonHTJO'
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o

The last inequality follows from (4). Interpolating the estimates
(16) and (18) gives us

NG fll, < C27 M £l € > 0

for pg < p < 2. Therefore sup | Ny f] and hence M is bounded in L7,
po < p < 2 and this will then complete the proof of Lemma 3.
It remains to establish (16). Write

TLf(z) =% Wiy * Nif (x)
and set S;f(z) = Yrez Tif(z). We will show that
(19) (THT) fll2 < C2-Mg=b =¥ 1]
for some §, € > 0. Since T} and (T;)* commute, we will also have
(20) (T8 T) Iz < C27 M= b=Hif gy,
The Cotlar-Stein lemma then implies
1SLfl]2 < C27M) £,

which in turn implies (16) by a standard Rademacher function ar-
gument. Note that it suffices to prove (19) when 0 = 0 and then

when € = 0.
We will first establish (19) when 6 = 0 by proving the following
lemma.

LEMMA 5. [|[Wpy # U,y % flla < C27UH| fl]y for some ¢ > 0.
Proof. It suffices to show

W W[y < C270H,
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Without loss of generality, assume 73 > k. Since V.., has mean
value zero, we have

/IR\ (Wiers # Uy () |d
/R"leﬂ(l’ —y) — Ve (2)]V,4.(y) dy

< ' ] —_— -1 _
< o i)l dy [, gl A — )
— (At (2)] do
)

= dx
JRn

[ dy [ el )
— (A k+l( r))| dx
=[I+1I

Changing variables in I, we see that
=[] dy / (@ ~ Agteny) — ¥(@)] da
<CIVYI [ 15| [Axby] dy
<C | [ W) 145l Aysisay] dy
+ [ W 145 Al di)

“lAk+l+1 Ajpisll + HAk+1+1 Ajll] < CA~U~F)

for some ¢ > 0. The last inequality follows from (1). The same
estimate for /1 follows similarly. Therefore

Wt * Ty < C27UF

for some ¢ > 0 and this completes the proof of the lemma.
Next we will prove (19) when € = 0. We will divide the argument

Into two cases.
Case 1.1 > 0. Write

Tif(2) = Rif(z) — Qi f ()

where

R f(x) = Wppy = (F My f(x))
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and
Lf(@) = Upyr x (F0 x f(2)).

We will prove the estimates for R, and Q) separately. In fact for
RL, we will show the stronger estimate

(21) IR Fl2 < C27%| 12
for some 6 > 0. Since || R;||2, = || R (R})*|lop (|| Rl|op denotes the op- -
erator norm of R) and convolution with ¥y, is uniformly bounded

in L2 it suffices to estimate ||y, * (MpM;)||op. Iterating this ob-
servation n times, we see that (21) follows from the estimate

(22) Wi % Tfll2 < C27%| f]l2

where

)

T f(z) =MgM{ My - - - M f ()

n times
)\nk
G b IO

+T(y2) =+ (=1)"T(ya)) dy
= | FAA e~ oelu)) dy.
(22) in turn follows from the L™ estimate
(23) k11 % T flloo < C27%| lloo-

In fact since {¥yy; * T} is uniformly bounded in L', then interpo-
lation with (23) gives (22). Note that

Tf(w - y) - Tf(x) = Loy (f) (A7)
where fr(z) = f(Axz). By Lemma 1, we see that

Tf(z —y) = Tf(2)] < ClAC Y[ f e
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for some € > 0 and so since Wy, has mean value zero,
Wy x Tf(x)] = '/“ Ui (W[Tf(x—y) = Tf(x)] d;l/‘

<Ol o [ 10w 147y dy

<ClHfllo | [ 145 Ausrsrl o) dy

+ /}3(“ ’44,:1‘4k;+1"lj|(|’c/)("1/)[ d’!/]
<CAlleo

for some § > 0. The last inequality follows from (1) since [ > 0.
This gives us (23). A similar but casier argument gives us

1Qiflle < C27%[f1l2

for some 6 > 0. Thus (19) holds when € = 0 and [ > 0.
Case 2. [ < 0. To prove (19) when € = 0, it is sufficient to show that

(24) [INK(Tert) ()1 < C2*

for some 6 > 0. Note that

)\k ,)\-—k-}-l
A =15k
- /Rn Pr(y)Viri(z — y) dy

:T%X /: [Wipi(z — TATFHU)) — gy (2)] dt

Nie(Pgerr)(z) = Upri(z = I(1)) di

_ /Rn Q) (V) [Vri(x — y) — Yipu(z)] dy
=I(z) + II(z).

We will prove (24) for I(z). The L! estimate for [1(zx) is somewhat
easier. For I(x), write

Upp(z — TATH)) — Uy (2)
1
- / VU, (z — sSTATF1)) - (A48 ds
0

1
- / A V(z — sSTOTR1)) - Ty i (8) ds.
0
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Therefore
[ 1 = T = (@) do
o .
gle_,(t)]/ ds/ |AL VW (x — sSTOAF)] da
JO JRn

=Dia(O] [ 14i, V(o) do

But
a\I}qul 1 n 61/) .
\7) = A )b,
axr (T) det Ak+l+1 = 8775 ( k+1+1 T) <
1 2Oy
- AL x)es,
det Ak‘+l s=1 877&( k_HI)C
where

(bsr) = Aﬁm and (cy,) = Al;ll-
Thus the p'" component of A} V¥, (z) is

1 = 0y "
3 . 4 A bs'rar)
det Apyi41 ot C?l b +17 Z g

1 &y L
- A;l- srtr
det Axyy Z 8:135( b+17) Z Corllrp

s=1 r=1

where (a,,) = Ax_;. And so

LA V@) do
<C [ 1V(@)] delll Ak Adll + 1A} Al
< O\

for some 6 > 0. The last inequality follows from (1) since [ < 0.
Therefore from (25), we have

@I <C [ Tea®lde- [ 1AL T()] do

1
< o\ / ITp_(1)] dt < CAP
1/
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for some § > 0. The last inequality follows from (1). In fact for
t >0, I'(t) = 6(t)e where e = (1,0,...,0) and so by (1),

ITk-1(t)] = [0 (ATFHD (A1)

— |5—1(/\—k+1)5()\—k+1t)e| < ||5—1()\—k+1)5(/\—k+1t) H < C
when ¢ < 1. This establishes (24) and thus finishes the proof of
(19) and hence (20) when ¢ = 0. This completes the proof of the L?
boundedness of M and hence Mr. O

The proof of the theorem for the Hilbert transform, Hr, is similar.

Write

mf@) = [ 1T = fdoy(x)

(recall that A > 1 was introduced in (2)) and note that
Hrf = ZHf ZZ‘I’]H*Hf
= ZZ}:\pﬁm*‘I’JH x H; f
— ZZ\I}J‘"” * W« H;f

Lm j

= Zgl,mf
Im

where

Gmnf =D Wiim * Wi+ H; f.
J
As in (16) and (18), it suffices to show

(26) gmfllp < ClIfllp, 1 <p < o0

and

(27) l9tmfllz < C27 2™ £
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for some € > 0. To show (26), take w € L”" and note that

‘/Rn D (Uim * Ui+ H f)(z)w(z) do

J

= Z /Rn U Hif(2)¥j4m * w(z) dz
j

IA

1/2 2
(Z | W * ij|2) (Z |Wjm * w|2)
J J
p P’

J

1/2
<G (Z[Mj(lq’jﬂ * f’)]z) |[w]]y

p

1/2
<G, (z_le+l*f|2) ol
J
p

< Coll£llp [lwllp-
We will show (27) by the Cotlar-Stein lemma. We have to show

W)t * Wjps * doj * Wkpm * Wiy * dOg * |2
S2—6(|1I+Iml+lk—jl)||f||2.

Suppose for example |I| > |m|. Then

SC”\I/J_H * dO’j * \I"k:—i-l * dék * f”2
Scz—f(lllﬂj—kl)”f'b

as in (19) and (20), where we have used the fact that U, * ¥ p
has uniformly bounded L' norm.
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