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We extend to continuous groups our recent results on strong-
ly approximately transitive group actions. We are concerned
with locally compact second countable groups and standard
Borel G-spaces. A G-space X with a σ-finite quasiinvariant
measure a is called strongly approximately transitive (SAT)
if there exists a probability measure v <C a such for every
Borel set A with a(A) φ 0 and every ε > 0 one can find g £ G
with v(gA) > 1 — ε. Examples of SAT G-spaces include bound-
aries of spread out random walks on G. We prove that when
G is compactly generated and has polynomial growth then ev-
ery standard SAT G-space (/f, a) is necessarily purely atomic;
when G is additionally connected, (X,a) is a singleton. The
Choquet-Deny theorem for spread out random walks on G
follows as a corollary. For a connected G we establish the
equivalence of the following conditions: (a) G has polynomial
growth; (b) every standard SAT G-space is a singleton; (c) ev-
ery SAT homogeneous space of G is a singleton; (d) every ho-
mogeneous space of G admits a σ-finite invariant measure; (e)
the Choquet-Deny theorem holds for every spread out proba-
bility measure on G; (f) the Choquet-Deny theorem holds for
every absolutely continuous compactly supported probability
measure on G.

1. Introduction.

The aim of this paper is to extend to continuous groups our recent results
on strongly approximately transitive actions [9],

Let G be a group and X a Borel G-space with a σ-finite quasiinvariant
measure a. We denote by Lι{X, a) the space of complex measures absolutely
continuous with respect to a and by L\(X,a) C Lι{X,a) the subspace of
probability measures. For g E G and μ E Lι{X,a) we write gμ for the
measure (gμ)(A) — μ(g~xA). B(G) denotes the space of bounded complex
functions on G equipped with the sup norm.

Consider the following properties that a probability measure p € L\(X, a)
might possess:
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(a) the convex hull co(Gρ) of the orbit Gp is dense in L\(X,a) with
respect to the total variation norm;

(b) for every Borel set A with a(A) > 0 and for every ε > 0 there exists
g e G such that (gρ)(A) = ρ(g~ιA) > 1 - ε,

(c) the map U : L ° ° (Λ» -> B(G) given by (Uf)(g) = (gpj) =
Jx f d(gp) is an isometry.

In [9, Proposition 2.2] we showed that conditions (a)-(c) are equivalent.
A G-space (X,a) admitting a probability measure p « α satisfying (a)-(c)
is called strongly approximately transitive (SAT). A measure p G L\{X,a)
satisfying (a)-(c) is called & SAT measure.

As shown in [9] every SAT action is ergodic. An ergodic action on a
purely atomic measure space (X,ά) is trivially SAT. An ergodic G-space
with a σ-finite invariant measure is SAT if and only if it is purely atomic. A
contractive homogeneous space of a locally compact second countable group
(e.g., the transitive action of the ax + b group on M) is a nonatomic SAT
G-space. Boundaries of homogeneous random walks on G provide further
examples of nonatomic SAT actions. The boundary of an adapted random
walk on a countable G is either a singleton or a nonatomic SAT G-space.
When G is nonamenable the boundary is never a singleton; it also fails to
be a singleton for certain adapted random walks on certain amenable G.

For finitely generated groups we linked the existence of nonatomic SAT
actions to a growth condition on G. We showed that finitely generated groups
of polynomial growth do not admit nonatomic SAT actions. This implies
the Choquet-Deny theorem for such groups. Furthermore, for a finitely
generated solvable G we showed that G has polynomial growth if and only
if every SAT action is purely atomic. The purpose of the present work is to
generalize these results to continuous locally compact second countable (lcsc)
groups and sufficiently smooth Borel actions (on standard Borel spaces).

Using structure theory for lcsc compactly generated groups of polynomial
growth [15] we show that such groups do not admit nonatomic SAT actions.
Furthermore, for a connected lcsc group of polynomial growth every SAT G-
space is necessarily a singleton. As in the case of discrete (countable) groups
treated in [9] we stress the interplay between the theory of SAT actions and
the theory of boundaries of homogeneous random walks. A random walk of
law μ is called spread out if μ is spread out, i.e., for some n = 1,2,... the
n-the convolution power μn is nonsingular with respect to the Haar measure.
The boundary of a spread out random walk is always a SAT G-space (this
can fail in the non spread out case). The fact that lcsc compactly generated
groups do not admit nonatomic SAT actions implies the Choquet-Deny the-
orem for spread out random walks on such groups (see [1, 7, 23] for previous
results in this direction). On the other hand, using the work of Azencott
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[2] and Raugi [21] on boundaries of random walks we show that for a con-
nected lcsc G the following conditions are equivalent: (a) G has polynomial
growth; (b) every standard SAT G-space is a singleton; (c) every SAT homo-
geneous space of G is a singleton; (d) every homogeneous space of G admits
a σ-finite invariant measure; (e) the Choquet-Deny theorem holds for every
spread out probability measure on G; (f) the Choquet-Deny theorem holds
for every absolutely continuous compactly supported probability measure
on G. The proof of this equivalence shows that if G admits nonatomic SAT
actions at all, it admits a SAT homogeneous space which is the boundary
of a random walk defined by an absolutely continuous compactly supported
probability measure.

2. Preliminaries.

2.1. Borel G-spaces. When X and y are Borel G-spaces with σ-finite
quasiinvariant measures a and /?, we say that (X, a) and (3 ,̂ β) are isomor-
phic if there exists an equivariant isomorphism of the *-algebra Loo(X1a)
onto L°°(y, β). By the weak* topology on L°°(X, a) we mean the σ(L°°, L1)
topology. We say that (y,β) is a factor of (X,a) if there exists an equiv-
ariant isomorphism of L°°(y,β) onto a unital weakly* closed *-subalgebra
of L°°(X,a). We note that strong approximate transitivity is invariant with
respect to isomorphisms and factors.

Our previous study of SAT [9] was primarily aimed at actions of discrete
groups and our results did not rely on any particular assumptions about
Borel structures involved. Our present study of SAT actions of lcsc groups
relies on the following two routine technical assumptions about the G-spaces
(X, a) in question:
(i) Lι(X,a) is separable;

(ii) for every φ G Lι(X,a) and / G L°°{X,a) the function G 3 g ->
(<P,9f) = Jf(g-1x)φ(dx) G C is Borel.

As follows from Mackey's work [16], a G-space (X,a) with the above two
properties is always isomorphic to a G-space (y,β) where 3̂  is a standard
Borel space on which G acts so that the function G x y 3 (g,y) —> gy G y
is Borel. Such G-spaces (with G lcsc) will be referred to as standard. To
simplify the exposition our results will be formulated and proven for standard
G-spaces.

Remark 2.1. Suppose that G acts on L°°(X,a) by *-algebra automor-
phisms and we do not assume that this action is induced by an action
on X. The dual action on Lι{X,a) is then defined by formula (gφ,f) =
(ψ^g~λf)^ φ G Lι(X,a), f G L°°(X,a) and it is obvious that strong ap-
proximate transitivity is meaningful in this setting. Due to Mackey [16],
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under the regularity conditions (i), (ii) there is no loss of generality in dis-
cussing standard G-spaces only. However, certain portion of our argument
in the sequel is most conveniently carried out in the setting of actions on
L°°-spaces. We shall occasionally work in this setting without additional
comments.

The following lemma will be very important.

Lemma 2.2. Let G be a lcsc group acting on L°°(X,a) by *-algebra auto-
morphism. Assume that Lλ(X,a) is separable for every φ G Lι(X,a) and
f e L°°(X,a) the function G 3 g -* (φ,gf) G C is Borel Then for ev-
ery ψ G Lι(X,a) the function G 3 g —» gφ G Lι(X, a) is continuous (in
Lι-norm).

Proof. Let I denote the group of isometric isomorphisms of L1 (X) = L1 (X, a).
Since Lι(X) is a separable Banach space, I equipped with the strong oper-
ator topology is a separable metrizable group and the induced Borel struc-
ture is standard [26, Lemma 1.1]. A routine argument using separability
of Lι(X) and the uniqueness theorem for analytic Borel structures
[18, Corollary 2.10] shows that the Borel structure on / is the smallest such
that for every φ E Lι(X) and / G L°°(X) the function / 3 T -> (Tφ, f) G C
is Borel. Now, the dual action of G on L1 (X) means that we have a homomor-
phism of G into /. Our assumption guaranties that this homomorphism is a
Borel map. But a Borel homomorphism of a lcsc group into a second count-
able group is necessarily continuous [27, Theorem B3; p. 198]. D

2.2. Random walks. Consider the right random walk of law μ on a lcsc
group G. Let G°° = Π^Lo G be the space of paths with the Borel structure
given by the product σ-algebra and let p denote the Markov measure of the
random walk started from identity e of G. Equip G°° with the G-action
g{ωn}%LQ — {gωn}^L0. Since G is lcsc, G°° becomes a standard G-space.
Furthermore, if α0 is a probability measure on G equivalent to the Haar
measure then the measure a = a0 * p (the Markov measure with starting
measure α0) is a quasiinvariant measure on G°°. Denote by X the G-space
G°° with the Borel structure given by the invariant (stationary) σ-algebra
of the random walk. The triple (X, α, p) will be called the boundary or
μ-boundary of the random walk (of law μ). The μ-boundary is a G-space
but fails to be standard unless G = {e} (the invariant σ-algebra does not
separate points). However, our regularity conditions (i) and (ii) introduced
in Section 2.1 are satisfied and the μ-boundary can be always realized as a
standard G-space.
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A bounded Borel function h £ B(G) is called μ-harmonic if

Kg) = / h(gg') μ(dg'), geG.
JG

By the basic theory of Markov chains there exists an isometric isomorphism Φ
between equivalence classes of bounded Borel functions on X and μ-harmonic
functions [17, Proposition V.2.4; p. 175], [20, Proposition 3.2; p. 82]. Two
bounded Borel functions / 1 ? f2 on X are declared equivalent if (gp, \fλ — / 2 | ) =
0 for all g (Ξ G. Φ is given by

(2.1) h(g) = (Φf)(g) = (gp, f ) = ί f ( g x ) p ( d x ) .
J x

The law μ is called spread out if for some n = 1,2,... the n-the convo-
lution power μn is nonsingular with respect to the Haar measure. It can
be shown that for spread out μ every μ-harmonic function is continuous
[2, Proposition 1.6; p. 23]. This immediately implies that the measure p
is absolutely continuous with respect to a — a0 * p (on the invariant σ-
algebra). Therefore Eq. (2.1) define an equivariant isometric isomorphism
of L°°(X, a) onto the space of μ-harmonic functions. In consequence, ( # , a)
is a SAT G-space and p is a SAT measure.

The random walk is called adapted if μ{H) < 1 for every proper closed

subgroup of G. The boundary measure p is referred to as trivial if p{A) G

{0,1} for every Borel subset of X. We note that a SAT measure on a

(general) G-space is trivial if and only if the G-space is purely atomic.

L e m m a 2.3. Let μ be a spread out probability measure on a Icsc group G

and (X,a,p) the associated μ-boundary. Then

(a) the action of G on (X, a) is SAT and p is a SAT measure,
(b) p is trivial if and only if every μ-harmonic function is constant on the

left cosets of the smallest closed subgroup H C G such that μ(H) = 1,

(c) when μ is adapted, p is trivial if and only if every μ-harmonic function

is constant.

Remark 2.4. When μ is arbitrary, Formula (2.1) induces an equivariant
weak* continuous isometry of L°°(X, a) into L°°(G^λ) (λ = the Haar mea-
sure). L°°(X, a) is then isomorphic to the space of equivalence classes (mod
λ) of μ-harmonic functions. In the trivial case that μ = δe the μ-boundary
is isomorphic to G. Thus for continuous G the Je-boundary is not SAT.
Motivated by this situation one can define a weak version of SAT by requir-
ing that there exists an equivariant weak* continuous isometry of L°°(X)
into L°°(G). For countable G this property is equivalent to SAT but not
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so for continuous G (every homogeneous space admits an equivariant weak*
continuous isometry into L°°(G)). It is known that for abelian lcsc G every
equivariant weak* continuous isometry of L°°(X) into L°°(G) (with X stan-
dard) is necessarily multiplicative and such an isometry exists if and only if
G is essentially transitive on X [10]. This result implies the Choquet-Deny
theorem for arbitrary μ.

3. Strong approximate transitivity and polynomial
growth.

Unless explicitly stated, all G-spaces in the sequel are assumed standard and
all groups lcsc.

3.1. Compact and cocompact subgroups.

Proposition 3.1. Let N be a compact normal subgroup of G. If every SAT
(G/N)-space is purely atomic then every SAT G-space purely atomic.

Proof. Let X/N be the orbit space and p : X —> X/N the quotient map.
Equip X/N with the quotient Borel structure. As N is compact this Borel
structure is standard (combine [4, Theorem 2.9] with [24, Theorem 3.21]).
Since N < G we can define a G-action on X/N by gp(x) = p(gx) For this
action the map G x (X/N) 3 (g, x) —> gx is Borel. (This follows immediately
from the fact that the product Borel structure on G x (X/N) coincides with
the quotient Borel structure induced by the map G x X 3 (g,x) —> (g,p(x))\
this in turn is a consequence of the uniqueness theorem for analytic Borel
structures [18, Corollary 2.10].) The G-space (X/N, pa) is a factor of the G-
space (X, a). Therefore it is SAT and, consequently, due to our assumption,
pa is carried on a countable set C C X/N. Since SAT actions are ergodic,
there exists a countable set Γ C G and x G X such that C = Tp(x). Hence,
a is carried on TNx which is a countable union of disjoint orbits of N. As
N is compact its Haar measure λ v is finite. We can assume that a is also
finite. Then \jγ *α is a finite iV-invariant measure equivalent to a. As λ^ *α
is carried on a countable set of translates of a single orbit of N it is clear
that there exists a σ-finite G-invariant measure equivalent to a. Since SAT
actions preserving a σ-finite invariant measure are necessarily purely atomic
[9, Proposition 2.6], the proof is complete. D

Lemma 3.2. Let (X,a) be a G-space and K C L\(X,a) a compact subset
such that for every Borel set A C X with a(A) φ 0 and every ε > 0 there
exists g G G and v E K such that (gu) > 1 — ε. Then there exists a G-
invariant Borel set Xo C X and u0 G K such that VQ(XQ) = 1 and u0 is a
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SAT measure on (X0,a0) where a0 denotes the restriction of a to Xo.

Proof. Step I: Let Ω C X be a G-invariant Borel set with α(Ω) φ 0 and M
a compact subset of K such that for every Borel A C f i with a(A) φ 0 and
every ε > 0 there exists g G G and v G M such that (gu) > 1 — ε. We prove
that for every r > 0 there exists a nonempty compact subset M* C M of
diameter at most r and a G-invariant Borel set Ω* C Ω such that z/(Ω*) = 1
for every v G M* and that for every Borel set A C Ω* with α(A) ^ 0 and
every ε > 0 there exists j G G and z/ G M* such that (gu)(A) > 1 — ε.

Let B(u,r) C L1(A') denote the closed ball with center v and radius r.
Due to the compactness of M we can find a sequence i/χ,... , i/* G M such
that M C U*=i£(^, r/2) . Set Mi = Έ(vur/2) Π M and let Ti denote the
collection of Borel sets i C Ω such that cx(A) φ 0 and for every ε > 0 and
every Borel B C A with α(B) φ 0 there exists g € G and i / G M j with
(gu)(B) > 1 - ε. We claim that Ti Φ 0 for at least one i e { l , 2 , . . . , f c } .
Indeed, it is easy to see that if T% φ 0 for alH G {1,2,... , fc}, then there
would exist a sequence ε i , . . . , ε& > 0 and a sequence of Borel sets Ω D J5χ D
J52 D D Bk such that for every i = 1,2,... , k a(Bi) Φ 0 and (gu)(Bi) <
1 — εi for all g G G and all v G M<. Set ε = min{εi,... ,ε*}. According to
our assumption there exists g G G and v G M with (gι/)(Bk) > 1 — ε. Since
ι/ belongs to some Mi we obtain (gv)(Bi) > (gv)(Bk) > l ~ ε > l — ε ,̂ in
contradiction with the definition of the sequences f?i,... , Bk and e l 5 . . . , εfc.

Let Tiφ 0 and let £ be the corresponding family of projections of I/OO(A'),
i.e., ψ G £ if and only if y? = χ Λ (mod a) and i 4 G f j . It is clear that £ is
a G-invariant family. Therefore φ = V£ is a G-invariant projection. As X
is a standard G-space, φ = χΩ + (mod a) for a G-invariant Borel set ί ί * C Ω
[27, Lemma 2.2.16; p. 21]. It is easy to see that Ω* C Ti. The G-invariance
of Ω* implies that there exists a sequence vn in Mi such that ^n(Ω*) > 1 — K
By the compactness of Mi we may assume that un converges to some v G M{.
Clearly, z/(Ω*) = 1. Set M* = {y G Λίi; ^(Ω,,) = 1}. This is a nonempty
compact subset of L\(X) of diameter at most r. Let us see that for every
Borel A C Ω* with α(A) φ 0 and every ε > 0 there exists g G G and
v E M* such that ^(A) > 1 — ε. Indeed, as Ω* C JFU from the definition
of Ti there exists a sequence vn in Mi and a sequence gn in G such that
(gnun)(A) > 1 — ~. By the compactness we may assume that vn converges
to some v G Mi. It is clear that ^(Ω*) = 1, so that v G M*. Furthermore,
[gnv){A) > (gnVn){A) - \\vn - u\\ -> 1. Our claim is proven.

Step II: Using Step I we can inductively produce a decreasing sequence
of G-invariant Borel sets Ωn and a decreasing sequence Mn of nonempty
compact subset of K such that Mn has diameter at most 1/n, that ι/(Ωn) = 1
for all v G M n , and that for every Borel A C Ωn with a(A) φ 0 and every
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ε > 0 there exists g G G and v G Mn such that (gv)(A) > 1 — ε. The finite
intersection property of the sequence M n implies that Π^=i Mn contains
precisely one element z/0. Let Xo = Π^Li Ωn. Clearly, AΌ is G-invariant
and ^o(^o) = l Our proof will be complete if we show that v0 is a SAT
measure on XQ. Let A C Xo be a Borel set with c*(A) ^ 0. Since A QΩn for
every n, there exist gn £ G and ^ n G M n such that (gn^n)(^4) > 1 — ̂  But
ll̂ o — vn\\ < 1/n. Therefore {gnvo){A) > 1 — £. So i/0 is a SAT measure on
the G-space (λΌ,α0). D

Proposition 3.3. £e£ H be a closed cocompact subgroup of G. If every
SAT H-space is purely atomic then every SAT G-space is purely atomic.
Furthermore, if (X, a) is a SAT G-space and p a SAT measure, then there
exists an H-invariant Borel set Xo C X and g0 G G such that (gop)(Xo) = 1
and gop is a SAT measure for the action of H on (ΛΌ,c*o) where a0 is the
restriction of a to Xo.

Prooj[κSmce H is cocompact, there exists a compact set F C G such that

HF ^ G. By Lemma 2.2 K = Fp is a compact subset of Xi(Λ') and

the assumptions of Lemma β^^tisfied with respect to tile action of H on

(Λ». •

3.2. Compactly generated groups of polynomial growth. The follow-
ing lemma will be eventually applied in an inductive argument when G is a
Lie group and H a normal Lie subgroup.

Lemma 3.4. Let H be a {not necessarily closed) normal subgroup of G.
Suppose H is equipped with a connected locally connected group topology
which contains the relative topology and for every neighbourhood U of e in
G there exists a neighbourhood V of e in H such that gVg~ι C U for all
g EG. Let (X,ά) be a SAT G space. Then hf = / for every f G L°°(X,a)
and heΈ.

Proof. Let p be a SAT measure on X. Set a(g) = \\gp — p\\ and b(h) =
snpgeGa(ghg~ι), h G G. Let U be a compact neighbourhood of e in G and
V a connected neighbourhood of e in H such that gVg~ι C U for all g G G.
We claim that the function b(h) is continuous on 7 . To see this suppose
the contrary: b is discontinuous at some / 1 6 F . Then there exists ε > 0
and a net hβ in V converging to h and such that \b(hβ) — b(h)\ > ε for all
β. Using the definition of 6, for every β we can then find gβ G G such that
\a(gβh0gβl) — a{g0hg^l)\ > ε/2 (consider the cases b(hβ) — b(h) > ε and
b(h) — b(hβ) > ε). Since U is compact and gVg~ι C U for all g G G, we
can assume that the nets gβhβg^1 and gβhg^1 converge in U : g
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p -> y> Since a is a continuous function we obtain that x ψ y.
However, consider the net gβhβh~ιg^1. Clearly, 9βhβh~ιg^1 -> xy~ι. Let U'
be any neighbourhood of e in G and V a neighbourhood of e in H with
gV'g~ι C U' for all g E G. Since hβh~λ converges to e in if, we conclude
that gphβh~1gβ1 converges in G to e. Hence, α; = y, a contradiction.

By [9, Proposition 3.1] b(g) E {0,2} for every g £ G. As 6 is continuous
on V, 6(e) = 0, and V is connected, we conclude that b(h) = 0 for all Λ E V\
Thus, hp = p for all /ιG V. But the set {h EH; hp = p} is a subgroup of
If containing V. As i ϊ is connected, it is generated by V. Therefore hp = p
for h E H. Since the function G 3 g -> #p is continuous we obtain gp = p
for g £ H. Using the fact that if is normal and co(Gp) is dense in L\(X),
we conclude that gμ = μ for g E JET and μ E ̂ i(Ai). This, of course, implies
that gf = / for 5 E ff and / E L°°(Af). D

Let f) a (real) Lie algebra and G a group acting on f) by automorphisms.
Following [15] we say that 1} is of type RQ if for every g EG the eigenvalues
of the corresponding automorphism are of absolute value 1. When G is
locally compact and H a closed normal Lie subgroup with Lie algebra f),
this definition refers to the canonical adjoint action of G on fj. When G is a
connected Lie group with Lie algebra g, then g is of type RQ if and only if
for every X E g the eigenvalues of adJΓ are imaginary [13, Proposition 1.3'].
In this case the term type R is commonly used instead of type RQ>

Lemma 3.5. Let G be a Lie group and H a closed normal Lie subgroup with

dimϋΓ < dimG. If the Lie algebra of G is of type RQ then the Lie algebra

of G/H is of type RG/H

Proof. Let g and f) be the Lie algebras of G and If, respectively. Let π :
G -> G/H and π* : g -» g/\) denote the canonical homomorphisms. Let
61,. . . , 6fc, 6fc+i,... , bn be a basis in g such that 6̂ +1? 5 bn is a basis in f).
Then π* (&i),... , π* (&Λ) is a basis in g/f). Let A(g) be the matrix representing
Ad(#) with respect to 61,. . . , bn and A(g) the matrix representing Ad(π(g))
with respect to π*(&i),... , τr^(6A). Since π* o Ad(g) = Ad(π(g)) oπ* it follows
that .AίflOij = Afo)^- for i, j = 1,... , fc. But ̂ ( 5 ) ^ = 0 for i = 1,... , fc; j =
fc + 1,... ,n because f) is invariant under Ad(G). Thus every eigenvalue of
Ad(π(g)) is an eigenvalue of Ad(g). D

L e m m a 3.6. Let G be a solvable Lie group and G o the identity component.
Assume that G/Go is nilpotent and the Lie algebra of G is of type.Ro- Then
every SAT G-space is purely atomic.

Proof. We proceed by induction in the dimension of the Lie algebra g of G.
When dimg = 1, then obviously Ad(G) C {±1}. Let U be a neighbourhood
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of e and W = —W C j a neighbourhood of 0 such that V = exp(VF) C U.

Clearly, gVg'1 = exp(Ad(g)W) = exp(W) C U. By Lemma 3.4 H = Go =
exp(g) acts trivially on L°°(X). Therefore we can define a SAT action of
G/H on L°°(X) by (gH)f = gf. Since G/H is countable nilpotent, (X,a)
is purely atomic [9, Theorem 3.9].

Suppose now that the lemma is already proven for dimensions lower than
n + 1 and let dimg = n + 1. Let g c denote a complexification of g. Then
Ad(G) can be considered as a solvable subgroup of GL(gc). According to
Kolchin-Malcev theorem [14, Theorem 21.1.5; p. 152] there exists a subgroup
S C Ad(G) of finite index and a basis 61 ?... ,6n+i in g c such that every
element s G S is represented by an upper triangular matrix with respect to
this basis. The inverse image G\ = Ad"1 (S) C G is a subgroup of finite
index. Note that we can assume that Gι is closed. Hence, Gx is an open Lie
subgroup and g is its Lie algebra. Note also that Go = G10. Consequently
Gi/Gio is nilpotent.

Let p be a SAT measure o n ί . By Proposition 3.3 there exists a G r

invariant Borel set Xγ C X and gι G G such that gxp is a SAT measure for
the action of G\ on Xx. It suffices to show that gxp is a point measure.

Clearly, the elements of Ad(Gi) have a common eigenvector v € gc The
complex conjugate ϋ is also a common eigenvector of Ad(Gi). It follows
that the (real) subspace f) of g spanned by W\ = Rev and w2 = Imv is
a subspace invariant under Ad(Gχ), of dimension 1 or 2. Since Ad(#) has
eigenvalues of absolute value 1, it can be seen that the restriction of Ad(Gf

i)
to f) is contained in a compact subgroup K of GL(f)). Since I) is invariant
under Ad(Gχ) it is a subalgebra of g and the connected Lie subgroup H
defined by f) is normal in G\. Let U be a neighbourhood of e in Gi and W a
neighbourhood of 0 in f) such that exp(W )̂ C U. Since if is compact we can
find a neighbourhood OeW CW such that KW C W. Put F = exp(W")
Then for every g G Gλ we obtain ffl^"1 C exp(Ad(g)W) C exp(jFCV '̂) C
exp(W) C U. Thus the assumptions of Lemma 3.4 are satisfied and we
conclude that H acts trivially on LOO(X1). We can then consider L°°(Xι) as a
SAT (Gι/H)-spa,ce. ifHΊs open in Gi then H = Gi0 and Gχ/H is nilpotent.
Prom [9, Theorem 3.9] we obtain that t^p is a point measure. If H is not
open then Gχ/H is a solvable Lie group with Lie algebra of type RGlιjj and
dimension lower than n + 1. Since (Gi/H)0 = Gxo/Έ, {G1/Έ)/{G1/Ή)0

is nilpotent. By induction, L°°(ΛΊ) is purely atomic and gxp is a point
measure. D

Theorem 3.7. Let G be α lcsc compactly generated group of polynomial
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growth. Then G does not admit nonatomic SAT actions.

Proof. First consider the case that G is a Lie group. According to
[15, Corollary to Theorem 2] there exists a normal series C < S < N < G
such that C and G/N are compact, S/C is connected with Lie algebra of
type RG/CΊ &nd N/S is discrete nilpotent. Furthermore, S/C can be assumed
solvable. Note that S/C = {N/C)o. It follows that N/C is solvable with Lie
algebra of type RN/C and (N/C)/(N/C)0 is nilpotent. Thus from Lemma
3.6 we conclude that N/C does not admit nonatomic SAT actions. Since C is
compact, by Proposition 3.1 N does not admit nonatomic SAT actions. But
G/N is compact. Thus from Proposition 3.3 G does not admit nonatomic
SAT actions.

Now let G be an arbitrary lcsc compactly generated group of polynomial
growth. By [15, Theorem 2] there exists a compact normal subgroup K
such that G/K is a Lie group (of polynomial growth). Another application
of Proposition 3.1 finishes the proof. D

Corollary 3.8. Let μ be a spread out probability measure on a lcsc compactly
generated group of polynomial growth. Then every μ-harmonic function is
constant on the cosets of the smallest closed subgroup H Q G such that
μ(H) = 1. If μ is adapted then every μ-harmonic function is constant.

Remark 3.9. Theorem 3.7 remains true whenever G is a lcsc (not nec-
essarily compactly generated) group containing a closed nilpotent subgroup
H such that G/H is compact. By Proposition 3.3 to prove this result it
suffices to consider the case that G is nilpotent. In [9] we gave a proof
valid for countable G [9, Theorem 3.9]. This proof after suitable technical
modifications works also in the lcsc case.

Gromov's theorem [6] states that every finitely generated group of poly-
nomial growth contains a nilpotent subgroup of finite index. Therefore in
the countable case Theorem 3.7 is a direct consequence of Proposition 3.3
and the fact that nilpotent groups do not admit nonatomic SAT actions. In
the continuous case an analog of Gromov's theorem stating that G contains
a nilpotent subgroup H with G/H compact is false and we had to rely on a
more complicated structure theory [15].

3.3. Connected groups of polynomial growth. It can be easily shown
that a probability measure μ on G is spread out if and only if there exists
n such that μn dominates a positive multiple of the Haar measure on a
nonempty open subset of G [2, p. 21]. Hence, suppμn has nonempty interior
and the smallest closed subgroup H C G with μ{H) = 1 is necessarily open.
Consequently, when G is connected, a spread out μ is automatically adapted
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and Corollary 3.8 says that the μ-boundary of every spread out random walk
on a connected lcsc group of polynomial growth is a singleton. This result,
however, is also contained in the following stronger consequence of Theorem
3.7 and Lemma 2.2.

Corollary 3.10. If G is a connected lcsc group of polynomial growth then
every SAT G-space (X, a) is a singleton.

Proof. We already know that a is purely atomic. Hence, if p is a SAT
measure it is carried on a single atom of a. Consequently, \\gp — p\\ = {0,2}
for every g G G. But by Lemma 2.2 the function g —>• \\gp — p\\ is continuous.
Therefore gp = p for all g G G. Since p is SAT we have that gf — f for
/ G L°°(X, a) and g G G. By ergodicity (X, α) must be a singleton. D

The purpose of the remaining part of our paper is to prove the converse to
Corollary 3.10 and establish a few other conditions equivalent to polynomial
growth. The following auxiliary results preceding Theorem 3.16 and their
proofs are essentially contained in the work of Azencott [2, pp. 106-111].

Let fl be a (real) Lie algebra and let rad(g) denote the radical. We shall
say that g is of type RQ if for every X G rad(g) the eigenvalues of adX are
imaginary.

Lemma 3.11. If g is of type RQ and i is a solvable ideal, then g/i is also of
type RQ.

Proof. We have rad(g/i) = rad(g)/i. The lemma can then be proven by an
argument analogous to that used in the proof of Lemma 3.5. D

Lemma 3.12. Let n denote the nilpotent ideal n = [g,rad(g)] of g and 3 the
centre ofn. Set i = [n, n] Π3. It follows that g is type RQ if and only if g/i is.

Proof. By the preceding lemma it remains to show that g is type Ro whenever
g/i is. Let π : g -» g/i be the quotient homomorphism. Denote by gc
a complexification of g and by ic,Πc C gc the associated complexification
of i and n. Then gc/ic is a complexification of g/i and the quotient map
π c •' 0c ~~* flc/ic coincides with the complexification of the quotient map π.
Let X G rad(g) and let V G gc be an eigenvector of adX with equivalue
λ. If V £ ic then πcV is an eigenvector of ad(πX) with eigenvalue λ. As
πX G rad(g/i), λ must be imaginary. Thus it remains to consider the case
that V G i c

Let S denote the semisimple part of adX acting on gc As ic and Πc
are invariant under 5, there exists a ^-invariant subspace m C Πc such that
Πc = ic θm. Note that V G ic C [ric, tic] = [m, m] because ic is central in Πc
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Let Yi,... , Ym be a basis in m consisting of eigenvectors of S with eigenvalues
λi, -.. , λ m . As the linear operator on flc/ic induced by S coincides with the
semisimple part of ad(πX), we conclude that λ 1 ? . . . , λ m are imaginary. Now,
[m, m] has a basis {[YJ, lj]}(ij)e/ where / C {1,2,... , m} 2 . As the semisimple
part of a derivation is a derivation [3, Proposition 4; p. 11], [YJ, Y,], (i,j) G
I are eigenvectors of S with imaginary eigenvalues. But SV = XV and
V G [m,m]. Therefore λ must be imaginary. D

Corollary 3.13. Let n = [g, rad(g)]. /ί follows that Q is of type RQ if and
only i/fl/[n,n] is.

Proof. =>: Lemma 3.11.
4=: When n is abelian the claim is trivially true. When n is not abelian,

it is nilpotent of class k > 2. Hence, one can find X G n such that {0} ^
[X, n] C 3, where 3 is the centre of n. So i = [n, n] Π 3 7̂  {0}. Note that n/i =
[fl/i, rad(β/i)] and the Lie algebra g/[n,n] is isomorphic to (fl/i)/[π/i,n/i].
Thus we can use Lemma 3.12 and proceed by induction in the dimension of
0. D

Lemma 3.14. LetG be a connected Lie group with Lie algebra Q not of type
RQ. Then there exists a G-space X such that :

(1) X is a finite dimensional vector space,
(2) the function G x X 3 (p, x) -> gx is (real) analytic,
(3) for every compact K C X and every neighbourhood U of 0 in X there

exists g G G with gK C U,
(4) there exists g G G and v G X — {0} such that gx = x + v for all x G X.

Proof. Let n = [g, rad(g)], g = β/[n,n], n = n/[n,n] = [g, rad(g)]. Denote
by flc ^ complexification of § and by vie Q 0c the associated complexifica-
tion of n. Let p(X), i G j denote adX acting on n<o As n is abelian,
p(n) = {0} and due to the definition of n we have [p(§), p(rad(§))] = {0}.
Let S be the complex subspace of End(nc) spanned by p(rad(g)). Then
S is a commuting family of operators. Let n be the dimension of Πc By
[3, Theoreme 1; p. 10 and Proposition 5; p. 12] there exist linear function-
als α i , . . . , ak : S -» C such that for every i = 1,2,... , k tα̂  = ΓUes Ker(A—
α^A))7 1 φ {0} and n c = Hi θ θ nk. Since [p(g), p(rad(g))] = {0}, each n̂
is invariant under p(β).

Prom Lemma 3.13 we know that g is not type i?o, so there exists Xo G
rad(g) such that adX0 has an eigenvalue λ with Reλ ψ 0. Note that if V G βc
and ( a d X 0 ) ^ — λ F , then 7 6 % . Therefore λ is an eigenvalue of p(Xo) and
we can assume that V €nx. Then λ = aι(ρ(X0)). Note also that Xo & n.

Let n0 be the subspace of Hi spanned by \JAeS(A — α ^ A ) ) ^ . As 5i =
{A \ nx; A G 5} is a (complex) solvable Lie subalgebra of End(fii), by Lie's



530 WOJCIECH JAWORSKI

theorem there exists a basis eλ,... , et in Hi such that the matrix of each A G
S\ is upper triangular with respect to this basis. Since (A — aι(A))n \ τϊi = 0
for every 4 6 5, we conclude that et £ n0. So n0 φ fix and, consequently,
m = noθn2Θ -©n^ φ Πc Note that m is invariant under p(g). Furthermore,
ρ{X0)X - λ l E m for every X G n c.

Next define ΐ = CX0 + n<c. Due to the definition of n, I is invariant under
adX,X G g. We shall write ρ'(X),X G 0 for adX acting on ΐ. We now
have subspaces m C fie C I, in T f̂ic φ ί, invariant under p'(fl). We set
C = l/m, X — fi/m and write p"(X) for ρ'(X) acting on C. Furthermore,
we write p : I —> C for the quotient map. It is straightforward to check that
p"{X0)x = λx for all x G X, and pn(X)(x +p(X0)) = -λp(-X) for X G n
and a; G X. Moreover, p"(g)C C Â , and p"(X)2 = 0 for X G n (since n is
abelian).

We now introduce a linear representation ψ of G on £ as follows. We
start with the adjoint representation of G on g. This defines canonically
the quotient representation on g = fl/[n, n] and also a representation φ on
0c It is clear that φ{ex) = e a d(π X)5 X G 0, where π : g —»• g the quotient
homomorphism. Therefore I, n<c, and m are invariant under ^. We define
φ as the quotient by in of the subrepresentation of φ on [. Then we have
φ(ex) = e^'(πW), Λ' is invariant under φ, and φ(g)p(X0) - p(Xo) G λf for
all J G G . One then checks that the formula gx = φ(g)(x +p(X0)) — p(X0)
defines a G-action on Λ\ If A' is considered as a real vector space, this
G-action satisfies our requirement (2) (because the adjoint representation is
analytic, and taking subrepresentation and quotients preserves analycity).
Let us now see that (3) is also satisfied. Indeed, let K C X be compact and
U C X be a neighbourhood of 0. Let || || be any norm on V. Then K is
contained in a ball B(0, R) = {x G V; ||x|| < ϋ} while U contains a ball
5(0, r). Recall that p"(X0)x — λx for all x G Ύ, where Reλ =̂  0. Moreover,
p"(X0)p(X0) = 0. We can, of course, assume that Reλ < 0. As Xo = τr(X0)
for some Xo € 0, we have eXox = ep"^x°^x = eΛx. It is then clear that we
can satisfy (3). Finally, when X G n, then exx = ep / / ( π ( x ) )x = £-λp(τr(X)).
Since p(π(n)) ^ {0}, (4) is also satisfied. D

Corollary 3.15 Let G be a connected Lie group whose Lie algebra g is not
of type RQ. Then there exists an absolutely continuous compactly supported
probability measure on G admitting a nontriυial bounded harmonic function.

Proof. With the notation of Lemma 3.14, let || || be any norm on X. Set U =
{x G AT; ||z|| < 1}, K = {x G AT; ||z|| < 1}, and S = {g G G; gK C C/}. By
Lemma 3.14, S is a nonempty open semigroup in G. Let μ be any compactly
supported absolutely continuous probability measure with μ(S) — 1.

Let δ0 be the point measure concentrated in 0 G X, and set pn — \ ΣΓ=i A4**
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<V It is clear that ρn{K) = 1 for all n. Thus using Prohorov's theorem
[8, Theorem 1.1.11], {pn}£Li is a weakly relatively compact set of prob-
ability measures. If p is its cluster point then p(K) = 1 and μ * p = p.
Let / : X -> [0,1] be a continuous function of compact support such that
f(K) = {1}. Then h(g) = / f(gx)p(dx) is a bounded μ-harmonic function.
Using (4) of Lemma 3.14 and the fact that p has compact support we can
see that h is not constant. D

Theorem 3.16. For a connected Icsc group G the following conditions are
equivalent:

(a) G has polynomial growth,
(b) every SAT Gspace is singleton,
(c) every SAT homogeneous space of G is a singleton,
(d) every homogeneous space of G admits a σ-finite invariant measure,
(e) the Choquet-Deny theorem holds for every spread out probability mea-

sure on G,
(f) the Choquet-Deny theorem holds for every compactly supported abso-

lutely continuous probability measure on G.

Proof. The implication (a)=φ(b) is contained in Corollary 3.10, (b)=>(e)
follows from Lemma 2.3, and (e)=^(f) is trivial. To prove that (f) im-
plies (a) suppose that (f) is true but (a) is false. If G is not amenable
then every spread out probability measure on G has nontrivial μ-boundary
[5, p. 213], [23, Proposition 1.9] and we obtain a contradiction. Assume
that G is amenable. Let K C G be a compact normal subgroup such
that G = G/K is a Lie group. Since G is not of polynomial growth, G
is also not of polynomial growth [7, Theoreme 1.4]. But G is amenable so
G/rad(G) is compact [19, Theorem 3.8]. Therefore rad(G) is not of poly-
nomial growth [7, Theoreme 1.4]. Hence, the Lie algebra of rad(G) is not
type R [13, Theorem 1.4] and, consequently, the Lie algebra of G is not type
RQ. Thus by Corollary 3.15 there exists a compactly supported absolutely
continuous probability measure on G with nontrivial //-boundary. As K is
compact we can find a compactly supported absolutely continuous probabil-
ity measure μ on G such that μ = πμ, where π : G —> G is the canonical
homomorphism. It is easy to see that the μ-boundary cannot be trivial. We
again arrive at a contradiction. We have thus established the equivalence

To prove that (a) implies (d) we note that every closed subgroup of a group
of polynomial growth has polynomial growth and polynomial growth implies
unimodularity [7, Theoreme 1.2 and Lemme 1.3]. Combining this with the
well-known condition for existence of invariant measures on homogeneous
spaces [25, Theorem 8.30; p. 40] we obtain (d). Next (d) implies (c) because
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every SAT action preserving a σ-finite invariant measure is necessarily purely
atomic [9, Proposition 2.6] and we can then repeat the proof of Corollary
3.10. To complete our proof it suffices to show that (c) implies (f). This
can be achieved by applying a special case of the following result of Raugi
[21, Theoreme 13.4]: If G is lcsc, G/Go is compact, and μ is a spread
out probability measure on G with finite first order moment, then the μ-
boundary can be realized as a homogeneous space of G. Since compact
support implies finite first order moment, (c) combined with Lemma 2.3
implies (f). D

Remark 3.17. In [9] we proved that a finitely generated solvable group
G has polynomial growth if and only if it does not admit nonatomic SAT
actions. The proof was based on Rosenblatt's theorem [22] stating that G
has polynomial growth if and only if it does not contain a free subsemigroup
on two generators. Using the fact that free semigroups are nonamenable
we exhibited a random walk on G whose //-boundary was nonatomic. For
solvable connected lcsc the proof of the implication (f)=>(a) in Theorem 3.16
can be obtained by a completely analogous argument relying on the fact
that such G has polynomial growth if and only if every open subsemigroup
of G is amenable [12, Theorem 3], [19, Theorem 6.39]. This result was
originally formulated by Jenkins [12] for arbitrary connected G, however,
his proof seems complete only in the solvable case. The auxiliary argument
summarized in Corollary 3.15 enabled us to prove (f)=^(a) without involving
Jenkins' theorem.

Acknowledgement: The author wishes to thank David Handelman for his
support at the University of Ottawa where this work was carried out.

Note added in proof: A complete proof of the Jenkins' claim mentioned
in Remark 3.17 can be found in the author's Exponential boundedness and
amenability of open subsemigroups of locally compact groups, Canadian J.

Math., 46 (1994), 1263-1274.
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