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WEYL'S LAW FOR SL(3,Z)\5X(3,R)/SO(3,R)

ERIC STADE AND D.I. WALLACE

In this paper we derive a Weyl's law, or asymptotic de-
scription of the distribution of eigenvalues of the Laplacian,
on SX(3, Z)\SX(3, E)/5O(3, K). Our main tool in this derivation
is the Selberg trace formula for the space. Our Weyl's law,
which refines the present theory for the space in question, is
also seen to coincide with known results in the case where
51/(3, Z) is replaced by a cocompact discrete subgroup.

" §1. Introduction; statement of results.

The distribution of eigenvalues of the Laplacian for a general bounded do-
main B in W1 was first studied systematically by H. Weyl [We]. There he
gave a precise asymptotic formula, of the form NB(x) ~ κ>0x

n/ί2 (κ0 a con-
stant), for the number NB(x) of eigenvalues less than x of this Laplacian. It
is now standard to refer to such a result as a "Weyl's law" for the domain
B.

Since then, many authors have considered generalizations of Weyl's law
to other kinds of Riemannian manifolds. Particular attention, in large part
because of their relevance to the theory of automorphic forms, has been given
to the spaces Γ\SIr(2,R)/5O(2,R), where Γ is a cofinite (but, usually, not
cocompact) discrete subgroup of SX(2,M). Results concerning eigenvalues
of the Laplacian on such spaces, and on products of such spaces, may be
found in [Ef, Hejl, Hej2, Hul], and [Hu-Te] (among other works).

In the present article, we wish to develop a Weyl's law in the higher-rank
setting of Γ\iϊ3, where Γ - SX(3,Z) and H3 = SX(3,R)/SΌ(3,R). Actu-
ally, what we shall count here is the number N(x) of linearly independent
cusp forms on Γ\iJ3 whose eigenvalue for the Laplacian is less than x. By
"cusp form" we mean a non-constant, square-integrable, joint eigenfunction
(on Γ\ϋΓ3) of the algebra D of all SL(3, IK)-invariant differential operators
on H3. (In higher-rank settings, the definition of "cusp form" also requires
the vanishing of certain "cuspidal integrals" of the eigenfunction. However,
in the current situation, such a definition of cusp form coincides with the
one we have given.) The cusp forms are central to harmonic analysis on
L2(Γ\iϊ3), and to the corresponding theory of automorphic forms on this
space. (Technically, our count will also include the constant functions on
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3, which have eigenvalue 0 under the Laplacian. However, note that
the result of Theorem 1 below is unaltered by the addition or exclusion of a
subspace of dimension one.)

The algebra D is known [Hel, p. 432] to have two generators. We shall
denote these by Δx and Δ 2 respectively, where Δ 2 is the Laplacian on our
space and Δ 2 is a third-order differential operator. (See §2 below for de-
tails.) Because D comprises substantially more than the Laplacian alone,
it may seem that counting joint eigenfunctions of this algebra is a problem
somewhat different than that of obtaining a Weyl's law for Γ\H3. However
the problems are in fact the same, according to the following observations:
A1 and Δ 2 commute, and any eigenspace of Ax (in L2(Γ\H3)) is finite-
dimensional. (The first statement is a consequence of [Hel, p. 432]; the
second is a general fact regarding Laplacian operators that also follows, in
the present setting, from Theorem 1 below.) So any Δi-eigenspace has a
basis consisting of finitely many eigenvectors for Δ2—such an eigenvector
is, by the above, either a cusp form or a constant. Therefore, N(x) in fact
equals the dimension of the subspace of L2(Γ\H3) spanned by functions that
are eigenvectors of Δ l 3 and have Δi-eigenvalue < x. (The above argument
was pointed out to us by David Farmer.)

To state our WeyΓs law, let us denote by vo\(T\H3) the "hyperbolic vol-
ume" (computed according to the SX(3, E)-invariant volume element given
in §2) of this space. We then have

Theorem 1. Let all notation be as above. Then

vol(Γ\iF) / 2

"(X) (4π)^T(7/2)X

as x —> oo.

Remark. The asymptotic result of our theorem is identical to the one
appearing in Weyl's law for bounded domains in 1R5, and for compact Rie-
mannian 5-manifolds (see Weyl [We] and Chavel [Ch]). Moreover, our
theorem sharpens results of Donnelly [Do], and of Huntley [Hu2] (who
consider more general situations). Specifically, Donnelly obtains the value
vol(Γ\iϊ3)/((4π)5/2 Γ(7/2)) as an upper bound for ίϊm χ-*/2N(x)\ according
to our theorem, the lim is actually a limit, and is equal to the stated upper
bound. Huntley does show that x~5^2N(x) has a finite limit, but does not
determine this limit explicitly.

We further observe that Huntley's count includes certain functions that
are square-integrable, but not cusp forms. Specifically, for the eigenfunctions
of Δi contributing to his Weyl's law, the relevant cuspidal integrals need
not vanish identically, but only outside a specified compact subset of Γ\H3.
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(Such functions are not generally eigenfunctions in the true sense, or even
in the sense of distributions, but rather in a certain L2 sense described in
[Hu2].) As our Weyl's law counts only the cusp forms, it is technically
somewhat different than his.

We now turn to the proof of Theorem 1. Our principal tool in this proof
will be the Selberg trace formula—as realized by Wallace [Wa]—for nice
functions g on the space SO(3,R)\SL(3,R)/SO(3,R). The details of this
trace formula are given below; the basic idea behind its application is as
follows. The left-hand, or "spectral," side of the trace formula may be
interpreted, for appropriate choice of #, as the Laplace transform LN(T) of
N(x). By studying the various "orbital integrals" on the right-hand side
of the trace formula, one may obtain an asymptotic equation, as T -» 0+,
for LN(T). Then, by applying a Tauberian theorem [Wi] for the Laplace
transform, information on LN(T) may be translated into the desired formula
for N(x) itself.

The arguments just described will be fleshed out in §3 below, following
a brief discussion, in §2, of harmonic analysis on H3. In §4, an inversion
formula for a certain integral transform, known as the "Helgason transform"
g (see §2), of functions g will be proved. This formula will be required in
what follows, since the trace formula relates expressions involving g to others
involving #, and moreover the particular g of interest to us will in fact be
defined as a function with a given g. In §§5-7 we will carry out the compu-
tation of Lχ{T), by considering the orbital terms on the right-hand side of
the trace formula. In the last section, we will combine this computation with
the relevant Tauberian theorem to obtain the result embodied by Theorem
1.

The authors would like to thank David Grant, Jonathan Hunt ley, and
Thomas Shemanske for many helpful conversations.

§2. Harmonic analysis on SX(3,R)/5O(3,M).

In this section, we recall some basic ideas concerning coordinate systems and
differential operators on H3 = SL(3, R)/SO(3,R).

First, using the Iwasawa decomposition for 5L(3,K), we may identify H3

with the space AN, where A consists of diagonal matrices

α = diag(α1,α2,(αiα2)~1) (α* > 0)

and N consists of upper triangular unipotents
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(xi G K). In these coordinates, the 5L(3,M)-invariant measure on H3 is
given by

(2.1) dnda = 54d#i dx2 dx3—-—-.

The factor of 54 is included to provide a measure equal to the one specified
in [Ch] and [Do].

As mentioned in §1, the algebra D of SX(3, E)-invariant differential oper-
ators on H3 has two generators: the Laplacian Δi—which, properly normal-
ized, is a positive operator (cf. [Bo])—and a third-order operator Δ 2 . The
former may be computed according to a formula in Chavel [Ch]. On the
other hand, both operators have been determined explicitly by Bump [Bu]
(using a fundamentally different coordinatization of H3). In our coordinates,
we have

Proposition 2.1.

Δ! = -l-{Hl - Hx+ Hi - H2- HλH2 + X\ + X2

2 + Z2

0)

Δ2 = ~H1 H2 + H\H2 + H1 — Ή-2 — Hi + H2

where

X2H\ — Z0Hχ + Z0H2

aγ d a2 d d d
ό oaχ ό oa2 ox2 σxs

2αχ d a2 d d d

3 dd\ 3 uQ>2 uX\ 0x2

d d d _d_

ox2 σx3 oxχ ox2

Proof. These are exactly equations (2.31) and (2.36) in Bump [Bu], except
that we have multiplied by —1/3 his definition of Δi: this normalization
yields the same Laplacian as appears in [Ch] and [Do]. We must restate
Bump's differential operators HUH2, etc. in terms of our coordinates on
H3, but this is straightforward: Bump gives us these operators as matrices
in the Lie algebra of SX(3,1R), where such a matrix X defines a differential
operator in the usual way:

t=o
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(/ E ' C ° ° ( 5 L ( 3 , R ) ) ? z E H3). In particular, we have

-XΊ — ^2,3 5 ^ 2 — -Si,2 5 Zθ — -Sl,3j

where £ ^ denotes the matrix with a one in the i,j slot and zeroes else-
where. We merely choose z to have the AiV-coordinates given above, and
our proposition follows after a few brief calculations. D

We now wish to consider integral transforms on H3. (See, for example,
[Te2] §4.2.) Let K = 50(3, R). Suppose g is a bi-K-invariant function
on SX(3,M): that is, we may consider g as a function on H3 satisfying
g(kz) = g(z) for all k E K, z E H3. Then the Helgason transform g of g is
defined, for s,f E C, by

(2.2) g{s, ί) = / ^(αn) α? β + ί α^~* dn do.

(Our definition of the Helgason transform certainly makes sense for g in-
finitely differentiate and of compact support; however it is pointed out in
[Te2] that this transform extends to an isometry on all of L2(K\G/K).)
We remark that the function H8it(aή) = a\8+ta\8"1 is an eigenfunction of
D, for any s,i; this follows, for example, from Proposition 2.1. We write
AxHgt — XH8it and A2Hst = μHs^t; then it is readily computed that

(2.3) λ = θ(l - 3) + \t{l - t); μ - (1 - 2s)(5 + t - l){s - t).
ό

(The seemingly unusual normalization of the exponents in the definition of
Hst is justified by the simple form that this provides for the inversion formula
of §4. Moreover, it may be seen that Hst has the same eigenvalues under D
as does the Eisenstein series E(z, s, t), as defined in [Wa]; therefore we may
use results from the latter work without significant modification.)

A related transform of g is the Harish-Chandra transform g, defined for
a diagonal matrix a as above by

(2.4) g(a) - / g(an) dn.
JN

Note that Mellin inversion applied to (2.2) gives us

(2 5) » ( ) 7 o W
{lπ%y jRe(v)=c2
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for appropriate C\, c2.
To state the required version of the trace formula for SX(3, Z)\H3, we will

need a convenient way of indexing eigenvalues of cusp forms on this space.
We do this in a way consistent with the notation previously introduced for
Hst. Specifically, we let {φn}™=ι denote a maximal orthonormal set of such
cusp forms, arranged in order of increasing eigenvalue for the Laplacian, and
let φ0 denote the constant function 1. Writing Δχ<pn = λnφn for all n, we
then have

0 = λ0 < λi < λ2 < λ3 < ... .

We will also write μn for the eigenvalue of ψn under Δ 2. Finally, we introduce
"eigenparameters" sn,tn in a way analogous to equation (2.3): namely, we
write

(2.6) λ n - sn{\ - sn) + | * Λ ( 1 - < n ) ; μ n = (l- 2sn){sn +tn- l)(sn - ί n ) .

It is not hard to show that, for arbitrary λn,μn, these equations may be
solved for sn,fn.

We now turn to our discussion of the trace formula for SX(3, Z)\ϋ/"3, and
of its application to Weyl's law.

§3. The trace formula and Weyl's law on
, Z)\SX(3, R)/SΌ(3, R).

It will be instructive to recall the notion of a trace formula in a quite general
setting. To this end, we begin with a noncompact real semisimple Lie group
G, a maximal compact subgroup K, and a cofinite discrete subgroup Γ. Then
G/K is a Riemannian symmetric space on which Γ acts. Let g(x) : G -> C be
a K-bi-invariant function. One constructs the kernel of an integral operator
on L2(Γ\G/K) by setting

F(z,w) =

The Selberg trace formula, introduced by Selberg in the 1950's (cf., for ex-
ample, [Sel, Se2]), equates two expressions for the trace of this opera-
tor on the discrete part of the spectrum of D. As above in the setting of
SX(3,R)/SΌ(3,R), D denotes the algebra of (^-invariant differential oper-
ators on G/K, or on T\G/K.

The two sides of the trace formula take the following forms. On the
one hand (the left-hand side of the trace formula), one may use Mercer's
Theorem for Hilbert-Schmidt operators to write this trace as a sum over
eigenvalues of D. The quantity being summed is the "Helgason" or "Selberg"
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transform g of g: g is an integral of g against an eigenfunction φ of D on
G/K. (The arguments of g will be the eigenvalues of φ under generators for
D, or certain parameters indexing these eigenvalues, as we have seen above
in the specific case of interest to us.) On the other hand (the right-hand side
of the trace formula), one can break up the sum defining F(z,w) according
to the conjugacy class of 7, and use this decomposition to break up the
integral defining the trace of F. Each of the resulting integrals is called an
"orbital integral" for g. (Care must be exercised with the contribution from
the "parabolic" orbital integrals; it is only because the "continuous" part
of the kernel F has been subtracted that this contribution is finite.) The
various orbital integrals may themselves be expressed as integrals and sums
of the Helgason transform, and the related Harish-Chandra transform, of g.

Let us now restrict our attention to the situation considered in §1: namely,
to the case G = SX(3,R); K = 50(3, R); Γ = SX(3,Z). In this setting, the
above generalities regarding a trace formula have been made explicit by
Wallace [Wa]. These results may be summarized by

Proposition 3.1. Let g e C?{SO(3,R)\SL(3,R)/SO(3,R)) (however,
see the remarks below); let all notation be as in §§ 1 and 2 above. Then

jΓg(sn,tn)=vo\(Γ\H3)g(I)

+

fa |1 - 2r-s cos0" n r ° | C 1 ( Z M ) ' ' ~ . , O V τ ^ = * * *

where:
a. I denotes the identity coset (the first term on the right-hand side of
Proposition 3.1 is called the "identity" or "central" term).

b . The sum in (εi,ε 2,ε 3) runs over all distinct real triples with \ει\ > \ε2\ >
| ε 3 | (no Si = 1), such that there is some (by definition, hyperbolic) matrix in
5L(3,Z) with eigenvalues ε i ,ε 2 ,ε 3 . Also, Reg denotes the regulator of the
order, and Cl the narrow class number. (The second term on the right-hand
side above is called the "hyperbolic" term.)

c. The sum in (r, θ) runs over all distinct pairs with r > 0 (r Φ 1) and
0 < θ < π, such that there is some (by definition, loxodromic) matrix g in
SX(3,Z) with eigenvalues r~2,reιθ,re~ιθ. Again, Cl denotes the narrow class
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number; also, r0 is such that the centralizer of g (in SX(3,Z)); which is infi-
nite cyclic, has generator conjugate (in 5£(3, C)) to diag(r^~2, roe

ίθ°, roe~ίθ°).
(The third term on the right-hand side above is called the "loxodromic"
term.)

d. Kι,K2iK3 are universal constants. (The sum of the last three terms on
the right-hand side above is called the "parabolic" term.)

Remarks on Proposition 3.1. We note that the version of the Sel-
berg trace formula that we have stated above is slightly different than that
given in [Wa, §8]. Namely, in the latter work both the hyperbolic and
loxodromic terms are broken down into sums over powers of "primitive"
conjugacy classes. The forms given above for the hyperbolic and loxodromic
terms will be more convenient for our purposes. (See §§6 and 7, below.)

We observe further that the hyperbolic term above is, as in [Wa], actually
a sum over all distinct sets of eigenvalues of hyperbolic matrices. The stip-
ulation |εi| > \ε2\ > \ε3\ precisely assures that each such set is counted only
once. Similarly, the loxodromic term is a sum over all sets of eigenvalues
of loxodromic matrices; in this case the requirements r > 0 and 0 < θ < π
assure that no set of eigenvalues occurs twice.

Finally, we make the crucial observation that the trace formula may be
extended to include a broader class of "test function" g than that stip-
ulated in the above proposition. In particular, it is straightforward to
show, using techniques analogous to those employed in [Hel, Chapter 1]
and [He2, Chapter 8], that Proposition 3.1 remains valid for smooth func-
tions g G L2(K\G/K), such that g(s,t) decays exponentially as Im(s) or
Im(t) approaches ±oo (and the corresponding real part remains bounded).
We will apply Proposition 3.1 to such a function #, as described immedi-
ately below (the class of allowable g may be made broader still, with a small
amount of additional work, but we will not require such a generalization).

The application of the above trace formula to Weyl's law will proceed as
follows. First, for T > 0, we will let g be a left if-invariant function on H3

such that

(3.1) g^(s,t) = e~ λ T - e-r[.(i—)+i(i-t)/3]β

Such a function g must exist for the following reason: we have seen that
5(1 — s) + t(l — t)/3 is the eigenvalue of Δi belonging to the eigenfunction
Hsj(z) = al^al8'*. Such an eigenvalue is invariant under the action of the
Weyl group on (s, £), as described in [Te2], Chapter 4 or [Bu], Chapter 2 (in
the respective coordinate systems). But it follows from [Te2], Theorem 1, p.
88 (after restriction to the determinant-one surface SP3), that the Helga-
son transform is an isometry from square-integrable, if-invariant functions
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on H3 onto the space of functions of (s,t) that are square-integrable with
respect to the spectral measure (cf. §4) and are invariant under this action.

We will then apply Proposition 3.1 to our function gl: on the left-hand
side we get

n=0

In particular LN(T) is a Laplace, or Laplace-Stieltjes, transform oίN(x). By
estimating each term occuring on the right-hand side of the trace formula, we
may obtain asymptotic information (as T —> 0+) regarding LN(T). Theorem
1 will then follow, by the Tauberian theorem mentioned in §1.

We now proceed with our derivation of the inversion formula for the Hel-
gason transform.

§4. Inversion of the Helgason transform on H3 = SX(3,R)/SΌ(3,R).

In this section, we will prove

Proposition 4.1. Let g be a smooth, square-integrable function on H3 that

is K = SΌ(3, R)-invariant, i.e. g(kz) — g(z) for all k £ K. Then

l r J\ . i .

r2 (7*2 — 9r^) tanhπr 2 tanhπ tanhπ dri dr2.

Proof. Our starting point for the proof of Proposition 4.1 will be the "Hel-
gason inversion formula" that appears in [Te2] (Theorem 1, p. 88). This
formula pertains to functions on the space

Vn = {positive definite, symmetric real n x n matrices},

which is a GL(n, R)-space via the action (Y,g) —> Y[g] ^gYg (Y £ Vn, g £
GL(n, R)). We will be concerned with the case n — 3. By first identifying
integrals on AN with integrals on the determinant-one surface <SP3 of P 3 ,
and then restricting the inversion formula in [Te2] to SP^, we will deduce
from Helgason inversion the required inversion formula for H3. D

We begin with

Lemma 4.1. Let f be integrable on SP^. Then, for a suitably normalized
SX(3, R)-invariant measure dW,
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wesp3

[
AN

Proof of Lemma. We begin with formula (1.39), Chapter 4 in [Te2] for
integrable functions on V3:

ί
Jγγev3

F(Y)dY = F [i dn' da1

where dY is GL(3, R)-invariant measure on V3, A' — {diag(αl5α2,α3) | α» >
0}, dn1 — dx\dx2dx3, and da' — daχda2da3/a1a2a3. We choose the SX(3, R)-
invariant measure dW on SP3 so that dY = v^dvdW, where v = det y
and y = i;1/3!^. (That such a choice of measures is possible is pointed out
in [Te2], §4.1.) Also let k be a function on R+ whose integral with respect to
the Haar measure dυ/v exists and is nonzero; put F(Y) = k(v)f(W). Then

/ Φ) — ( f(W) dW = 8 / k((aia2a3)-2)
Jv>0 v JWeSPa JA'N

dn' da'.

We substitute υ = (a1a2a3)
 2; ux = [a\/a2a3Y^] u2 = {a\/aιa3)

1^ into the
integral on the right. It is seen that, under this substitution,

So we get

\dv du\ du2

da -» .

it \ d v

k(υ) —

dn'
du2

uλu2

whence, upon replacing Ui by a{ and recalling the factor of 54 present in
(2.1), the lemma. D

Next, using Lemma 4.1, we wish to write the Helgason transform g in
terms of an analogous transform for functions on SP3. We begin by writing,
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for any Y E V3 and s = {sus2,s3) E C3, p8{Y) = ΠLi l^ | S ι where Yτ

denotes the top left-hand i x i corner of Y. Note that ps(W) is independent
of s3 for W E SP3; we will write P(Sl,S2)(W) for ps(W). We have:

L e m m a 4.2. Let g be a function on H3 whose Helgason transform (2.2)

converges absolutely; let f be the function on SP3 defined by /(/[(an)" 1]) =

g(an). Then

where, by definition,

Γ(si,s2) = ί f(W)p(suS2)(W)dW.
JWeSPa

Proof of Lemma. This follows immediately from Lemma 4.1, upon noting

that

HsAz) = dl^al8'1 = Pί-Ut-sswilKan)-1]).

D

In our next lemma, we obtain an inversion formula on SP3.

Lemma 4.3. // / is square-integrable and K-invariant on SP3, i.e.

f(W[k}) = f(W) for allkeK,W E SP3, then

f{I)—2τ:iω3 \ /*(s l 5 s2) |c3(s)|~2(is1 c?s2

where the "spectral measure77 ω3 |c3(s)|~2 is given in [Te2] Theorem 1, p. 88

(or equations (4.1), below).

Proof of Lemma. Let F be square-integrable and O(3, R)-invariant on V3.
The Helgason transform F(s) of i7*, for 5 E C3 as above, may be defined by

F{s) = I v¥ I F{v1/3W)^(W)dW ^

where r = (1/3) £ j = i jsj (cf. [Te2], p. 94). We now take F(Y) = A;
where A: is a suitable function on M+ that does not vanish at υ = 1. (Note
that / if-invariant =̂> F 0(3, R)-invariant.) For simplicity, let us in fact
take k(v) = e~v. Then

F{s)= e-υυr—
Jυ>0 V Jw
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(cf. Lemma 4.2 above). We recall the Helgason inversion formula for V3 (cf.
[Te2], Theorem 1, p. 88):

F(Y) = ω3 ί
R ( )

F(s) hs(Y) \c3(s)\~2 ds
Re(β3) = l

where hs is a "spherical function" obtained by averaging the power function
ps over the orthogonal group. For our purposes, it suffices to know that
hs(I) = 1. Also, one notes from the definition that c3(s) is independent of
s3. So the above inversion formula gives us

Re(βi)=Re(β2) = - l

Γ

f*(suS2)\c3(s)\~

ds3 ds1ds2.

J
But k(l) = 1/e, which is (2πi) λ times the value of the integral in s3 (we
are merely invoking Mellin inversion to evaluate this integral). So

/(/) =2πiω3 j f*(sus2)\c3(s)\-2 ds1ds2,

as was to be proved. D

We now put the above lemmas together to deduce our inversion formula
on H3. Let g be square-integrable and ίί-invariant on if3; let / be the
function on SP3 with g(an) = /(/[(an)"1]). Noting that / is iί-invariant
on SP3, we have by Lemma 4.3

g(I) — /(/) = 2πiω3 / f*(sχ,s2) |c3(s)|~2<i51 ds2.

We substitute Si -> — 57, to get

o / £*ί — \ I / M—2 J J

= ΔΈlίύ3 I J ("~Si, — S2) \C3[ — S i , — S2)\ aS\ CtS2,

following this with the substitution

_
s _

2s2

we get

- 3πiω3 / /* [ -t,
jRefβ)=ϊ/Re(β)=Re(t)=l/2

)=Re(t)=l/2

- 2

dsdt

C3 - ί , — r —

- 2

dsdt
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by Lemma 4.2. Let us finally substitute s = | + ir l 5 t = | + ir2. We find
from [Te2], p. 88 (and equation (3.23), p. 144 in [Tel]), that

(4.1a)

/ t - 3s
C 3 - * ,

- 2

2

= τrr2 {r\ — 9rj) tanhτrr2 tanhτr' J tanhπ-

Since our substitution takes dsdt to — dri dr2, and as

_ π Γ(j/2) _ Γ(l/2)Γ(l)Γ(3/2) _ *
V / ^^o I I */θ Λ Ί"/9 O ί(Λ '\'i *R f\C* t\

(cf. [Te2], p. 88, again), we get

• r2 (r2 — 9rl) tanhπr2 tanhπ tanhπ dvx dr2.
Δi Δι

This proves Proposition 4.1.

§5. The identity term.

The first term that contributes to the right-hand side of the trace formula,
for a given test function g, is the identity term

(cf. Proposition 3.1). For g = g having the Helgason transform given in

(3.1), we will prove

Proposition 5.1.

asT -*0+.

Proof. Recalling Proposition 4.1, we have

4. u x , 7 - 2 + 37-1 r 2 - 3 r i
• tanh πr2 tanh π tanh π drx dr2

A Δ

^2 + 3ri r2 — 3rχ
tanh πr2 tanh π tanh π dr^ dr2.

Δ Δ
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To simplify this expression, we use the trig identity

tanh(α + b) tanh(α) tanh(6) = tanh(α) + tanh(&) — tanh(α + b)

to obtain

Λ. U Γ 2 + 3 r l , 4. i. Γ 2 * 3Γi \

• I tanhπ (- tanhπ tanhπr2 I dτ\ ar2.
\ Z Z J

Into the first of the resulting three integrals we substitute p — {—rλ +
r2)/2,q — (r2 + 3rχ)/2; into the second we substitute p = (rλ + r 2)/2, g =
(r2 — 3ri)/2; and into the third, p = r l 5 g = r 2. Each of these substitutions
has Jacobian equal to one, and moreover the first and second merely negate
the quantity

(and give the new names p, q to rλ,r2 respectively). This latter phenomenon
is a consequence of a general invariance of Helgason transforms, cf. the
discussion following equation (3.1). At any rate, our substitutions yield

(5.1)

Now

pπq _ p-πg p-2πςι

(5.2) tanhπg = = 1 - 2- — - 1 + O(e~2πq)
v > eπq + e-πq J + e-2ττq

for g > 0. Since

αoo /»o

= O (Je~Tp2p2dp

= 0{T~3/2 + T'1'2) = O{T~3'2)
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as T -)• 0+, we have from (5.1) and (5.2):

(5.3)

Γ Γ "T(1+3p+?)/3 9 (9P2 - ?2) dPd1 +
e"τ(1+3p+?)/3= ^ IΎ

as Γ -> 0+.
Making the substitution

xy 3x
Ό = Q =

we get

9M =
e-T/3 /.oo

24π3 Jo Jo {y +1)5/2 ^y

The integral in y may be evaluated via the standard beta function formula

Jo y Γ(α + b)

(Re(α),Re(6) > 0), whereby

(54) a ί ί ) r 3 )
(5.4) gτ(I) - 2 % 3 ^3 Γ ( 5 / 2 ) Γ ( 5 / 2 ) J

Ύχ 5/2 ""^

-T/3 Vπ/2_ _ ^ ^ _ \ Γ(5/2)
Γ(5/2) Γ(5/2); Γ5/2 ^2%3 V Γ(5/2) Γ(5/2)y

T-5/2e-T/3

(4π)5/2

Since T" 5/ 2e- τ/ 3 = T-5/2 + O(Γ-3/2) as T -»• 0+, Proposition 5.1 clearly fol-
lows.

D

§6. The hyperbolic term.

We now wish to consider the contribution from hyperbolic conjugacy classes
to the orbital side of the trace formula. In particular we wish to prove, for
g = g as above (and all notation as in §3):
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Proposition 6.1.

^ Reg(Z[£l])Cl(Z[£l])|£?£2| _ , „
Γ ΰ Z 7 Ύ ΰ ^ I , |ε2 |, |ε3 |))

asT -)• 0+.

Proof. Let us write, for brevity, Eε = diag(|εi|, |ε2 |, |ε31). By equation (2.5),

[
Re(v)=c2

ί l|-<»*-*> |e a |-( a-') dsdt
^Re(s) = (C l+c2)/6

for suitable cuc2. Now equation (3.1) for g^ clearly allows us to take cλ —
2,c2 = 1. Then

6|εΓ ε2 |e~

Using the fact that

for ε,α > 0 (this identity amounts to the statement that f(x) = e πx is
invariant under the Fourier transform), we find that

• Q — >

£ZLe-3(log2|εi/e2|)/4T

T

! ε2

1\e~τ 3

2πΓ

The implied constant is absolute and holds for all T > 0.
Thus we find that

= /

I i(ε1-ε2)(ε1-ε3)(ε2-ε3)|
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To estimate the sum on the right-hand side of (6.1), we need the following

L e m m a 6.1. For some positive constant b,

Reg(Z[£l]) Cl(Z[εi]) = b

\(ει -ε2){ει - ε 3 ) ( ε 2 - ε 3 ) | ι '

Proof of Lemma. Let d = [(εx — ε2)(εi — ε3)(ε2 — ε 3)] 2 be the absolute value
of the discriminant of Z[εi]. It follows from [Bo-Sh], Lemma 3, p. 121, as
well as Lemmas 2 and 3, p. 127, that

Reg(Z[εχ]) Cl(Z[εi]) - O(dbl)

for some positive number b\. Therefore

Reg(Z[£ l])Cl(Z[g l])

|(εi - ε 2 ) ( ε i - ε 3 ) ( ε 2 - ε 3 ) |

= O (|(εi - ε2)(εi - ε 3)(ε 2 - ε,)] 2 6 1" 1) = O(εJ),

for b — 6bι — 3 (we have used the fact that |εi | > |ε 2 | > |ε3j). Thus our
lemma is proved. D

Now let

/ v ί distinct sets (εi,ε 2,ε 3) of eigenvalues \
/JT ( Πβ ) — / \

) of hyperbolic matrices : |ε 3 | < |ε 2 | < |ε x | < x J

Then, since π(x) = 0 for x < 1, equation (6.1) becomes

Reg(ZN)

- Π

n

But e -( 9 I °δ 2 χ )/ 4 T = 0(^- 6- 4) for x > 1 and for T bounded above, so

V
^

/

oo \

χ-4dπ(x)J ,
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for T bounded above.

To complete our proof of Proposition 6.1, we need only show the above
integral converges. We do this via

Lemma 6.2. π(x) = O(x3) for x > 1.

Proof. Consider the map

(εi,ε 2 jε 3) -> λ3 - (ε1 + ε2 + ε3)λ2 + (εiε2 + ε2ε3

This map is an injection from the set {(εχ,ε2,ε3)} figuring in the definition
of π(rr), into the set of cubic monic polynomials λ3 — vλ2 + wX — 1 E Z[x]
with

\v\ < |εχ| + |ε2 | + |ε3 | < 3x; \w\ < |εiε2 | + |ε 2ε 3 | + |εiε3 | < 3x2.

This set of polynomials clearly has cardinality O(x3), whence the lemma.

D

We now integrate the right-hand side of equation (6.2) by parts. By
Lemma 6.2, and since π(l) = 0, we find

= O (τ~ι Γ x~5 π{x) dx) = O (τ~ι Γ χ-2 dx) = 0{T~ι)

as T —> 0+. Thus Proposition 6.1 is proved. D

§7. The loxodromic and parabolic terms.

In this section we complete our study of the orbital side of the trace formula.
The calculations in this section will be brief, as the arguments regarding the
loxodromic term are quite similar to those of the previous section, and the
parabolic terms may be evaluated readily.

We begin with the loxodromic term

|lnr o |Cl(Z[r]) f f ri-.e-2gim ( t) •

y L ^ j 1 + e-™»<*>fa 1 - 2r-3 cosθ + r- |

(cf. Proposition 3.1). By pairing each summand arising from a conjugacy
class {g} in the sum with the one arising from {g'1} (and noting that r is a
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unit in Z[r]), we may write this term as

Σ

'-M-—Λ ._,;ΐmW—dsdt.

— ?r~3

r>l

The integral in t above is readily shown to be O(T ljί2). The integral in
5 may be evaluated by techniques very similar to those employed in §6. We
may thus show that

θ2(s, t) — w-r-77s ds dt

= O ( T " 1 r 1 / 2 e ~ ( l o g 2 r ) / 4 T ) .

Next, as in Lemma 6.1, and using the fact that | lnro| < | In r|, we may show
that I lnr o | Cl(Z[r]) = O(rc) for some c > 0. We therefore find that, for Γ
bounded above,

I lnrol Cl(Z[r]) f f _ ri-«e-2gim(t)

= o IT-1 y>-41 = o

where

/ x _ ί distinct pairs (r, θ) corresponding 1
I to loxodromic matrices : l < r < x , O < 0 < π j

To complete our study of the loxodromic term, we need to consider the

quantity σ(x). But minor modifications applied to Lemma 6.2 tell us that

σ(x) — O(x3): whence

(7.1)

^ |1 -2r- 3 cos(9 + r- 6 |

•/ ί g2(s,t)[ e

 n τ.,/fX dsdt

T~x \ χ-2dx\ =O(T~ι),
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as T -» 0+.
We now need only evaluate the parabolic terms in Proposition 3.1. It

follows immediately from equation (3.1) that

I-!)+*•»»(l 0 + * i S ( I - 0

and we are done.

§8. Proof of Theorem 1.

In this section, we put together previous results to obtain an asymptotic
expression for LN(T). A Tauberian theorem is finally used to derive from
this the desired formula for N(x).

We begin by combining Proposition 3.1, for g — gτ given by (3.1), with
Propositions 5.1, 6.1; equations (7.1) and (7.2). We then have

+ O{T-W + Γ-1 + 1)

(8

as

•1)

LN

T -> 0+

We now note

n = 0

that

XnT vo\(Γ\H3)

vol(Γ\H3)
(4π)5/2

LN(T)= Γ e

rp-5/2

rp-5/2
J.

-χTdl

the Laplace transform of N(x). Then a standard Tauberian theorem (see
Widder, [Wi]) yields

N(x) - x
"[X) (4π)V2Γ(7/2) ^ '

as x —> oo. This completes the proof of Theorem 1.

References

[Bo] A. Borel, Cohomology of arithmetic groups, Proc. Internat. Cong. Math., I (1974),

435-442.

[Bo-Sh] Z.I. Borevich and I.R. Shafarevich, Number Theory, Academic Press, 1966
[Bu] D. Bump, Automorphic Forms on GL(3, R), Springer Lecture Notes in Mathematics

#1083, 1984.



WEYL'S LAW 261

[Ch] I. Chavel, Eigenvalues in Riemannian Geometry, Academic Press, 1984.

[Do] H. Donnelly, On the cuspidal spectrum for finite volume symmetric spaces, J. Diff.
Geom., 17 (1982), 239-253.

[Ef] I. Efrat, Selberg trace formulas, rigidity, and WeyVs law, Ph. D. Thesis, New York
University, 1981.

[Hejl] D. Hejhal, The Selberg Trace Formula for PSL(2,R) I, Springer Lecture Notes in
Mathematics, #548, 1976.

[Hej2] , The Selberg Trace Formula for PSL(2,R) II, Springer Lecture Notes in
Mathematics, #1001, 1983.

[Hel] S. Helgason, Differential Geometry and Symmetric Spaces, Academic Press, 1962.

[Hul] J. Huntley, Spectral multiplicity on products of hyperbolic spaces, Proc. Amer.
Math. Soc, 111 (1991), 1-12.

[Hu2] , Spectral multiplicity for GL(n,R), Trans. Amer. Math. Soc, 332 (2)
(1991), 875-888.

[Hu-Te] J. Huntley and D. Tepper, A local Weyl's law, the angular distribution and multi-
plicity of cusp forms on product spaces, Trans. Amer. Math. Soc, 330 (1) (1992),
97-110.

[Sel] A. Selberg , Lectures on the Trace Formula, University of Gδttingen, 1954.

[Se2] , Harmonic analysis and discontinuous groups in weakly symmetric Rieman-
nian spaces with applications to Dirichlet series, J. Indian Math. Soc, 20 (1956),
47-87.

[Tel] A. Terras, Harmonic Analysis on Symmetric Spaces, I, Springer-Verlag, 1985.

[Te2] , Harmonic Analysis on Symmetric Spaces, II, Springer-Verlag, 1988.

[Wa] D. Wallace, The Selberg trace formula for SL(3, Z)\SL(3,R)/SO(3, R), Trans. Amer.
Math. Soc, 345 (1) (1994), 1-36.

[We] H. Weyl, Uber die asymptotische Verteilung der Eigenwerte, Nachr. Akad. Wiss.
Gδttingen Math.- Phys. KL, II, (1911), 110-117.

[Wi] D.V. Widder, The Laplace Transform, Princeton University Press, 1941.

Received August 17, 1993 and revised March 31, 1994.

UNIVERSITY OF COLORADO

BOULDER CO 80309
E-mail address: stade@euclid.colorado.edu

AND

DARTMOUTH COLLEGE

HANOVER NH 03755





PACIFIC JOURNAL OF MATHEMATICS

Founded by

E. F. Beckenbach (1906-1982) F. Wolf (1904-1989)

EDITORS

Sun-Yung A. Chang (Managing Editor)
University of California
Los Angeles, CA 90095-1555
pacific@math.ucla.edu

F. Michael Christ
University of California
Los Angeles, CA 90095-1555
christ@math.ucla.edu

Nicholas Ercolani
University of Arizona
Tucson, AZ 85721
ercolani@math.arizona.edu

Robert Finn
Stanford University
Stanford, CA 94305
finn@gauss.stanford.edu

Steven Kerckhoff
Stanford University
Stanford, CA 94305
spk@gauss.stanford.edu

Martin Scharlemann
University of California
Santa Barbara, CA 93106
mgscharl@math.ucsb.edu

SUPPORTING INSTITUTIONS

Gang Tian
Massachusettes Institute of Technology
Cambridge, MA 02139
tian@math.mit.edu

V. S. Varadarajan
University of California
Los Angeles, CA 90095-1555
vsv@math.ucla.edu

Dan Voiculescu
University of California
Berkeley, CA 94720
dvv@math.berkeley.edu

CALIFORNIA INSTITUTE OF TECHNOLOGY
NEW MEXICO STATE UNIVERSITY
OREGON STATE UNIVERSITY
STANFORD UNIVERSITY
UNIVERSITY OF ARIZONA
UNIVERSITY OF BRITISH COLUMBIA
UNIVERSITY OF CALIFORNIA
UNIVERSITY OF HAWAII

UNIVERSITY OF MONTANA
UNIVERSITY OF NEVADA, RENO
UNIVERSITY OF OREGON
UNIVERSITY OF SOUTHERN CALIFORNIA
UNIVERSITY OF UTAH
UNIVERSITY OF WASHINGTON
WASHINGTON STATE UNIVERSITY

The supporting Institutions listed above contribute to the cost of publication of this Journal, but they are not owners or
publishers and have no responsibility for its contents or policies.

Manuscripts must be prepared in accordance with the instructions provided on the inside back cover.
The table of contents and the abstracts of the papers in the current issue, as well as other information about the Pacific Journal
of Mathematics, may be found on the Internet at http://www.msri.org.

The Pacific Journal of Mathematics (ISSN 0030-8730) is published monthly except for July and August. Regular subscription
rate: $245.00 a year (10 issues). Special rate: $123.00 a year to individual members of supporting institutions.
Subscriptions, back issues published within the last three years and changes of subscribers address should be sent to Pacific
Journal of Mathematics, P.O. Box 4163, Berkeley, CA 94704-0163, U.S.A. Prior back issues are obtainable from Kraus Periodicals
Co., Route 100, Millwood, NY 10546.

The Pacific Journal of Mathematics at the University of California, c/o Department of Mathematics, 981 Evans Hall, Berkeley,
CA 94720 (ISSN 0030-8730) is published monthly except for July and August. Second-class postage paid at Berkeley, CA
94704, and additional mailing offices. POSTMASTER: send address changes to Pacific Journal of Mathematics, P.O. Box 6143
Berkeley, CA 94704-0163.

PUBLISHED BY PACIFIC JOURNAL OF MATHEMATICS at University of California,
Berkeley, CA 94720, A NON-PROFIT CORPORATION

This publication was typeset using AMS-LATEX,
the American Mathematical Society's TEX macro system.

Copyright © 1995 by Pacific Journal of Mathematics



PACIFIC JOURNAL OF MATHEMATICS

Volume 173 No. 1 March 1996

1Isometric immersions of H n
1 into H n+1

1
KINETSU ABE

29Rotationally symmetric hypersurfaces with prescribed mean curvature
MARIE-FRANÇOISE BIDAUT-VÉRON

69The covers of a Noetherian module
JIAN-JUN CHUAI

77On the odd primary cohomology of higher projective planes
MARK FOSKEY and MICHAEL DAVID SLACK

93Unit indices of some imaginary composite quadratic fields. II
MIKIHITO HIRABAYASHI

105Mixed automorphic vector bundles on Shimura varieties
MIN HO LEE

127Trace ideal criteria for Toeplitz and Hankel operators on the weighted Bergman
spaces with exponential type weights

PENG LIN and RICHARD ROCHBERG

147On quadratic reciprocity over function fields
KATHY DONOVAN MERRILL and LYNNE WALLING

151(A2)-conditions and Carleson inequalities in Bergman spaces
TAKAHIKO NAKAZI and MASAHIRO YAMADA

173A note on a paper of E. Boasso and A. Larotonda: “A spectral theory for solvable Lie
algebras of operators”

C. OTT

181Tensor products with anisotropic principal series representations of free groups
CARLO PENSAVALLE and TIM STEGER

203On Ricci deformation of a Riemannian metric on manifold with boundary
YING SHEN

223The Weyl quantization of Poisson SU (2)

ALBERT JEU-LIANG SHEU

241Weyl’s law for SL(3, Z)\SL(3, R)/SO(3, R)

ERIC GEORGE STADE and DOROTHY IRENE WALLACE (ANDREOLI)
263Minimal hyperspheres in two-point homogeneous spaces

PER TOMTER

283Subalgebras of little Lipschitz algebras
NIKOLAI ISAAC WEAVER

Pacific
JournalofM

athem
atics

1996
Vol.173,N

o.1


	
	
	

