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THE WEIL REPRESENTATION AND GAUSS SUMS

ANTONIA BLUHER

We use the Weil representation to evaluate certain Gauss
sums over a local field, up to ±1. Also we construct a cocycle
on Sp(2m, E) with a simple formula on the maximal compact
torus and we show how to lift homomorphisms j : Sp(2ra, E) —>
Sp(2m, E) to the double covers of these groups.

1. Introduction.

Let F be a self-dual local field of char φ 2, for instance F = R, C, or a
finite extension of Qp. For most of the paper we will assume F φ C Let
X be a nontrivial additive character of F. Then all additive characters of F
have the form \χ for some λ G F , where Xχ{t) = χ(λt). We consider the
following unitary operators on L2(Fm):

(1.1) (*(A)Φ)(X) = I det A\ψ Φ(XA) for A e G L m ( F ) ,

(1.2) n(B)Φ(X) = χ(XBXτ/2) Φ(X) for B = Bτ e M m (F),

(1.3)

{TόΦ){X)= ί
JFJ

(1.4) W*)Φ)P0 = tΦ{X), t G T = {z e C| zz = 1}.

Here Φ is a nice function in L2(Fm) (to be precise, Φ belongs to the Schwartz
space <S(Fm)), dY is an additive Hâ tr measure on F* normalized so that
J°J = a(diag{—1^ Im-j}) for 0 < j < m, and \a\F for a G F is the modulus
function, determined by d(yά) = \a\pdy for a Haar measure dy on (F,+).
All our vectors are row vectors. We will usually suppress the symbol ι\ that -
is, identify t with i(t) for t G T. Let Mp = Mp(Fm) be the topological group
generated by all the above operators. We call this the metaplectic group.
This group is independent of χ since Xχ(XBXτ/2) = χ(X(XB)Xτ/2) and
a ( ( λ / j / _.))^i\x = Fj,\x, where we have added a subscript to the Fourier
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358 ANTONIA BLUHER

transform T$ for clarification. Let Sp = Sp(2ra, F) denote the symplectic
group consisting of all 2m x 2ra matrices r such that ττwmr = wm, where
wm = ( ^ 7 Q ) , / = /m. This group is generated by the matrices {a(A) \ A G
GLm(F) }, {n(B) \B = Bτe Mm(F) }, and wm, where

a(A) = (A

 A_τ\ n(B) = (Σ fj (A e GLm(F), B = Bτ e Mm(F)).

Theorem (Segal, Shale, Weil). There is a homomorphism π = πx : Mp —>>
Sp such that

π(a(A)) = &(A), π(n(S)) = n(5), π(t(t)) = // 2 m,

(1.5)
-Ij

Moreover, there is an exact sequence of topological groups

(1.6) 1 -> T-!-> Mp - ^ Sp -^ 1.

=^C, this sequence splits. Jf F φ C ίΛen Mp contains a subgroup
Sp = Sp(2m, F) 5i/cΛ ίΛαί π|g- : Sp ->• Sp is a nontriυial two-fold cover of
Sp.

Prom now on assume F φ C The realization Sp C U(L2(Fm)) is known as
the Weil, oscillator, or Segal-Weil-Shale representation. The group Mp and
the projection π have much better definitions in terms of a certain central-
izing property these operators have with respect to a unitary representation
of the Heisenberg group; see [Rl, §3.2]. Note that

(1.7) π λ » = ί1 Λ π » (T

 χ_Δ for σ € Mp.

The main result of this paper is that a certain Gauss sum is computed up
to ±1. The idea of the proof is to compare two sections of the homomorphism
7Γ. If F = R or if F is a nonarchimedean field whose residue characteristic
is φ 2 then there is a splitting homomorphism k : K —> Mp, where K is
a certain maximal compact subgroup of Sp. This section can be compared
to the standard section r0 : Sp -> Mp (see (4.1)) which was defined by
Rao. Define x0 : K -> T by the formula rQ(k) = xo(k)k(k). We will find
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an expression for α;0(A:) as a Gauss sum. The operators in Sp are known
explicitly, thus yo(g^a,nd y(k) may be found (Prop. 2 and Lemma 7) such
that yo(g)rQ(g) G Spjmd y(k)k(k) G Sp for each g G Sp, k G K. Then
Xo(k)yo{k)y(k)~1 G S p Π T = {±1}. In this way the exact value of the
Gauss sum Xo(k) may be computed, up to ±1. A technical difficulty is that
one must find an explicit formula for the Bruhat decomposition on K in
order to compare the sections r0 and k; this is done in Lemma 9.

Now we state our result explicitly. Let F = M or F = a self-dual nonar-
chimedean local field such that 2 is a unit in the ring Op of algebraic integers
of F. Let χ(t) = e2πtt if F = K, and let χ be any additive character such
that αx — Op if F is nonarchimedean, where

(1.8) αx = {x EF\ χ(xy) = 1 for all y G oF }.

For example, if F — Qp, one could take χ = χp to be the unique additive
character such that χp(α/pn) = e~2πiα/pn when α,n G Z, and if F is a finite
extension of Qp one could take χ = Xχp o tτp/Qp ? where λ is a generator for
the inverse different of F. Let K = Sp(2ra, Op) if F is nonarchimedean and

Define Φo G L2(Fm) to be the characteristic function of o™ if F is nonar-
chimedean and Φo(-Y) - e~πXX if F = R Let jfe = ( ^ ) G UΓ and j =
rank((7). It is not hard to see (Lemma 8) that there exist π l 5 π 2 G SO(m, i*7)
such that all entries of m are 0,1, or —1 and such that the top left j x j
minor of πi(7π2 is invertible. Let

where C\,Dχ are j x j matrices and C4, J?4 are (m — j) x (m — j) matrices.
For α,b £ Fx let (α,b)F G {±1} denote the Hubert symbol: (α,6)F = 1 or
—1 according as α is or is not a norm in F(Vb). In particular, if F = R then
(α, 6)R = — 1 iff α and b are both negative.

Main Theorem. Let k G K — P and πi, π2, Ci, C 2 , . . . , Zλ* 6e as a6ove.
η = det (~^x ^ 2 ) . Then η φ 0? and £Λe quantity

(1.10)

/ 1

τ + D2C2

τ)yτ/2)Φ0(yCuyC2)dy

is independent of the choice of πi and π 2 . Furthermore, Xo(k)2 = (7?, —
i / F 25 nonarchimedean and Xo(k)2 = sign(77) (—z)J det(D — iC) if F =



360 ANTONIA BLUHER

In §2 we discuss the Weil index, which is fundamental to the study of the
Weil representation, and we give a new method to compute the operators
belonging to Sp. In §3 we discuss splittings of the maximal compact subgroup
of Sp into Mp. The main theorem is proved in §4^and as an application we
construct in Proposition 10 a section r+ : Sp -* Sp such that the associated
cocycle c+ has the following nice properties: a) c+(pgι,g2) = c+(gι,g2) =
c+(gι,g2p) for all p = (£ *) G Sp with det A > 0 and all gug2 G Sp; b) c+
has a simple formula on the standard maximal compact torus of Sp; and c)
c+ coincides with the Kubota cocycle when m = 1. In §5 we show how to
lift homomorphisms j : Sp(2n, K) -> Sp(2m, R) to the double covers of these
groups.

We would like to thank the referee for many insightful comments, sim-
plifications of arguments (for example, the proof of (4.10)), and specific
references to the literature which helped to improve and shorten the paper.

2. The Weil index.

We first show that Sp is equal to the commutator subgroup of Mp (this
fact is known). By computing some commutators explicitly, we are led to
consider some products of Gauss sums which Rao calls the Weil index. We
will give a new proof that the Weil index defines a homomorphism of the
Witt group and a new way to compute the operators in Sp. If H is any
group, let (if, H) denote its commutator.

Lemma 1. Sp is equal to the commutator subgroup of Mp. If G\ is a
subgroup of Mp and π(Gχ) = Sp then G\ = HSp = iϊ(Mp, Mp), where
H = GxnT. Also, Sp = (Sp,Sp).

Proof Let Go = (Mp, Mp). Then π\G0 is surjective, because Sp = (Sp, Sp).
Now let Gι be any subgroup of Mp such that the restriction of π to G\ is
surjective and let H = Gi Π T. Then (Gi,Gi) contains Go because given
any A, B in Mp there are constants tλ and t2 in T such that txA and t2B
belong to Gλ\ thnsJίBAr1 B^1 = (hA^B^Ay1^^1 € (GUG1). In
particular, Go C (Sp, Sp) C Sp. If the inclusion of Go ii^Sp were proper, then
the exact sequence (1.6) would be split. So Sp = (Sp^Sp) = G0_C Gλ C Mp.
Given any g E Gi there exists a G T such that ag G Sp. Since Sp C Gi, a =
(ag)g-1 G G1 Π T = H. Since g = a~ι{ag), we see Gx C iϊSp C Gu D

Let P be the subgroup of matrices (£ ̂ ) G Sp such that (7 = 0. Then P
is generated by a{A)n(B) such that A G GLm(F) and B = Bτ G M m (F),
and the section rP : P -¥ Mp given by

(2.1) rP(a(A)n(B))=*(A)n(B)
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is easily seen to be a homomorphism. Since P and {WJ | j = 0,... , m} gener-
ate Sp ([Rl, Lemma 2.14]), their lifts {rP(p) \p G P} and Tj, together with
T, generate Mp. We will use this information to compute Sp = (Mp, Mp)
and see how Gauss sums arise in the process. In the following let T = Tm.

Since (GL(m,F),GL(m,jP)) - SL(m,F) for any field F (Milnor, J., In-
troduction to Algebraic K-Theory, Ann. of Math. Studies No. 72, p. 25
and 28), it is not hard to see that (P,P) is generated by α(A) such that
A G SLm(F) and n{B) such that B = Bτ G Mm(F), where I = Im. Since a
and n are homomorphisms,

(2.2)

SL(A) G Sp and n(B) G Sp for all A G SLm(F) and B = Bτ G Mm(F).

Since Sp = (Mp, Mp) is normal in Mp and (^ 7) = ^m ΏL(—B) W^1,

(2.3) ^ n ( - B ) ^ - 1 G S5p Π π - 1 ί^ ^ .

Now we compute the fiber in Sp over gJ^B^Wrn when B is symmetric and
invertible. The Bruhat decomposition on the big cell (det ( 7 ^ 0 ) has the
form

(2.4) (ΛBΛ =n(AC~1)α(-C-τ)wmn(C-1D).

Note that AC~ι and C~ιD are symmetric. Taking (_7

B 7) in place of (^ ^)
when J5 is invertible gives

An element of Sp which lies in the fiber over the left side of the equation is

niB-1) Tn{B) T~x n ^ " 1 ) G Sp.

On the other hand, the fiber in Mp over the right hand side contains a.(B~ι) T.
Hence there is a constant j(B) G T (which depends on χ) such that

(2.5) Ί{B) Ά(B-ι)T
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This constant is the same as 7(/) of [W, No. 14] or the "Weil index" 7 F ( / )
of [Rl, Appendix], where / is the character of second degree on Fm given
byf(X)=χ(XBXτ/2).

Weil has shown that 7 is a homomorphism of the Witt group ([W, No. 25]);
that is,

(2.6) y(RτBR) = 7(B), 7 (Bl Λ = 7(^)7(^2)

for all R E GLm(F) and all square matrices i?i, i?2. Here is a different proof
of these facts. Take any R E GLm(F) such that RTBR = diag{6 l5... , bm}
with bi E Fx. It will suffice to show j(B) = Π7(&i) Let ψ be any nonzero
element of L2{F), and define φ*m E L2{Fm) by φ®m{X) = Y[φ{Xi). Let
Φ(X) = ψ^rn{XR). The right side of (2.5) evaluated at Φ is the function

= χ{XB-ιXτ/2) ί χ(YBYτ/2) {T'1 n^" 1 ) Φ)(Y) χ(XYτ) dY
Jpm

= x(XB~1XT/2) f χ(YBYτ/2) f χ(ZB-1Zτ/2)Φ(Z)χ((X - Z)YT) dZ dY.

Let X' = XR = (X{,... , X'J. Now change variables Y t-* YR~T, Z •-> ZR.

Then

= Π xiK'Xfβ) j F x(hy2/2) JF χ(6rV/2) φ) χ((X't - z)y) dz dy.

On the other hand, the left side of (2.5) evaluated at Φ is

Φ(Y)χ(XB-1Yτ)dY

= Ί{B) ft Mr1'2 I ψ{y) xiK'x'i
i=l J F

where ψ is the Fourier transform of ψ. Comparing the two expressions for
Φi(X), we find η(B) = [[7(^)5 w h e r e l(b) f o r b e Fx is the constant in T
such that

(2.7)

x2/2) ί χ(&y2/2) / χ(b-1z2/2)φ(z)χ((x-z)y)dzdy.
JF JF
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Note that our notation is consistent: if m = 1 and B = b then j(B) =
Y[]=1j(b) =7(6). This proves (2.6).

If F = R and χ(ί) = e2πiXt, 7(6) may be evaluated by taking φ(x) = e~πχ2

in formula (2.7) and applying [Ig, Ch. I, §2, Lemma 1]. The result is

ίe2πi/8 if\b>0

If F is nonarchimedean with a discrete valuation v, then by [W, No. 27],

(2.9) 7(δ)=7(&)/l7(&)li 7(6)= Σ / _ χ(by2/2)dy,

where dy is an additive Haar measure. This is recognizable as a Gauss sum.
In ([W, No. 28]) it is shown that for all α, b G F x ,

(2.10) 7 (-6) - 7(6), τ(l) 7("«) 7(-6) lipb) = (α, 6)F,

where (α, &)i? = 1 or —1 according as a is or is not a norm in F(b1^). Prom
this it is easy to deduce that 7(6)8 = 1, and even 7(α)47(6)4 = 1, for all
α, b E Fx. Other formulas are gathered in the appendix of [Rl].

Proposition 2. For all A e GLm(F) and B = Bτ e Mm(F),

(det A, -1)J/2a(i4) G Sp, n(5) G Sp, 7 ( 1 ) ^ G Sp.

Proof. These formulas can be deduced from [Rl, Def. 5.2 and Cor. A.5] or
from [R2, Th. 4.1]; here we give a different proof. The first assertion when
det A = 1, the second assertion in general, and the third assertion when j =
m have already been shown (equations (2.2) and (2.5)). For arbitrary A G
GLm(F), write A = BAX with B = diag{det^,/m_χ} and Λ G SLm(F).
Then

Here we have used that η{B)/η(I) — 7(det A)/7(l) by (2.6). Each term in
brackets belongs to Sp by (2.5) and (2.2). Now

by (2.10), so 7(detA)/ 7(l) = ±(det A,-l)ιJ2. This proves the first as-̂
sertion. One can deduce the last assertion by embedding Sp(2j,F) into
Sp(2m,F) ((•») * ( ^ ) , where A = (%_), B = (b

OmJ, C = (\mJ,
D = (d j )) and applying the argument of (2.4-5) to the image of Sp(2jί, F).

D
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3. Splitting of K.

In this section we recall how to obtain the splitting of a maximal compact
subgroup K of Sp. First let us discuss the case where F = R. Let Um =
{Z e Mm(C) I ZZT = Im }, and define u:Um-+ Sp by the formula

(3.1) u(A + iB)

It is well known that Sp acts on the Siegel upper half space, and by an easy
calculation u(Um) is the stabilizer of ΐ/m, hence it is a maximal compact
subgroup of Sp. The nontrivial additive character χ which appears in (1.2)
and (1.3) has the form χ(t) = e2πiX\ where λ G Mx. Define Φo G L2(Rm) by

Lemma 3. Let F = R and ϋf = i/(ί7m). TΛere is a splitting homomorphism

k : if -> Mp racΛ *Λa* k(Jfe)(Φ0) = Φo /or a// jfe 6 if.

Proof. It is well known that π " 1 ^ ) stabilizes CXΦO; see [Ig, Ch. I, §9] or
[B, Prop. 3.2(a)]. Let f G Mp and π(f) = k e K. Then fΦ 0 = cΦ0, and
c G T since f is a unitary operator. Thus one takes k(fc) = c™1?. D

There is a similar result in the nonarchimedean case ([W, No. 19] or

[Kz, Lemma 2]). Let F be a nonarchimedean field, o^ its ring of integers,

Λ a lattice in F m , and Λ' the dual lattice:

Λ7 = {x G Fm I χ(x • y) = 1 for all y G A}.

Let if C Sp be the stabilizer of Λ Θ Λ':

if = {σGSp \(x,y)σeA®A' for all a: G Λ, y GΛ'}.

Then if is a maximal compact subgroup of Sp. Since Λ = o™a for some

a G GLm(i 1), the various K for different choices of Λ are conjugate to

one another. If Λ = oψ and ax = o^ (see (1.8)) then Λ' = o™ and K =

Sp(2m,

Lemma 4. Let F be a nonarchimedean field such that 2 G o£. Lei Φo δe ίΛe

characteristic function of A. There is a splitting homomorphism k : K —>\Sp

5wcΛ £Λα£ k(fc)Φ0 = Φo for all k G K.

Proof. This is proved in [Kz, Lemma 2]. (N.B. Kazhdan's article contains an
error in the group law for the Heisenberg group, but the reasoning is correct
in the case where 2 G o£.) D
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Lemma 5. Let F — R or F as in the previous lemma. If p G P Π K
then rP(p) = k(p). Let P = w^Pwm = {(£*) E Sp | J5 = 0} and define
r ? : P -> Mp δy r?(w^pwm) = T^rP{p)T. Ifp G PΠif *Λen r ?(p) - k(p).

Proof. Suppose p G PίΊif. We can write p = n(i?)α(A). From the definition
of K it is clear that det A is a unit. Write rP(p) = ck(A ), with c G T. Since
Φo(0) = 1 and k(fc)Φ0 = Φo, we know c = rP(p) Φo(0) = n(JB)a(A)Φo(0) =
I det A|1 / 2 = 1. Next suppose p = w^pwm e P Π K. Let Φ^ = TΦ0

and if' = WmKWn1. lί F = R then Φ£ = Φo and K' = K. If F is
nonarchimedean then ΦQ is a constant multiple of the characteristic function
of Λ' and K1 is the stabilizer of Λ' Θ Λ; that is, Φά^)""1 ΦQ, K' are defined
like Φo, K with the roles of Λ and A' reversed. Moreover p £ P Π K', hence
r P (p)Φ 0 - Φo. Thus rp(p)Φ0 = JΓ-1rP{p)Φt

0 = ^ " ^ 0 = Φo, so that
r ? ( p ) = k ( p ) . D

Lemma 6. If F is nonarchimedean and 2 G oj then (α, 6)^ = 1 /or all
α, 6 £ o .̂.

Proof. This proof may be found in [W, Theorem 5]. Choose χ such that
ciχ = oF (see (1.8)). Let Λ — o^; thus if = Sp(2ra, oF). Note that k(wm) =
JΓ7 since J^Φo = Φo Consider equation (2.5) with m — 1 and B = b, where
b E Op. By Lemma 5, (2.5) says

Ί(b) kiφ-1)) k(wm) - kίaίfr

Since k is a homomorphism, 7(6) = 1. Then (α,6)F = 1 by (2.10). D

Lemma 7. // F is nonarchimedean and 2 G oj then k(fc) G Sp /or all
k e K. If F = M ίΛen ±(det Z)x/2k(u(ZA)) G Ŝp /or αH fc G K, ^Λere
^ λ = Z or Z according as λ > 0 or λ < 0.

Proof. First assume F is nonarchimedean. It is well known that K is gener-
ated by K Π P and if Π P, where P = w^Pwm. Suppose p = n(J3) α(A) G
P Π if. Then k(p) = rP(p) by Lemma 5. Now det 4 G 0^, so rP(p) G Sp by
Lemma 6 and Prop. 2. Nextjmppose p — w^pwm G P Π if. By Lemma 5,
k(p) = rp(p). Now rp(p) G Sp by the same argument as above. (Note that
p G P Π if' in the proof of Lemma 5.) Since Sp is normal in Mp, rp(β) G Sp
also.

Next assume F = R In [R2, Th. 4.1] a homomorphism σ H-> r(σ) from
the universal cover of Sp into Mp is constructed. Prom the construction it
is easy to see that for each σ G Sp, the set { r(σ) | τr(σ)j= σ } has cardinality
two. By Lemma 1 it follows that the image of r is Sp. When λ = 1, the
result now follows from [R2, Prop. 4.2]. Let us add a subscript χ to remind
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ourselves that the definition of k depends on χ. Prom (1.7) and the definition
of Φo it is not hard to deduce that kx(u(Z)) = kXχ(u(Zx)) for all λ G R x ,
Z eUm. The result follows. D

4. Proof of t h e M a i n T h e o r e m .

In this section we will prove the Main Theorem, which was stated in the
introduction, and give an application. Let F = R or F = a self-dual nonar-
chimedean field such that 2 is a unit in oF. Let χ(t) = e2πit if F = R, and
let χ{t) be an additive character of F such that ax = OF (see (1.8)) if F is
nonarchimedean. Let K = u(Um) if F — R (see (3.1)) and If = Sp(2ra, o^)
if F is nonarchimedean. For each k G K we will define a number £0(&) G T,
which will turn out to be the same as the Gauss sum xo(k) that appears in
the statement of the Main Theorem. Moreover Xo(k)2 can easily be evaluated
using results of §§2-3.

Let us explain the definition of Xo(k). By the Bruhat decomposition
([Rl, Lemma 2.14]), every element g G Sp can be written in the form
g = pιWjp2 for some pi,ί>2 € P and 0 < j < m. Consider the standard
section r0 : Sp —> Mp given by

(4.1) rofawjto) = rp{p1)J
r
jrP(p2).

This is well-defined by virtue of [Rl, Th. 3.5(3)]. Define xo(k) € T for
k G K by the formula

(4.2) r0(ft)=x0(AOk(fc).

Suppose y(k), yo{g) are e lements^T such that y(k) k(A ) G Sp and yo(g) ^o(^) €
Sp. Then xo(k) yo(k) y(k)'1 G Sp Π T = { ± 1 } , thus

(4.3) xo(k)2 = y(k)2yo(k)-2.

By virtue of Lemma 7, Prop. 2, and (2.8), we can take (for g = ( ^ •JtUj (^2 *) G

Sp and fc 6 ϋΓ)

(4.4)

y(Ar) = detίu-^ife))1/2 and yQ(g) = e2 7 r i^8(sign(det A ^ 2 ) ) 1 / 2 if F =

(4.5)

y(k) = 1 and yo(ff) = (det Ax^, — 1)^ if î 1 is nonarchimedean.
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Now we begin the computation of Xo(k). Suppose k — pχWjp2 is the
Bruhat decomposition of k and pλ — n^B^a^Aγ). Note that j is the rank of
the bottom left m x m minor of k. Then

(4.6) xo(k) = (ro(*0Φo)(O) = Idet^l 1 / 2 / (rP(p2) Φ0)(y,0) dy.
JFΪ

Thus we need to calculate A\ and p2. This is accomplished in the next two
lemmas.

Lemma 8. Given C E Mm(F) of rank j , there exist τr1? π2 G SO(ra, F) with
all entries 0,1, or — 1 such that the top left j xj minor of πιCπ2 is invertible.

Proof. One can permute columns to make the first j columns of C linearly
independent, then one can exchange rows to make the top left jxj minor of C
invertible. The resulting matrix is π^Cπ^, where π[ and π2 are permutation
matrices. One can always arrange for an even number of row exchanges (to
make detπ^ = 1) unless m — 2, j = 1. When m = 2, one could choose
TΓ ^ o r L 0 ^ ) . •

Lemma 9. Suppose g — (^ ^) E Sp(2ra, F), the rank of C is j , and the top
left j x j minor of C is invertible. Write

c - ( A D ( Λ
c - [c3 c4)

 D ~ [D3 D4)
in block form, where CΊ, Dι are jxj matrices andC±, D4 are (m—j)x(m—j)
matrices. Then g — pλWjp2, where Wj = π p ^ ) is the matrix of (1.5) and
ViiVϊ £ P have the form

P l = \ α' '

ImB'\ a

r>' _ (P \ a — rι~1(n _i_ n n τ c ~τ\ a \ι
JD = I ^ J , μ — U1 \JJ\ T" JJ2is2 \J\ ) t: IV

(/n particular, we are asserting that a' is invertible and β is symmetric, so
that Pi,p2 really belong to P.)

Proof. First, DCT is symmetric since g G Sp, thus DχCιT + D2C2

T is sym-
metric. This implies β = βτ, so p2 G P . Now CoΓ 1 = ( r ' l 0 ) Since
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oT1) = rank(C) = rank(d), the * is really 0. Thus

By direct calculation, D1 = (£, ^ ) for some matrix D'3. Since gp^1 G Sp, we

know ( ^ ) O / T = ( Q C I ^ ) is symmetric; since CΊ is invertible, this forces
D'3 = 0. Thus the bottom m rows of gp^1 are ( ^ J J ^ ) . These rows must
be linearly independent, so a' is invertible. Moreover, the bottom m rows
of diag{α/T,a!~ι}gp21 are the same as the bottom m rows of Wj. Since this
matrix is symplectic, it is easy to check from the relations ATC = CTA,
BTD = DTB, ATD - CTB = I for all (£ £) e Sp that the top m rows of
ά\a,g{a'τ,a'~ι}gp2l must have the form

with A[ and 5^ symmetric. (Here the matrices in the top row have height
j , the matrices in the first and third columns have width j.) Thus

where E =

This completes the proof. D

o/Moin Theorem, Define rco(*ϊ) as in (4.2). ^
and choose π i 9 π2 as in Lemma 8. Let a{ = a(^) for % = 1,2 and A;' = αi A; α2.
Then rro(A;) = a o(fc') because

(4.7) ro(k') = a(πi)ro(A;)a(π2) = k(αx) xo(k)\a(k)lί(a2) =

Define CΊ,. . . , C4 and I?i,... ,D 4 by (1.9). Now apply Lemma 9 to the
matrix k'. By (4.6) and Lemma 9, the matrix a' = ( l ^ ^ ) is invertible,
and in the notation of Lemma 9,

/ ( ( ) ( ) ) (
F>

= |det(α') |- 1 / 2 / χ(yβyτ/2)Φ0(y,yCΓ1C2)dy.

By changing variables y \-+ yC\ we obtain (1.10). Finally, xo(k)2 can be
computed from (4.3), (4.4), and (4.5). D
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Example . For F = Qp (p > 3) and k = (a

c

b

d) G Sp(2,Zp), we have xQ(k) =
1 if c = 0, and otherwise

xo(k) = Icl1/2 / χ(dcy2/2) dy = \c\-1'2 f χ(AΓ Y/2) dy.
Jc-iZp JZP

If c is a unit, this integral is one. If c is not a unit, then fp-»z χ(dc~1y2/2) dy =
0 for all v > 0 by a standard argument in the theory of Gauss sums, so
xo(k) = Ί{d/c) by (2.9). In summary, for k = (a

c

b

d) G Sp(2,Zp),

f 7( c/ r f) if c ̂  0 and p\c

Propos i t ion 10. Let F = R, χ(ί) = e 2 π i ί . TΛere is a section r + : Sp(2ra, R)
Sp(2m, R) such that

a) ^+(Piί?P2) = r P ( p 1 ) r + ( g ) r P ( p 2 ) whenever pup2 G P + = {(^*) G
P I det(A) > 0 }; and
b) // A; = w(diag{ e^ 1 , . . . , e*m }) ( - π < θό < π)

(4.8) r+(k) =

where θ = Σθj, δ = Σ ^ J ? and ̂  = —1,0,1,2 according as θj G (—π,0),
0̂ . = 0 ; θj G (0, π), or θj = π. Define a cocycle c+ : Sp x Sp -> { ± 1 } by the
formula r+(g1)r+(g2) = c+(gug2)r+(glg2) for gug2 G Sp. Ifm = l then c+
coincides with the Kubota cocycle.

Proof. Let W +̂ = {WJ, W-Wj \ j — 0,... , m }, where w_ = a(~ 1

 7 ). It can
easily be seen from the Bruhat decomposition that Sp = UweW+P+wP+.
Let ε : W+ -> Mp be the restriction to W+ of k *-> det(u-1(k))1/2k(k),
where we choose the branch of the square root function which has argument
in (—π/2, τr/2], and define r + : Sp —> Sp by

r+(p1wp2) = r P (pi) ε(w) r P (p 2 ) for n; G W+ and p l 5 p 2 € P+.

This section is well-defined by [Rl, Theorem 3.5(3)], and it takes values in Sp
by Prop. 2 and Lemma 7. Clearly (a) is satisfied. Now we prove (b). Define
v : Sp -> T by r+{g) = v{g) ro(g), where ro(g) is the standard section (4.1).
Note that v{w) = (άeϊ{u~ι{w)))112 for w G W+ because ro(w) Φo = Φo By
(4.2),

r+(k) =v(k)xo{k)k(k).

Thus we need to show that for k as in part (b),

(4.9) u(k) xo(k) = e-*™/*(e*
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If AUA2 G SOm(R) and k' = α(Ai) ka(A2) then v(k') = v(k) because r0 and
r+ are constant on double cosets P+wP+, and xo(kf) = Xo(k) by (4.7). Thus
the left side of (4.9) does not change if the θj are permuted or if an even
number of the θj are shifted by π. The right side is also invariant under such
manipulations of the θj, because θ — δπ/2 and eδ^2 are unchanged. Thus
we are reduced to the case where sinέ^ φ 0 for 1 < ί < j , s in^ = 0 for
t > j , and θt G [0,π) for all I > 2.

If j = 0 then k = / or k = W- according as 0i = 0 or θι = π. If
A; = /, both sides of (4.9) are 1. If A; = w_ then δ = 2, 0 = π, #o(&) = 1,
z/(fc) = ί? and again both sides are equal. Now consider the case j > 1. Then
sin0i φ 0, so ίx = ±1, J2 = = ίj = 1, and δ£ = 0 for all £ > j . Let
w = m, or W-Wj according as δx = 1 or Ji = —1. Then k G P+wP+, so
u(k) = (δx^)1/2 = (e^/ 2 ) 1 / 2 . It only remains to show xo(k) = ^ ^
By (1.10),

By [Ig, Ch. I, Lemma 1], it can easily be verified that each term in the
product has positive real part, and that up to a positive constant coming
from the self-dual Haar measure, its square is | s in^|~ 1 (l + i c o t ^ ) " 1 =

eiθe-(πiδέ/2)^ g j n c e #0(fc) G T α priori, the positive constant is one. Note
that θ€ - (πδι/2) G (-τr/2, τr/2) for all ί < j , therefore Re(e^/2 e'*'**'*) > 0.
This completes the proof of (b).

Finally we want to show that if m = 1 then c+ coincides with the Kubota
cocycle cκ which is defined in [K]. We recall the definition of c#: if g =
(a

c

b

d) G SL2(IR) let x(g) = c or d according as c φ 0 or c = 0. In terms of the
Hubert symbol which was defined after (1.9),

We can reduce the proof of (c) to the case where g{ G K by the following ar-
gument, which was suggested by the referee. It is clear that x(pg), x(gp), and
x(g) have the same sign \ίp G P + , thus cκ{pgug2) = cκ(gug2p) = cκ(gug2).
Moreover cκ(g,p) = 1 = cκ(p,g) because (x(g),ϊ)R = (-x(g),x(g))R = 1.
Obviously c+ satisfies the same relations because of the property (a) of r+
and because r + (/ 2 m ) = 1. Also we know the cocycle relation

φ , y) c{xy, z) = c(y, z) c{x, yz)

for c — c+ or c = c^, where x,y,z G SL2(M). For arbitrary #i and #2 write
3i = Piki, g2 = p2k2, g3 = pi^2 = Pip3fc3 with p{ G P+ and k{ G iί . Take
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x = &i,y = p2)Z = k2 in the cocycle relation. Then xy = kxp2 = Pzk$k2

ι,
hence

(4.10)
c(ίh>02) = c(kup2k2) = c(p3k3k2

 1,k 2)c(k x,p 2)c(p 2,k 2) * = c(k3k2

 1,fc2).

Thus it suffices to show c + and cκ coincide on K x K. Let #_, = u(etθ>) for
j = 1,2,3, where θj E (-π,τr] and e^θl+θ21 = eiβ% and let xj = 1 or - 1
according as θj € (-π,0] or ^ € (O,τr]. Then c+{kx,k2) = e*lβl+βaV2/e^2,
and this is equal to — 1 iff a j = x2 = —x3. Since Xj = a (pj) (mod K+), it
can easily be seen that the two cocycles agree. D

5. E m b e d d i n g Sp(2n,R) into Sp(2m,K).

In this section let F = % χ(ί) = e 2 π i t . Let P+ = { (£ ^) € Sp | det A > 0 }.
We will prove the following proposition.

Propos i t ion 11. Consider α continuous homomorphism j : Sp(2n, K) ->•
Sp(2m,R) such that j (PJ n ) ) C P J m ) and .?(#(">) C ΛΓ(m), wΛere /or c/oniy
we have superscripted our symbols with the degree of the underlying sym-
plectic space. Let ψ = detow"1 : K ->• T . There is an integer N such
that

(5.1) (V(m) o j)(k) = (φ(n){k))N for k E if(n).

Define ] : Mp(Rn) -»• Mp(Rm) 6j/

(5.2)

i(Cr>(p)k(*)) = C^rpO'ίPίJkO'ί*)) M C 6 T, p G PJn), k G ϋΓ^.

ΓΛen j is a continuous homomorphism, π o j = j o π, and ils~/2nR) takes

values in Sp(2m, R). Moreover, j\g- is the only continuous function from

Sp(2n, R) into Sp(2m, R) such that π o j = j o π and ,7(1) = 1.

If one takes n = 1 and J ί ( α f ) ) = ( T - 1 ^ ) ' where T is a symmetric

invertible m x m real matrix, and if one identifies Sp(2,R) with Sp x { ± l }

via the bijection δr+(g) H-» (g,δ) for r + as given in Prop. 10 and δ G {±1},.

then the formula (6.2) is a concise statement of [RS, Th. 1.2].

Proof Let j be as in (5.2)^K = Sp Π T Γ " 1 ^ ) = {±φ{k)^2 k(fc) | k E K }
(by Lemma 7). If Ck(fc) e if(n) then J(Ck(Jb)) = CNk(j(fc)) 6 Sp(2m,F) by
(5.1). (An integer N exists as in (5.1) because any element of Hom(ί7n,T)
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is a power of determinant.) It is clear that j is well-defined, continuous, and
π o j = j o 7Γ, thus we have a commutative diagram

Sp(2n,R) —3—ϊ Sp(2ra,R)

•1 1
Sp(2n,M) —3—> Sp(2m,R).

We still need to show j is a homomorphism. Let

U = {pkeSp\pe P+, axgφ(k) e [-π/2,π/2]}

and φ : U -> Sp(2n,R) the homeomorphism: φ(pk) = ψjk)1/2 rP(p)k(k)
(where a,τgψ(k)1/2 € [-π/4,7r/4]). Since <£(Ϊ7) generates Sp(2n,R), it will
suffice to show

for all u = φ(u) € 0(C/), 5 G Sp(2n,R). Both sides lie in the fiber of
Sp(2ra,R) over the point j{u)j(g) G Sp(2m, R) (g = π(p)), so the equality
holdsjip to ±1. Let F : U -> {±1}, F(u) = j(ίt^) J(ff)"1 J(u)""1, where
g G Sp is fixed. Then JP is continuous and F(I2m) = l Since ί7 is connected,
F is identically one. This proves j is a homomorphism. The characterization
of j as the only continuous lift of j taking 1 to 1 follows from an elementary
fact about covering projections ([Sp, Ch. 2, Sec. 2, Th. 2]).
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