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A BORG-LEVINSON THEOREM FOR BESSEL OPERATORS

ROBERT CARLSON

This paper presents a direct analog of the Borg-Levinson
theorem on the recovery of a potential from the sequence of
eigenvalues and norming constants for differential equations
of the form

m(m + 1)y(x)

—y"(x) + 5 +p(x)y(z) = Ay(2),

T

on the unit interval subject to various boundary conditions.
This result is used to show that even zonal Schrodinger op-
erators and Laplace operators on spheres are uniquely deter-
mined by a subsequence of their eigenvalues.

1. Introduction.

In this article we consider direct and inverse eigenvalue problems for differ-
ential equations of the form

m(m + 1)y(x)

(1a) /() +

+p(x)y(z) = Ay(z),
on the unit interval with boundary conditions

(1.b) lgglx_m_ly(x) <oo, ay(l)+by'(1)=0, a,beR.

The function p(z) is assumed to be real valued and square integrable. The
real number m satisfies m > —1/2. When m > 0 the boundary condition at
0 can be replaced by y(0) = 0. Each such problem will have a sequence of
eigenvalues \,(p) — oo, which are all real and simple.

Eigenvalue problems of this type arise when separation of variables is used
for the study of radial Schrodinger operators A+ p(r) on a ball in Euclidean
space [32, pp. 160-161], zonal Schrodinger operators on spheres [14, 15] or
in the study of Laplace operators A, for a Riemannian manifold which is a
hypersurface of revolution.

When m = 0 there is an extensive and highly successful inverse spectral
theory [30, 31| for the problems (1.a,b). This theory was extended to the
case m = 1 in [13], and to nonnegative integers m in [6, 7|. The goal of
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this paper is to extend certain of the direct and inverse spectral theoretic
results to the cases m > —1/2. One motivation for such an extension is that
the previously analyzed cases do not include radial Schrodinger operators in
even dimensions.

Our first result concerns the function taking p € L?[0,1] to the sequence
of eigenvalues.

Theorem 1.1. The function p — {\.(p)—An (())—fo1 p(z) dx} is continuous
from L3[0,1] to I2.

One of the principal results of inverse spectral theory is the Borg-Levinson
theorem [4, 23]. When m = 0, the right boundary condition is y(1) = 0,
and p is an even function, this theorem says that the set of eigenvalues {\,}
uniquely determines p. Without restrictions on p and the right boundary
conditions, the eigenvalues must be supplemented by a sequence of norming
constants [31].

Our main result extends the Borg-Levinson theorem to all m > —1/2.
Denote by ya(z, A, p) the solution of (1.a) satisfying

s —m—1 _
lim ™™ ys(2, A, p) = 1.

Define the norming constants
/in(p) :y;(la)\nap)a a#oa

’%"(p) :y2(17)‘n7p)7 b%O

Theorem 1.2. Suppose that for all n > 1 we have A\,(p,a,b) = A\.(q; a, l~7)
and K, (p) = Kn(q). Then p=q and a/b = a/b.

As a corollary we have

Theorem 1.3. Suppose that for alln > 1 we have A\, (p, a;,b;) = A\, (q, a;,b;)
for 3 = 1,2 and for linearly independent vectors (ay,by) and (aq,by). Then
p=gq.

Theorem 1.3 provides information on the problem of determining a zonal
Schrodinger operator, or the Laplace operator for a hypersurface of revolu-
tion, from the spectrum. In these cases the eigenfunctions may be written as
products of eigenfunctions of the Laplacian Ag on the N sphere and eigen-
functions of problems (1.a,b). For each eigenvalue §; of Ag the eigenvalues
of the corresponding problem (1.a,b) yield a subsequence {\, 1} of the total
spectrum. Several authors [14, 15] have considered the problem of deter-
mining a zonal Schrodinger operator from its full spectrum. The case of an
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even zonal metric was previously considered in [5]. In the final section of
this work, where we define our class of zonal potentials and zonal metrics
precisely, the following result is derived from Theorem 1.3.

Theorem 1.4. An even zonal potential on the N sphere, N > 1, is uniquely
determined by that subsequence {\, i} of the spectrum coming from a single
eigenvalue By of Ag. An even zonal metric is uniquely determined by the
same data, together with the radius at z = 0.

The usual treatment of inverse problems for (1.a,b) when m = 0 depends
heavily on the fact that the solutions of (1.a) are trigonometric functions
when p = 0. While the general case of (1.a) may still be viewed as a pertur-
bation of the p = 0 case, our unperturbed equation has the form

m(m + 1)y(x)

(L.c) -y (z) + = Ay().

The second section of this work will analyze the solutions of (1.c), which
are essentially Bessel functions. The estimates of the second section are
extended to the case p # 0 in the third section.

The fourth section is devoted to proving Theorem 1.1. Here we employ
Hardy’s inequality to complete the execution of a strategy presented in [30].
In the fifth section we prove Theorems 1.2-1.4.

It will be notationally convenient to write w = /), and to write the
square roots of eigenvalues for (1.a,b) as w, = v/A,. For the case p = 0 the
eigenvalues are denoted as A\? and their square roots w?. Here the square
root is chosen so that if A = r2e’, r > 0, —w < 0 < 7, then w = re®/?.

Several of our estimates take a distinct form when m = —1/2. For nota-
tional simplicity introduce the function

1 m>—1/2,

R(m,z) = .
( ) 1+ ’log|3:| , m=—1/2

Finally, ||p|| will denote the L? norm.

2. Solutions of the unperturbed Equation (1.c).

This section presents part of the theory of Bessel’s equation in a convenient
form. Bessel’s equation

z*w" (z) + zw'(z) + (2° — v*)w(z) =0

is closely related to equation (1.c). In fact, taking v = m+3%, m > —3 we find
that if w(x) is a solution to Bessel’s equation, then y(z, \) = (wz)Y?w(wz) is
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a solution of (1.c). The function ¢(x) = x'/?w(x) itself satisfies the equation

(2.a) —o" + = ¢.

Estimates for solutions of (2.a) are the basis for understanding the eigen-
values and eigenfunctions of (1.a,b). These estimates will break into two
parts: estimates for ¢(x) near z = 0, and estimates for large values of z. It
will also be helpful to extend the the estimates to complex values z = = + it.

To select a convenient basis for the solutions of (1.c), begin by defining

Ga(2) = (12/2)"* Tui1/2(2),
where ([35, p. 359])
0o (_1)kzv+2k

T2 =2 2T (v + k + 1)

k=0

is Bessel’s function of the first kind of order v. The normalization is chosen
for later convenience. The subscript 2 is used to maintain notation consistent
with previous work [6, 13, 30].
By using variation of parameters, any solution of (2.a) may be represented
as a solution of the integral equation
¢(x) = Asin(z) + B cos(z) — / sin(x — t)m(m7+1)

@ t2

(t) dt.

By comparing this representation with the known asymptotics [35, p. 368]
for Bessel’s function J, we find that

(2.b) ¢o(x,m) = sin <£B - Tr;) - /:) sin(z — t)m(n;—i_l)qbg(t,m) dt.

To complete a basis of solutions of (2.a), define

(2.c) ¢1(z,m) = cos <x — W;T) - /:o sin(z — t)m(ﬂ;—i_l)él (t,m) dt.

Comparing with the asymptotic expansion in [35, p. 371] we see that

$1(z) = (12/2)"*Y i1 /2(2),

where Y, is a Bessel function of the second kind as defined by Weber. One can
check directly that the Wronskian of ¢; and ¢, satisfies lim,_, ., W(¢1, ¢2) =
1, and since the Wronskian is constant it must be equal to 1 for all z.
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The functions ¢; and ¢, have analytic extensions in the complex plane.
Their behaviour near 0 is described in the following lemma.

Lemma 2.1. The equation

d*¢(z) | m(m+1)é(z) _
(2.d) ot e = ¢(2)

has a basis ¢1(z), p2(z) which is analytic for Re(z) > 0, z # 0. For z
sufficiently small

B2(2) = 2" f(2), m>—1/2,
b1(2) = z7mg(z), m>—1/2,
22 log(2)g(2), m=-1/2,
where f(z) and g(z) are analytic and nonzero in a neighborhood of z = 0.

Proof. Tt follows from the expression for Bessel’s function J, that ¢(z) is
2™t times an entire function not vanishing at 0.

The behaviour of ¢, can be analyzed by using the elementary technique
of reduction of order [9, p. 84]. Any solution of (2.d) has the form

8(2) = 0ouz) + 6(2) [ 1/83(0) e

Since ¢,(z) has an isolated root at z = 0, there will be no loss of generality
if we take the specific form

8(2) = a(2) [ 1/63(0) dc.

where a > 0 is sufficiently small, Re(z) > 0 and |2| < a.
Write ¢o(2) = 2™ " f(2), where 1/ f is analytic in a neighborhood of z = 0.
Then

8(2) = (@) [ IR e
Now expand in power series to conclude that for g(z) analytic and not van-
ishing at 0,

61(z) = 27 "g(2), m>—1/2,

¢1(2) = 2% log(2)g(2), m=—1/2.

By our previous observation, the Wronskian of ¢; and ¢, is 1, so they are
linearly independent. Ul
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For (z,w) € C?, zw # 0, Re(z) > 0, and Re(w) > 0, let
P(z,w) = ¢1(2)pa(w) — ¢1(w)P2(2)

and
U(z,w) = 02/0w = ¢:1(2)dp(w) — ¢ (w)P2(2).

For each fixed w, ®(z,w) and ¥(z,w) are solutions of (2.d) satisfying the
initial conditions

@ (w,w) =0, gi)(w,w) 1,
U(w,w) =1, gf(w,w) =0.

Using variation of parameters, we can write these solutions as the unique
solutions of the integral equations

(2.e) ®(z,w) =sin(z —w) + /wz sin(z — C)m(nzjl)@(gw) d¢,
and . )
Uz, w) = cos(z — w) + /w sin(z — g)m(”éﬂxy(g, w) dc.

The next lemma provides estimates on the growth of ® and ¥. To avoid
a complicated proof we have imposed a hypothesis on the locations of z and
w which does not appear to be necessary, but is adequate for our needs. Say
that (z,w) € C? satisfies condition « if all points in the triangle with vertices
z, w, Re(z) +4Im(w) have nonnegative real part and magnitude at least 1.

Lemma 2.2. There is a constant C such that for all (w, z) € C? satisfying
condition «,

Proof. Since the two cases are quite similar, only the estimates for ® are
considered. Look first at the case when z = w £ t, witht > 0. f (=w=xs
for 0 < s <t then

m(m + 1)

w £ 5 O(w + s,w) ds.

B(w + t,w) = sin(+) + /Ot sin(£[t — ])

If Z(t) = |®(w £ t,w)|, then Gronwall’s inequality [19, p. 24] implies that

[Z(t)| < exp ( Ot [m(m + | ds) .

|lw + s|?
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If the sign is + then since Re(w)? + Im(w)? > 1 and Re(w) > 0 we have
|lw+ s]* > 1+ s?, and

t
1
——  _ds<tan '(¥) < 7w/2.
/o\w+s|2 - ) </

If the sign is — we take u =t — s and use

t 1 t 1
[ a [
o |w—s]? o |z+ul?

to get the same estimate.
Differentiation of (2.e) leads to a similar result for 0,®.
For the general case let v = Re(z) 4+ ¢ Im(w), and t = Im(z — w). If

a=0,2(v,w), b=d(v,w),

then

m(m + 1)

<I>(z,w):asin(z—v)+bcos(z—v)+/zsin(z—<) &

(¢, w) dg.
Since Im(v) = Im(w) there is a constant Cy such that
lasin(z —v) + beos(z — v)| < Cyel'l.

Writing z = v £ it and ( = v +is with 0 < s < ¢, we have

O (v+it,w) = asin(it)—i—bcos(it)—&—/ot sin(ii[t—s])mé(viis, w)i ds.
With E(t) = |®(v + it)|,
E(t) < Cye’ + /Ot et_SWE(s) ds.
Rewriting this as
fim(m +1)

e 'E(t) < Cy + |e_sE(s) ds,

o |vtis|?
Gronwall’s inequality gives the estimate

* [m(m + 1) ds)

“'E(t) < C (
¢ Elt) = Crexp o |vtis|?

The rest of the argument parallels that of the case Im(z) = Im(w). u
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Using the solutions ¢;(z), ¢2(2) of (2.a), a pair solutions of (1.c) are given
by
(2, N) = X2, (wa)

us(a, A) = A~ 20, (),

Observe that W(uj,us) = 1, so these solutions are linearly independent.
Recall that R(m,z) =1+ ’log |1:|‘ if m = —1/2; otherwise it is 1.

Lemma 2.3. For z > 0 and Re(w) > 0 there is a constant K such that the
solutions uy and uy of (1.c) satisfy the estimates

X

m—+1
—_— I
o) en(m@)).

lua(a, V)| gK(

@) < K (7575) o))

(1 + |wz|

s (2, \)| < K R(m, z) ) exp(| Im(w)|2),

1+ |wez|

m—+1
) (| Im(w)la).

! (2, )| < KR(m, z) <

Proof. The proof reduces to verifying that u; and u, have the indicated
bounds in the two cases |wz| — 0 and |wz| — co. For small values of |wz|
Lemma 2.1 gives the desired estimates.

For values of z = v/ Az with magnitude at least 1 the estimates of Lemma
2.2 can be employed. First observe that

$1(2)) _ (d1(w) ¢1(w)) (@(z,w)
20 <¢2<2>> - <¢;<w> @(w)) (wz,w)) '
Let w = v/Az/|v/Az|. Then the hypotheses of Lemma 2.2 are satisfied. The

continuity of the 2 x 2 matrix in (2.f) on the compact set |w| = 1, Re(w) > 0
is sufficient for the estimates. Ul

The estimates of Lemma 2.2 allow us to extend (2.b) to Re(z) > 0, where
we have

28)  6u2) = sine —mr/2) — [ sinGe— V0 ac
4(2) = cos(z —m/2) — [ eostz - 0™ (0) ac
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The contour is chosen so that ¢ = ¢+ i Im(z). It follows that

|p2(2) — sin(z — mm/2)| < Cexp(]Im(2)|) /P:Z) Irr1(,z)12+752 dt

_ C’W [w/z —tan”! (?mié)]

and

|p5(2) — cos(z — mm/2)] < CW [77/2 —tan™! < Re(z) )] )

The next lemma expresses these estimates in terms of us.

Lemma 2.4. For x > 0 and Re(w) > 0 there is a constant C' such that

exp(| Im(wz)[)

‘Ug(.’f, A) — w™ ™ gin(wx — m7r/2)‘ <C ‘wf(mﬂ)‘ wz] ;
wzT

and
exp(| Tm(wz) )

! _ —m _ < —m
luh (2, A) — w™ " cos(wz — mm/2)| < C'|lw™™| ozl

3. Solutions of the perturbed Equation (1.a).

The behaviour of solutions of (1.a) near z = 0 is described in [6]. Lemmas
2.1 and 2.3 of that paper show that (1.a) has a unique solution, which will
be denoted ys2(x, A, p), satisfying

(3.a) lgil(}zzc*m*lm(:z:,)\,p) = 1.

These lemmas use the assumption that m > 0. The same proofs actually
work if m > —1/2. In case m = —1/2 the proofs are modified slightly, with
the function =™ replaced by z'/2log(z).

Estimates for the solutions of (1.a) can be obtained via variation of pa-
rameters integral representations. The solutions of interest to us satisfy

(Sb) y2($7 )‘7p) = u2(x7 >‘) - / G(x7t7 )‘>p(t)y2(t7 )‘7p) dt.
0
The kernel is

G(z,t, A) = up(t, Nug(x, N) — ug(x, Nua(t, N)
= W p1 (W) o (wx) — ¢ (W) P (wt)]

= w ' ®(wt,wz).
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Since G(z,z, ) = 0 we also have the representation

(Bo) s Ap) = ue ) — [ H b Np(tAp) d
where

H(z,t,\) = 0G0z = uy(t, N)uy(z, N) — u) (2, N)ua(t, \)

= g1 (wt) Py (wz) — ¢ (wa)da(wi)
= U (wt,wz).

Lemma 3.1. Suppose that > 0, t > 0 and Re(w) > 0. Then there is a
constant K such that the function G(x,t,\) satisfies the estimates

1+ |wt|

et < K (15" Romt) (R exp o e 1)

for x > t. The function H(x,t,\) satisfies the estimates

) < K () R (R e e e - 1)

for x >t.

Proof. Since the verifications of the various cases are quite similar, the details
are only provided for G in case m > —1/2.

The estimates for G follow from estimates for ®(z,w). Suppose that the
real parts of z and w are nonnegative. If |z| < |w| < 1, then Lemma 2.1
gives

wm+1

@z, w)| < K

zm
If |z2| <1< |w]| then ¢;(2) and ¢5(z) are estimated using Lemma 2.1, while

¢1(w) and ¢o(w) are estimated using (2.f) and Lemma 2.2. In this case we
find

[@(z, w)| < Ky exp(| Im(w)])[z7™]
< Ky exp(| Im(w — z) + Im(2)])[z7"|
< K|z7"| exp(| Im(w — 2)])

Notice that estimates for G(z,t,\) only require consideration of (z,w)
such that z is a positive multiple of w. By Lemma 2.2, if |w|,|z| > 1, then

|®(z,w)| < Kexp(|Im(z — w)|).
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For x > t these estimates for ® yield the following estimates for G(z,t, \):
Gl £, )] < Ko exp(| Im(w)|(z — ), wt] > 1,
G2, t,\)| < Kz (f)m wa| < 1,
|G(z,t, )| < K|w™|wt| "™ exp(] Im(w)|(x — 1)), |wt| <1, |wz|>1.
Consolidating these estimates gives the result for G. [l
Estimates for solutions of (1.a) may now be obtained by using Lemma 3.1

with (3.b,c). In case m = 1 similar estimates were developed in [13]. (They
have a typographical error in (1.12) and (1.13).) For notational convenience

defne R(m, tlp(t)
* R(m,t)t|p
E(z,\) = / A, P dt) 1.
(x,\) = exp ( i T+ |ot]
Lemma 3.2. The solution y, of (1.a) satisfies the estimates

X

m—+1
oa) el m@EEY)

lya (2, A, p) — ua(z, )| < c(
shta ) — (e V)| < € (5 +‘Twm,)mexp<| T (w) ) E(z, ).

Proof. The proof of the first inequality uses Gronwall’s inequality ([9, p. 37]).
From (3.b), Lemma 2.3 and Lemma 3.1 we have

2™ exp(| Im(w) )
(1 + |wz|)mt?

”” x Al 1+ |wt\™
() om0 (55)

exp(|Im(w)|(z — £))[p(t)[|y2(t, A, p)] dt.

ly2(z, A\, p)| < K

Rewrite this inequality as

(1+ |wz|)™*!
|ya(, AJD)'T exp(—|Im(w)|x)

* R(m, t)t|p(t)| (1 + |wt|>m“
<K+ K —|I t t, A dt.
- + /O 1 + ’wt’ t exp( ‘ m(w)| )‘y2( ) 7p)‘

The division by z™*! still leaves us with functions continuous on [0, 1] by
Lemma 2.1 of [6]. Letting

€)= (e, 2, p)| T ),
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Gronwall’s inequality gives
x t)t|p(t
£(z) < K exp (/ R(m, )tlp(t)]| dt)_
0

1+ |wt|

Inserting this estimate for y, back into the integral equation (3.b) gives the
first estimate for ys.

The difference |y5(x, A, p) —ub(z, A)| is estimated using (3.c) and the initial
estimate for y,. Thus

’y;(.%’, )‘?p) - ulz(xa )‘)’

" = R(m, t)t
§K<$> exp (| Im(w / R(m, )tlp(®)]
1+ |wzl 0

1 + |wt|

R(m, s)s|p(s)] )
ds | dt,
exp ( ; 1 + ]ws] s

yielding the second estimate. [l

In addition to the solution y,, we will be interested in solutions whose
initial data is specified at * = 1. Let zy(z, A,p) be the solution of (1.a)
satisfying

(3.d) zo(1,\,p) = —=b, 25(1,\,p) =a, a,beR.
To estimate this solution it will suffice to quote Theorem 1.3 of [30].

Lemma 3.3. The solution z of (1.a) satisfies

|zo(z, A\, p) + beos(w[l — z]) + asin(w[l — z]) /W]
< K!(T)

K <o ([ [ )] ).

t2

exp(|Im(w)|[1 —z]), |w[ =1,

where

4. The potential to eigenvalue map.

The main goal for this section is to prove Theorem 1.1. The approach follows
[30, pp. 35-37], although more delicate estimates arise here. These are
handled with Hardy’s inequality.

It will be helpful to start with initial estimates on the eigenvalues \° for
the case p = 0. Equation (1.c) with boundary conditions (1.b) is formally
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self adjoint, and integration by parts shows that all eigenvalues are real. In
order to satisfy the boundary condition at 0, any eigenfunction for the p = 0
problem must be a multiple of

ug(z, A) = A=mHD2) (w2).

For A = 0 the power series for Bessel’s function J,,1 1/, shows that 0 is an
eigenvalue if and only if a+b(m+1) = 0. For A # 0 the boundary condition
at x = 1 becomes

agz(w) + bwdy(w) =0,

or aJyi1/2(w) + bwl), 5(w) = 0 in terms of the Bessel functions. In this
form the study is classical [36, p. 482, p. 506]; a brief analysis is presented
here.

Observe that the integral formulas (2.g) imply that there are at most
finitely many roots of

aga(w) + bwy(w) =0

on the imaginary axis. It will be convenient to consider both the function

f(w) = aga(w) + bwds(w)

whose zeroes we want, and its derivative. From the integral equation (2.b)

(4.a) f(w)=asin (w - WT) - a/ sin(w — t) (m+ 1)¢2( t) dt

2
+ bw cos <w - ) — bw /:o cos(w (";j Y st dt
and
F(w) = acos <w _ ”;”) _ a/:o cos(w — t)m(”yl)@(t) dt
~ bwsin (w— ";) ~|—bw/:osin(w—t) mm D ) dr

By Lemma 2.2 ¢,(t) is bounded for ¢ > 1, so

(4.b)
f(w) = bwcos(w — mm/2) + {a + gm(m + 1)] sin(w — mm/2) + O(1/w),

and

f'(w) = —bwsin(w — mm/2) + [a + gm(m + 1)} cos(w —mm/2) + O(1/w).
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From (4.b) positive eigenvalues occur, in case b = 0, when a condition of
the form
0 =sin(w — mn/2) + O(1/w),

is satisfied. Thus for n sufficiently large there is at least one root of the form
Wy =nrt+mr/2+0(n""), nezZt.

Since

f'(w) = cos(w —mm/2) + O(1/w),

the mean value theorem implies that for w large there is exactly one root
of this form. A similar analysis for b # 0 shows that for |w| large there is
exactly one real root of the form

B =n+1/2r+mr/24+0(n"), neZt.

It will be helpful later to refine these estimates on the location of eigen-
values for b # 0. Let

& = (n+1/2)w+g+en.

Equation (4.b) leads to

tan(e,) = [“ m(m +1)

p T 5 } /@2 +0(n™?)

: en = [‘b‘ + m(m;l)] [(n F1/2)m + mﬂ T O(n?).

This gives

(4.c)

20 = [n+1/2)w + mw/2 + {a m(m +1)

b + 2:| n_l + O(n_Q), b 75 0.

Once again we appeal to [6] Lemma 2.1, which shows that y(1,A) and
y5(1,X) are analytic for all A € C. The next lemma is modeled on Lemma
2.2 of [30].

Lemma 4.1. For N a sufficiently large integer, the functions ays(1,\) +
by, (1, A) and aus(1, ) + buy(1, \) have the same number of roots in the half
plane

Re(\) < [N + (m+1)/2]*7*, b=0,
Re(\) < [N +1+m/2)*x%  b#0.



A BORG-LEVINSON THEOREM FOR BESSEL OPERATORS 15

For eachn > N the function ays(1, X)+by, (1, X) has exactly one simple root
m

lw—nm —mn/2| <7/2, b=0,
lw—nm—(m+1)7/2| <7w/2, b#O.

Proof. The cases b =0 and b # 0 are similar, so we only consider the second
case. For K > N consider the contours
lw| = [K+1+m/2]7r, Re(w)=[K+14+m/2]|7, |w—nr—(m+1)7/2|=7n/2.
By Lemma 3.2 there is a constant C' such that

lalyz(1,2) = ua(1, N)] + bya (1, X) — up(L, V]| < Clo™ V] exp(| Im(w)]),

since by the Cauchy-Schwarz inequality

E(x,\) = exp (/Om

By Lemma 2.4 there is a constant C' such that

tR(m,t)p(t)
1+ |wt|

‘ dt) — 1< K(lpl))/Iwl-

‘a {uz(l, A) — w ™ sin(w — m7r/2)] + b [up(1,X) — w "cos(w — m7r/2)]‘
< € w0 exp(| Im(w))).

On the contours,

’aw_(mH) sin(w — mm/2) + bw™™ cos(w — m7T/2)’ > Ch|w™™| exp(] Im(w)|),

and the result follows from Rouche’s Theorem. |

Define g(z, A, p) = y2(2, A, p)/lly2|| and  g.(z,p) = g(z, An, p), so that gy,
is a normalized eigenfunction for (1.a) satisfying the boundary conditions

(1.b). As in [30] Theorem 2.3, 9,\,, = g>. We begin by writing

1 1

(4.4) A== [ Snam)at = [ (g2, t0), 1)t
o dt 0

Lemma 4.2. Ifp € L?[0,1] then

A=A +0(1)
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and

Gn (T, M) = V25 (W0x) + O <log75n)> )

Proof. Begin with

1 1 1 1
/ V2(8, N dt:/ W2(t, 2) dt+2/ us(t, M) [ya — ua] dt+/ [ys — up]? dt.
0 0 0 0

Using Lemmas 2.3 and 3.2, and again noting that as A\ — oo

exp </”” tR(m,t)p(t)

' dt> — 1< K(|lpl)/ ],

1+ |wt|
we have, 1
|t Nl — ] dt < K (IplIA
and 1
/0 [y2 — wa]® dt < K([lpIDIA""
Thus

/01 ya(t, ) dt = A" [ /0 Gty + O(|w‘1|)] .

To analyze the main term, let e = 1/w and write
1 € 1
/ B3 (wt)dt = / d3(wt) dt + / #3(wt) dt
0 0 €
L ey et L [
= — x) de + — x) dx.
W Jo 2 w J1 2

Now (2.b) implies that ¢o(x) = sin(z — mn/2) + O(1/z), so that

/1w #3(z) dz = w/2 + O(logw).

Consequently,
/01 YAt A) dt = A B +0 (logufw)ﬂ :
Now
oz ) =
STCD

— Vs (wz) + O <1°g(“’)> .

w
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By (4.d) the uniform bounds on g, (z, \,,p) for ||p|| bounded imply

An — A2 = 0(1),

1
w, =w+0 <> .
n
By Lemma 2.2 and (2.g) the function ¢4 (¢) is uniformly bounded if ¢ > 1.

This gives the estimate for g,, as stated in the lemma for w®z > 1. Suppose
that 2 < 1/n. In this case |[w, — w®]z| < K/n* and

/ t™ dt
wlx

SO

WnT

ba(wnt) — da(wla)| < | [ ¢(t) dt| < K < K/n*.

0
wn

O

n

Now we're ready to show that the function p — {)\n(p) -2 — fol p(z) d:z;}

is continuous from L2[0,1] to I%.

Proof of Theorem 1.1. The sequence

Do) -2 - [ pte) o}

can be written as a sum of terms, each of which is a continuous function from
L? — I, so the continuity will be established as we show that the sequence
is in [%. Start with

Ay — A0 — /01 %)\n(tp) dt
:/01 /01 ga(z,tp)p(x) da dt
(4.e) = /01 /01 |:\/§¢2 (wW2z) + O <1Og(n)>rp(:c) dz dt.

n

This expression is considered in two parts: the part near zero, where we can
use the Taylor expansion, and the part away from zero, where the asymptotic
expansion for Bessel functions with large argument can be used.

From (4.e) and the fact that ¢,(z) is bounded for € [0, 00) if suffices to
estimate

2 [ gihalpta) da.
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For n large enough so that w? > 0, let €, = 1/w? and break up the integral
a

/ ' GRwRe)p(z) de = | ditetomta) do+ [ 20 2)p(x) da.

For 0 < € < z < 1, the uniform bounds on ¢, and the representation (2.b)

imply
1
¢2(x) = sin <m - 77";7r> +0 <£> ,
so that
$a(wlz) = sin (ng - W;) +0 (2)
and
1 1 mi 1 €
/ ¢35 (Woz) p(z) dx —/ sin® (wga: — 2) p(z) dx| < K/ ;n]p(a:)] dz.
Now
! mm 1!
/ sin’ (ng - 2> p(z) do = 5/ [1— cos (wlz —mm)] p(z) dx
€n 0
1 e
-5 [1— cos (2wdz — mm)] p(x) dx
0
and

;/01 [1—cos (2wdz — mn)] p(z) dz

1/t 1/t
= f/ p(z)dz + = / cos (2wpz — mm) p(z) dz.
2 Jo 2 Jo

To see that the sequence [, cos(2wlz — mm)p(z) dz € I* note that there is
an integer k such that

1
/ cos(2wlz — mm)p(z) dz
0
1
= / cos([2n + 2k + (m + 1)|mz — mm)p(x) dz + O(1/n).
0
Now write the cosine terms as a sum of exponentials and note that the

exponentials come from a pair of orthonormal sets. Note too that

_% /Oen[l — cos(2w’x — mm)|p(x) dz
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is bounded in absolute value by K [;" |p(z)| dz.

The remaining expressions are handled with Hardy’s inequality, which
implies that if p(z) € L?[0,1], then the sequences ¢, = [;" [p(z)| dz and
d, = fl €n|p(2)|/z dx are in 2.

If F(z) = f,/"|p(z)| dz, then ¢, = F(uw?) . Clearly F(z) is nonneg-

ative and monotomcally decreasing. Thus Y7, ¢> < oo if and only if

n=1"n

5 |F(z)|? do < co. Letting u = 1/z we have

[eS) 1
/ |F()[?dz = / \F(1/) ful?® du.
1 0
Note that F(1/u)/u = £ ["|p(t)| dt. The integral form of Hardy’s inequality

[20, p. 240] shows that if p(x) € L?[0,1] then F(1/u)/u € L*[0,1].
For the second case write

d, 7/6 enlp(z )\/xdm——nen l/ Ip(z |/xda:+2/ \/xdw}

k=1 Y €k+1

The term ne, does not affect convergence. Let ay = f |p(x)|/xdx and

ak—/ x)|/z dx, k>0.
€k+1
Let p? = fell |p(z)|?dz and

i —/ z)|? dz, k>0.

€kt1
Notice that Y32, p? = [ |p(z)[*dz < oo. Now for k > 0,
ol < | [ 1/ < b+ 00
€k41

Apply Hardy’s inequality for sums [20, p. 239] to conclude that {d,} €
2. U

5. The main theorem and zonal problems on spheres.

Based on the estimates developed in the previous three sections, the proof
of the Borg-Levinson Theorem from [31] Theorem 1.5 may be adopted more
or less intact. The proof is sketched for completeness.
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Recall that norming constants may be defined by

H’”(p) :yé(l’)‘nup)a a#07
K’n(p) :yQ(la)‘nap)a b#O

Proof of Theorem 1.2. The functions zy(x, A, p) defined in (3.d) are solutions
of (1.a) which satisfy the boundary conditions (1.b) at x = 1. If A = A\, (p)
then y, is a nonzero multiple of z,. In fact

7y2(17)‘n7p)z2(x5>‘n7p)/b7 b#o
ylz(l,)\n,p)ZQ(.’L’, )\nvp)/a7 CL?éO

Starting with the equation

yQ(xv )\,p) = {

(=D +p — N)Orya = o,

we multiply by y, and integrate to get

1
(5.2) | 9@ do = (—ua0u1) + ys0ae) (1N,
Evaluation at A = X\, (p) leads to
(5.b)
0 (y5(1, An)/a) (aOxyz + bOrys) (1, M), a0
This last computation requires a comment if m < 0. To verify that
: Iys(z,A) | Oya(,A) _
RNy T Pl AT =0

one can use the integral equation
1 x
Yoz, \) = 2™ + m/o (2™ — T (p(t) — Mya(t, A) dt

for m > —1/2 as in Lemma 2.1 of [6], and its analog when m = —1/2.
Consider the function

f()\) — [y2($a)‘7p) B yZ(xv)‘7Q>H22(x7>‘ap) B ZQ(QZ’,A,(])]
ayZ(lv)‘vp) + byé(]‘?)‘ap)
For each z € (0,1] the numerator is entire in A, and the denominator is

entire in A\ with zeroes exactly at the eigenvalues \,. By (5.b) the roots of
the denominator are simple. The residues are

-1

R, = [/01 Y5 (2, An) diﬁ} [y2(, An, ) — y2(, Any q)]* > 0.
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The estimates from Lemmas 2.4, 3.2, 3.3 and 4.2 show that if ¢, = w? +
/2, then
lim Af(A\) =

[A=cn
This implies that the sum of the nonnegative residues R,, is zero in the sense
that
N
Jim, 2 o =
Since the eigenfunctions for p and ¢ agree, these functions agree almost
everywhere.

Finally, by Theorem 1.1 the sequence {\°} is uniquely determined up to
an [? correction. The cases b = 0 and b # 0 are readily distinguished by the
coarse asymptotics of the eigenvalues, while (4.c) shows that a/b is uniquely
determined when b # 0. O

As in the case of regular Sturm-Liouville problems, p is also uniquely de-
termined if a pair of spectra is known for distinct sets of boundary conditions.

Proof of Theorem 1.3. Since a;y(1,\) + b;y’(1, A) are entire functions with
order of growth 1/2, Hadamard’s product theorem [1] implies they are de-
termined up to a nonzero constant factor by their zeroes, which are the
eigenvalues. Assuming for notational simplicity that 0 is not an eigenvalue,

a;y(LA) + by (1,A) = C; [(1 = A/ Any)-

Once the constants C; are identified, then, since the vectors (a;,b;) and
(ag,by) are linearly independent, both functions y(1,\) and y'(1,A) are
known for all A, and thus the norming constants y(1, A, (1)) and y'(1, A, (1))
are known.

There are similar techniques for identifying C; in the cases b = 0 or b # 0.
We consider b # 0. Let py, = [2km +m/2]?. By Lemmas 2.4 and 3.2

lim ;" Plazy(1, m) + b3y (1, )] = b; = C; Jim //”/21_[(1 =t/ Anj)-

k>
n
Thus C; is determined from the eigenvalue sequence. |

Theorems 1.1-1.3 are applicable to the study of direct and inverse spectral
theory of Schrodinger operators A + p(r) on the ball in RY with spherically
symmetric potentials, and for Schrédinger operators with zonal potentials
on the N +1 sphere. They also provide some information about the spectral
determination of even zonal metrics for the N + 1 sphere. Since there is a
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discussion of problems on the ball in [7], the discussion in this work will be
limited to the zonal operators on spheres. We take as our starting point the
Laplacian for a zonal metric.

Let (z1,...,ZN41,2) denote the standard coordinates on RV*2 and con-
sider the hypersurface defined by the equations

N1
Z 2 =r*z), -1<z<1.
n=1

Assume that r is an even function of z, that r(—1) = 0 = r(1), and that
0 <r(z) <oofor |z] <1
Let s(z) denote the arc length

s(z) = /_z1 1+ [dr(e) /e dt,

and let L = s(1). A metric on this hypersurface is induced from the standard
metric on RN*2. Calculations similar to those in [33, pp. 157-162] show that
the Laplacian for functions in these coordinates takes the form

A, = T_N(s)aer(s)as +7r7%(s)Ag

where Ag denotes the Laplacian for the N-sphere.
This operator can be put in the Liouville form with respect to s by the
similarity transformation

N2 I\ 2 N AN
Peagr == (T) -3 (5) +riens

N2 /r'\?* N /r’
4 (r) 2 (r)
is even about the midpoint of [0, L]. For the standard N + 1 sphere r(s) =

sin(s). Assume that the hypersurface looks like an N +1 sphere near z = —1
in the sense that r(s) € C?[0, L], and for some p, € C?[0, L/2]

where the function

r(s) = s[1 + po(s)], lig)lpo(s) =0, lig)lpg(s)/s exists.
Then for 0 < s < L/2,
r2(s) =s*+p(s), pi(s) € C[0,L/2],

and

v () . () = M2 ), pals) € Cl0.L/2]
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Say that a metric on the N + 1 sphere is an even zonal metric if satisfies
these conditions.

Suppose now that for some eigenvalue 3;, of Ag the corresponding eigen-
values of A/, which are eigenvalues of

Y (Y rn] o=

6. 0>
(6.a) Y 4 r 2 \r

are known. Letting

N2 — 2N — 46,

m(m+1) = 1

regularity of the eigenfunctions for A, requires ([11, p. 328] or [34, p. 137])
that the boundary conditions are

m—1 m—1

lims ™™ 'y(s) < oo, UmL—s " "y(s) < oco.

s}0 sTL

In the case of a zonal Schrédinger operator the analogous expression is

N2 /rN\? N\
I () 3 () ()8
where 7(s) = sin(s).

Since the coefficients of (6.a) and (6.b) are even, the eigenvalues {\, x}
for () fixed are the union of the two sets of eigenvalues {u,} and {(,}
for the problems on [0,L/2] with boundary conditions y(L/2) = 0, and
y'(L/2) = 0 respectively. To prove this equivalence, first note that since
p is even, the odd and even extensions respectively of these eigenfunctions
satisfy (6.a,b). Conversely, suppose we have an eigenfunction for (6.a) or
(6.b). Then reflection about L/2 gives another eigenfunction with the same
eigenvalue. Since the eigenspaces are one dimensional the reflection must
give a real multiple of the original, and since the norm is the same the
multiplier must be +1.

Next we consider how to split the eigenvalues {\, 1}, with 8y given, into
the disjoint sequences {u,} and {(,} without explicit information about
the eigenfunctions. Since the case of a zonal Schrodinger operator is more
general, only the case (6.b) needs to be considered. The boundary condi-
tion at s = 0 already restricts the solutions of (6.b) to a one dimensional
space, implying that the sequences {u,(p)} and {¢.(p)}, which come from
the boundary conditions y(L/2) = 0 and y'(L/2) = 0 respectively, have no
elements in common.

(6.b)

Oy + y+p(s)y=2Ay, peL?0,L]
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Now for p fixed and 0 < ¢ < 1 consider the sequences {u,(tp)} and
{C.(tp)}. Since these eigenvalues are continuous functions of ¢, and the
eigenvalues are simple, and the sequences {u,(tp)} and {(,(tp)} have no
elements in common, the ordering of these sequences is independent of t¢.
Consequently, the splitting of the sequence {\, 1} is determined by the split-
ting for p = 0. In fact a similar argument using the explicitly solvable case
—y"” = Ay shows that the ordering is

C1<,UJ1<CQ<,U/2<....

For both problems (6.a) and (6.b) the gross asymptotics of the subse-
quence A, ; of eigenvalues determines L by scaling. In the case of an even
zonal Schrédinger operator p(s) is determined by Theorem 1.3.

For the metric problem the subsequence A, ; of eigenvalues determines
p(s) € C[0, L] where

N (r')Q N (;’)’Mz(s)ﬂk BN =D L 0cs< i)

4 \r 2 452

Since r(s) is even, the solution will satisfy the initial condition r'(L/2) =
0. Suppose that the radius r(L/2) is known. This data specifies initial
conditions for the differential equation for r(s). By assumption the solution
is bounded and positive for |s — L/2| < L/2, so by Theorem 4.1 of [9] the
solution may be continued for all such s, so r(s) is uniquely determined by
solving the differential equation.

This completes the proof of Theorem 1.4.

Knowledge of the value of r at z = 0 may not be needed for uniqueness.
This is the case if 8, = 0. The equation for r then becomes

N (7”>2 N (T’)’: —N(N-2)

4 \r) 2 \r 452

+p(s), 0<s<L/2.

Letting r'/r = log(r)’ = u we have a first order equation for u, with the
initial condition u(L/2) = 0. The desired function r(s) will be among the
solutions

r(s) = exp (C’ + /s u(t) dt) .

All of these functions are positive constant multiples of a single positive
function, which we write as

r(s) = KU(s), K >0.
Now the parametrization by arc length means that

(dz/ds)® + (dr/ds)® = 1.
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Thus a candidate for the function r(s) must satisfy

and

K2(dU/ds)? < 1

(dz/ds)® + K*(dU/ds)* = 1.

This implies that z(0) is monotonically increasing in K, and so only one
value of K can yield the required value z(0) = —1.
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