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ON FUSION ALGEBRAS ASSOCIATED TO FINITE GROUP
ACTIONS

Hideki Kosaki, Akihiro Munemasa and Shigeru Yamagami

In our previous paper (see Kosaki and Yamagami), four
kinds of bimodules naturally attached to crossed products
P o G ⊇ P o H determined by a group-subgroup pair G ⊇ H
were identified with certain vector bundles equipped with
group actions. In the present paper we will describe the struc-
ture of the fusion algebra of vector bundles and clarify a rela-
tionship to fusion algebras appearing in other contexts. Some
applications to automorphism analysis for subfactors will be
also given.

1. Introduction.

The notion of bimodules (for von Neumann algebras) was introduced by A.
Connes and has proved very useful in many places in the theory of operator
algebras. The Jones index theory (and subsequent subfactor analysis) is no
exception. A given factor-subfactor pair M ⊇ N (of finite index) naturally
provides us with four kinds of bimodules (i.e., M -M , M -N , N -M , N -N
bimodules) via the basic construction. These bimodules are known to contain
enormous amount of information on the pair M ⊇ N , and hence study on
bimodules is indispensable for subfactor analysis. For example, knowing
how tensor products split into irreducible bimodules (i.e., fusion rule) is
very useful. An important example of factor-subfactor pairs is the crossed
product pair M = P o G ⊇ N = P o H arising from a group-subgroup
pair G ⊇ H. In this case, the four kinds of bimodules and the induction-
restriction procedure for them (i.e., the principal and the dual principal
graphs ([8])) can be explicitly described in terms of the representation theory
for the pair G ⊇ H (i.e., the Mackey machine). Actually, in our previous
paper [22], via a certain crossed product construction a tensor category
of vector bundles having groups as base spaces with bivariant actions of
subgroups was introduced. We then showed that (based on the outerness of
an action in question) this can be identifed with the category of the above
mentioned bimodules, and hence study of bimodules was completely reduced
to that in representation theory (see §2).
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The fusion rule for M -M bimodules is quite easy in the group-subgroup
case, and the purpose of the present paper is to determine much more subtle
fusion rule for N -N bimodules together with some applications to the study
on automorphisms for subfactors. It turns out that the fusion algebra for
N -N bimodules is essentially the same as the algebra of Hecke operators
considered by T. Yoshida ([40, 41]). We give a concrete description of the
fusion algebra based on [28], revealing the abstract structure as a semi-
simple algebra. Motivated mainly by Verlinde’s work ([34]), fusion algebras
in several contexts have been investigated so far. Among these, the fusion
algebra of the orbifold model appearing in [5] (see also [1, 2, 27, 35]) with
the trivial 3-cocycle is a special case of our fusion algebra of vector bundles,
where G = H ×H with the diagonally imbedded H.

In §3 we obtain a multiplicity formula for an irreducible bundle in the
tensor product of bundles in quite a general setting. In §4 we study the fusion
algebra of vector bundles and obtain a concrete realization of this algebra.
We also point out that the fusion algebra of the asymptotic inclusion (see
[30]) of R0oG ⊇ R0 (where R0 is the hyperfinite II1 factor) is the center of
the quantum double ([6]) of the group Hopf algebra `∞(G). This fact for the
fusion algebra arising from an orbifold model ([1, 2, 5]) is probably known
to several people, especially to M. Wakui ([35], see also [4]). Then, in §5
we identify elements in the fusion algebra with operators acting on a certain
character ring (considered in [40, 41]). This enables us to express the tensor
product very explicitly in terms of relevant representations. In subfactor
analysis, certain groups of automorphisms with special properties naturally
appear (i.e., for example the group of non-strongly outer automorphisms
([3, 19, 32])) and they are known to be related to analysis on bimodules.
In the final §6, we explicitly write down these groups for an inclusion of
fixed-point algebra factors.

Throughout the paper we follow the notations and definitions in our pre-
vious paper [22] (which are summarized in §2) while basic facts on the index
theory can be found in the original articles [8, 14, 18]. The authors are
grateful to Y. Kawahigashi for informing them of [7, 16] in preparation.

2. Preliminaries.

In this section we briefly recall basic definitions and results in [22] partly to
fix our notations.

2.1. Vector Bundles. Let Γ be a discrete group, and its finite subgroups
will be denoted by G,H,K, · · · . The unit in the group Γ will be denoted by
1 throughout the paper. By an H-K vector bundle V (= HVK) we always
mean a vector bundle of Hilbert spaces over the base space Γ with left H-
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and right K-actions which extend the natural left H- and right K- actions
on the base space and preserve inner products (in fibre Hilbert spaces). We
allow some of fibres Vg to be trivial, and s(V ) = {g ∈ Γ; Vg 6= {0}} is called
the support of V . The direct sum and the adjoint bundle are defined in
the natural way (V ∗ = K(V ∗)H with (V ∗)g = (Vg−1)∗, the dual space) while
the tensor product is defined as follows: Let V,W be G-H, H-K bundles
respectively. The outer tensor product V �W over Γ×Γ admits the H-action

h · (v � w) = (vh−1)� (hv).

Hence, we get the quotient bundle V �H W over the quotient space Γ×H Γ
of Γ × Γ. The product bundle V ⊗H W = G(V ⊗H W )K is defined as the
pushforward of V �H W via the map p : g ×H g′ ∈ Γ ×H Γ −→ gg′ ∈ Γ.
Hence, we get

(V ⊗H W )g =
⊕

a×Hb∈p−1(g)

(Va �H Wb),

and we have the natural G-K action from the outside.
For H-K bundles V,W , a bundle homomorphism T : V −→W satisfying

T (Vg) ⊆Wg for each g ∈ Γ is called an (H-K) gauge transformation, and the
set of all gauge transformations is denoted by Hom(V,W ) (and Hom(V, V ) =
Hom(V ) as usual). A bundle V is irreducibe when it does not contain a non-
trivial H-K subbundle. The irreducibility obviously forces that the support
s(V ) consists of a single H-K orbit, say O. For each g ∈ O and T ∈ Hom(V ),
t = T |Vg satisfies

t(hvk) = ht(v)k for all v ∈ Vg and (h, k) ∈ H ×K with hgk = g.

Denoting all such t’s by Hom(Vg), we observe that the irreducibility of V
means Hom(Vg) = C1. We set H ×g K = {(h, k) ∈ H ×K;hg = gk} (the
stabilizer at g under the action (h, k) · g = hgk−1), which is isomorphic to
H ∩ gKg−1 and g−1Hg ∩K via

H ×g K = {(h, g−1hg);h ∈ H ∩ gKg−1} = {(gkg−1, k); k ∈ g−1Hg ∩K}.
The above requirement for t is nothing but the intertwining property for
the representation (h, k) · v = hvk−1 of H ×g K (determined by V , or more
precisely by Vg). Hence, the irreducibility of V is equivalent to that of the
above representation. The dependency coming from a choice of g ∈ O is
redundant, and hence each irreducible vector bundle is parameterized by an
orbit and an irreducible representation of the relevant stabilizer.

The irreducible bundle HCK (called the trivial bundle) corresponding to
the orbit HK = H1K and the identity representation of H ×1 K ∼= H ∩K
serves as a generating object in our analysis (see 2.4).
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2.2. Bimodules. Let N,M be factors. An N -M bimodule K = NKM is
a Hilbert space equipped with commuting normal actions of N and the
opposed algebra of M . (As usual, we regard the action of the opposed
algebra of M as a right M -action.) The direct sums and contragredient
bimodules are defined in the usual way. For example, the contragredient
bimodule K∗ = M(K∗)N is the dual space, that is, the Hilbert space of anti-
vectors ξ̄ (ξ ∈ K) equipped with the action m · ξ̄ ·n = n∗ · ξ ·m∗. The notion
of a relative tensor product K ⊗N L (which is an M -P bimodule) of an M -
N bimodule K and an N -P bimodule L was studied in [33]. The identity
bimodule ML

2(M)M is the standard Hilbert space L2(M) with the action
m1 · ξ ·m2 = m1JMm

∗
2JMξ, and it is the multiplicative unit for the relative

tensor product. (Here, JM denotes the modular conjugation.)
For an N -M bimodule K, the index of K means the the minimal index

([10, 11, 24], see also [20, 25]) of N sitting in the commutant of the right
M -action. (Notice that the relative commutant between these two factors is
the algebra of self-intertwiners.) The square root of the index is called the
dimension of K. In this paper we will exclusively deal with bimodules with
finite index. Hence, a bimodule (of finite index) can be always decomposed
into the sum of (finitely many) irreducible bimodules in a canonical way
by choosing minimal projections in the (finite dimensional) algebra of self-
intertwiners. The importance of the notion of dimension lies in the fact that
it is additive and multiplicative for direct sums and relative tensor products
respectively. Details on these facts can be found in [31, 36, 37].

When N ⊆ M is a factor-subfactor pair with finite index ([14]), the N -
M bimodule H = L2(M) with the action n · ξ ·m = nJMm

∗JMξ plays an
important role in subfactor analysis (see [29, 30] and 2.4).

2.3. Categorical equivalence. Let α : Γ −→ Aut(P ) be an outer action
on a factor P so that A = P oα H and B = P oα K are factors. From a
given H-K bundle V , we try to construct an A-B bimodule by mimicking the
construction of a crossed product. Let V̂ be the Hilbert space ⊕g∈Γ(L2(P )⊗
Vg). We let P act on V̂ from the left and K (identified with λk’s in the
crossed product) act on V̂ from the right in the obvious way. The right
P -action and the left H-action are defined by(∑

g

ξg ⊗ vg
)
· p =

∑
g

ξgαg(p)⊗ vg,

h ·
(∑

g

ξg ⊗ vg
)

=
∑
g

uhξg ⊗ hvg,

where uh is the canonical implementation of αh. Then, V̂ becomes an A-B
bimodule. We know that the correspondence V −→ V̂ gives an equivalence
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of categories of vector bundles and bimodules (Theorem 1.7, [22], see also
[38]).

2.4. Principal and dual principal graphs. Let H ⊆ G = Γ in 2.1 and
2.3 and we set V = HCG. Then, the decomposition rules for

HCH , V, V ⊗G V ∗, V ⊗G V ∗ ⊗H V, · · · (H-H and H-G bundles)

GCG, V ∗, V ∗ ⊗H V, V ∗ ⊗H V ⊗G V ∗, · · · (G-G and G-H bundles)

describe the principal and the dual principal graphs for the inclusion M =
P oα G ⊇ N = P oα H. In fact, since V corresponds to H in 2.2, the
above two sequences correspond to the basic sequences of bimodules (which
give us the four kinds of bimodules, the principal graph and the dual prin-
cipal graph) in Ocneanu’s approach ([29, 30]). As usual we may and do
assume {h ∈ H; ghg−1 ∈ H for all g ∈ G} = {1}. Then, the irreducible
G-G, G-H (or H-G) bundles appearing in the above two sequences (i.e.,
M -M , M -N (or N -M) bimodules) are parameterized by the irreducible rep-
resentations Ĝ, Ĥ respectively. (Notice that we have only one G-H orbit
G = G1H for example.) On the other hand, a description of the irreducible
H-H bundles appearing in the first sequence (i.e., N -N bimodules) is more
complicated. Let {HgiH}i=1,2,··· ,n be the H-H orbits in Γ = G (i.e., gi’s
form a complete set of representatives for H\G/H) with g1 = 1, and we set
Hi = giHg

−1
i ∩ H (∼= H ×gi H, the stabilizer). Then the irreducible H-H

bundles are parameterized by the disjoint union
⊔
i Ĥi.

Tensoring with V or V ∗ (from suitable directions) corresponds to either
restriction or induction. Therefore, as was shown in §3, [22], the dual prin-
cipal graph of M ⊇ N is given by

ind : α→ IndGH α and rest : β → RestGH β

between Ĥ and Ĝ while the more subtle principal graph is given by

ind : γ ∈ Ĥi → IndHHi γ and rest : δ ∈ Ĥ →
⊕
i

RestHHi δ

between Ĥ and
⊔
i Ĥi.

3. Multiplicity Formula.

In this section, we shall establish a multiplicity formula for the decomposition
of tensor products of irreducible vector bundles. By the Frobenius reciprocity
([39]), it suffices to know the multiplicity of the trivial bundle in triple tensor
products.
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Let G, H, K be finite subgroups of a discrete group Γ as in 2.1, and let U ,
V , and W be irreducible G-H, H-K, and K-G bundles with supports s(U),
s(V ), and s(W ) respectively. Then we need to describe the dimension of
the space Hom(GCG,GU ⊗H V ⊗KWG) of intertwiners. To this end, we first
derive an expression for the relative tensor product bundle U ⊗H V ⊗K W

in terms of a vector bundle defined on the set

Ω′ = {(a, b, c, d) ∈ Γ× Γ× Γ× Γ; ab−1 ∈ s(U), bc−1 ∈ s(V ), cd−1 ∈ s(W )}.

Clearly Ω′ is invariant under the left multiplication of G×H ×K ×G and
the diagonal translation of Γ from right. Furthermore,

(a, b, c, d) ∈ Ω′ 7→ (ab−1, bc−1, cd−1) ∈ s(U)× s(V )× s(W )

defines a G × H × K × G-equivariant surjection. It is immediate to check
that each fibres consist of (diagonal) Γ-orbits and hence this map gives rise
to the identification Ω′/Γ ∼= s(U) × s(V ) × s(W ). Then the outer tensor
product bundle U � V �W is regarded as a vector bundle over Ω′/Γ and,
dividing by the H ×K action, we obtain the identification:

(1×H ×K × 1)\U � V �W
↓

(1×H ×K × 1)\Ω′/Γ
∼=

U �H V �K W
↓

s(U)×H s(V )×K s(W )
.

(U �H V refers to the quotient of U � V under the left action of H defined
by h · (u � v) = uh−1 � hv and similarly for V �K W (see 2.1).) Note that
this identification intertwines G× 1× 1×G and G-G actions.

Let E′ be the pullback of U � V �W under the map Ω′ → Ω′/Γ. Then
the construction just explained is compactly expressed by

U �H V �K W = (1×H ×K × 1)\E′/Γ.

Let p : (1×H ×K × 1)\Ω′/Γ→ Γ be the map defined by

p([a,Hb,Kc, d]) = ad−1

(the bracket means the quotient by the diagonal Γ-action).
By the definition of relative tensor product bundles, we see that U⊗HV ⊗K

W is isomorphic to the pushforward (or the fibre direct sum) of U�HV �KW
with respect to p and hence we have to describe the vector space

Hom(GCG,Gp∗(U �H V �K W )G).
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Since GCG denotes the trivial G-G bundle, the following lemma shows that
this space is identified with the vector space of invariant vectors under the
adjoint action of G ⊕

[a,Hb,Kc,d]∈p−1(1)

Uab−1 �H Vbc−1 �K Wcd−1

Ad G

.

Lemma 1. Let G be a finite group and GX, GY be G-spaces. Let E be
a G-vector bundle over X and p : X → Y be a G-equivariant map. Take
an element y ∈ Y in the image of p. Then we have the following natural
isomorphism:

Hom(Gy × C, p∗(E)|Gy) ∼=
 ⊕
x∈p−1(y)

Ex

G(y)

.

Here, Hom in the left hand side refers to the vector space of G-linear bun-
dle maps which make the base space point-wise invariant while the right
hand side denotes the space of vectors invariant under the isotropy subgroup
G(y) = {g ∈ G; gy = y}.

Since the fibre p−1(1) is given by {[a,Hb,Kc, a]; (a, b, c, a) ∈ Ω′}, regarding

Ω ≡ {(a, b, c) ∈ Γ× Γ× Γ; ab−1 ∈ s(U), bc−1 ∈ s(V ), ca−1 ∈ s(W )}
as the set {(a, b, c, a) ∈ Ω′} and letting E = E′|Ω, we see that the vector
space (U �H V �K W )|p−1(1) is identified with

(1×H ×K)\E/Γ.
Since the adjoint action of G on (U �H V �KW )|p−1(1) is transfered into the
left multiplication of G× 1× 1 on E → Ω, we have proved the following:

Lemma 2.

Hom(GCG,GU ⊗H V ⊗K WG) ∼= (G×H ×K)\Ê/Γ.
Here, E = {E(a,b,c) = Uab−1⊗Vbc−1⊗Wca−1}(a,b,c)∈Ω is the vector bundle over
Ω with the (G×H ×K)-Γ action defined by

(g, h, k)(a, b, c;u⊗ v ⊗ w)γ = (gaγ, hbγ, kcγ; guh−1 ⊗ hvk−1 ⊗ kwg−1),

and Ê is the vector space ⊕ω∈ΩEω with the obvious (G×H ×K)-Γ action.

Theorem 3. The multiplicity of the trivial bundle in U ⊗H V ⊗K W is
given by ∑

1≤l≤d
|Γ(Gal, Hbl,Kcl)|−1

∑
γ∈Γ(Gal,Hbl,Kcl)

ξl(γ)ηl(γ)ζl(γ).
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Here, {(Gal, Hbl,Kcl)}1≤l≤d denotes a set of representatives of Γ-orbits in
(G×H ×K)\Ω, Γ(Gal, Hbl,Kcl) = (a−1

l Gal)∩ (b−1
l Hbl)∩ (c−1

l Kcl) and ξl,
ηl, ζl refer to the characters of U , V , W at alb

−1
l , blc

−1
l , cla

−1
l respectively.

(For example, ξl is the character of the representation of a−1
l Gal ∩ b−1

l Hbl
at Ualb−1

l
defined by u ∈ Ualb−1

l
7→ (alγa

−1
l )u(blγb

−1
l )−1 ∈ Ualb−1

l
for γ ∈

a−1
l Gal ∩ b−1

l Hbl.)

Proof. First recall that E(a,b,c) = Uab−1 ⊗ Vbc−1 ⊗Wca−1 and the fibre of the
quotient vector bundle (G×H ×K)\E at (Ga,Hb,Kc) ∈ (G×H ×K)\Ω
is identified with the set of G×H ×K-equivariant sections of E over Ga×
Hb×Kc.

Since the action of G × H × K on Ω is free, we need to calculate the
dimension of the vector space of Γ-equivariant sections of (G ×H ×K)\E
on each Γ-orbits in (G ×H ×K)\Ω. For (Ga,Hb,Kc) ∈ (G ×H ×K)\Ω,
denote by

Γ(Ga,Hb,Kc) = {γ ∈ Γ; (Gaγ,Hbγ,Kcγ) = (Ga,Hb,Kc)}
= (a−1Ga) ∩ (b−1Hb) ∩ (c−1Kc)

the stabilizer of the right action of Γ at (Ga,Hb,Kc). Let γ ∈ Γ(Ga,Hb,Kc)
and define g ∈ G, h ∈ H, k ∈ K by

aγ = ga, bγ = hb, cγ = kc.

Then the action of γ on ((G×H ×K)\E)(Ga,Hb,Kc) is given by left multipli-
cation of (g, h, k), i.e.,

ξ ⊗ η ⊗ ζ ∈ Uab−1 ⊗ Vbc−1 ⊗Wca−1

7→ gξh−1 ⊗ hηk−1 ⊗ kζg−1 ∈ Uab−1 ⊗ Vbc−1 ⊗Wca−1 ,

which shows that the (right) action of γ ∈ Γ(Ga,Hb,Kc) on ((G × H ×
K)\E)(Ga,Hb,Kc) is identified with the (left) action of

(aγa−1, bγb−1)× (bγb−1, cγc−1)× (cγc−1, aγa−1) ∈ (G×ab−1 H)×
(H ×bc−1 K)× (H ×ca−1 G)

on Uab−1 ⊗ Vbc−1 ⊗Wca−1 .
Thus, the value of the character of γ on ((G × H × K)\E)(Ga,Hb,Kc) is

given by ξl(γ)ηl(γ)ζl(γ) and hence the dimension of the fixed point vectors
is calculated by

|Γ(Gal, Hbl,Kcl)|−1
∑

γ∈Γ(Gal,Hbl,Kcl)

ξl(γ)ηl(γ)ζl(γ).
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Remark. A similar argument shows the following: Let Vi, i = 1, 2, · · · , N
be H-H bundles over Γ. Then V1⊗V2⊗ · · ·⊗VN contains the trivial bundle

HCH with multiplicity∑
α

|Γ (Hgα1 , · · · , HgαN)|−1
∑

g∈Γ(Hgα1 ,··· ,HgαN )

χα1 (g) · · ·χαN(g),

where {(Hgα1 , · · · , HgαN)}α denotes a set of representatives of the right di-
agonal Γ-orbits in H\Γ× · · · ×H\Γ and χαi refers to the character of Vi at
gαi ∈ Γ.

4. Fusion Algebras.

We keep the notations in the previous sections.

Definition. The fusion algebra F of bivariant vector bundles over Γ is
by definition a family {HFK}H,K of complex vector spaces (H, K are finite
subgroups of Γ) universally generated by the set of symbols 〈V 〉 (V runs
through H-K bundles) with the relation

〈V 〉 = 〈W 〉 if V ∼= W

〈V ⊕W 〉 = 〈V 〉+ 〈W 〉.

On F, the *-operation and the restricted multiplication (the multiplication
can be performed only when subgroup-labelings coincide at the inner side)
is defined by

〈V 〉∗ = 〈V ∗〉
〈V 〉〈W 〉 = 〈V ⊗H W 〉,

which furnish F with a *-algebra-like structure.
Note that any element in HFK is a linear combination of irreducible 〈V 〉’s.
In the remaining of this section, we exclusively deal with the situation

G = H = K. Then the fusion algebra HFH is a usual (unrestricted) *-
algebra, and here a concrete realization of this algebra will be investigated.

Let X = H\Γ be the right coset space and denote by X(γ) the set of
fixed-points in X under the right translation of γ ∈ Γ. On the multi-matrix
*-algebra

⊕
γ∈Γ B(`2(X(γ))), we define a *-preserving automorphic action of

Γ by

(xγ)(γ′) = R−1
γ x(γγ′γ−1)Rγ ∈ B(`2(X(γ′))).

Here, x ∈ ⊕γ∈Γ B(`2(X(γ))) is identified with an operator-valued function
on Γ and Rγ : `2(X(γ−1γ′γ))→ `2(X(γ′)) denotes the unitary map induced
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from the right multiplication of γ on H\Γ. A *-algebra A is then defined to
be the fixed-point algebra under this action:

A =

x ∈⊕
γ∈Γ

B(`2(X(γ)));xγ′ = x for all γ′ ∈ Γ

 .
Note that, if {γα} is a representative set for conjugacy classes of Γ, then A
is isomorphic to ⊕

α

Aα.

Here, Aα denotes the set of linear operators in B(`2(X(γα))) which commute
with right translations by elements in the centralizer {γ ∈ Γ; γγα = γαγ} of
γα.

We now associate an element xV in A to each H-H bundle V over Γ. To
describe this, we use the expression of V as a vector bundle over Γ× Γ: Let
π : (γ1, γ2) ∈ Γ × Γ 7→ γ1γ

−1
2 ∈ Γ and let π∗V be the pullback bundle of V

by π. As in the previous part, we consider Γ × Γ to be a left H × H- and
right Γ- space. Then π∗V admits a natural H ×H-Γ action which extends
the H ×H-Γ action on the base space Γ× Γ. Since fibres of π are given by
Γ-orbits and since Γ acts on Γ × Γ freely, to consider an H-H bundle over
Γ is equivalent to consider an (H ×H)-Γ bundle over Γ× Γ (take pullbacks
by π or quotients by Γ-action).

Since the (left) H × H-action on Γ × Γ is free as well, we can first take
the quotient of π∗V by H × H-action. Then the equivariance condition is
coded into the diagonal Γ-action on the vector bundle (H × H)\π∗V over
X ×X = (H\Γ)× (H\Γ).

In particular, if we denote by Γ(x, y) the isotropy subgroup of Γ at (x, y) ∈
X × X, then each γ ∈ Γ(x, y) gives rise to a linear operator in the fibre
(H ×H\π∗V )(x,y). Denote by χ

(x,y)
V (γ) the trace of that operator (i.e., the

character of Γ(x, y) and we set χ
(x,y)
V = 0 if (H×H\π∗V )(x,y) = 0) and define

the element xV in A by

xV =
∑
x,y∈X

∑
γ∈Γ(x,y)

χ
(x,y)
V (γ)(x, y; γ),

where (x, y; γ) is the linear operator in B(`2(X(γ))) defined by

((x, y; γ)f)(z) = δx,zf(y),

i.e., {(x, y; γ)}x,y∈X(γ) forms a matrix unit in B(`2(X(γ))) with respect to
the orthogonal basis of point-evaluation functions on X(γ).
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Theorem 4. Let Γ be a finite group, H a subgroup of Γ. Then the cor-
respondence 〈V 〉 ∈ HFH 7→ xV ∈ A is well-defined and gives rise to a *-
isomorphism.

Proof. Equip ⊕γ∈ΓB(`2(X(γ))) with an inner product for which the matrix
units {(x, y; γ);x, y ∈ X(γ), γ ∈ Γ} form an orthogonal basis:

〈(x, y; γ)|(z, w; γ′)〉 = δxzδywδγγ′
1

|Γ| .

Then, the set {xV }, where V runs through all irreducible H-H bundles on
Γ, forms an orthonormal basis of A. If we denote by NW

UV the structure
constants of the algebra A with respect to the basis {xV }, i.e., xUxV =∑
W NW

UV xW , then it suffices to show 〈U〉〈V 〉 =
∑
W NW

UV 〈W 〉. Since

NW
UV = 〈xUxV |xW 〉 =

1

|Γ|
∑

x,y,z∈X

∑
γ∈Γ(x,y,z)

χ
(x,y)
U (γ)χ

(y,z)
V (γ)χ

(x,z)
W (γ)

χ
(x,y)
U (γ) = χ

(xγ0,yγ0)
U (γ−1

0 γγ0),

we have

NW
UV =

1

|Γ|
d∑
l=1

|Γ/Γ(xl, yl, zl)|
∑

γ∈Γ(xl,yl,zl)

χ
(xl,yl)
U (γ)χ

(yl,zl)
V (γ)χ

(xl,zl)
W (γ),

where {(xl, yl, zl); l = 1, · · · , d} is a set of representatives for Γ-orbits on the
set

{(Ha,Hb,Hc) ∈ X ×X ×X; ab−1 ∈ s(U), bc−1 ∈ s(V ), ac−1 ∈ s(W )}.
Therefore, by Theorem 3, NW

UV coincides with the multiplicity of the trivial
bundle in U ⊗H V ⊗H W ∗, which is the same as the multiplicity of W in
U ⊗H V .

Corollary 5. The fusion algebra HFH is *-isomorphic to a multi-matrix
algebra. Moreover, HFH is commutative if and only if the action of the
centralizer CΓ(γα) on X(γα) is multiplicity-free.

Let α be an outer action of a finite group H on the hyperfinite II1-factor
R0. Then, the asymptotic inclusion of R0 ⊆ R0oαH is of the form: PH×H ⊆
PH , where H means the diagonal subgroup of H × H (see [16, 30]). It
was announced by Ocneanu and shown in [7] that the fusion algebra of an
asymptotic inclusion is always commutative.

Example. Let Γ = H ×H with H diagonally imbedded into Γ. In this case,
a generalization of the fusion algebra A using a 3-cocycle of H is known
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as the fusion algebra of an orbifold model ([1, 2, 5, 35]). In [26], Lusztig
constructed the algebra A from AdH-bundles on H. It is worth noting that
the algebra A in this case is commutative.

Let C0, . . . , Cd be the conjugacy classes of H so that those of Γ = H ×H
are Ci×Cj (i, j = 0, 1, . . . , d). Notice that X(γ) 6= ∅ if and only if γ belongs
to Ci × Ci for some i. Thus,

A ∼=
d⊕
i=0

{x ∈ B(`2(X(hi, hi))); xγ = x for all γ ∈ CH(hi)× CH(hi)}.

Here, hi ∈ Ci and CH(h) denotes the centralizer of h in H. Identifying H\Γ
with H by the correspondence H(a, b) ∈ H\Γ←→ a−1b ∈ H, we can see

A ∼=
d⊕
i=0

Z(C[CH(hi)]),(1)

where Z(C[CH(hi)]) denotes the center of the group algebra C[CH(hi)]. In
particular, A is commutative.

The quantum double of the group Hopf algebra `∞(H) of the finite group
H can be formally defined as the vector space D with a basis (h, k) (h, k ∈ H)
and the multiplication rule

(h, k)(h′, k′) = δk,hk′h−1(hh′, k)

(see [6]). One can easily check that the center of D is the fixed-point algebra
(under the diagonal adjoint action by H) of the subalgebra spanned by
{(h, h′); hh′ = h′h} (see [27]). It is plain to see that the latter is isomorphic
to the direct sum (1). Therefore, we have shown that in the present case
the fusion algebra of the asymptotic inclusion is actually isomorphic to the
center of the quantum double of the group Hopf algebra `∞(H).

5. Hecke Algebras.

Hecke operators are considered in [40, 41] as operators acting on character
rings of subgroups of some ambient group Γ. In this part, we shall recognize
them as elements in the fusion algebra F of vector bundles over Γ.

Let us begin with some of relevant definitions: Let H, K be finite sub-
groups of Γ and consider X = H\Γ as a right K-space. For x ∈ X, let
K(x) = {k ∈ K;xk = x} be the isotropy group of the K-action. We con-
sider the set

Ξ = {(x, ξ);x ∈ X and ξ is an irreducible character of K(x)}
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in which an equivalence relation ∼ is defined by

(x, ξ) ∼ (y, η) if and only if xk = y and ξk = ξ(k · k−1) = η for some k ∈ K.
For (x, ξ) ∈ Ξ, the equivalence class containing (x, ξ) is denoted by [x, ξ] ∈
Ξ/∼. Let HHK be a complex vector space generated by Ξ/∼, and for
[x, ξ] ∈ GHH and [y, η] ∈ HHK we define the product [x, ξ][y, η] ∈ GHK by

[Ga, ξ][Hb, η] =
∑

ḣ∈Ga∩H\H/H∩bK

[
Gahb, (ξhbη)Gahb∩Hb∩K

Gahb∩K
]
.(2)

Here, bK = bKb−1, Ga = a−1Ga and so on. The character on the right
hand side is obtained by first taking restriction to Gahb ∩Hb ∩K and then
inducing up to Gahb ∩K.

With this operation, the totality of vector spaces {HHK} is made into an
associative algebra.

Now take an H-K bundle V over Γ and define the element θV in HHK by

θV =
∑

HγK∈H\s(V )/K

[Hγ, ξ].

Here, ξ denotes the character of K(Hγ) = (γ−1Hγ)∩K obtained by taking
trace of

v ∈ Vγ 7→ (γkγ−1)vk−1 ∈ Vγ .
Note that the stabilizer H ×γK = {(h, k) ∈ H ×K;hγk−1 = γ} of the H-K
action is isomorphic to K(Hγ) by (h, k) 7→ k.

Theorem 6. For each H, K,

〈V 〉 ∈ HFK 7→ θV ∈ HHK

is well-defined and gives rise to an isomorphism of vector spaces. Further-
more, this isomorphism preserves multiplication in the sense that

θU⊗HV = θUθV ,

where U is a G-H bundle over Γ.

Proof. First note that θV depends on V only through the equivalence class
of V . Since {〈V 〉}V :irreducible forms a basis in HFK and since Ξ is nothing but
{θV ;V is irreducible}, the correspondence in question is well-defined and
gives rise to an isomorphism.

It remains to show the multiplicativity. Let U and V be as in the state-
ment of the theorem. For the proof of this property, we may assume that U
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and V are irreducible. Let s(U) = GaH and s(V ) = HbK be their supports.
Recall that the G-K bundle U ⊗H V is defined as the pushforward of the
vector bundle U�H V over the set s(U)×H s(V ) which is the quotient bundle
of the outer tensor product bundle U �V . Thus U ⊗H V is first decomposed
through G-K orbits in U �H V

Gy
U �H V
↓

s(U)×H s(V )
x K.

It is easy to check that the map h ∈ H 7→ G(ah×H b)K ∈ G\s(U)×H s(V )/K
induces a bijection

a−1Ga ∩H\H/H ∩ bKb−1 ∼= G\s(U)×H s(V )/K.

Choose a double coset in a−1Ga ∩ H\H/H ∩ bKb−1 with a representative
h ∈ H and set c = ah ×H b ∈ s(U) ×H s(V ). Note that (U �H V )c =
Uah ⊗H Vb = Ua ⊗H Vhb. Let W be a G-K bundle supported by GahbK

which is obtained as the pushforward of the G-K orbit in U�H V containing
(U �H V )c. Then the fibre of W at ahb ∈ Γ is given by the direct sum of
{g ×H k ∈ G×H K; gk = ahb} ∩GcK, i.e.,

Wahb =
⊕

(g,k)∈(G×ahbK)/(G×cK)

g(U �H V )ck
−1.

Here, G ×ahb K and G ×c K are stabilizers of G-K action at ahb ∈ Γ and
c ∈ G×HK respectively. Recall thatG×cK = {(g, k) ∈ G×K; gah×Hbk−1 =
ah×H b} and similarly for G×ahb K. Explicitly these groups are given by

G×ahb K = {(ahbk(ahb)−1, k); k ∈ (ahb)−1Gahb ∩K}

and

G×c K = {(ahbk(ahb)−1, k); k ∈ (ahb)−1Gahb ∩ b−1Hb ∩K}.
In this way, the representation of the stabilizer G ×ahb K at Wahb is
IndG×ahbKG×cK (Uah ⊗H Vb).

Let ξ be the character of U at a (i.e., a character of H(Ga)), ξ′ the
character of U at ah, and η the character of V at b. Note that ξ′ = ξh =
ξ(h · h−1).

Then the character of W at ahb is induced from the character ζ of G×ahbK
which is calculated as follows:

u′ ⊗H v ∈ Uah ⊗H Vb 7→ ahbk(ahb)−1u′ ⊗H vk−1



FUSION ALGEBRAS 283

= ahbk(ahb)−1u′(bk−1b−1)⊗H (bk−1b−1)−1vk−1

= (ah)(bkb−1)(ah)−1u′(bkb−1)−1 ⊗H bkb−1vk−1,

i.e., taking trace, we have

ζ(k) = ξ′(bkb−1)η(k) = ξ(hbkb−1h−1)η(k) = ξhb(k)η(k)

for k ∈ (ahb)−1Gahb ∩ b−1Hb ∩K.

6. Automorphisms appearing in bimodules.

Throughout the section, let M ⊇ N be an irreducible factor-subfactor pair
of finite index and finite depth with the Jones tower ([8, 14])

N ⊆M = M0 ⊆M1 ⊆M2 ⊆M3 ⊆ · · · .
Let H (= NHM) be the basic N -M bimodule NL

2(M)M as in 2.2. Each au-
tomorphism α ∈ Aut(M) gives rise to the M -M bimodule αH (of dimension
1):

αH = L2(M) with m1 · ξ ·m2 = α(m1)JMm
∗
2JMξ.

Let u be the canonical implementation of α. Notice

u∗(α(m1)JMm
∗
2JMξ) = m1JMα

−1(m∗2)JMu
∗ξ(3)

because u commutes with the modular conjugation JM . This means that the
M -M bimodule αH is unitarily equivalent to (hence identified with) Hα−1

defined by

Hα−1 = L2(M) with m1 · ξ ·m2 = m1JMα
−1(m∗2)JMξ.

Conversely, any M -M bimodule of dimension 1 arises in this way. We also
remark that an inner perturbation of α does not change the unitary equiv-
alence class of the above bimodule. In what follows unitarily equivalent
bimodules will be identified.

As in [29, 30, 36, 37] we consider the M -M bimodules

ML
2(M)M ,H∗⊗NH = ML

2(M1)M ,H∗⊗NH⊗MH∗⊗NH = ML
2(M2)M , · · ·

(which correspond to the “half” of the second sequence in 2.4). The M -M
bimodules of dimension 1 appearing in the irreducible decomposition ob-
viously form a group (with respect to the relative tensor product · · · see
also Remark before Lemma 9). The corresponding automorphisms are de-
termined up to inner perturbations as remarked above. They may or may
not be chosen from Aut(M,N) = {θ ∈ Aut(M); θ(N) = N}.
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Proposition 7 ([19, Proposition 4]). One can find a unitary u in M

satisfying Ad u◦α ∈ Aut(M,N) if and only if there exists an N -N bimodule
K of dimension 1 such that the induced M -N bimodule H∗ ⊗N K of K is
contragredient to the restricted N -M bimodule H⊗MαH of αH. Furthermore,
if αH ≺ ML

2(Mk)M , then K ≺ NL
2(Mk)N .

For the Haagerup subfactor with index (5 +
√

13)/2 ([9]), one obtains
two (non-trivial) M -M bimodules with dimension 1 (i.e., automorphisms)
in ML

2(M3)M . However, these cannot be adjusted to automorphisms in
Aut(M,N). Actually one obtains an abundance of such examples from (fi-
nite) group-subgroup pairs (see Theorem 10). For example, we have this
phenomenon for the pair MA4 ⊇MA5 (of the fixed-point algebras by an al-
ternating group action), and this happens because the two non-trivial char-
acters of A4

∼= (Z2 × Z2) o Z3 (i.e., those arising from Z3) cannot be lifted
to characters of the simple group A5 (see Figures 3, 4 in [21]).

We now look at automorphisms α ∈ Aut(M,N) such that

αH ≺ ⊔
k ML

2(Mk)M . This containment is equivalent to the existence of
a non-zero x ∈Mk (for some k) satisfying

nx = xα(n) for n ∈ N.

An automorphism with this property is called non-strongly outer ([3, 19])
and plays an important role in the study of automorphisms for M ⊇ N .
Analytic aspect of such an automorphism (i.e., the central triviality) was
investigated and the related important invariant χ(M,N) was studied by
Kawahigashi ([15], see also [32]).

When α |N= IdN , it is obviously non-strongly outer, and Gal(M,N) =
{α ∈ Aut(M);α(n) = n for n ∈ N} is known as the Galois group of M ⊇
N (see for example [17]). The next result may be a folk result among
specialists.

Proposition 8. The M -M bimodules of dimension 1 in ML
2(M1)M form

a finite group, and this group is exactly Gal(M,N).

The irreducibility assumption of M ⊇ N is essential here. To see this, let

M = P ⊗M2(C) ⊇ N =
{(

x 0
0 α(x)

)
; x ∈ P}

be the locally trivial inclusion arising from an outer automorphism α ∈
Aut(P ). We assume that the outer period of α is not 2. Then, we easily see
thatH∗⊗NH decomposes into four one dimensional bimodules. The identity
bimodule ML

2(M)M appears twice, and the other two are α⊗IdM2(C)
H and

α−1⊗IdM2(C)
H. These three automorphisms do not form a group, and the two
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non-trivial automorphisms do not belong to Gal(M,N) either. (Actually,
routine computations show that Gal(M,N) consists of just inner automor-
phisms in this case.)

In the properly infinite case the above result means that Gal(M,N) con-
sisits of automorphisms appearing in Longo’s canonical endomorphism
γ ([23]) attached to M ⊇ N (see [12, 24]).

Proof. The group property follows from Lemma 9 below (see also Remark).
The bimodule H⊗M αH = H⊗M Hα−1 is obviously L2(M) equipped with

the following N -M action:

n · ξ ·m = nJMα
−1(m∗)JMξ.

By the same calculation as (3), it is equivalent to K = L2(M) equipped with
the N -M action

n · ξ ·m = α(n)JMm
∗JMξ.

By Lemma 9, αH ≺ H∗ ⊗N H if and only if H = H ⊗M αH = K. The
latter condition means that there is a unitary u (on L2(M)) intertwining the
right M -action (i.e., u ∈M) and intertwining the left N -action, that is,

un = α(n)u (for all n ∈ N).

Hence, αH ≺ H∗ ⊗N H if and anly if one finds a unitary u ∈ M satisfying
Ad u ◦ α|N= IdN .

Remark. As in the above proof, for automorphisms α, β ∈ Aut(M)
the relative tensor product αH ⊗M Hβ can be identified with L2(M) with
equipped with the M -M action

m1 · ξ ·m2 = α(m1)JMβ(m∗2)JMξ.

The above right hand side is equal to

v(v∗α(m1)vJMm
∗
2JM(v∗ξ)) = v(β−1 ◦ α(m1)JMm

∗
2JM(v∗ξ)),

where v denotes the canonical implementation of β. Therefore, we have
shown αH⊗M Hβ = β−1◦αH, that is, we have

αH⊗M βH = β◦αH,
Hα ⊗M Hβ = Hα◦β

(see Proposition 2.1, [13]).



286 H. KOSAKI, A. MUNEMASA AND S. YAMAGAMI

Lemma 9 ([36, Theorem 1.5]). H⊗MαH = H if and only if αH ≺ H∗⊗NH.

Proof. We have αH ≺ H∗1⊗N H if and only only if H ≺ H⊗M αH by the
Frobenius reciprocity. The result thus follows from the obvious irreducibility
of H⊗M αH.

So far we have introduced the three groups: (i) The group of all M -M bi-
modules of dimension 1 appearing in

⊔
k ML

2(Mk)M , (ii) the group of M -M
bimodules of dimension 1 appearing in

⊔
k ML

2(Mk)M and satisfying the con-
dition in Proposition 7 (i.e., the group of non-strongly outer automorphisms
modulo the inner automorphisms), (iii) the Galois group Gal(M,N). As
mentioned above, Gal(M,N) is the smallest among the three (see also Propo-
sition 8). Let G ⊇ H be a group-subgroup pair, and we choose and fix
an outer action on a factor P (as in 2.4). Therefore, we have the pairs
P o G ⊇ P o H, PH ⊇ PG of factors. In the rest of the section, we will
explicitly compute the three groups for these pairs.

We begin withM = PoG ⊇ N = PoH. The irreducibleM -M bimodules
and M -N bimodules (similarly the N -M bimodules) are parameterized by Ĝ
and Ĥ respectively while the irreducible N -N bimodules are parameterized
by

⊔
i Ĥi as was explained in 2.4. Here, {gi}i=1,2,··· ,n is a complete set of

representatives for H\G/H (with g1 = 1) and Hi = giHg
−1
i ∩H. It is easy to

see that the relative tensor products amongM -M bimodules are described by
the decomposition rule for the tensor products of corresponding irreducible
representations, and details are left to the reader. On the other hand, the
(much more subtle) relative tensor products among N -N bimodules were
studied in the previous sections.

The index formula in [22] (with Γ = G and H ⊆ G) shows that the
indices (i.e., the squares of dimensions) of M -M , M -N (or N -M), and N -N
bimodules are

(deg π × |G|)2

|G| × |G| = (deg π)2 for π ∈ Ĝ
(deg π × |G|)2

|G| × |H| = (deg π)2 × |G/H| for π ∈ Ĥ
(deg π × |HgiH|)2

|H| × |H| = (deg π)2 × |H/Hi| for π ∈ Ĥi

respectively. Here, deg π means the dimension of the irreducible represen-
tation π, and the above numerators are the squares of the dimensions of the
relevant (G-G, G-H, and H-H) bundles. The last equality holds because of
|HgiH| = |H ×H|/|Hi|.

From the first formula the one dimensional M -M bimodules are exactly
those coming from the (one dimensional) characters π of G. Also the third
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formula says that the N -N bimodule arising from π′ ∈ Ĥi is one dimensional
if and only if

deg π′ = 1 and Hi = H.(4)

In the first case the corresponding automorphisms απ (of M) can be always
chosen to leave N globally invariant. This can be checked by Proposition 7.
Namely, the restriction of π to H should be contragredient to IndHHi=H π

′ for

some i with Hi = H and π′ ∈ Ĥi with deg π′ = 1 (recall the last paragaph
in 2.4). However, this is obviously satisfied since g1 = 1 and H1 = H. It is
also possible to see this fact from the explicit construction of απ in [22]:

απ :
∑
g∈G

xgλg ∈M = P oG −→
∑
g∈G

π(g)xgλg ∈M.

Therefore, the groups (i), (ii) are both the group of characters of G (i.e.,
G/[G,G]). The above automorphism απ fixes H element-wise if and only if
π|H= IdH . Hence, Gal(M,N) consists of the characters vanishing on H (as
expected · · · see [17] for example).

The other case M = PH ⊇ N = PG is actually more interesting. Notice
that the roles of M -M and N -N bimodules are switched now. Hence, in
the rest of the section we will study one dimensional N -N bimodules (in the
crossed product case). The second condition of (4) means that gi normalizes
the subgroup H:

giHg
−1
i = H (i.e., gi ∈ NG(H)).

Notice that, for gi, gj ∈ NG(H), we have HgiH = HgjH if and only if
gi ∈ gjH. Therefore, Hi’s satisfying H = Hi are parameterized by the quo-
tient group NG(H)/H (which will be referred to as the Weyl group). Thus,
we have seen that the one dimensional N -N bimodules are parameterized by
the product space Π×(NG(H)/H). Here, Π (∼= H/[H,H]) denotes the group
of characters of H. The condition in (the dual version of) Proposition 7 is
satisfied when IndHHi=H π = π is the restriction (to H) of some one dimen-
sional representation of G (the last paragraph in 2.4), that is, when π is
extended to a character of G. Denoting all extendable characters (on H) by
Π0, we conclude that the group in (ii) is parameterized by the product space
Π0 × (NG(H)/H).

So far we have not touched the group structure. Let g, g0 be in NG(H),
and U,U0 be H-H bundles (supported on s(U) = HgH, s(U0) = Hg0H)
corresponding to characters π, π0 ∈ Ĥ respectively. Theorem 6 shows that
the product bundle U ⊗H U0 is supported on Hgg0H (and hence indexed by
gg0 ∈ NG(H)) with the corresponding (one-dimensional) representation:

h ∈ H −→ πg0(h)π0(h) ∈ T.(5)
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In fact, in (2) (where all of G,H,K are H and Γ = G) the right hand side
reduces to a single term and the restriction-induction procedure disappears
because of g, g0 ∈ NG(H). Notice that g ∈ NG(H) naturally acts on Π, the
group of characters on H, via

h ∈ H −→ πg(h) = π(ghg−1) ∈ T.

Since

π(khk−1) = π(k)π(h)π(k) = π(h)(6)

for k ∈ H, we get the action of NG(H)/H on Π. The formula (5) of
course corresponds to the multiplication rule in the semi-direct product
Π o (NG(H)/H). Also, notice that NG(H)/H acts trivially on Π0, the
extendable characters, by the same computation as (6).

Summing up the arguments so far, we have proved:

Theorem 10. Assume M = PH ⊇ N = PG, the fixed-point algebra factors.
(i) The group of one dimensional M -M bimodules in

⊔
k ML

2(Mk)M is the
semi-direct product Πo (NG(H)/H).

(ii) The group of non-strongly outer automorphisms for M ⊇ N modulo
the inner automorphisms is the product group Π0 × (NG(H)/H).

Notice that the Weyl group NG(H)/H is included in both of the two
groups. We now recall the algorithm in the last paragraph in 2.4. The
irreducible N -N bimodules in H∗ ⊗N H are given by the trivial represen-
tations {IdHi}i=1,2,··· ,n. The N -N bimodule corresponding to IdHi ∈ Ĥi is
one dimensional if and only if Hi = H ((4)). Consequently, the Weyl group
NG(H)/H is exactly Gal(M,N) by Proposition 8.
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