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MODEL RIGID CR SUBMANIFOLDS OF CR DIMENSION 1

Al Boggess, Laura Ann Glenn and Alexander Nagel

The following three classes of models of rigid submani-
folds of higher type with CR dimension one are discussed: 1)
A tube-like model that only depends on the real part of the
holomorphic tangent coordinate; 2) a radial model that de-
pends on the modulus of the holomorphic tangent coordinate
and 3) a free model. The first and third models have a Lie
group structure which is analyzed. A characterization of the
hull of holomorphy of the first two models is presented along
with a partial result on the hull of holomorphy of the third.

1. Introduction.

The analysis of function theory on domains or submanifolds of Cn often first
requires the understanding of function theory on simpler model cases. A
classic example of this is the work of Folland and Stein [FS] which shows
how the Siegel upper half plane and its boundary can be used as a model
for general strictly pseudoconvex domains and strictly pseudoconvex hyper-
surfaces. More recently, boundaries of Siegel domains which are defined by
quadratic polynomials can be used as models for the determination of the
local hull of holomorphy and the description of reproducing kernels on a type
2 submanifold of Cn (see [BN1], [BN2]). The success of the Siegel domains
in modeling more general cases stems from the fact that the leading terms
of the Taylor expansion of the defining functions for a type two submanifold
are precisely the defining functions for the boundary of a Siegel domain.

In this paper, we discuss models that are appropriate for submanifolds of
higher type. The analysis of the most general submanifold of higher type
is complicated. Here, we focus on the simpler class of rigid submanifolds of
higher type where the dimension of the holomorphic tangent space at each
point is one. For this class, we discuss three models: A tube-like model that
only depends on the real part of the holomorphic tangent coordinate; a radial
model that depends on the modulus of the holomorphic tangent coordinate;
and a free model which is the most general of our models. As we show, the
tube-like and free models have a Lie group structure that are generalizations
of the Lie group structure for the boundary of a Siegel domain.
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An important part of the theory of CR submanifolds is the phenomenon
of CR extendability. For example, Baouendi, Rothschild, and Treves [BRT]
have shown that CR functions on CR submanifolds of finite type always ex-
tend to a wedge. We show be example that the notion of wedge extendability
does not behave well under restriction. If U ⊂ V ⊂ M are open subsets of
a CR submanifold, it may happen that every wedge of extendability for U
may be disjoint from any given wedge of extendability for V . Our example
suggests that rather than linear wedges, it is more natural to study regions
which are invariant under certain non-isotropic dilations. We do this for the
model examples, and show how the models can approximate a general rigid
CR submanifold.

For the tube-like model, we show that its polynomial hull is the same
as its convex hull. This is a special case of some recent results of Boivin
and Dwilewicz (see [BD]) which state that the hull of holomorphy of a
tube-like CR manifold is its convex hull (i.e. the analogue of Bochner’s
Tube Theorem for open sets, see theorem 2.5.10 in [H]). In one direction,
this result generalizes results in [BN1] and [BN2] that show the hull of the
boundary of the Siegel domain is its convex hull. Less information is available
for the hulls of the radial and free models. Perhaps the most interesting
result in this paper indicates how much we do not know about the hull of
the free case. We prove an estimate for analytic discs with boundary in
the free model that implies that the set of images of analytic discs with
boundaries in the free model is strictly smaller than the convex hull of the
free model. This result raises interesting unanswered questions concerning
the exact nature of the hull of this simple model.

The paper is organized as follows. Section 2 reviews the basic definitions
of rigid submanifolds and type. The third section reviews the definition
of CR function and wedge extendability, and presents an example which
shows the limitations of this notion under restriction. Section 4 contains a
description of our three models and we show how a general CR manifold with
CR dimension one can be modeled by the free model. Section 5 discusses the
Lie group structures on the ultra-rigid and free models. Section 6 discusses
the process of approximation of general rigid CR manifolds by complex linear
images of the model manifolds. The polynomial hulls of the tube-like model,
the radial model, and the free models are discussed in Sections 7, 8 and 9,
respectively.

2. Rigid CR submanifolds of CR dimension 1 and of finite type.

Our object of study is the class of rigid CR submanifolds M ⊂ Cn of finite
type and of CR dimension 1. We describe this class in terms of local coordi-
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nates in the following way. Suppose n = d+1 and let Φ = (φ1, . . . , φd) : C→
Rd be a smooth mapping. Write points in C×Cd as (z, w) = (z, w1, . . . , wd),
and we write z = x + ıy, wj = uj + ıvj. A CR submanifold M ⊂ Cd+1 is
rigid and has CR dimension 1 if locally there are coordinates so that M has
the form

M = {(z, w) ∈ C× Cd ∣∣ Re(w) = Φ(z)}
= {(z, w) ∈ C× Cd ∣∣uj = φj(z) = φj(x+ ıy) 1 ≤ j ≤ d}.(2.1)

Note that M is rigid because we can choose defining functions for M that are
independent of the coordinates {v1, . . . , vd}. For a more intrinsic definition
of rigid submanifold, see Baouendi, Rothschild, and Treves [BRT].

In terms of these coordinates, the complexified holomorphic tangent bun-
dle of M is spanned (over the ring of smooth, complex valued functions on
M) by the vector fields L and L where

(2.2) L =
∂

∂z
+ 2

d∑
k=1

∂φk
∂z

(z)
∂

∂wk
and L =

∂

∂z
+ 2

d∑
k=1

∂φk
∂z

(z)
∂

∂wk
.

The totally real tangent bundle to M is spanned (over the ring of smooth,
complex valued functions on M) by the vector fields { ∂

∂v1
, . . . , ∂

∂vd
}. The

complexified tangent bundle T C(M) is therefore spanned by L, L, and
{ ∂
∂v1
, . . . , ∂

∂vd
}.

Note that

(2.3) [L,L] = 2
d∑
k=1

∂2φk
∂z∂z

(z)
[
∂

∂wk
− ∂

∂wk

]
= 2ı

d∑
k=1

∂2φk
∂z∂z

(z)
∂

∂vk
.

Write L = L+1 and L = L−1. Then for any N -tuple {i1, · · · , iN} of plus and
minus ones, we have the following formula for the iterated commutator of
length N + 2

(2.4) [Li1 , [Li2 , [· · · [LiN , [L,L]] · · · ] · · · ]] = 2ı
d∑
k=1

∂α+β

∂zα∂zβ

(
∂2φk(z)
∂z∂z

)
∂

∂vk
.

Here α is the number of plus ones and β is the number of minus ones in
the sequence {i1, · · · , iN}. Thus the Lie algebra generated by L and L is
spanned by the vector fields {L,L, [L,L], . . . , [L,L](α,β), . . . } where

(2.5) [L,L](α,β) =
d∑
k=1

∂α+β

∂zα∂zβ

(
∂2φk(z)
∂z∂z

)
∂

∂vk
,

and [L,L] = [L,L](0,0).
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For p ∈ M , let L1
p(M) be the vector subspace of T Cp (M) spanned by L

and L, and for j ≥ 2, let Ljp(M) be the vector subspace of T Cp (M) spanned
by L and L and all Lie brackets [L,L](α,β) with α + β ≤ j − 2. Clearly,
dimC Ljp(M) ≤ dimC Lj+1

p (M). Following Bloom and Graham [BG], we say
that (m1, . . . ,md) withmi ≤ mj ≤ +∞ for i < j are the Hörmander numbers
for M at p if

(2.6) mi = inf{ j ∣∣ dimC Ljp(M) ≥ 2 + i}.

M is said to be of finite type m at p if Lmp (M) = T Cp (M), but Lm−1
p (M) 6=

T Cp (M). In this case m = md < +∞.
For any integer N we can write

(2.7) φj(z) =
∑

α,β≤N
ajα,β(z0) (z − z0)α (z − z0)β + Ej

N(z, z0)

where, since the functions φj are real valued, ajα,β(z0) = ajβ,α(z0), and
|Ej

N(z, z0)| ≤ CN |z − z0|N+1. Moreover, this error estimate is uniform for
p = (z0, w0) in a compact subset of M .

For each p = (z0, w0), we can make a biholomorphic change of variables
(depending smoothly on p) such that the Taylor polynomial of degree N of
each φj has no “pure terms”; i.e. that

(2.8) ajα,β(z0) = 0 if either α = 0 or β = 0.

(See Boggess [B, 7.2, Theorem 1].) In particular, we may assume that at
the point p = (z0, w0), the space L1

p(M) is spanned by { ∂
∂z
, ∂
∂z
}. Let Yj(z0)

denote the subspace of Cd generated by the set of vectors{
∂α+β

∂zα∂zβ

(
∂2Φ
∂z∂z

)
(z0)

}
, 0 ≤ α+ β ≤ j − 2.

Under an obvious identification, the space Ljp(M) is spanned by { ∂
∂z
, ∂
∂z
} and

the space Yj(z0). Thus M is of finite type m at a point (z0, w0) if and only if
the collection of vectors

{
∂α+β

∂zα∂zβ

(∂2Φ(z0)

∂z∂z

)
, 0 ≤ α+ β ≤ m− 2

}
, span Cd. In

terms of the Taylor coefficients of the functions φk, M is of finite type m at a
point (z0, w0) if and only if the vectors

(
a1
αβ, . . . , a

d
αβ

)
, 2 ≤ α+β ≤ m, span

Cd. Note that for a rigid manifold of CR dimension one with coordinates
chosen so that the functions φk have no pure terms, the Hörmander numbers
at the point p = (z0, w0) are just the degrees of the leading order terms of the
Taylor expansions of the φ′ks (assuming that they are arranged in increasing
order).
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The type and dimensions of the spaces Lj(z0,w0)(M) may vary from point
to point due to changing linear relations between the vector fields [L,L](α,β).
We are interested in constructing examples where this does not happen. It
is convenient for us to consider a slightly different set of vectors. Set

Zj(z0) =

{
∂α+β

∂zα∂zβ

(
∂2Φ(z0)
∂z∂z

)
∈ Cd, 0 ≤ α ≤ j − 1, 0 ≤ β ≤ j − 1

}
.

It is clear that M is of finite type at z0 if and only if the span of Zj(z0) = Cd
for some j. In fact, if M is of type 2m at z0, then Zm(z0) = Cd, and if
Zm(z0) = Cd, then M is of type 2m at z0.

Definition 2.1. M ⊂ Cd+1 is an m-free rigid generic CR submanifold
of CR dimension one if the vector fields {[L,L]α,β, 0 ≤ α, β ≤ m − 1} are
linearly independent (i.e. no relations exist between these vector fields), and
they span Cd.

In Section 4, we shall describe a model manifold Fm which is m-free and
of type 2m.

3. CR Extendability, Wedge Extendability, and an Example.

A function or distribution on a generic CR submanifold M ⊂ Cn is a CR
function if it is annihilated by all tangential vector fields of type (0, 1). In
the special case of manifolds of CR dimension 1 as discussed in the last
section, this simply means that the function or distribution f satisfies L(f) =
0. In many cases, CR distributions are the boundary values on M (in an
appropriate sense) of holomorphic functions defined in open sets Ω ⊂ Cn
which contain M in its boundary.

In particular, it is a special case of a theorem of Baouendi, Rothschild and
Treves [BRT] that if M is a generic rigid CR submanifold of Cn, every CR
function defined in a neighborhood of a point p ∈ M of finite type extends
holomorphically to a wedge. In the context of Section 2, this means the
following. Let Γ be an open convex cone in Rd. For any ε > 0, let Γε be
the elements of Γ of length less than ε. Let V ⊂M be an open set. Then a
wedge WΓε(V ) with edge V ⊂M is the set of the form

(3.1) WΓε(V ) = {(z, w) ∈ Cd+1
∣∣ Re(w)−Φ(z) = u ∈ Γε, (z, w−u) ∈ V }.

A precise statement of a special case of the theorem of Baouendi, Rothschild
and Treves is the following:

Theorem [BRT]. Suppose that 0 ∈ M is a point of finite type, and that
U is a neighborhood of 0 in M . Then there is a cone Γ ⊂ Rd, an open
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neighborhood V ⊂ U of 0 in M , and an ε > 0 such that every CR function
defined on U extends to a holomorphic function on WΓε(V ).

This result gives an important result on CR extendability. However one
difficulty with the notion of wedge-extendability is that is does not behave
well as one shrinks the open set U . Unlike the case of hypersurfaces, shrink-
ing the open set U does not necessarily lead to shrinking of the wedge of
extendability. Instead, the wedge of extendability may ‘rotate’ as the open
set shrinks. We give an example of this phenomenon for a rigid CR subman-
ifolds of CR dimension 1.

Example 3.1. Let

(3.2) M = {(z, w1, w2) ∈ C3
∣∣ Re(w1) = [Re(z)]2, Re(w2) = [Re(z)]4}.

Given an open set U containing the origin, choose any cone Γ, parameter ε >
0 and open subset V ⊂ U on which we have wedge extendability according
to [BRT]. Then there exists an open set Ũ ⊂ V containing the origin so
that every cone Γ̃ on which we have wedge extendability for Ũ is disjoint
from the cone Γ.

To see why this is so, note that the region of extendability of CR functions
from an open subset V ⊂ M is always contained in the linear convex hull
of the set V . Thus the above example follows from the following simple
observation:

Lemma 3.2. Let Mδ = {(x+ ıy1, x
2 + ıy2, x

4 + ıy3) ∈ C3
∣∣ |x| < δ}. Let M̂δ

denote the linear convex hull of Mδ. Then if (z1, z2, z3) ∈ M̂δ, it follows that

(Re[z2])2 ≤ Re[z3] ≤ δ2 Re[z2].

Proof. Let zj = (xj + ıy1,j, x
2
j + ıy2,j, x

4
j + ıy3,j), 1 ≤ j ≤ N be N points

of M̂δ. Let λj ≥ 0, 1 ≤ j ≤ N satisfy
∑N
j=1 λj = 1 and let (z1, z2, z3) =∑N

j=1 λj(z
j
1, z

j
2, z

j
3). Then

Re[z2] =
N∑
j=1

λjx
2
j ≤

 N∑
j=1

λj

1/2  N∑
j=1

λj x
4
j

1/2

=

 N∑
j=1

λj x
4
j

1/2

= (Re[z3])1/2 ≤ δ
 N∑
j=1

λj x
2
j

1/2

= δ(Re[z2])1/2,

which proves the lemma.
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To demonstrate the assertion in example (3.1), let U be any open set
containing the origin on M . Then the cone for wedge extendability for U
must be given by

Γ =
{

(x2, x3)
∣∣ 0 < α ≤ x3

x2

≤ β < +∞
}

for some α and β. If we then choose δ so that δ2 < α, and let

Ũ = {(x+ ıy1, x
2 + ıy2, x

4 + ıy3) ∈ V ∣∣ |x| < δ},
then Lemma 3.2 shows that the cone for wedge extendability for Ũ must be
disjoint from Γ.

This example suggests that the concept of wedge extendability, which
involves isotropic cones, may not give the optimal results on CR extend-
ability. Rather, the example indicates that CR extendability takes place in
non-isotropic cones which reflect different homogeneities in directions which
require different numbers of commutators. Since in general these directions
can vary from point to point, we study certain model examples where this
cannot happen.

4. Three Classes of Model Submanifolds.

In this section, we introduce three classes of model CR submanifolds: Tube
models, Tm, radial models, Rm, and free models, Fm.

4.1. Tube-like models Tm.
The simplest model for a CR manifold of finite type with CR dimension

one is the tube model, Tm, which is defined by

(4.1.1) Tm = {(z1, z2, . . . , zm) ∈ Cm ∣∣ Re(zj) = [Re(z1)]j, 2 ≤ j ≤ m}.
For this simple model, we have re-labeled the coordinates from Section 2
(with z1 playing the role of z and zj playing the role of wj−1). Tm is a real
submanifold of Cm of real dimension m+ 1 and real codimension m− 1. If
we write the coordinates as zj = xj + ıyj, then there is a unique (up to scalar
multiple) global holomorphic tangential vector field on Tm given by

(4.1.2) L =
∂

∂z1

+
m∑
j=2

j (Re z1)j−1 ∂

∂zj
.

In particular, Tm is a CR submanifold of Cm of CR dimension 1. An easy
calculation shows that the Hörmander numbers of Tm at the origin are
(2, . . . ,m) and the type of Tm at the origin is m. In Section 5, we shall
describe a Lie Group structure on Tm for which L is left invariant. There-
fore, all points of Tm have the same Hörmander numbers and type.
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4.2. The radial model, Rm.
The radial model, Rm, is defined by

(4.2.1) Rm =
{
(z, w1, w2, . . . , wm) ∈ Cm ∣∣ Re(wj) = |z|2j, 1 ≤ j ≤ m} .

The generator for the holomorphic tangent bundle of Rm is

(4.2.2) L =
∂

∂z
+ 2

m∑
k=1

kzk−1zk
∂

∂wk
.

This submanifold of C×Cm has real dimension m+ 2 and real codimension
m. The Hörmander numbers for Rm at the origin are (2, 4, . . . 2m). However,
the Hörmander numbers for Rm change as the point changes (for example, if
m = 2, the Hörmander numbers change from (2, 4) at the origin to (2,3) away
from the origin, as the reader can easily verify by computing [L, [L,L]]). This
means that there is no Lie group structure (z ·w) on Rm which is holomorphic
in w.
4.3. The free model, Fm.

In discussing this last class of examples, it is convenient to identify the
complex space, Cm2

, with the space, MC
m, of m × m matrices with com-

plex entries. There are two natural ways of splitting MC
m into “real” and

“imaginary” parts. The first way is to decompose a matrix W ∈MC
m as

W = Re(W ) + ı Im(W )

where the i, jth entry of Re(W ) and Im(W ) is the real and imaginary parts,
respectively, of the i, jth entry of W . The second way involves a decomposi-
tion into Hermitian parts. For W ∈MC

m, let

<(W ) =
1
2

(W +W ∗),

=(W ) =
1
2ı

(W −W ∗).

Clearly, <(W ),=(W ) belong to the space, Hm, of Hermitian m×m matrices
and

W = <(W ) + ı=(W ).

Note that for scalar (m = 1), <(W ) = Re(W ) and =(W ) = Im(W ). These
two ways of decomposing W are related by a nonsingular, complex linear
change of coordinates. In fact, let wjk and ujk, 1 ≤ j, k ≤ m, be two sets of
coordinates for MC

m and define the map Q : MC
m 7→MC

m by u = Q(w), where

ujj = wjj 1 ≤ j ≤ m,
ujk =

wjk + wkj
2

1 ≤ j < k ≤ m,

ujk =
wjk − wkj

2ı
1 ≤ k < j ≤ m.
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It is an easy exercise to show that

Q ◦ < = Re ◦Q
Q ◦ = = Im ◦Q.

Thus, in the case of a rigid manifold M given by

M = {(z, w) ∈ C× Cm2 |Re(w) = Φ(z)}
we shall often rewrite the defining equation for M as

M = {(z, w) ∈ C×MC
m|<(w) = Φ̃(z)}

where, now, Φ̃ is a smooth map from C to Hm and is related to Φ by the
equation Φ = Q ◦ Φ̃.

We now turn to the definition of the model. Define Φ0 : C→ Hm by

(4.3.1) Φ0(z) =


z z zz2 · · · z zm
z2 z z2 z2 · · · z2 zm

...
...

. . .
...

zm z zmz2 · · · zm zm

 .

The m-free model, Fm is defined by

(4.3.2) Fm = {(z,W ) ∈ C×MC
m

∣∣<(W ) = Φ0(z)}.
Note that we are using the second way of presenting a free manifold that

is discussed at the beginning of this section. Using the change of variables
u = Q(w), we can re-write the defining equations of Fm as
(4.3.2)′

Fm =

(z, [ujk]) ∈ C× Cm2 ∣∣Re(ujk) =


Re(zjzk), for 1 ≤ j < k ≤ m
|z|2j, for 1 ≤ j = k ≤ m
Im(zjzk), for 1 ≤ k < j ≤ m

 .
We shall usually work with the defining equations given in the original pre-
sentation of Fm in order to avoid having to deal with the separate cases of
j < k and j > k. Written out in components, the m2 defining functions for
Fm are

ρjk(z, w) =
1
2

(wjk + wkj)− zjzk = 0.

The space of (1, 0)-vectors is spanned by the vector field

(4.3.3) L =
∂

∂z
+

m∑
j,k=1

2jzj−1zk
∂

∂wjk
.



52 A. BOGGESS, L.A. GLENN AND A. NAGEL

Thus

(4.3.4) [L,L] =
m∑

j,k=1

2j k zj−1 zk−1 Tjk,

where

(4.3.5) Tjk =
∂

∂wkj
− ∂

∂wjk
.

Note that Tjk(ρlm) ≡ 0 for all j, k, l,m, so the vectors {Tjk} belong to
the complexified tangent space to Fm at every point. These vectors are also
linearly independent, and so the vectors {L,L, . . . , Tjk, . . . }, 1 ≤ j, k ≤ m,
span the complexified tangent space to Fm at every point.

Let us write L+1 = L and L−1 = L. For an N - tuple {i1, · · · , iN} of plus
and minus ones, let α and β denote the number of plus ones and minus ones,
respectively. If α ≤ m − 1 and β ≤ m − 1 then the iterated commutator is
given by

[Li1 , [Li2 , [· · · [LiN [L,L]] · · · ] · · · ]]
(4.3.6)

= 2
m∑

j=α+1

m∑
k=β+1

j!
(j − α− 1)!

k!
(k − β − 1)!

zj−α−1 zk−β−1 Tjk

≡ [L,L](α,β).

Note, the commutator does not depend on the order of the Lij ’s. The Lie
algebra generated by L and L is spanned by the vector fields {L,L, . . . ,
[L,L]α,β, . . . } with 0 ≤ α ≤ m− 1, 0 ≤ β ≤ m− 1.

Proposition 4.3.1. Fm is an m-free rigid submanifold of type 2m.

Proof. It suffices to show that the set of m2-vector fields [L,L]α,β 0 ≤ α, β ≤
m− 1 are linearly independent. Suppose there were complex constants cα,β
and a point z0 so that

m−1∑
α,β=0

cα,β [L,L]α,β(z0) = 0.

It follows that

m∑
j=1

m∑
k=1

j−1∑
α=0

k−1∑
β=0

j!
(j − α− 1)!

k!
(k − β − 1)!

zj−1−α
0 zk−1−β

0 cα,β

 Tjk = 0.
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Since the collection of {Tjk} is linearly independent, we must have

j−1∑
α=0

k−1∑
β=0

j!
(j − α− 1)!

k!
(k − β − 1)!

zj−1−α
0 zk−1−β

0 cα,β = 0

for 1 ≤ j ≤ m and 1 ≤ k ≤ m. This is a homogeneous system of m2

equations in the m2 unknowns {cα,β}. In fact, it is really a “triangular”
system with non-zero entries along the diagonal. Thus setting j = k = 1,
we see that c00 = 0. For any α0, β0 suppose by induction that cαβ = 0 if
either α = α0 and β < β0 or α < α0 and β ≤ β0. Then the equation with
j = α0 + 1 and k = β0 + 1 shows that cα0β0 = 0. This shows that the vector
fields [L,L]α,β are linearly independent, as desired.

5. The nilpotent Lie group structures of Tm and Fm.

When m = 1

T1 = F1 = {(z1, z2) ∈ C2
∣∣Re(z2) = [Re(z1)]2}.

It is easy to see that this set is biholomorphic to the set

H1 = {(w1, w2)
∣∣ Re(w2) = |w1|2}

under the change of variables w1 = z1 and w2 = 2z2 − z2
1 . It is well known

that H1 carries the structure of a nilpotent Lie group, the Heisenberg group.
The object of this section is to show that the classes of models Tm and Fm
also carry nilpotent Lie group structures which are compatible with their
complex structure, and which generalize the case m = 1.

5.1. The group structure for Tm.
In this section, we define a product z · w for z, w ∈ Cm × Cm which is

holomorphic in w in such a way that Tm becomes a closed Lie subgroup. We
motivate the definition of the product as follows. We write z = (z1, . . . , zm)
and w = (w1, . . . , wm). As with the product on the Heisenberg group, we
want the first component of the product z · w to be z1 + w1. Therefore,
we set z · w = (z1 + w1, c2, c3, . . . , cm) where the cj must be chosen so that
z · w belongs to Tm provided z, w ∈ Tm. This means that we should require
<(ck) = (<(z1) +<(w1))k 2 ≤ k ≤ m. Expanding this equation, we obtain

<(ck) = (<z1)k +

k−1∑
j=1

(
k

j

)
(<z1)k−j(<w1)j

+ (<w1)k.
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If z and w belong to Tm, then <zj = (<z1)j and <wj = (<w1)j, and we
obtain

<(ck) = <(zk) +

k−1∑
j=1

(
k

j

)
<(zk−j)<(wj)

+ <(wk).

Since we wish z · w to be holomorphic in w, we set

(5.1.1) z · w = (z1 + w1, c2, c3, . . . , cm)

where

(5.1.2) ck = zk + wk +
k−1∑
j=1

(
k

j

)
<(zk−j)wj.

Lemma 5.1.
(1) Under the product ·, Cm is a Lie Group.
(2) For each fixed z ∈ Cm, the map w 7→ Tz(w) = z · w is a nonsingular

complex affine (and hence biholomorphic) map from Cm to itself.
(3) The set Tm is a closed Lie subgroup and the vector field L given in

equation (4.1.2) is a left invariant vector field. The Lie subalgebra of
the group Tm is the Lie algebra generated by the vector fields L and L.

Proof. To show (1), we first establish the associative property. We denote
the kth coordinate of z ·w by (z ·w)k. Applying the definition of the product,
we have

(z · (w · u))k = [zk + wk + uk] +
k−1∑
j=1

(
k

j

)
<(zk−j)wj

+
k−1∑
j=1

(
k

j

)
<(zk−j)uj

+
k−1∑
l=1

(
k

l

)
<(wk−l)ul

+
k−1∑
j=2

j−1∑
l=1

(
k

j

)(
j

l

)
<(zk−j)<(wj−l)ul.
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On the other hand, we have

((z · w) · u)k = [zk + wk + uk] +
k−1∑
j=1

(
k

j

)
<(zk−j)wj

+
k−1∑
j=1

(
k

j

)
<(zk−j)uj

+
k−1∑
l=1

(
k

l

)
<(wk−l)ul

+
k−2∑
l=1

k−l−1∑
j=1

(
k

l

)(
k − l
j

)
<(zk−l−j)<(wj)ul.

It suffices to show the two double sums on the right sides of the above
expansions are equal. To equate these double sums, make the substitution
j′ = j+ l in the index of summation in the double sum for ((z ·w) ·u)k. Then
switch the order of summation. This completes the proof that the product
· is associative.

Note that the origin is the identity element for this multiplication. An easy
computation shows that the inverse of (z1, . . . , zm) is the point (w1, . . . , wm)
where

(5.1.3) wk = −zk −
k−1∑
j=1

(
k

j

)
<(z)k−jwj

This completes the proof of (1). The proof of (2) is easy and left to the
reader.

For (3), we showed that Tm is closed under the product · as part of the
motivation and derivation of the formula for this product. Therefore to show
Tm is a closed Lie subgroup, it suffices to show that the inverse of a point
z ∈ Tm also belongs to Tm. This is easily seen by showing that the point
w = z−1 given above satisfies the defining equations, <wk = (<w1)k, for M
provided z satisfies these equations.

Now, we show that the vector field (4.1.2), L = ∂
∂z1

+
∑m
j=2 j (<z1)j−1 ∂

∂zj

is left invariant under the action of the group. This means that we must
show that the differential of the map Tz : Tm → Tm sends the vector L at
the point w to the vector L at the point z · w; or in other words, we must
show Lw{f ◦Tz} = Lz·w{f}. We first show this to be true for w = 0. At the
origin, the vector L is just ∂

∂w1
. We have

L0{f ◦Tz} =
∂

∂w1

{f(z · w)} |w=0 =
∂f(z)
∂z1

+
m∑
j=2

j[<(z1)]j−1∂f(z)
∂zj

= L(f)(z).
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The case for nonzero w, now follows from the associativity of the group
action (i.e. Tz ◦ Tw = Tz·w). Indeed, using what we just proved for w = 0,
we have

Lw{f ◦ Tz} = L0{f ◦ Tz ◦ Tw} = L0{f ◦ Tz·w} = Lz·w{f}
as desired.

5.2. The group structure for Fm.
Now, we define a product (z,A) · (w,B) on the space C ×MC

m which is
holomorphic in (w,B) in such a way that Fm becomes a closed Lie subgroup.
This product will be a generalization of the product on the Heisenberg group
(the case m = 1). We shall motivate the form of the product in a similar
manner to the motivation given for the formula for the product on Tm. Let
(z,A), (w,B) be elements of C×MC

m with

A =

a11 · · · a1m

...
. . .

...
am1 · · · amm

 and B =

 b11 · · · b1m

...
. . .

...
bm1 · · · bmm

 .
As with the Heisenberg group, we wish the first component of (z,A) · (w,B)
to be z + w. So we set (z,A) · (w,B) = (z + w,C) where C is the matrix

C =

 c11 · · · c1m

...
. . .

...
cm1 · · · cmm


which must be chosen so that (z + w,C) belongs to Fm if (z,A) and (w,B)
belong to Fm. In order for (z +w,C) to belong to Fm, the j, kth component
of <(C) must be set equal to (z+w)j(z + w)

k
. Expanding this equation, we

obtain

<(C)jk =

(
zj +

j∑
`=1

(
j

`

)
zj−`w`

)(
zk +

k∑
r=1

(
k

r

)
zk−rwr

)

= zjzk + zj
k∑
r=1

(
k

r

)
zk−rwr + zk

j∑
`=1

(
j

`

)
zj−`w`

+
j∑
`=1

k∑
r=1

(
j

`

)(
k

r

)
zj−`zk−rw`wr.

If (z,A) and (w,B) belong to Fm, we have <(A)jk = zjzk and <(B)`r =
w`wr. We observe that the second term on the right is the conjugate of the
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third term with j replaced by k. Moreover, the first and fourth terms are
Hermitian. Thus for general (z,A) and (w,B) set

(5.2.1) (z,A) · (w,B) = (z + w,C)

with

(5.2.2) cjk = ajk +
j∑
`=1

k∑
r=1

(
j

`

)(
k

r

)
zj−` zk−r b`r + 2

[
j∑
`=1

(
j

`

)
zj−`w`

]
zk.

It is now an easy exercise to show that if (z,A) and (w,B) belong to Fm

then <(C)jk = (z + w)j(z + w)
k
.

Lemma 5.2.
(1) Under the operation ·, the space C×MC

m is a nilpotent Lie group.
(2) For each fixed (z,A) ∈ C×MC

m the mapping

(w,B)→ T(z,A)(w,B) = (z,A) · (w,B)

is a nonsingular complex affine (and hence biholomorphic) mapping of
C×MC

m to itself.
(3) The set Fm is a closed Lie subgroup. The Lie algebra of the Lie group

Fm is the same as the Lie algebra generated by the left invariant vector
fields L and L defined in Section 4.3.

Proof. We first sketch the proof of (1). The associative property is established
by an argument that is similar in spirit to the proof that the product on Tm
is associative, so we shall leave it as an exercise. As in the tube-case, the
identity element is (0, 0). It is easy to show that the inverse of (w,B) is the
point (z,A) where z = −w and the j, kth element of A is given by

(5.2.3) ajk = −2(−1)kwk
j∑
`=1

(
j

`

)
(−1)j−`wj

−
j∑
`=1

k∑
r=1

(
j

`

)(
k

r

)
(−1)j−`+k−rwj−`wk−rb`r.

This completes the proof of (1). The proof of (2) is easy and left to the
reader.

For (3), we motivated the formula for the product · so that Fm is closed.
We leave it as an exercise to show that if (w,B) belongs to Fm, then its
inverse, (z,A) given above, also belongs to Fm.
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It remains to show that the vector field (4.3.3),

L =
∂

∂z
+

m∑
j,k=1

2jzj−1zk
∂

∂wjk

is left invariant under the group action. This means that we must show that
the differential of the map T(z,A) : Fm → Fm sends the vector L at the point
(w,B) to the vector L at the point (z,A) · (w,B). Using the associativity of
the group action, it suffices to show this for (w,B) = (0, 0). At the origin,
the vector L is just ∂

∂w
. We have

L0{T(z,A)f(w,B)}|(w,B)=(0,0)

=
∂

∂w
{f((z,A) · (w,B))}|(w,B)=(0,0)

=
∂f

∂z
(z,A) +

m∑
j,k=1

∂f(z,A)
∂wjk

· ∂
∂w
{cjk}|(w,B)=(0,0)

where cjk is the j, k-entry of the matrix C resulting from the product (z,A) ·
(w,B) = (z + w,C). We therefore obtain

L0{T(z,A)f(w,B)}|(w,B)=(0,0) =
∂f

∂z
(z,A) +

m∑
j,k=1

2jzj−1zk
∂f(z,A)
∂wjk

.

In view of the formula (4.3.3) for L, this expression is just L(z,A){f}, as
desired. This completes the proof of (3).

6. Approximation by the models.

In this section, we show how a general rigid CR submanifold with CR di-
mension one can be approximated by a complex linear image of the model
Fm. Let M be a smooth rigid CR submanifold with CR dimension 1 given
by

M = {(z, w) ∈ C× Cd ∣∣Re(w) = Φ(z)}
where Φ : C → Rd is smooth. We suppose that M is of finite type at
most 2m at the origin where m ≥ 1 is an integer. We write φj(z) =∑
α,β≤m a

j
α,β z

α zβ + Ej
m(z), where ajα,β = ajβ,α ∈ C, and Ej

m is an error
term of order m+ 1. Put Em(z) = (E1

m(z), . . . , Ed
m(z)). As in Section 2, we

assume ajα,β = 0 if either α = 0 or β = 0. The finite type hypothesis means
that the set of vectors {(a1

αβ, a
2
αβ, . . . , a

d
αβ

) ∈ Cd, 1 ≤ α ≤ m, 1 ≤ β ≤ m}
span Cd.
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Define the complex linear map Ψ : MC
m → Cd by writing Ψ =

(
ψ1, . . . , ψd

)
,

where

(6.1) ψj([wαβ]) =
m∑
α=1

m∑
β=1

ajα,β wαβ 1 ≤ j ≤ d.

The finite type hypothesis implies that the mapping Ψ is surjective. We
have

(6.2) ψj([wαβ]) =
m∑
α=1

m∑
β=1

ajα,β wαβ =
m∑
α=1

m∑
β=1

ajα,β wβα

and hence Re(ψj(W )) = ψj(<(W )). Thus

(6.3) Ψ : Hm → Rd ⊂ Cd.
Set

(6.4) X = {[A] ∈ Hm

∣∣ψ([A]) = 0}.
Let M̃ be the image of the model submanifold Fm under the complex linear

mapping (I ×Ψ)(z,W ) = (z,Ψ(W )). If (z,W ) = (z,Φ0(z) + ıY ) ∈ Fm then
for 1 ≤ j ≤ d,

(6.6) Re(ψj(W )) = ψj(<[W ]) = ψj(Φ0(z)) =
m∑
α=1

m∑
β=1

ajα,β z
α zβ.

Thus M̃ is also a rigid CR submanifold of Cd+1, and is given by

(6.7) M̃ = {(z, w) ∈ Cd+1
∣∣Re(w) = Ψ ◦ Φ0(z)}

where Φ0 was defined in (4.3.1). Note that because

(6.8) Φ(z)−Ψ ◦ Φ0(z) = Em(z)

the manifold M̃ is tangent to the original manifold M at the origin to order
2m. Define a map j : M → M̃ by setting

(6.9) j(z,Φ(z) + ı V ) = (z,Ψ ◦ Φ0(z) + ı V ).

Next we show that we can also “free” the manifold M by adding variables.
Let {Ad+1, . . . , Am2} be a basis for X , and let ajαβ denote the α, βth entry of
Aj for d+ 1 ≤ j ≤ m2. Set

(6.10) M̂ =

{
(z, w1, . . . , wd, wd+1, . . . , wm2) ∈ C1+m2 ∣∣

Re(wj) =

{
φj(z) for 1 ≤ j ≤ d∑m
α,β=1 a

j
αβz

αzβ for d+ 1 ≤ j ≤ m2

}}
.
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It is easy to show that M̂ is an m-free generic CR submanifold of CR di-
mension 1. We let Π : C × Cm2 → C × Cd be the projection map onto the
first d + 1 coordinates (given by (z, w1, . . . , wd)). Clearly, Π maps M̂ onto
M . We let Ψ̂ : Hm 7→ C̃m2

be the map analogous to Ψ whose jth coordinate
is

(6.1)′ ψ̂j([wαβ]) =
m∑
α=1

m∑
β=1

ajα,β wαβ 1 ≤ j ≤ m2.

Let ˜̂
M = (I × Ψ̂)(Fm), and let ĵ : M̂ → ˜̂

M be defined as in (6.9). We have
proved the following.

Proposition 6.1. Given a rigid CR submanifold M ⊂ C × Cd of CR
dimension 1, with 0 ∈M and of finite type at most 2m at 0, there is an m-free
manifold M̂ ⊂ C1+m2

, a holomorphic projection map Π : C×Cm2 → C×Cd
and complex linear maps I ×Ψ : C×Cm2 → C×Cd and I × Ψ̂ : C×Cm2 →
C× Cm2

such that the following holds.
(1) (I × Ψ){Fm} = M̃ is a complex linear image of the model Fm and it

approximates M to order m at the origin.

(2) (I × Ψ̂){Fm} = ˆ̃M is a complex linear image of the model Fm and it
approximates M̃ to order m at the origin.

(3) The following diagram commutes:

M̂
ĵ−−−→ ˜̂

M = (I × Ψ̂)(Fm)yΠ

yΠ

M
j−−−→ M̃ = (I ×Ψ)(Fm).

In principle, we can now use this approximation technique to transfer
information about the model manifolds to information about a general rigid
manifold. A typical example of this would be information about the local hull
of holomorphy of M , or questions about local extendability of CR functions.
This is because such questions are often studied by means of analytic discs,
and these discs behave very well under the approximation scheme described
above. We quickly review the notion of analytic discs.

Suppose M is a submanifold of Cn. Fix a number 0 < α < 1 (α equal to
1/2 will do). Let D denote the open unit disc in C with coordinate ζ. An
analytic disc with boundary in M is an analytic map A : D → Cn such that
A is of class Cα (Hölder continuous with exponent α) up to the boundary of
D and such that the image of the unit circle under A belongs to M . By the
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maximum principle, the polynomial hull of any set M is contained in the
set of images of analytic discs with boundaries in M . By re-parameterizing
an analytic disc, it suffices to consider the set of “centers” of analytic discs.
Thus we define the disc set for M , denoted by Disc (M), as
(6.11)
{z ∈ Cn ∣∣ z = A(ζ = 0) for some analytic discAwith boundary in M}.
Consider the special case of a rigid manifold, M defined by M = {(z, w) ∈

C × Cd; Re(w) = Φ(z)}. If an analytic disc A = (f, g) : D → C × Cd has
boundary in M , then f and g must satisfy the equation

Re(g(ζ)) = Φ(f(ζ)) for |ζ| = 1.

Conversely, given an analytic function f : D → C which is of class Cα up to
the unit circle, then the above equation uniquely determines the real part
of an analytic function g on D. Using the Hilbert transform, the imaginary
part of g is uniquely determined up to an additive constant y ∈ Rm. Note
that the real part of g belongs to the class Cα and since the Hilbert transform
is continuous in the Cα norm, Im(g) will also be of class Cα up to the unit
circle. Therefore, an analytic function f : D → C of class Cα up to the
unit circle and a vector y ∈ Rd, generate an analytic disc A = (f, g) with
boundary in M such that Im(g(ζ = 0)) = y.

Now let f be an analytic function on the unit disc D which is of class
Cα up to the unit circle, and let y ∈ Rd. Let ŷ ∈ Rm2

be the vector whose
first d entries are given by y and all other entries are 0. Then f and y
generate analytic discs A = (f, g) and Ã = (f, g̃) for the manifolds M and
its approximation M̃ . (Due to the high order of tangency, if f is small,
the two discs will in fact be very close to each other and we can estimate
the difference between g and g̃.) Similarly, f and ŷ generate analytic discs

Â = (f, ĝ) and ˜̂
A = (f, ˜̂g) for the manifolds M̂ and ˜̂

M . It is clear from the
construction (or from uniqueness) that we have:

Proposition 6.2. Π ◦ Â = A and Π ◦ ˜̂
A = Ã.

Moreover the analytic function and the vector ŷ (regarded as a Hermi-
tian matrix) also determine an analytic disc in the model Fm. Thus if we

can characterize Disc (Fm), then Disc (M̃) and Disc ( ˜̂
M) are given as com-

plex linear images of this set, and these in turn approximate Disc (M) and
Disc (M̂) near the origin. This motivates the study of the disc set of the
model Fm.

In the foregoing discussion, we have considered approximating a general
rigid CR submanifold of finite type and CR dimension one. However, if the
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manifold has additional symmetry properties (such as Φ depending only on
Re(z) or depending only on |z|), then we can use the models Tm or Rm
instead of Fm. As we shall see, understanding the disc sets of these models
is considerably easier than the problem of understanding the disc set of Fm.

7. The Polynomial Hull of Tm.

Recall that the polynomial hull of a set M ⊂ Cn is the set{
z ∈ Cn; |p(z)| ≤ sup

M
|p| for all polynomials p

}
.

The main theorem of this section is the following.

Theorem 7.1. The polynomial hull of Tm ⊂ Cm is the convex hull of Tm.

Theorem 7.1 will follow from the following theorem on the disc set for Tm,
defined in (6.11).

Theorem 7.2.
(1) Disc(Tm) is contained in the convex hull of Tm.
(2) The convex hull of Tm is contained in the closure of Disc(Tm).
(3) Disc(Tm)− Tm is an open set.

The above theorem and its proof imply that Disc (Tm) − Tm is equal to
the interior of the convex hull of Tm.

Proof of Theorem 7.2. We begin by describing the disc set of Tm. If A =
(f, g) = (f, g2, . . . , gm) : D → Cm is an analytic disc with boundary in Tm,
then we must have

(7.1) Re[gj(ζ)] =
[
Re[f(ζ)]

]j
, |ζ| = 1, 2 ≤ j ≤ m.

The functions gj are uniquely determined up to an additive imaginary con-
stant by the real part of f . Write f = u+ ıv, and write Im[gj(0)] = yj. Keep
in mind that we are at liberty to choose the analytic disc f and the vector
y ∈ Rm. By the Poisson integral formula, A(ζ = 0) is given by the point(

1
2π

∫ 2π

0

u(eıθ) dθ + ıy1,
1

2π

∫ 2π

0

u(eıθ)2 dθ + ıy2, . . . ,

1
2π

∫ 2π

0

u(eıθ)m dθ + ıym

)
.

Set

(7.2) Wm =
{

(x1, x2, . . . , xm) ∈ Rm ∣∣ there exists u ∈ Cα([0, 2π]) with

xj =
1

2π

∫ 2π

0

[u(eıθ)]j dθ, 1 ≤ j ≤ m
}
.
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Thus we have shown that

(7.3) Disc(Tm) =Wm + ıRm.

Denote the convex hull of the set {(t, t2, . . . tm) ∈ Rm ∣∣ t ∈ R} by Γm.
Since the defining functions for Tm are independent of y = Im(z), to prove
Theorem 7.2 we must show that:

(1) Wm ⊂ Γm;
(2) Γm is contained in the closure of Wm;
(3) Disc (Tm)− Tm is an open set.

The problem of characterizing the set Wm can be viewed from the point
of view of measure theory by characterizing the set of “moment” sequences
x1, . . . , xm, where

(7.4) xj =
∫
R
tj dν(t)

for some Borel probability measure ν on R. However, we shall give a geo-
metric solution to the problem as originally stated.

Lemma 7.3. The closure of the interior of Wm is Γm.

Proof. First, we show that Wm is contained in Γm. Let (ξ1, ξ2, . . . , ξm) be a
vector in Rm and suppose

(7.5)
m∑
j=1

ξj t
j ≥ 0 for all t ∈ R.

Let (x1, x2, . . . , xm) ∈ Wm. Then there exists u ∈ Cα([0, 2π]) such that

(7.6) xj =
1

2π

∫ 2π

0

[u(eıθ)]j dθ

for 1 ≤ j ≤ m. But then
m∑
j=1

ξjxj =
m∑
j=1

ξj

[
1

2π

∫ 2π

0

[u(eıθ)]j dθ
]

(7.7)

=
1

2π

∫ 2π

0

 m∑
j=1

ξj[u(eıθ)]j
 dθ

≥ 0.

This shows that

(7.8) Wm ⊂ Γm.
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To study the reverse inclusion, let (x1, x2, . . . , xm) be a point in Γm. Then
there are real numbers t1, . . . , tn and strictly positive numbers λ1, . . . , λn
such that

(7.9 a)
n∑
k=1

λk = 1

and

(7.9 b)
n∑
k=1

λkt
j
k = xj for 1 ≤ j ≤ m.

Divide the interval [0, 2π] into n subintervals {Ik} with the length of Ik
equaling 2πλk. Set

(7.10) u0(t) = tk for t ∈ Ik.
Note that

(7.11)
∫ 2π

0

[u0(t)]j dt =
n∑
k=1

λk t
j
k = xj.

The function u0 is not in the class Cα unless n = 1. However since we can
approximate u0 in the Lm norm by smooth functions, and since the Hilbert
transform is continuous in Lm, the point (x1, . . . , xm) is in the closure of
Wm. This establishes Lemma 7.3 and completes the proof of the first two
parts of Theorem 7.2.

To establish the third part of Theorem 7.2, we compute the differential of
the mapping F : Cα → Rm given by

(7.12) F (u) =
(

1
2π

∫ 2π

0

u(t) dt,
1

2π

∫ 2π

0

[u(t)]2 dt, . . . ,
1

2π

∫ 2π

0

[u(t)]m dt
)
.

The differential of F is given by

DFu(h)
(7.13)

=
(

1
2π

∫ 2π

0

h(t) dt,
1

2π

∫ 2π

0

2u(t)h(t) dt, . . . ,
1

2π

∫ 2π

0

mu(t)m−1h(t) dt
)
.

If this is not a surjective map, then there exists (ξ1, . . . , ξm) ∈ Rm so that

(7.14)
∫ 2π

0

 m∑
j=1

j ξj u(t)j−1

 h(t) dt = 0
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for all h of small Cα norm. This implies that

(7.15)
m∑
j=1

j ξj u(t)j−1 ≡ 0

for all t, and hence the function u takes on only the finite number of val-
ues given by the roots of the polynomial p(x) =

∑m
j=1 j ξjx

j−1. Since u is
continuous, this can only happen if u is the constant function given by the
average value of the function u over the interval 0 ≤ t ≤ 2π. In this case,
the resulting analytic disc is a constant whose point image is contained in
Tm. Therefore, Disc(Tm)− Tm is open, as desired.

8. The Polynomial Hull of Rm.

Recall that Rm is defined as

Rm = {(w, z1, . . . , zm) ∈ Cm+1
∣∣<(zj) = |w|2j, 1 ≤ j ≤ m}.

The main theorem of this section essentially states that the closure of the
disc set of Rm is convex in the normal variables, z1, . . . , zm and logarithmi-
cally convex in the tangential variable, w.

Theorem 8.1. Suppose w1, . . . , wL ∈ C and 0 ≤ λ1, . . . , λL ≤ 1 with∑L
j=1 λj = 1. Then the point L∏

j=1

w
λj
j ,

L∑
j=1

λj|wj|2 + ıy1, . . . ,
L∑
j=1

λj|wj|2m + ıym

 ∈ Cm+1

belongs to the closure of the disc set of Rm.

Note that with w1 = 0 and λ1 = 0, the theorem implies that the slice of
the disc set over the origin contains the slice of the convex hull of Rm which
lies over the origin.

Proof. We first consider the case when one of the wj, say w1, is zero.
Define M : Cα[0, 1]→ R× Rm by

(8.1) M(u) =
(

0,
∫ 1

0

(u(t))2 dt, . . . ,

∫ 1

0

(u(t))2m dt

)
.

Here Cα[0, 1] denotes the space of real valued functions satisfying a Hölder
condition of order α. Since the defining equations for Rm are independent
of Imzj = yj, 1 ≤ j ≤ m, it suffices to show that any point of the form

(8.2) q =

0,
L∑
j=1

λj|wj|2, . . . ,
L∑
j=1

λj|wj|2m
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can be approximated by M(g) where g = |f | and f is the boundary values
(on the unit circle) of an analytic function that vanishes at the origin. To
do this, we first repeat the arguments of Section 7 to show that q can be ap-
proximated by M(u) for an appropriate u ∈ Cα[0, 1]. Next we approximate
u in the L2m[0, 1] norm by real-valued trigonometric polynomials of the form

(8.3) uN(t) =
N∑

n=−N
ane

2πınt.

By writing u2k − u2k
N as (u − uN)P2k−1(u, uN) where P2k−1 is a polynomial

of degree 2k − 1, and then using Hölder’s inequality, we obtain

(8.4)
∫ 1

0

(u(t))2k − (uN(t))2k dt ≤ ||u− uN ||L2k ||Pk(u, uN)||
L

2k
2k−1

.

Since k ≤ m and uN is bounded in L2m norm, we see that M(uN) approxi-
mates M(u). Next, let

(8.5) FN(ζ) = ζN+1
N∑

n=−N
anζ

n.

Clearly, FN is holomorphic on the unit disc and FN(ζ = 0) = 0. Let
gN(t) = |FN(e2πıt)|. Since M(gN) = M(uN), the point q, given above,
is approximated by M(gN), and gN is the boundary values of the modulus
of the analytic function, FN , which vanishes at the origin. Therefore, q is
approximated by the center of the resulting analytic disc with boundary in
M .

Now we consider the case where all the wj are nonzero. Let tj = |wj|.
As in Section 7, divide the interval 0 ≤ t ≤ 1 into disjoint subintervals Ij
of length λj. Define the step function u to have value tj on the interval Ij.
Then

(8.6)
∫ 1

0

u(t)2k dt =
L∑
j=1

λjt
2k
j .

Let an be the nth Fourier coefficient of the function log(u):

(8.7) an =
∫ 1

0

log(u(t))e−2πınt dt,

and consider the following polynomial

(8.8) fN(ζ) = a0 +
N∑
n=1

anζ
n.
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Note that RefN(e2πıt) converges to ln(u(t)) in the Lp norm for any p <∞.
Let α be an argument of

∏L
j=1w

λj
j . Define

(8.9) FN(ζ) = exp[ıα+ fN(ζ)].

Note that
∫ 1

0 (u(t))2k dt is approximated by

(8.10)
∫ 1

0

|FN(e2πıt)|2k dt =
∫ 1

0

exp(2kReFN(e2πıt)) dt.

Also note that FN(ζ = 0) = eıα+a0 which by the formula for a0 is

(8.11) exp
(
ıα+

∫ 1

0

ln(u(t)) dt
)

= exp

ıα+
L∑
j=1

λj ln(tj)

 =
L∏
j=1

w
λj
j .

Therefore, the point

(8.12) q =

 L∏
j=1

w
λj
j ,

L∑
j=1

λj|wj|2, . . . ,
L∑
j=1

λj|wj|2m


is approximated (as N → ∞) by the center of the analytic disc that is
generated by the analytic function fN . This completes the proof of the
theorem.

9. Discs for the Free Model Fm.

Recall that Fm is defined as Fm = {(z,W ) ∈ C × MC
m| <(W ) = Φ0(z)}.

Thus, analytic discs, A = (f, g) : D → C ×MC
m for Fm must satisfy the

equation

(9.1) <(g(ζ)) = Φ0(f(ζ)) for |ζ| = 1.

Written out in components, this equation becomes

(9.2)
gjk(ζ) + gkj(ζ)

2
= f(ζ)jf(ζ)

k
.

This equation determines the boundary values of <(g) on the unit circle. Via
the Hilbert transform, this equation also determines the boundary values of
=(g) up to a constant matrix Y ∈ Hm. Note that the matrices Re(g) and
Im(g) are related to <(g) and =(g) via the complex linear map Q defined
in Section 4.3. Therefore, the Hilbert transform used here is the traditional
Hilbert transform factored through the map Q.
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As with Tm and Rm, we are interested in the disc set of Fm. By the
Poisson formula, the value of the analytic disc A at the origin is given by

(9.3) A(ζ = 0) = (f(0), Φ̃0(f) + ıY )

where the j, kth entry of the Hermitian matrix Φ̃0(f) is the term

(9.4) Φjk(f) =
1

2π

∫ 2π

0

f(eıθ)jf(eıθ)
k
dθ.

In this section, we examine the slice of the disc set of Fm which lies in
the normal space to Fm at the origin. Using the group action for Fm, one
can then obtain information about the disc set near other points of Fm. In
order for the point A(ζ = 0) to belong to the normal space to Fm above the
origin, we must have f(0) = 0 and Y = 0. Thus, the subset of the normal
space to Fm above the origin swept out by centers of analytic discs of class
Cα with boundaries in Fm is the set

(9.5)
V0
m = {X ∈ Hm

∣∣ there exists a holomorphic function f with boundary

values of class Cα and f(0) = 0 such that X = Φ̃0(f)}.
We must try to characterize the “moment” matricies [Φjk(f)], 1 ≤ j, k ≤ m,
where

(9.6) Φjk(f) =
1

2π

∫ 2π

0

f(eıθ)jf(eıθ)
k
dθ,

where f is the boundary values of a holomorphic function in the unit disc D
with f(0) = 0.

This extra condition on the measure restricts the range of the moment
matrices. First, note from Schwarz’ inequality that

(9.7)
m∑

j,k=1

Φjk(f)ξjξk =
1

2π

∫ 2π

0

∣∣∣∣∣∣
m∑
j=1

ξj f(eıθ)j
∣∣∣∣∣∣
2

dθ ≤ |ξ|2
m∑
j=1

Φjj(f).

This inequality states that the norm of the moment matricies for the mani-
fold Fm is dominated “from above” by the norm of the moment matricies for
the radial case. The interesting fact, displayed by the next theorem (when
p = 2), is that the above inequality can be reversed (up to a uniform con-
stant factor). Therefore, the moment matrix for the free case is controlled,
from above and below, by the moment matrix for the radial case. As we
shall see, this theorem will imply that the range of the moment matrices for
Fm is smaller than the convex hull of Fm.
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Even though p = 2 is the main case of interest we state and prove the
following theorem for any 0 < p <∞.

Theorem 9.1. Let 0 < p <∞ and let n be a positive integer. Then there
is a positive constant c(p, n) so that if f ∈ Hpn and if (ξ1, . . . , ξn) ∈ Cn,
then ∫ 2π

0

∣∣∣∣∣∣
n∑
j=1

ξjf(eıθ)j
∣∣∣∣∣∣
p

dθ ≥ ε(p, n)
n∑
j=1

|ξj|p
∫ 2π

0

|f(eıθ)|pj dθ.

Here, the space Hq refers to the space of analytic functions on the disc in
the Hardy space with exponent q.

We introduce the following notation. Let g be an entire function such that
g(0) = 0. For λ > 0 set

(9.8) Σ(g, λ) = {ζ ∈ C | |g(ζ)| < λ},

and let Σ0(g, λ) be the connected component of Σ(g, λ) containing the origin.

Lemma 9.2. There is a constant Cn so that if P (ζ) =
∑n
j=1 ajζ

j is a
polynomial of degree n vanishing at the origin, then for all λ > 0,

Σ0(P, λ) ⊂ {ζ ∈ C | |ζ| < Cn µP (λ)}

where µP (λ) > 0 satisfies

n∑
j=1

|aj|µP (λ)j = λ.

Proof. Given the polynomial P and λ > 0, let Q(w) = 1
λ
P (µP (λ)w) so that

P (ζ) = λQ
(

ζ
µP (λ)

)
. Then

(9.9) Σ0(P, λ) = µP (λ) Σ0(Q, 1).

Thus it suffices to show that if Q(w) =
∑n
j=1 bjw

j is a polynomial of degree
n vanishing at the origin, with

∑n
j=1 |bj| = 1, then Σ0(Q, 1) is contained in

a fixed disc independent of Q.
Let A = sup |ζ| where the supremum is taken over Σ0(Q, 1). Then we can

find a curve in the complex plane going from the origin to a point ζn with
|ζn| = A, with the property that |Q| ≤ 1 along this curve. Hence we can
find points ζ1, ζ2, . . . , ζn such that

(1) |Q(ζj)| ≤ 1 for all j;
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(2) |ζj| = jA
n

for all j;
(3) |ζj − ζk| ≥ 1

n
A for j 6= k.

Now view the equations

(9.10) Q(ζk) =
n∑
j=1

bj(ζk)j, 1 ≤ k ≤ n

as a system of n linear equations in the n unknowns {b1, . . . , bn}. Using
Cramer’s rule, we see that bj = Dj/D0 where

(9.11) D0 =

∣∣∣∣∣∣∣∣∣∣
ζ1 ζ

2
1 · · · ζk1 · · · ζn1

ζ2 ζ
2
2 · · · ζk2 · · · ζn1

...
...

. . .
...

. . .
...

ζn ζ
2
n · · · ζkn · · · ζnn

∣∣∣∣∣∣∣∣∣∣
and Dj is obtained from D0 by replacing the ζjk in the jth column by Q(ζk).
We obtain a bound

(9.12) |Dj| ≤ CnA
n(n+1)

2 −j

while the Vandermonde determinant shows that

(9.13) |D0| ≥ cnA
n(n+1)

2 .

Since
∑n
j=1 |bj| = 1, this gives us a bound from above on A and proves

Lemma 9.2

We now turn back to the proof of Theorem 9.1. For a function F holo-
morphic in the unit disc D, we let

(9.14) NF (eıθ) = sup
Γθ

|F (z)|

where Γθ is a nontangential approach region to the boundary point eıθ.
Recall the theorem of Burkholder, Gundy, and Silverstein which says that
for F ∈ Hp(D),

(9.15)
∫ 2π

0

|F (eıθ)|p dθ ≈
∫ 2π

0

|NF (eıθ)|p dθ

for 0 < p <∞.
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Let f be holomorphic in a neighborhood of the closed unit disc, with
f(0) = 0, and let {ξ1, . . . , ξn} ∈ Cn. Put F (z) =

∑n
j=1 ξj f(z)j. Then

∫ 2π

0

∣∣∣∣∣∣
n∑
j=1

ξj f(eıθ)j
∣∣∣∣∣∣
p

dθ =
∫ 2π

0

|F (eıθ)|p dθ

(9.16)

≥ cp
∫ 2π

0

|NF (eıθ)|p dθ

= cp p

∫ ∞
0

λp−1m{θ ∣∣ |NF (eıθ)| > λ} dλ.

Put

(9.17) Eλ = {eıθ ∣∣ |NF (eıθ)| > λ}.

Then Eλ is a countable union of open intervals on the unit circle. Let Tλ
be the union of the “tents” over these intervals, and let Wλ = D\Tλ. Then
|F (z)| ≤ λ z ∈ Wλ. Put P (ζ) =

∑n
j=1 ξj ζ

j, so that F (z) = P (f(z)). Thus
for z ∈ Wλ, |P (f(z))| ≤ λ, and since Wλ is connected and f(0) = 0, it
follows that f(z) ∈ Σ0(P, λ). By the lemma, it follows that

(9.18) |f(z)| ≤ CnµP (λ) for z ∈Wλ.

Hence

(9.19) {eıθ ∣∣ |NF (eıθ)| > λ} ⊃ {eıθ ∣∣ |Nf(eıθ)| > Cn µP (λ)}.

It follows that
(9.20)∫ 2π

0

∣∣∣∣∣∣
n∑
j=1

ξj f(eıθ)j
∣∣∣∣∣∣
p

dθ ≥ p cp
∫ ∞

0

λp−1m{eıθ ∣∣ |Nf(eıθ)| > CnµP (λ)} dλ.

In this last integral, make the change of variables λ =
∑n
j=1 |ξj|( s

Cn
)j so

that µP (λ) = s
Cn

. It follows that
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∫ 2π

0

∣∣∣∣∣∣
n∑
j=1

ξj f(eıθ)j
∣∣∣∣∣∣
p

dθ ≥ c(p, n)
∫ ∞

0

 n∑
j=1

|ξj|sj
pm{θ ∣∣Nf(eıθ) > s}ds

s

(9.21)

≥ c(p, n)
n∑
j=1

|ξj|p
∫ ∞

0

spj−1m{θ ∣∣Nf(eıθ) > s} ds

= c(p, n)
n∑
j=1

|ξj|p
∫ 2π

0

|Nf(eıθ)|pj dθ

≈ c(p, n)
n∑
j=1

|ξj|p
∫ 2π

0

|f(eıθ)|pj dθ.

This completes the proof of the theorem.

We conclude with two examples. The first example shows that the con-
clusions of Theorem 9.1 are not true if f is not the boundary values of a
holomorphic function. The second example shows that Theorem 9.1 implies
that the disc set of Fm is strictly smaller than its convex hull.

Example 9.3. Set

fn(x) =

{
α, for 0 ≤ x ≤ 1

n

− α
n−1

, for 1
n
< x ≤ 1.

Then ∫ 1

0

fn(x) dx = 0.

Put ξ1 = α, and ξ2 = −1. Then an easy computation shows that∫ 1

0

|ξ1 f(x) + ξ2 f(x)2|2 dx ≈ α4

n2

while

|ξ1|2
∫ 1

0

|f(x)|2 dx+ |ξ2|2
∫ 1

0

|f(x)|4 dx ≈ α4

n
.

As n gets large, it is clear that the conclusions of Theorem 9.1 are not true
for this function f (which, of course, is not holomorphic).

Example 9.4. We show that the disc set of U2 is strictly smaller than the
convex hull of U2. We define Φ : C→ U2 by

Φ(z) =

(
|z|2 zz2

z2z |z|4
)
.
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We letM ε be the convex combination λεΦ(ε)+(1−λε)Φ(−1
ε

), where λε = 1
ε2+1

(so (0,M ε) belongs to the convex hull of U2). Let mε
jk denote the j, kth entry

of M ε. After a computation, we have

2∑
j,k=1

mε
jkξjξk

=
[
(1 + ε2)|ξ1|2 + 2Re

{(
ε3 − 1

ε

)
ξ1ξ2

}
+
(
ε4 +

1
ε2

)
|ξ2|2

]
(1 + ε2)−1

and
2∑
j=1

mε
jj|ξj|2 =

[
(1 + ε2)|ξ1|2 +

(
ε4 +

1
ε2

)
|ξ2|2

]
(1 + ε2)−1.

If mε
jk = Φjk(f) for some analytic function f with Cα boundary values, then

Theorem 9.1 implies

2∑
j,k=1

mε
jkξjξk ≥ c

2∑
j=1

mε
jj|ξj|2

where c is a uniform positive constant. Set ξ1 = 1
ε

and ξ2 = 1. Then∑2
j,k=1m

ε
jkξjξk stays bounded in ε for 0 < ε < 1, whereas

∑2
j=1m

ε
jj|ξj|2 ≈ 1

ε2
.

This contradicts the above inequality when ε is small. Thus, for ε sufficiently
small, mε

jk cannot be written as Φjk(f) for an analytic function f with Cα

boundary values.
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Corrections of errors in the paper version: There were two equations (2.9)
in the paper version. Both equation numbers have been removed. There were
also two equations (6.7). The second has been changed to (6.11).


