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REFINED ANISOTROPIC K-TYPES AND SUPERCUSPIDAL
REPRESENTATIONS

Jeffrey D. Adler

Let F be a nonarchimedean local field, and G a connected
reductive group defined over F . We classify the representa-
tions of G(F ) that contain any anisotropic unrefined minimal
K-type satisfying a certain tameness condition. We show that
these representations are induced from compact (mod center)
subgroups, and we construct corresponding refined minimal
K-types.

0. Introduction.

Let G be any connected reductive group defined over a nonarchimedean
local field F of residual characteristic p. Under some tameness assumptions
on G, we construct families of positive-depth supercuspidal representations
of G = G(F ). In particular, we classify (§2.7) the representations of G
that contain any anisotropic unrefined minimal K-type (in the sense of Moy-
Prasad [28]) that satisfies a tameness condition. These representations are
induced (§2.5), and from the inducing data (§2.6) we construct corresponding
refined minimal K-types (§2.8), which are just types in the sense of Bushnell-
Kutzko [4].

One feature of this construction is that the resulting families of represen-
tations need not be associated to maximal anisotropic tori. Instead, they
may arise from centralizers of singular anisotropic elements, or, depending
on one’s point of view, certain non-maximal anisotropic tori (those that have
compact centralizers). Such “singular” supercuspidal representations are im-
plicit in the work of Moy [24, 26] and Jabon [17] on U(2, 1) and GSp4, but
this is apparently the first general construction that produces them. (An-
other construction, using a different approach, is due to Kim [19].)

Otherwise, the families that arise here are analogous to those constructed
by Carayol [5] for GLn, those that arise from generic characters in the
Howe construction [13] for GLn, and those that arise from “cuspidal data
of rank 1” (and sometimes higher rank) in the work of Morris on clas-
sical groups [21, 22, 23]. They also include the families constructed by
Gérardin [10] for Chevalley groups.
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Many of the methods that we use are analogous to those used by Howe
in [14] and by Moy in [26]. However, some effort is required to make them
work in a more general context. The first ingredient required is a set of
filtrations, both on the parahoric subgroups and on the Lie algebra. This
is provided by Moy and Prasad [27]. For every point x in the Bruhat-Tits
building B of G, Moy and Prasad define a parahoric subgroup Gx, a filtration
{Gx,r}r≥0 of Gx, and filtrations {gx,r}r∈R and {g∗x,r}r∈R of the Lie algebra g
and its dual g∗. In §1.4, we describe these filtrations (while renormalizing
their indexing, following [30]) and show that they are compatible with Galois
descent, a fact that we will use often. One consequence is that the filtrations
(though not the parahoric subgroups) could have been defined in terms of
split (rather than quasi-split) groups and Galois descent.

In order to pass from the Lie algebra to the group, we need a substitute for
the exponential map. When G = GLn, one can use the map X 7−→ 1 +X;
for symplectic, orthogonal, and unitary groups, one can use the Cayley trans-
form. More generally, for each x ∈ B we define a non-canonical, filtration-
preserving, “mock exponential” function

ϕx : gx,0+ −→ Gx,0+

(a “+” on an index has the effect of adding a small positive number to it)
having most of the useful properties of the map X 7−→ 1 +X. This is carried
out in §§1.5–1.6, using preliminary work in §§1.2–1.3. One property that is
lacking is G-invariance, but this is not necessary for the present application.

In the setup of Moy and Prasad [27], there is a correspondence between
the characters of Gx,r/Gx,r+ and the cosets in g∗x,−r/g

∗
x,(−r)+ . A similar fact

is true for characters of certain other subquotients of Gx, and the precise
statement is given in §1.7.

Admissible representations of G having positive depth should typically
be associated to representations of certain other groups, which often arise
as centralizer subgroups of G. In §1.9, we show that the Moy-Prasad fil-
trations and the mock exponential maps are compatible with restriction to
such subgroups.

All of the constructions in §1 are independent of the choice of nonar-
chimedean local field F , reductive group G, and point x ∈ B. They should
have wider uses than the ones to which we put them here.

Under some hypotheses on the residual characteristic p of F , one can
construct [2] a nondenegerate, symmetric, bilinear form B on g, related to
the Killing form, such that the corresponding identification of g with its dual
also identifies each gx,r with g∗x,r. We state the necessary hypotheses in §2.1,
and freely make this identification thereafter.

Our constructions work for certain unrefined minimal K-types, which we
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call “good.” Roughly, a K-type is good if, over some tame field extension, it
looks like it is contained in a principal series representation. The precise def-
inition appears in §2.2. While the typical unrefined minimal K-type need not
be good, there is reason to believe that, in the absence of wild ramification,
all irreducible smooth representations of G of positive depth contain good
K-types. This is certainly the case for representations of GLn [14, 15, 16],
GSp4 [26], U(2, 1) [24], and division algebras [9]; the supercuspidals con-
structed by Gérardin [10] and (apparently) by Morris [21, 22, 23] and
Kim [19]; and principal series representations, at least under some hypothe-
ses on p [32]. Thus, restricting our attention to good K-types is probably no
more serious than ignoring wild ramification.

For any representation ρ of a compact open subgroup of G, one can con-
sider the Hecke algebra H(G, ρ) of locally constant, compactly supported,
ρ∨-spherical functions from G to EndC(ρ∨). (Here, ρ∨ is the contragredient
of ρ.) There is a correspondence between the set of irreducible smooth rep-
resentations of G containing ρ and the set of simple modules over H(G, ρ).
(See [26, §3] or [3, §4.2.5].) If ρ is chosen carefully, then H(G, ρ) is isomor-
phic (or Morita equivalent), to another Hecke algebra H(M,ρ′), where M
has smaller semisimple rank than G. In our case, the algebras themselves
are very easy to describe after a few general results have been established.

First, if ρ is a character arising from §1.7, and Υ is the corresponding
coset in g∗, then the support of H(G, ρ) consists of all g ∈ G such that
Ad∗(g)Υ meets Υ. This result previously appeared in [14], though in a more
specialized context. The mock exponential map’s properties are just good
enough that the usual proof carries over to the present level of generality;
for completeness, the details are included in §1.8.

Second, under certain hypotheses on p, one can compute the support of
H(G, ρ) explicitly, and one can describe the transfer group M as an explicit
centralizer. This is carried out in §§2.2–2.3.

These results are enough to establish a correspondence between the rep-
resentations of G that we are considering and certain representations of M .
All of the former are induced from open, compact mod center subgroups of
G. In §2.6, we describe the inducing data more or less explicitly.

We have been careful to include the case where M is not a torus. The rep-
resentations that then arise from characters of M are what Moy calls “singu-
lar” supercuspidals. In §3, we show that singular supercuspidals exist when-
ever G is any symplectic or orthogonal group (with a few low-dimensional
exceptions), or the exceptional Chevalley group of type G2. They also exist
for U(2, 1), and probably for all higher-rank unitary groups as well.

It is possible to gather some information about the characters of the super-
cuspidal representations that we construct here. For example, using methods
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of Murnaghan [29] and this paper, one can show that, in a large region, such
a character is a scalar multiple of the Fourier transform of a certain elliptic
orbital integral. We pursue this matter elsewhere [1]. Moreover, one can
obtain a vanishing result by refining methods of Kutzko [20].

This paper was originally my doctoral dissertation, written under the
supervision of Paul Sally. Allen Moy pointed out to me the existence of sin-
gular supercuspidal representations, suggested that I construct some for G2,
and provided me with helpful advice at several points. I have also benefited
from conversations with Robert Kottwitz and Gopal Prasad, and also Philip
Kutzko, Alan Roche (who showed me an early draft of [32]), and Stephen
DeBacker.

It is a pleasure to thank all of these people.

1. Structure theory.

1.1. Notation. The following is in force everywhere except in §1.2 and §1.3.
Let F be a non-archimedean local field of residual characteristic p, and

$ a uniformizing element for F . Let ν be a valuation of F , normalized so
that ν($) = 1. Let K be a maximal unramified extension of F . Given any
abstract algebraic extension E of F , we may (and will) assume that E and
K lie in a common algebraic closure. The valuation ν on F has a unique
extension to E, which we will also denote by ν. Let OE denote the ring of
integers in E, and O = OF .

Let G be a connected reductive group defined over F , and G = G(F )
its group of F -points. Let g = Lie(G), and let g∗ be the dual of g. For
any E/F , denote the corresponding group, algebra, and space of E-points
by G(E), g(E), and g∗(E), respectively. Let B(G, E) be the Bruhat-Tits
building of G(E). We will write B for B(G, F ). For any maximal E-split
F -torus T ⊂ G(E), let A(T(E)) denote the apartment of T(E) in B(G, E).
If x ∈ A(T(E)) ∩ B, then we will abuse notation and write x ∈ A(T(F )).

To any point x ∈ B(G,K), Moy and Prasad [28] associate a parahoric
subgroup G(K)x of G(K) and a filtration G(K)x,r (r ∈ R≥0). One also has
filtrations g(K)x,r and g∗(K)x,r (r ∈ R) on the Lie algebra and its dual.
These groups and lattices are briefly described in §1.4.

Given any E-split torus S ⊂ G (maximal or not) and any b in the root
system Φ(G,S) of S, let Ub ⊂ G denote the corresponding root group, and
ub ⊂ g the corresponding root space. These are all defined over E. When-
ever we denote an algebraic F -group by a boldface letter, the corresponding
lightface letter will generally denote the group of F -points. A similar con-
vention will hold for Lie algebras.

For any group H, let DH denote its derived group. Similarly, Dh denotes
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the derived algebra of the Lie algebra h. Denote the centers of H and h by
ZH and Zh, respectively. Let Ĥdenote the group of complex characters of
H. For any group elements a and b, let Int(a)b = aba−1 and [a, b] = aba−1b−1.

Let Ad denote the adjoint and coadjoint actions of G on g and g∗, respec-
tively. We will often write gX instead of Ad(g)X.

Fix a nontrivial additive character Λ of F with conductor $O. For any
F ⊂ E ⊂ K and any lattice L ⊂ g(E), let L• = {X ∈ g∗(E)|X(L) ⊂ $OE}.
1.2. Review of Chevalley groups. For this section only, let F be an ar-
bitrary field, and G the group of F -points of a split group G defined over
F . Let T be a maximal F -split torus in G, and let X∗(T) and X∗(T) de-
note the lattices of rational characters and cocharacters of T, respectively. If
b∨ ∈ X∗(T) and c ∈ X∗(T), then the composition c ◦ b∨ is an F -algebraic ho-
momorphism GL1 −→ GL1, which must have the form x 7−→ x〈b

∨,c〉, where
〈b∨, c〉 is some integer. We thus have a natural, nondegenerate, Z-bilinear
form X∗(T)⊗X∗(T) −→ Z. Let Φ = Φ(G,T) ⊂ X∗(T) be the root system
of T, and let ∆ be a system of simple roots in Φ. Let T = T(F ), and let
Add denote the algebraic group whose group of F -points is just the additive
group of F .

The following are summaries or easy corollaries of results contained in [6].

Proposition 1.2.1. For each b ∈ Φ, g contains elements Hb and Eb such
that {

Hb

∣∣ b ∈ ∆
} ∪ {Eb ∣∣ b ∈ Φ

}
is a basis for g if G is semisimple; and for all roots b and c,

[Hb, Hc] = 0

[Hb, Ec] = 〈b∨, c〉Ec

[Eb, Ec] =


Nb,cEb+c if b+ c ∈ Φ,
Hb if c = −b,
0 otherwise,

where each Nb,c is an integer.

Call such a set a Chevalley basis. There can be many choices for the Eb,
leading to different values of the constants Nb,c. Let us fix a choice. Note
that for all H ∈ Lie(T), [H,Ec] = dc(H) ·Ec, where dc is the derivative of c.

Proposition 1.2.2. For each b ∈ Φ, there exists a unique map eb :Add−→
G such that deb(1) = Eb. Define a map b∨ : GL1 −→ G, by b∨(λ) =
wb(λ)wb(1)−1, where wb(λ) = eb(λ)e−b(−λ−1)eb(λ). Then b∨ is the coroot
of T corresponding to b, and db∨(1) = Hb.
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When b ∈ X∗(T)rΦ, let eb denote the trivial map Add −→ G. When
b+ c is not a root, let Nb,c = 0. For all b, c ∈ Φ and all positive i ∈ Z, let

Mb,c;i =
1
i!
·Nb,cNb,b+c · · ·Nb,(i−1)b+c,

and let Mb,c;0 = 1.

Proposition 1.2.3. Let b, c ∈ Φ be linearly independent. Then

[eb(λ), ec(µ)] =
∏
i,j>0

eib+jc(Ci,j;b,c λiµj)

where the product is taken in increasing order of the roots, the Ci,j;b,c are
integers, and

Ci,1;b,c = Mb,c;i

C1,j;b,c = (−1)jMc,b;j.

In particular, C1,1;b,c = Nb,c.

Proposition 1.2.4. For any b ∈ Φ and any t ∈ T ,

[t, eb(µ)] = eb(b(t)µ− µ).

Proposition 1.2.5. The adjoint representation is determined by the fol-
lowing formulas:

Ad(eb(λ))Ec =


Eb if c = b,

E−b + λHb − λ2Eb if c = −b,∑
i≥0Mb,c;iλ

iEib+c if c 6= ±b
Ad(t)Ec = c(t)Ec

Ad(eb(λ))H = H − db(H)λEb
Ad(t)H = H

for all H ∈ Lie(T ) and all t ∈ T .

1.3. Some homeomorphisms between filtered groups. Let A = A1

and B = B1 be groups, and let {Ai}i∈N and {Bi}i∈N be filtrations by normal
subgroups, such that

⋂
i∈NAi and

⋂
i∈NBi are trivial. Give each A/Ai and

B/Bi the discrete topology, and give A and B the inverse limit topology.
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Let f : N −→ N be an increasing function such that f(i) > i for all i ∈ N.
Suppose we have a collection of isomorphisms

ϕi,j : Ai/Aj
∼−→ Bi/Bj

for all 1 ≤ i ≤ j ≤ f(i); moreover, suppose that these maps are compatible
with each other, in the sense that for all 1 ≤ i ≤ i′ ≤ j′ ≤ j ≤ f(i),

ϕi,j(aAj) ≡ ϕi′,j′(aAj′) mod Bj′

for all a ∈ Ai′ .
For each quotient Ai/Ai+1, choose a set Xi of coset representatives. We

will always let the identity element represent the identity coset. For each
a ∈ Xi, choose an element ϕ(a) in the coset ϕi,f(i)(aAf(i)). (When a is
the identity, choose ϕ(a) to be the identity in B.) Any element of Ar can
be written uniquely in the form a =

∏∞
i=r ai, where ai ∈ Xi. Similarly for

elements of Br.
Using these choices, define a function ϕ : A −→ B by

ϕ

(∏
i∈N

ai

)
=
∏
i∈N

ϕ(ai).

Proposition 1.3.1. The function ϕ : A −→ B is a homeomorphism com-
patible with the collection {ϕi,j}.
Proof. By construction, ϕ is compatible with each ϕi,j. In particular, it
induces bijections on all successive quotients, and is therefore bijective. The
continuity of ϕ and its inverse is clear from the choice of topologies.

Proposition 1.3.2. Let x ∈ Ar, y ∈ As. Then

ϕ(xy) ≡ ϕ(x)ϕ(y) mod Bf(max(r,s))[Br, Bs].

Proof. Write x =
∏
xi and y =

∏
yi, where xi, yi ∈ Xi. Let t = max(r, s),

and write
x′ =

∏
r≤i<t

xi, y′ =
∏
s≤i<t

yi.

Note that x′ or y′ is trivial. Then

ϕ(x)ϕ(y) =
∏

ϕ(xi)
∏

ϕ(yi)

≡ ϕ(x′y′)
∏
i≥t

ϕ(xi)ϕ(yi) mod [Br, Bs]

≡ ϕ(x′y′)
∏
i≥t

ϕ(xiyi) mod Bf(t)

≡ ϕ(xy) mod Bf(t).
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This last step follows from the fact that ϕ(a′a) = ϕ(a′)ϕ(a) whenever a′ has
the form

∏
i<t ai, with ai ∈ Xi, and a ∈ At.

Remark 1.3.3. Not all {ϕi,j}-compatible homeomorphisms from A to B
arise in this way. For example, suppose that

A = A(1) · · ·A(n) and B = B(1) · · ·B(n),

where the factors have only trivial pairwise intersection. Each A(k) (resp.
B(k)) inherits a filtration from A (resp. B). Suppose that by restricting the
ϕi,j we obtain isomorphisms

ϕ
(k)
i,j : A(k)

i /A
(k)
j

∼−→ B
(k)
i /B

(k)
j

for all 1 ≤ i ≤ j ≤ f(i) and all 1 ≤ k ≤ n, and that for any k the
maps ϕ(k)

i,j are compatible with each other in the same sense as above. We
can form homeomorphisms ϕ(k) : A(k) −→ B(k) as above. Since A is the
topological direct product of the A(k), and similarly for B, we can form
the corresponding homeomorphism ϕ : A −→ B. This map depends on the
ordering of the factors in A and B. For any ordering, we get a map that is
compatible with all ϕi,j, and (1.3.2) still applies.

We will use this construction in §1.5.

1.4. Some properties of the Moy-Prasad filtrations. We start by giv-
ing a description of the filtrations similar to that given in [28]. Recall that
K is a maximal unramified extension of F , and let L/K be the splitting field
of G. Let S be a maximal K-split F -torus that contains a maximal F -split
torus. Let T be the centralizer of S in G. Then, since G(K) is quasi-split,
T is a maximal F -torus that splits over L. Let t ⊂ g be the Lie algebra of
T.

Let N be the normalizer of T. Then N(K) is also the normalizer of S(K)
in G(K). Let VL = X∗(T)⊗ZR, and let VK be the space of Gal(L/K)-fixed
points in VL. Let AL = A(T(L)). Then AK , the space of Galois-fixed points
in AL, is the apartment of S(K). These are affine spaces under VL and VK ,
respectively.

The parahoric subgroup of G(K) associated to x ∈ B(G,K) is denoted
G(K)x, and it can be characterized as the “mod $ connected component”
of the stabilizer of x under the action of G(K) on B(G,K). Let T(K)0 =
T(K) ∩G(K)x, where x is any element of A(S(K)). For each m > 0, we
have a compact open filtration subgroup

T(K)m = {t ∈ T(K) | ν(χ(t)− 1) ≥ m for all χ ∈ X∗(T)}
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of T(K). If x ∈ B, then these are all defined over F , and we let Tm denote
T ∩ T(K)m for m ≥ 0. The derivative of a character of T is a weight of t.
For each m ∈ R, we define a filtration sublattice t(K)m of t(K) by

t(K)m = {H ∈ t(K) | ν(dχ(H)) ≥ m for all χ ∈ X∗(T)}.
We have a map κ : T(K) −→ VK given by

〈χ, κ(t)〉 = −ν(χ(t)
)

for all χ ∈ X∗K(T). This map extends to a map from N(K) to the group of
affine transformations of AK .

Similarly, one obtains a map κL from N(L) to the affine transformations
of AL. The maps κ and κL are compatible in the sense that for n ∈ N(K),
κL(n) preserves AK in AL, and its restriction to AK is just κ(n).

Let b be a root in Φ(G,S), and let Ub = Ub(K). Given u ∈ Ub, the
set U−buU−b ∩ N(K) consists of one element, denoted m(u). Let α(b, u)
be the affine function on AK whose gradient is b and that vanishes on the
hyperplane fixed by the reflection κ

(
m(u)

)
. For any affine function ψ on AK

of gradient b, define

Uψ = {u ∈ Ub |u = 1 or α(b, u) ≥ ψ}.
One can also define a lattice uψ in the root space ub. See [27, §3.2] for details.

For r ≥ 0 and x ∈ AK , define G(K)x,r to be the group generated by
T(K)r and

{
Uψ
∣∣ ψ(x) ≥ r}. Then G(K)x,0 = G(K)x. For r ∈ R, let

g(K)x,r be the lattice in g(K) spanned by t(K)r and
{
uψ
∣∣ ψ(x) ≥ r}. Let

G(K)x,r+ =
⋃
s>r G(K)x,s and g(K)x,r+ =

⋃
s>r g(K)x,s.

For a general point x ∈ B(G,K), there exists g ∈ G(K) such that gx ∈
AK . Define G(K)x,r = Int(g−1)G(K)gx,r and g(K)x,r = Ad(g−1)g(K)gx,r.
These definitions do not depend on the choice of g or the initial choice of S.

Let g∗(K)x,r = g(K)•x,(−r)+ , and g∗(K)x,r+ =
⋃
s>r g

∗(K)x,s.
If x ∈ B(G, F ), then the groups and lattices above are all defined over F ,

and their F -point sets, which are just their fixed point sets under Gal(K/F ),
are denoted Gx,r, gx,r, etc.

Proposition 1.4.1. Let F ]/F be a finite extension, and let G] = G×FF ]

be G regarded as an F ]-group. Define G], g], etc., accordingly. Let e be the
ramification degree of F ] over F . Then for all r ∈ R and for all x ∈ B,

G]
x,r ∩Gx = Gx,r/e (r ≥ 0),

g]x,r ∩ g = gx,r/e,

g]∗x,r ∩ g∗ = g∗x,r/e.
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Proof. Let K] be the compositum F ]K. This is a maximal unramified ex-
tension of F ]. Since the filtration subgroups and sublattices were originally
defined via Galois descent from K and K], it will be sufficient to prove the
result with F and F ] replaced by K and K], respectively. Clearly, it is also
enough to consider the case where K] = L.

We will just prove the statement about the filtrations on the group; the
proofs for the statements about the Lie algebra and its dual will be similar,
but easier.

The filtration on T is clearly compatible with Galois descent in the desired
sense:

T ]r ∩ T = Tr/e, (r > 0).

Thus, it remains only to show that a similar fact is true for the affine root
groups. Let b ∈ Φ(G,S) be a K-root. Then b corresponds to a Gal(L/K)-
orbit {bi} of L-roots in Φ(G,T). Suppose first that b is not multipliable.
Then the root groups Ubi = Ubi(L) all commute with each other. Let u ∈ Ub.
Then u =

∏
ui, where ui lies in Ubi and the ui are all Galois conjugates of

each other. Since the ui commute with each other and with the U−bj (j 6= i),

U−buU−b ∩N(K) =
(∏

U−biuiU−bi
)Gal(L/K) ∩N(K)

=
∏(

U−biuiU−bi ∩N(L)
)
.

In other words, m(u) =
∏
m(ui). Let Hi ⊂ AL be the hyperplane fixed by

κ
(
m(ui)

)
, and let H ⊂ AK be the hyperplane fixed by κ

(
m(u)

)
. It is clear

that for each i, Hi ∩AK = H.
Let ψ be an affine function of gradient b on AK . Then ψ corresponds to

a Galois orbit {ψi} of affine functions of respective gradients bi on AL, all
of which agree with ψ on AK . Thus, α(bi, ui)|AK = α(b, u) for all i. This
implies that u ∈ Uψ if and only if each ui ∈ Uψi , which concludes our proof
for the case where b is not multipliable.

Now suppose that b is multipliable. Without loss of generality, we may
replace G by the group generated by Ub and U−b. From an examination
of the absolute Dynkin diagram of G, there exists an extension Kb/K in L
such that G(K) is isogenous to SU(3)L/Kb . An explicit SU(3) computation
completes the proof.

Proposition 1.4.2. For all x ∈ B and all r, s ∈ R,

[Gx,r, Gx,s] ⊆ Gx,r+s (r, s ≥ 0)

[gx,r, gx,s] ⊆ gx,r+s.
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Proof. This follows from 2.4, 2.7, and 2.20 in [31].

Proposition 1.4.3. For any positive r and any s ∈ R, the adjoint action
of G induces the trivial action of Gx,r on gx,s/gx,r+s.

Proof. From (1.4.1), we may assume that G is F -split. Let T be a max-
imal F -split torus such that x ∈ A(T ). The group Gx,r is generated by{
Uψ
∣∣ ψ(x) ≥ r} and Tr, so it is enough to see that each of these groups acts

trivially on gx,s/gx,r+s. This follows from (1.2.5).

1.5. A mock exponential map. Assume for the moment that G is F -split,
and let T ⊂ G be a maximal F -split torus. Let T = T(F ) and t = Lie(T ).
Choose an integral basis {χi} for the lattice X∗(T). Define a function

ϕT : t1 −→ T1

by
χi(ϕT (H)) = 1 + dχi(H) for all i.

Clearly, ϕT (tr) = Tr, so ϕT induces functions ϕT ;r,s : tr/ts −→ Tr/Ts for all
0 < r ≤ s. Moreover, ϕT ;r,s is an isomorphism if s ≤ 2r.

Lemma 1.5.1 If 0 < r ≤ s ≤ 2r, then ϕT ;r,s does not depend on the choice
of basis for X∗(T).

Proof. Define a map ϕ′T with respect to some other basis; choose an element
χ′ in this new basis. We can write χ′ =

∏
χaii , ai ∈ Z. Let H ∈ tr. Then

χ′(ϕT (H)) =
∏(

χi(ϕT (H))
)ai =

∏
(1 + dχi(H))ai

≡ 1 +
∑

aidχi(H) mod ($2r)

= 1 + dχ′(H)

= χ′(ϕ′T (H)).

Since the same is true for all χ′ ∈ X∗(T), ϕT (H) ≡ ϕ′T (H) mod T2r.

We will now extend ϕT to a larger domain in g.
Let Φ be the root system of G with respect to T. Choose a Chevalley basis

for g with respect to T , and denote it as in (1.2.1). For each b ∈ Φ, there
is a map expb : ub −→ Ub, defined by αEb 7−→ eb(α), which has the property
that

Int(t) expb(X) = expb(b(t)X)



12 JEFFREY D. ADLER

for all t ∈ T . This map is compatible with the filtrations on ub and Ub.
Choosing an ordering of the roots, we can paste all of these maps together

to get a map

ϕT :

(
t1 ⊕

⊕
b∈Φ

ub

)
−→ G

defined by
H +

∑
b∈Φ

Xb 7−→ ϕT (H)
∏
b∈Φ

expbXb,

where the order of the product is the order we have just chosen on Φ. Note
that, while this map is not defined on all of g, it is defined on gx,0+ for every
x in A(T ).

Concretely, we see that ϕT (αEb) = eb(α), and if ν(α) ≥ r > 0, then
ϕT (αHb) ≡ b∨(1 + α) mod Gx,2r.

For 0 < r ≤ s ≤ 2r, the induced maps ϕT,x;r,s : gx,r/gx,s −→ Gx,r/Gx,s

are isomorphisms which are independent of the ordering on Φ and the basis
for X∗(T). (In fact, we need only assume that 0 < r ≤ s ≤ (2 · r↑x)↑x, where
for any t ∈ R, t↑x = max

{
u
∣∣ gx,t = gx,u

}
. In the sequel, the assumption

0 < r ≤ s ≤ 2r may be similarly weakened wherever it occurs.) It will turn
out (1.6.6) that ϕT,x;r,s is independent of the choice of torus T such that
x ∈ A(T ).

More generally, for any nonempty subset S ⊂ A(T ), and any positive-
valued function f : S −→ R, let

GS,f =
⋂
x∈S

Gx,f(x), gS,f =
⋂
x∈S
gx,f(x).

If f ′ is another such function, and 0 < f ≤ f ′ ≤ 2f , then we have an
isomorphism

ϕT,S;f,f ′ : gS,f/gS,f ′ −→ GS,f/GS,f ′ .(1.5.2)

Now drop the assumption that G is F -split, let T ⊂ G be a maximal
F -torus, and let F ]/F be some finite Galois extension over which T splits.
Let e be the ramification degree of F ]/F . Then, as above, we can de-
fine a map ϕ]T from a subset of g] = g(F ]) into G] = G(F ]). For ev-
ery nonempty subset S ⊂ B ∩ A(T(F ])) and every positive-valued function
f : S −→ R, the group G]

S,ef and lattice g]S,ef are Gal(F ]/F )-invariant. If
f ′ is another such function, and 0 < f ≤ f ′ ≤ 2f , then the induced maps
ϕ]T,S;ef,ef ′ : g

]
S,ef/g

]
S,ef ′ −→ G]

S,ef/G
]
S,ef ′ are invariant under Gal(F ]/F ). It

follows from (1.4.1) that we get a map ϕT,S;f,f ′ : gS,f/gS,f ′ −→ GS,f/GS,f ′

which is independent of our choice of splitting field F ].
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For any x ∈ A(T(F ]))∩B, one can use the construction of §1.3 to define,
in a non-canonical way, a homeomorphism

ϕT,x : gx,0+ −→ Gx,0+

that is compatible with every ϕT,x;r,s. Since, as remarked before, the maps
ϕT,x;r,s will turn out to be independent of T, ϕT,x will also be independent
of T, though it will still depend on the choices made in §1.3.

1.6. Properties of the mock exponential map.

Remark 1.6.1. From the results of §1.4, several of the following proper-
ties of ϕT,x will follow from the special case where T is F -split. Moreover,
their validity will not depend on any of the choices that go into the definition
of ϕT,x from ϕT . Therefore, in proofs we will often be able to assume that
T is F -split and that ϕT,x is just the restriction of ϕT to gx,0+ .

Proposition 1.6.2. Let T ⊂ G be a maximal F -torus, and write ϕ =
ϕT,x, where x ∈ A(T ). Suppose Y ∈ gx,r and Z ∈ gx,s, with r, s > 0. Then

ϕ(Y )ϕ(Z) ≡ ϕ(Y + Z) mod Gx,r+s(1.6.2a)

[ϕ(Y ), ϕ(Z)] ≡ ϕ[Y, Z] mod Gx,r+s+min(r,s).(1.6.2b)

Proof. The first statement follows immediately from (1.3.2).
To prove the second statement, make the assumptions in (1.6.1). Choose

an ordering on Φ(G,T). Choose a Chevalley basis corresponding to T , and
adopt the notation of (1.2.1). The result is clearly true if Y and Z both lie
in t = Lie(T ), or both lie in some ub. If Y ∈ ub and Z ∈ u−b for some b ∈ Φ,
then the result follows from an SL(2) calculation.

Now suppose that Y = λEb ∈ uψ, Z = µEc ∈ uη, where λ, µ ∈ F ,
ψ(x) ≥ r, η(x) ≥ s, and b 6= ±c. Then [Y, Z] = Nb,cλµEb+c, while

[ϕ(Y ), ϕ(Z)] =
∏
i,j>0

eib+jc(Ci,j;b,c λiµj)

= eb+c(Nb,cλµ) · higher-order terms,

where the order of the product corresponds to the order chosen on Φ(G,T),
and the higher-order terms are∏

i,j>0
i>1 or j>1

eib+jc(Ci,j;b,cλiµj) ∈ U2ψ+η · Uψ+2η ⊂ Gx,r+s+min(r,s).
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Suppose that Y ∈ tr and Z = µEc. Then

[ϕ(Y ), ϕ(Z)] = [ϕ(Y ), ec(µ)]

= ec
(
c(ϕ(Y ))µ− µ) by (1.2.4)

≡ ec
(
(1 + dc(Y ))µ− µ) mod Gx,2r+s

= ec(µdc(Y ))

= ϕ(dc(Y )Z)

= ϕ([Y, Z]).

This completes the proof for the case where Y and Z are elements of t
or multiples of Chevalley basis elements. The general case now follows from
the fact that if Y1, . . . , Yn ∈ gx,r then

ϕ(Y1 + · · ·+ Yn) ≡ ϕ(Y1)ϕ(Y2) · · ·ϕ(Yn) mod Gx,2r

and
[Gx,2r, Gx,2s] ⊂ Gx,2r+2s ⊂ Gx,r+s+min(r,s).

Proposition 1.6.3. Let T ⊂ G be a maximal F -torus, and write ϕ =
ϕT,x, where x ∈ A(T ). Suppose r > 0, Y ∈ gx,r, and Z ∈ gx,s. Then

Ad(ϕ(Y ))Z ≡ Z + ad(Y )Z mod gx,2r+s.

Proof. Make the assumptions in (1.6.1). Pick a Chevalley basis, as in the
proof of (1.6.2). We begin by proving the proposition in the special case
where Y is an element of t = Lie(T ) or a scalar multiple of a basis element,
where we can exploit (1.2.5).

Suppose Y ∈ tr. Then the proposition certainly holds for Z ∈ t. If
Z = µEc with µ ∈ F , then

Ad(ϕ(Y ))Z = c(ϕ(Y ))µEc by (1.2.5)

≡ (1 + dc(Y ))µEc mod Gx,2r+s

= Z + dc(Y )Z

= Z + ad(Y )Z.

Now let Y = λEb. If Z ∈ ts, then

Ad(ϕ(Y ))Z = Ad(ec(λ))Z = Z − dc(Z)Y = Z + ad(Y )Z.

If Z is a multiple of Eb, then [Y, Z] = 0 and Ad(ϕ(Y ))Z = Z. If Z ∈ u−b,
then the result is an SL(2) calculation. If Z = µEc, with c 6= ±b, then

[Y, Z] = λµNb,cEb+c
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and
Ad(ϕ(Y ))Z =

∑
i≥0

Mb,c;iλ
iµEib+c,

where, in particular, Mb,c;0 = 1, Mb,c;1 = Nb,c, and Mb,c;iλ
iµEib+c ∈ gx,2r+s

for all i > 1.
This completes the proof for the case where Y is an element of t or a

multiple of a Chevalley basis element. Now let Y1, Y2 ∈ gx,r, and suppose
that the proposition is true for Y1 and Y2. Then

Adϕ(Y1 + Y2)Z ≡ Adϕ(Y1)
(
Adϕ(Y2)Z

)
mod gx,2r+s

from (1.6.2a) and (1.4.3)

≡ Adϕ(Y1)
(
Z + ad(Y2)(Z)

)
mod gx,2r+s

= Adϕ(Y1)Z + Adϕ(Y1)
(
ad(Y2)(Z)

)
≡ Adϕ(Y1)Z + ad(Y2)(Z) mod gx,2r+s

from (1.4.3)

≡ Z + ad(Y1)Z + ad(Y2)Z mod gx,2r+s
= Z + ad(Y1 + Y2)Z.

Thus, the proposition holds for all Y ∈ gx,r.

Lemma 1.6.4. Suppose T ⊂ G is a maximal F -torus, x ∈ A(T ), 0 <
r ≤ s ≤ 2r, X ∈ gx,r, and g ∈ G. Then

Int(g−1)ϕInt(g)T,gx;r,s(gX) = ϕT,x;r,s(X).

Proof. Make the assumptions in (1.6.1). Write X = X0 +
∑
b∈Φ(G,T)Xb,

where X0 ∈ t = Lie(T ), and Xb ∈ ub.

Int(g)ϕT (X) = Int(g)ϕT

(
X0 +

∑
b

Xb

)
≡ Int(g)ϕT (X0) ·

∏
b

Int(g)(expbXb) mod Ggx,s

≡ ϕInt(g)T (gX0) ·
∏
b

(expgb gXb) mod Ggx,s

= ϕInt(g)T (gX).

The result follows.

Proposition 1.6.5. Let T be a maximal F -torus in G, and let x ∈ A(T ).
If 0 < r ≤ s ≤ 2r, then the map ϕT,x;r,s is Gx-equivariant.
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Proof. Make the assumptions in (1.6.1), and write ϕ = ϕT . It will be suffi-
cient to show that ϕT,x;r,s is equivariant under T0 and under each affine root
group Uψ with ψ(x) ≥ 0.

Let g ∈ T0. Then for all Z ∈ t = Lie(T ),

ϕ(Ad(g)Z) = ϕ(Z) = Int(g)ϕ(Z),

while if Z ∈ ub, then

ϕ(Ad(g)Z) = ϕ(b(g)Z) = Int(g)ϕ(Z),

since in this case ϕ is just the map expb.
Now let g ∈ Uψ with ψ(x) ≥ 0, and let Z ∈ gx,r. Then g = ϕ(Y ) for some

Y ∈ uψ. We remark that (1.6.2) and (1.6.3) remain valid (with the same
proof) for Y and Z, even though Y need not lie in gx,0+ . Therefore,

ϕ
(
Ad(g)Z

) ≡ ϕ(Z + [Y, Z]) mod Gx,2r by (1.6.3)

≡ ϕ[Y, Z]ϕ(Z) mod Gx,2r by (1.6.2a)

≡ [ϕ(Y ), ϕ(Z)]ϕ(Z) mod Gx,2r by (1.6.2b)

= Int(g)ϕ(Z),

as desired.

Corollary 1.6.6. The map ϕT,x;r,s is independent of the choice of T.

Proof. From (1.4.1), we may assume that G is F -split. Let T and T′ be
F -split maximal F -tori, and suppose x ∈ A(T ′) ∩ A(T ). Then T = gT ′g−1

for some g ∈ Gx, so from the proposition and the lemma,

ϕT ′,x;r,s = Int(g−1) ◦ϕT,x;r,s
◦Ad(g) = ϕT,x;r,s.

From now on, we write ϕx;r,s instead of ϕT,x;r,s, and ϕx instead of ϕT,x.
Although ϕx is not G-equivariant, it has equivariance properties that are

almost as useful.

Proposition 1.6.7. Let g ∈ G, and 0 < r ≤ s ≤ 2r. If X, gX ∈ gx,r,
then

ϕx;r,s(gX) = Int(g)ϕx;r,s(X).
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Proof. From (1.6.4),

Int(g−1)ϕgx;r,s(gX) = ϕx;r,s(X)

Int(g−1)ϕx;r,s(gX) = ϕg−1x;r,s(X).

Recall the isomorphisms in (1.5.2), and let S1 = {x, gx} and S2 = {g−1x, x}.
Then

Int(g−1)ϕS1;r,s(gX) = ϕS2;r,s(X),

which implies
ϕS1;r,s(gX) = Int(g)ϕS2;r,s(X).

The result then follows.

1.7. Duality. Recall that g∗x,(−r)+ = g•x,r. For any m ≤ n, we have a nonde-
generate, Gx-invariant pairing

g∗x,(−n)+/g∗x,(−m)+ × gx,m/gx,n −→ C

given by (X,Y ) 7−→ Λ(X(Y )). Thus, we have a Gx-equivariant isomorphism

g∗x,(−n)+/g∗x,(−m)+
∼−→ (gx,m/gx,n) .̂

Combining this with ϕx;m,n, we have

g∗x,(−n)+/g∗x,(−m)+
∼−→ (Gx,m/Gx,n)̂

for all 0 < m ≤ n ≤ 2m. Given a coset Υ=X+g∗x,(−m)+ in g∗x,(−n)+/g∗x,(−m)+ ,
denote the corresponding character by χΥ or χX .

More generally, let S be any group lying between Gx,n and Gx,(n/2)+ .
Let s be the preimage of S via ϕx. Then the duality map above gives
us a correspondence between (S/Gx,n)̂ and g∗x,(−n)+/s•. For a coset Υ ∈
g∗x,(−n)+/s•, let χΥ denote the corresponding character of S/Gx,n.

1.8. Intertwining. Suppose r > 0, and let S (as above) be any group
lying between Gx,(r/2)+ and Gx,r. Let χ be any character of S/Gx,r+ . Then
from §1.7, χ = χΥ for some coset Υ ∈ g∗x,−r/s•. Let H = H(G,χΥ) be the
corresponding Hecke algebra of compactly supported, χ∨Υ-spherical functions
on G. We have the following analogue of Lemma 3.1 of Chapter 2 in [14].

Lemma 1.8.1. Let g ∈ G. Then g ∈ suppH(G,χΥ) if and only if
gΥ ∩Υ 6= ∅.
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Proof. Let gχΥ denote the character on gSg−1 that takes gsg−1 to χΥ(s).
Then g ∈ suppH if and only if χ∨Υ = gχ∨Υ (equivalently, χΥ = gχΥ) on
gSg−1 ∩ S. Let Y ∈ Υ. For s ∈ gSg−1 ∩ S, the following statements are
equivalent:

χΥ(s) = gχΥ(s)

χΥ(s) = χΥ(g−1sg)

Λ
(
Y
(
ϕ−1
x (s)

))
= Λ

(
Y
(
ϕ−1
x (Int(g)s)

))
Λ
(
Y
(
ϕ−1
x (s)

))
= Λ

(
Y
(
Ad(g)ϕ−1

x (s)
))

from (1.6.7)

Λ
(
Y
(
ϕ−1
x (s)

))
= Λ

(
(g−1Y )(ϕ−1

x (s))
)

Λ
(
(Y − g−1Y )(ϕ−1

x (s))
)

= 0.

The truth of this last statement for all s ∈ gSg−1 ∩ S is equivalent to each
of the following statements:

Y − g−1Y ∈ s• + g−1s•

Y + Y1 = g−1Y + g−1Y2 for some Y1, Y2 ∈ s•
g−1Υ ∩Υ 6= ∅
gΥ ∩Υ 6= ∅.

1.9. Centralizer subgroups and algebras. Given X ∈ g, define

Cg(X) =
{
Y ∈ g ∣∣ [X,Y ] = 0

}
,

CG(X) =
{
g ∈ G

∣∣ gX = X
}
.

The latter is an F -group. Suppose that X is semisimple. Then Cg(X) is the
Lie algebra of (CG(X))(F ) (see [7, §1.14]). If the characteristic of F is not
a “torsion” prime for G in the sense of [36, Definition 2.1], then CG(X) is
connected (see loc. cit., 3.14). If the characteristic of F is not a “bad” prime
for G (in the sense of [35, I.4.1]), then the connected part of CG(X) is an
E-Levi subgroup of G for some Galois extension E/F . Starting in (2.1.1),
we will exclude all bad and torsion primes for G.

Suppose that M ⊂ G is an E-Levi subgroup defined over F , let M =
M(F ), and m = Lie(M). Since every maximal E-split torus in M is also a
maximal E-split torus in G, one can embed B(M, E) in B(G, E), and the
set of such embeddings is an affine space. Gal(E/F ) acts on this space,



REFINED ANISOTROPIC K-TYPES 19

and must have a fixed point i, a Galois-equivariant embedding. All such
embeddings have the same image.

Assume from now on that we can take E/F to be tame. Then, since
B is the Gal(E/F ) fixed point set in B(G, E) (see [33, Prop. 5.1.1]), the
image of B(M, F ) lies in B. Given x ∈ B lying in this image, we will abuse
language and say that x lies in B(M, F ). Conversely, we will say that any
x ∈ B(M, F ) also lies in B, even though there may be some ambiguity
concerning the image of x in B. This will not cause a problem.

Proposition 1.9.1. For all x ∈ B(M, F ),

M ∩Gx,r = Mx,r,

m ∩ gx,r = mx,r,

m∗ ∩ g∗x,r = m∗x,r.

Proof. From (1.4.1), we may assume that G is F -split, and that M is an F -
Levi subgroup. Then the compatibility of the filtrations is clear from the fact
that Mi(x),r, etc., is independent of the choice of embedding i : B(M, F ) −→
B.

Proposition 1.9.2. For all x ∈ B(M, F ) and all 0 < r ≤ s ≤ 2r,

ϕMx;r,s = ϕx;r,s|mx,r/mx,s ,
where ϕMx is a mock exponential map for M .

Proof. From (1.4.1), we may assume that x ∈ A(T ), where T is an F -split
maximal torus in M. Then the result is clear from (1.6.6).

If there exists an F -valued, G-invariant, nondegenerate, symmetric, bi-
linear form B on g, then, after fixing a choice of B, let m⊥ denote the
perpendicular of m in g with respect to B. For x ∈ B(M, F ) and s ∈ R, let
m⊥x,s denote m⊥ ∩ gx,s.
Proposition 1.9.3. If x ∈ B(M, F ) and s ∈ R, then gx,s = mx,s ⊕m⊥x,s.
Proof. In view of (1.4.1), we may assume that m is a Levi subalgebra of g.
Then the result is clear from the definition of the filtration and from fact
that x lies in the apartment of some torus in M.

Remark 1.9.4. Suppose F has characteristic zero, p = 2, G = GL2, and
M =

{(
a b

$b a

) ∣∣ a2 −$b2 6= 0
}
. Then the usual Iwahori filtration provides an

apparent counterexample to (1.9.3). However, it turns out that this filtration
corresponds to a point x that does not lie in B(M, F ).
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Imitating Moy and Prasad [27], we will call a coset in g nondegenerate if
it contains no nilpotent elements.

Lemma 1.9.5. Suppose X ∈ g is semisimple, CG(X) is an F ′-Levi sub-
group of G for some tame F ′/F , x ∈ B(CG(X), F ), and X ∈ gx,−rrgx,(−r)+.
Then the coset X + gx,(−r)+ is nondegenerate.

Proof. Let E be a field extension of F ′ over which CG(X) splits, and let e
be the ramification degree of E/F . Then X ∈ g(E)x,−errg(E)x,(−er)+ , and
x lies in the apartment of some E-split maximal torus whose Lie algebra
contains X. Thus er ∈ Z. As modules over G(E)x/G(E)x,0+ ,

g(E)x,−er/g(E)x,(−er)+ ∼= g(E)x,0/g(E)x,0+ ∼= Lie
(
G(E)x/G(E)x,0+

)
.

The image X of X in the rightmost space is clearly not nilpotent. By
[27, Prop. 4.3] and its proof, X + g(E)x,(−er)+ is nondegenerate. Therefore,
so is X + gx,(−r)+ .

2. Refinement.

2.1. A tameness hypothesis and its consequences. Recall that any
nondegenerate G-invariant symmetric bilinear form B on g induces a G-
equivariant identification

Ψ: g −→ g∗.
For any extension E/F , we will also denote the induced map g(E) −→ g∗(E)
by Ψ. If T ⊂ G is an E-split maximal F -torus, and b ∈ Φ(G,T), then let u∗b
denote the subspace of g∗(E) that transforms according to the root b under
the action of T(E). In particular, u∗b is the dual of u−b, not of ub. Then it is
clear from the definitions that Ψ(ub) = u∗b .

From now on, we make the following assumption:

Hypothesis 2.1.1. The residual characteristic p of F is odd and does
not divide the order of the center of the simply connected cover of DG.
Moreover, if G has a simple factor of type G2, then p 6= 3. If F has positive
characteristic p, then p > 3 if G contains any exceptional simple factors,
and p > 5 if G contains any factors of type E8.

As a consequence, not only does such a form B exist, but we can (and will)
choose it so that for all x ∈ B and all s ∈ R, the corresponding isomorphism
Ψ takes gx,s to g∗x,s. A special case of this is proved in [32]; see [2] for a
proof under slightly more general hypotheses than (2.1.1).
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From now on, use Ψ to identify g and g∗.

Proposition 2.1.2. For all x ∈ B and for all s ∈ R,

gx,s = (Zg ∩ gx,s)⊕ (Dg ∩ gx,s).

Proof. As usual, we may assume that G is F -split. Choose a maximal F -split
F -torus T in G with root system Φ, and let t = Lie(T(F )). Let Z ∈ Zg∩ ts
and Y ∈ Dg ∩ ts. Assume that at least one of Y and Z does not lie in ts+1.
From (1.9.3), it is enough to show that Z + Y does not lie in ts+1. First,
assume that Y /∈ ts+1. From (2.1.1), p does not divide∣∣X∗(T)/

(
X0 + ZΦ

)∣∣ ,
where X0 =

{
χ ∈ X∗(T)

∣∣ 〈b∨, χ〉 = 0 for all b ∈ Φ
}
. Therefore, there is a

root b ∈ Φ such that ν(db(Y )) = s. Since db(Z + Y ) = db(Y ), Z + Y /∈ ts+1.
Now assume that Z /∈ ts+1. Then for some χ ∈ X0, s = ν(dχ(Z)) =
ν(dχ(Z + Y )).

This result actually holds under slightly weaker hypotheses than (2.1.1).
See [2] for details.

2.2. Good cosets and good elements.

Definition 2.2.3. Say that a set Υ ⊂ g is good if Υ ∈ gx,r/gx,r+ for some
x ∈ B and some r ∈ R, and there is some maximal F -torus T ⊂ G such that
Lie(T(F )) intersects Υ, T splits over a tamely ramified extension E of F ,
and x belongs to the apartment of T(E) in B(G, E).

It is clear from the definition that any semisimple X that lies in the
Lie algebra of a tamely ramified Cartan subalgebra lies in some good coset.
From (1.9.5), any good coset is nondegenerate. Call an unrefined minimal K-
type of positive depth good if it corresponds to a good coset in g. As remarked
in the introduction, smooth representations of positive depth generally seem
to contain good K-types, at least in the absence of wild ramification.

Suppose X ∈ g belongs to t = t(F ), where t is the Lie algebra of some
F -split maximal torus T. Then there is some r ∈ Z such that X ∈ trrtr+1.
Call X a T-good element of depth r if for every root α of G with respect to
T, dα(X) either is zero or has valuation r.

Suppose T′ is another F -split maximal torus with Lie algebra t′, and
X ∈ t ∩ t′. Then there is some g ∈ G such that gX = X and gt = t′.
This implies that X is T-good if and only if it is T′-good, and its depth is
independent of the choice of split torus.
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Suppose that T is an arbitrary maximal F -torus, split over some tame
Galois extension E/F . Clearly, Gal(E/F ) preserves the set of T-good el-
ements of t(E) of any given depth. This allows us to make the following
definition.

Definition 2.2.4. A semisimple element X ∈ g is good if for some (hence
any) tamely ramified F -torus T satisfying X ∈ t, where t = Lie(T), and
some (hence any) E/F over which T splits, for every root α of G with
respect to T, dα(X) either is zero or has E-normalized valuation r, where
X ∈ t(E)rrt(E)r+1. If this is also true whenever α is a sum of two roots,
then we will call X very good.

Note that the set of good elements is preserved by the adjoint action of
G.

While good cosets will typically contain good elements, one can cook up
some counterexamples. Therefore, it is useful to know under what circum-
stances one can guarantee the existence of good elements.

Proposition 2.2.5. Let T be a tamely ramified maximal F -torus in G,
and let t = Lie(T(F )). For every r ∈ R, every coset in tr/tr+ contains a
good element provided that G contains no simple factors of exceptional type.
Otherwise, we require that p > c(Φ) for every exceptional simple root system
Φ occurring as a factor in Φ(G,T), where c(Φ) is a constant.

For example, c(G2) = 7. Note that we are still assuming (2.1.1). For
a proof of the proposition (under hypotheses that are weaker, but more
complicated to state), see [2]. One can also find there a proof that, provided
p is large enough, every coset in tr/tr+ contains a very good element.

2.3. Slightly refined minimal K-types. From now on, let r > 0, and let
X + gx,(−r)+ ∈ gx,−r/gx,(−r)+ be a good coset, and X a good element such
that x ∈ B(M, F ), where M = CG(X). Let M = M(F ) and m = Lie(M).

Lemma 2.3.1. The map

ad(X) : m⊥x,s/m
⊥
x,s+ −→ m⊥x,−r+s/m⊥x,(−r+s)+

is an isomorphism.

Proof. In view of (1.4.1), we may assume that M is F -split, in which case
the result follows directly from the fact that X is good.

Lemma 2.3.2. Let Y ∈ X + gx,(−r)+, and suppose that Y ∈ m + gx,s
for some s > −r. Then Y is conjugate under Gx,s+r to an element of
X +mx,(−r)+.
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Proof. (This is adapted from [26, Lemma 4.4].) By induction, it will be
enough to show that Y is Gx,s+r-conjugate to an element of X +mx,(−r)+ +
gx,s+ .

From (1.9.3), we may write Y = Y1 + Y ⊥, with Y1 ∈ X + mx,(−r)+ and
Y ⊥ ∈ m⊥x,s. From (2.3.1), there exists Z⊥ ∈ m⊥x,s+r such that ad(Y )(Z⊥) ≡
Y ⊥ mod gx,s+ . So, from (1.6.3),

Ad(ϕx(Z⊥))(Y ) ≡ Y − ad(Y )(Z⊥) ≡ Y1 mod gx,s+ .

Define

J+ = mx,r ⊕m⊥x,(r/2)+

J = mx,r ⊕m⊥x,(r/2).

Let J+ = ϕx(J+) and J = ϕx(J). These are groups. Via the bijection ϕx,
one may regard the character χ = χX as being defined on gx,r/gx,r+ . Since
χ is trivial on m⊥x,r, we may extend it to a character χ of J+ by letting it be
trivial on m⊥x,(r/2)+ .

Lemma 2.3.3 All extensions of χ to J+ are Gx-conjugate to χ.

Proof. From §1.7, characters of J+/gx,r+ correspond to cosets in gx,−r/J•+,
where J•+ = mx,(−r)+ ⊕m⊥x,−r/2. Let χ′ be an extension of χ to J+. Then χ′

is given by the formula

χ′(Y ) = Λ
(
B(X +X1, Y )

)
,

where X1 ∈ m⊥x,−r/2. From (2.3.2), there is some g ∈ Gx,r/2 such that
Ad(g)(X +X1) ≡ X mod mx,(−r)+ . Thus, for all Y ∈ J+,

χ′(g−1Y ) = Λ
(
B(X +X1, g

−1Y )
)

= Λ
(
B(X,Y )

)
= χ(Y ).

Now regard χ as a character of J+.

Corollary 2.3.4. Any admissible representation of G that contains
(Gx,r, χ) also contains (J+, χ).

Proposition 2.3.5. suppH(G,χ) ⊆ JMJ .
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Proof. See [2] for a general proof. The following works if we assume that X
is very good (as we may if p is large enough). Suppose g ∈ suppH(G,χ).
From (1.8.1), there exist Y1, Y2 ∈ gx,−r such that Yi ≡ X mod J•+ and gY1 =
Y2. From (2.3.2), we can find Z1, Z2 ∈ mx,−r such that Zi ≡ X mod gx,(−r)+

and Yi = kiZi, for some ki ∈ Gx,0+ . By density, we may take the Yi, and
thus the Zi, to be regular and semisimple.

Let g′ = k−1
2 gk1. Then g′Z1 = Z2, so g′t(1) = t(2), where t(i) is the unique

Cartan subalgebra containing Zi. Both X and g′X are very good elements
that lie in t(2), and they lie in the same coset modulo t(2)

(−r)+ . Since they
are conjugates, they must have the same multisets of eigenvalues under the
adjoint representation. By the definition of very good, they are equal. Thus,
g′ ∈M , so g ∈ Gx,r/2MGx,r/2 = JMJ .

2.4. Anisotropic case. From now on, suppose that M/ZG is compact.
Then B(M, F ) =

{
x+ λ

∣∣ λ ∈ X∗(S)⊗ R}, where S is the F -split part of
ZG.

Proposition 2.4.1. M normalizes gx,r (for all s ∈ R) and Gx,s (for all
s ≥ 0).

Proof. This follows from the fact that M acts on B(M, F ), and for all λ ∈
X∗(S)⊗ R, Gx,s = Gx+λ,s and gx,s = gx+λ,s.

Lemma 2.4.2. m⊥ is an M -module.

Proof. Let g ∈ M , Z ∈ m⊥. Then B(gZ,m) = B(Z, g−1m) = 0, so gZ ∈
m⊥.

Proposition 2.4.3. M normalizes J and J+.

Proof. This follows from the lemma, (2.4.1), and (1.6.7).

2.5. Supercuspidal representations. Recall that the support of H(G,χ)
lies in JMJ = MJ . Let σ be any representation of MJ that contains χ.
We shall see (2.6.3) that σ must in fact restrict to a multiple of χ. Thus,
suppH(G, σ) ⊆MJ , so H(G, σ) ∼= C.

Let πσ = IndGMJ σ be the compactly induced representation of G. Then

EndG(πσ) ∼= H(G, σ) ∼= C,

so πσ is irreducible. It is supercuspidal by [8, Theorem 5.3.1].
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Conversely, if π is any irreducible representation of G containing σ, then
Frobenius reciprocity implies that π is equivalent to πσ, and thus is super-
cuspidal.

This proves the following result:

Theorem 2.5.1. Suppose that χ is an anisotropic unrefined minimal K-
type for G, and assume that the corresponding coset is good and contains
a good element. Assume further that the hypotheses of (2.1.1) are satisfied,
and that M and J are defined as above. Then every representation of G that
contains χ is induced from a representation of MJ that contains χ.
2.6. Inducing data. We now construct irreducible representations of MJ
containing (J+, χ), and show that such representations are in bijection with
the representations of M containing (Mx,r, χ). (Our method goes back to
Gérardin [11] and Howe [12], though Carayol’s variant [5, §§4.2–5.4] can
be modified to work in the present context if we restrict our attention to
one-dimensional representations of M .) Let N = kerχ.

First, look at the special case where J = J+. Then MJ/N ∼= M/(N ∩M),
and the result is clear.

More generally, J and J+ need not be equal. Let A = J+/N and let
H = J/N . For a, b ∈ H, let 〈a, b〉 = χ([a, b]). Since A is central in H,
〈a, b〉 depends only on the class of a and b modulo A. Thus, 〈 , 〉 is an
alternating form on H/A ∼= J/J+.

Lemma 2.6.1. The form 〈 , 〉 is nondegenerate on J/J+.

Proof. Let a, b ∈ J , and assume that a /∈ J+. Write a = ϕx(Y ) and b =
ϕx(Z). Multiplying a and b by elements of J+, we may arrange matters so
that Y, Z ∈ m⊥x,r/2, and Y /∈ m⊥x,(r/2)+ . From (1.6.2b), [a, b] ≡ ϕx[Y, Z] mod
Gx,r+ , so

〈a, b〉 = Λ
(
B(X, [Y, Z])

)
= Λ

(
B([X,Y ], Z)

)
.

By (2.3.1), [X,Y ] ∈ m⊥x,−r/2 rm⊥x,(−r/2)+ .
It will be enough to show that there exists a choice of b ∈ J (and thus of

Z ∈ m⊥x,r/2) such that Λ
(
B([X,Y ], Z)

) 6= 1. Suppose that there is no such Z.
Then B([X,Y ], gx,r/2) = B([X,Y ],m⊥x,r/2) ⊂ $O, so that [X,Y ] ∈ g•x,r/2 =
gx,(−r/2)+ , a contradiction.

Consequently, J/J+ with the form 〈 , 〉 is a symplectic space over the
residue field of F , and H is a Heisenberg group. The representation theory
of such groups is well known (for example, see [11, Lemma 1.2]). It follows
immediately that there exists a unique (up to equivalence) irreducible rep-
resentation ρ = ρχ of J whose restriction to J+ contains χ. In fact, ρ|J+ is a
direct sum of

√|J/J+| copies of χ.

Lemma 2.6.2. M acts on J/J+, preserving the form 〈 , 〉.
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Proof. That M acts on J/J+ follows from (2.4.3). Let a, b ∈ J , and let
m ∈M . Then

〈Int(m)a, Int(m)b〉 = Λ
(
B
(
X,ϕ−1

x (Int(m)[a, b])
))

= Λ
(
B
(
X,mϕ−1

x ([a, b])
))

from (1.6.7)

= Λ
(
B
(
mX,ϕ−1

x ([a, b])
))

= Λ
(
B
(
X,ϕ−1

x ([a, b])
))

= 〈a, b〉.

Let Sp be the symplectic group of (J/J+, 〈 , 〉). From the Lemma, we
have a map M −→ Sp. The theory of the oscillator representation (as pre-
sented, for example, in [11, Theorem 2.4]), picks out a unique extension of ρχ
to a representation ωχ of SpnJ . Let ωχ also denote the pullback to M n J .
It is clear that the irreducible representations of M extend trivially to MnJ .
Such representations are in bijection with the irreducible representations of
M nJ containing ρχ, via the map σ 7−→ σ ⊗ ωχ. The tensor product σ⊗ωχ
gives a representation of MJ if and only if σ|Mx,r

is a multiple of χ|Mx,r
.

All irreducible representations of MJ containing χ arise in this way. This
proves the following:

Proposition 2.6.3. The irreducible smooth representations of MJ that
contain (J+, χ) all restrict to multiples of χ, and are naturally parametrized
by the irreducible smooth representations of M that contain (Mx,r, χ). If σ
is such a representation of M , then the corresponding representation of MJ
has dimension dim(σ) ·

√
|m⊥x,(r/2)/m

⊥
x,(r/2)+ |.

2.7. Hecke algebra transfer. Suppose χ is as in (2.5.1). Then (2.5.1),
(2.6.3), and (2.3.4) together imply the following:

Theorem 2.7.1. The irreducible smooth representations of G that con-
tain (Gx,r, χ) naturally correspond to the irreducible smooth representations
of M that contain (Mx,r, χ).

We can also see this correspondence at the level of Hecke algebras. As
before, let ρ = ρχ denote the (unique up to isomorphism) Heisenberg exten-
sion of χ from J+ to J . From (2.3.4), the irreducible smooth representations
of G that contain (Gx,r, χ) contain (J, ρ), and thus correspond to simple
H(G, ρ)-modules. From (2.3.5) and (2.4.3),

suppH(G, ρ) ⊆ supp(G,χ) = JMJ = MJ,
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so restriction of functions induces isomorphisms

H(G, ρ) ∼−→ H(MJ, ρ) ∼−→ H(M,χ)⊗C EndC(ρ∨).

This last algebra is Morita equivalent [18] toH(M,χ), whose simple modules
correspond to irreducible smooth representations of M containing (Mx,r, χ).

2.8. Refined anisotropic K-types. Let [G, πσ] denote the inertial equiv-
alence class of πσ, that is, the class of all representations π of G such that
π ' πσ ⊗ η for some unramified character η of G. We want to find a com-
pact open subgroup R ⊂ G and a representation ρ of R such that (R, ρ)
is a [G, πσ]-type in the sense of Bushnell-Kutzko [4]. That is, any smooth
irreducible representation π of G contains (R, ρ) if and only if π belongs to
[G, πσ].

It is clear (from [4, Prop. 5.4]) that one can take R to be stabM(x) J+

(which contains MxJ+ with finite abelian quotient), and ρ to be an irre-
ducible constituent of σ|R. In case σ is parametrized by a representation σ′

of M of dimension greater than 1, it is possible to replace R by a smaller
group R′ related to the inducing subgroup for σ′. Details will appear else-
where.

3. Examples.

Given an anisotropic X ∈ g that splits over a tame extension, one can use the
preceding to find a family of supercuspidal representations of G. In case X
is singular, some of these representations will be singular, i.e. not associated
to any maximal torus in G. Below, we give some examples of such elements.

3.1. Symplectic groups. Assume that the residual characteristic of F is
not 2. Let G be a symplectic group in 2n variables, with n > 1. Realize G
as the matrices preserving the bilinear form on F 2n given by the matrix(

0 N
−N 0

)

where N is the n-by-n matrix
1

1
..

.

1
1

 .
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Let ε be a nonsquare unit in F . Let X be an element of the Lie algebra such
that $rX has one of the following forms:

1
−ε

β

$a
−$aε


,



1
a$

β

a$ε
a2$2ε


,

where β is a regular element of an elliptic Cartan subgroup of Sp2(n−2)(F ) and
a ∈ O×. (These are suggested by cases (5.13i.1) and (5.1e.2) in [26].) Then
X is singular and anisotropic. We can find many more singular anisotropic
elements by combining these two examples using the methods of §3.2.

3.2. Special orthogonal groups. We show that, with a few low-rank ex-
ceptions, all special orthogonal groups (split or not) contain singular aniso-
tropic elements.

Assume that F has odd residual characteristic. Any nondegenerate qua-
dratic form over F is determined up to equivalence by its dimension, its
discriminant (modulo squares), and its Hasse invariant. If two forms differ
by a scalar multiple, then they give rise to the same orthogonal group and
Lie algebra. The usual split form in dimension n has discriminant (−1)(

n
2)

and Hasse invariant 1. Let V0 be the usual anisotropic space of dimension
4, which has discriminant 1 and Hasse invariant −1.

Suppose a vector space V over F is equipped with a nondegenerate qua-
dratic form with matrix J . Then End(V ) has a natural anti-involution

σ(x) = J−1 txJ.

Let G0(V ) be the set of endomorphisms x such that x · σ(x) = 1. This is
the orthogonal group of (V, J). Let G = G(V ) be the corresponding special
orthogonal group.

Suppose we write V as the orthogonal direct sum V1⊕· · ·⊕Vr, where each
summand has even dimension, with at most one exception.

Let Ti be a maximal anisotropic elliptic torus in G(Vi). Then, from work
of Morris [21], T = T1×· · ·×Tr is a maximal elliptic torus in G. Choose an
element c = (c1, . . . , cr) of T such that the sets of eigenvalues of the actions
of each ci on Vi are disjoint. Then we claim that the centralizer CG(c) of c
in G is contained in G(V1)× · · · ×G(Vr). For let S be a minimal torus in T
containing c. V has a unique decomposition (a refinement of the one already
given) into irreducible S-modules. Let W be any irreducible S-submodule
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of, say, V`. Let g ∈ CG(c). Then c|W acts with the same eigenvalues as
gcg−1|gW , which is equal to c|gW . By our choice of c, gW must lie in V`.
This proves the claim.

Suppose that one of the summands of V (say V1) is isomorphic to a four-
dimensional anisotropic space (such as V0). Then we may clearly choose c so
that ci is regular in G(Vi) for i > 1, and c1 lies in some one-dimensional torus
in G(V1). In this case, the centralizer of c will be a product of CG(V1)(c1)
and a collection of elliptic tori. The former will be a compact, nonabelian
group. This leads to the following result:

Proposition 3.2.1. so(V ) has singular elliptic elements if an anisotropic
space of dimension four is an orthogonal direct summand of V .

Which spaces V can be written as such a sum? Let ( , ) denote the
Hilbert symbol. For any quadratic space V , let αV denote the same space,
but with the bilinear form multiplied by the scalar α. Then we have

disc(αV ) = αdimV discV

Hasse(αV ) = (α, α)(
dimV

2 ) · (α,discV )dimV−1 ·Hasse(V )

disc(V1 ⊕ V2) = disc(V1) · disc(V2)

Hasse(V1 ⊕ V2) = Hasse(V1) ·Hasse(V2) · (discV1,discV2).

Consider V = αV0 ⊕ V1, where α is a scalar and V0 is as above. Then

dim(V ) = 4 + dimV1

disc(V ) = disc(V1)

Hasse(V ) = −Hasse(V1).

By varying V1, we get the following possibilities for V :

dimV discV HasseV
4 1 −1
5 anything −1
6 −1 −1
6 not −1 anything

≥ 7 anything anything.

Thus, this method finds singular anisotropic elements in every form of
so(n) (n ≥ 4) with the exception of the isotropic forms of so(4) and the split
forms of so(5) and so(6). By a low-dimensional coincidence, these last two
are isomorphic to the split forms of sp(4) and sl(4), respectively. We already
know that the former has singular anisotropic elements, and the latter does
not.
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3.3. The exceptional group G2. Assume that p > 7. Let G be the Cheval-
ley group of type G2. A complete set of minimal K-types of G is given in [25],
as well as a 7-dimensional representation of g (due to Seligman [34]), which
we use below.

Let ε be a nonsquare unit in F . Let

X = $−r



c −$−1

d $−1

−c
−2d 2c

d
−$v −c

$v −d


,

where c, d, and v are elements of O× taken mod $O, v = cd or 9cd, and −v
is not a square mod $O. This falls in case (1.10f.4) of [25]. (Moy suggested
using a particular element of this family.) Then Cg(X) is isomorphic to the
anisotropic form of u(2).
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