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FAILURE OF GLOBAL REGULARITY OF 9, ON A CONVEX
DOMAIN WITH ONLY ONE FLAT POINT

FiLippo ToLLI

In this paper we exhibit a bounded domain in C? with
real analytic boundary which is strictly convex except at one
point and for which the 9, operator is not analytic hypoelliptic
modulo its kernel.

The importance of such an example is twofold: First it
shows that the theorem of Boas and Straube on global C*
regularity for J, on convex domains cannot be extended to
the analytic case; secondly it is the first example of non an-
alytic hypoellipticity of J, on a domain with isolated weakly
pseudoconvex points in the boundary.

0. Introduction.

The main result of this paper is the following theorem.

Theorem. There exists a bounded domain Q0 in C?, with real analytic
boundary M, which is pseudoconvex, of finite type, and strictly pseudocon-
vex except at one point, for which the 0, operator is not globally analytic
hypoelliptic modulo its kernel.

To define J, consider a function f € C*(M), let F be a C' extension of
f to a neighborhood of M and form OF, where 0 = 0z, + 0s,. If F} and
F, are two extensions of the same f, then the difference of dF, and OF,,
restricted to the boundary, is a multiple of Or, where r is a defining function
for Q; ie., Q = {(z1,22) : 7(21,22) < 0} and Vr # 0 when r = 0. Thus
0, maps functions to sections of the vector bundle given by the quotient of
the one forms modulo the subspace spanned by the multiples of dr. In local
coordinates and identifying those sections with functions, 9, can be expressed
as a complex vector field, whose real and imaginary parts, denoted by X and
Y respectively, form a particular basis of the tangent space in the complex
sense.

If T is another vector field, that with X and Y forms a basis of the
usual tangent space, the Levi form is the real function defined by: [X,Y] =
AMz)T + O(X,Y), where [, | denotes the commutator and O( , ) a linear
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combination. We say that ) is pseudoconvex at zo € M if A does not
change sign in a neighborhood of xg, strictly pseudoconvex if A is always
positive or always negative and of finite type if the Lie algebra generated
by X and Y spans the tangent space at every point. Convex (resp. strictly
convex) domains are always pseudoconvex (resp. strictly pseudoconvex), but
the converse is not true. (Kohn and Nirenberg [24] gave an example of a
pseudoconvex domain which is not convexifiable by a local biholomorphic
change of coordinates.)

An operator L on M is called C* (resp. analytic) hypoelliptic if Lu €
C>(U) (resp. Lu € C¥(U)) necessarily implies u € C>(U) (resp. u €
C¥(U)) for every open set U in M and every u in D'(U). A weaker version
is global C* or analytic hypoellipticity, which holds if the above condition
is satisfied only for U = M.

0, is never hypoelliptic in this sense and for this reason J. Kohn [22] has
introduced the notion of hypoellipticity modulo its kernel; i.e., the require-
ment of the regularity of the solution of dyu = f with u € range 0; locally,
when f is regular. The reason for this terminology is that if 9, has closed
range in L?(M) then the orthogonal complement of the kernel of J, is equal
to the range of 9; globally and thus, in the global case, the above condition
is equivalent to u L ker J;. The fundamental result of the entire theory is
the following theorem of Kohn.

Theorem [22]. If the range of 0, is closed in L*(M), Q is pseudoconvex
and of finite type in a neighborhood of xy € M, then 0, is C™ hypoelliptic
modulo its kernel there.

For analytic hypoellipticity the problem is much more complicated, since
subelliptic estimates do not necessarily imply this kind of regularity. The
first counterexample was given by Baouendi and Goulaouic [1] for a sum of
squares of vector fields which satisfy the Hormander condition.

Two large classes of nonelliptic operators are known to be analytic hy-
poelliptic. The first ([28], [29]) deals with operators of principal type; i.e.,
operators for which the gradient of the symbol does not vanish on the charac-
teristic variety and they are analytic hypoelliptic if they are C* hypoelliptic.
The second [30] roughly states that a (real) second order differential operator
with analytic coefficients is analytic hypoelliptic if its characteristic variety
is symplectic, it is subelliptic with loss of one derivative and its principal
symbol vanishes of order two on the characteristic variety.

Obviously 9, does not satisfy these theorems, but both of the above the-
orems have “microlocal” versions ([21], [28], [30]); i.e., if the symbol of a
(pseudo)differential operator satisfies the condition of these theorems in a
conic neighborhood of the cotangent bundle then they preserve the analytic
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wave front set in that neighborhood. 0, is an operator of principal type and
the proof of Kohn’s theorem for instance shows that it is microlocally C'*°
hypoelliptic in a conic neighborhood of half of its characteristic variety and
thus by Trepreau’s theorem [28] it is microlocally analytic hypoelliptic there.
If the domain has analytic boundary and is strictly pseudoconvex then the
characteristic variety of 0,0; is symplectic and Kohn’s proof shows that 0,0;
is subelliptic with loss of one derivative on the opposite conic neighborhood
and thus microlocally analytic hypoelliptic there by Treves’ theorem [30].
This, as was first pointed out by Christ in [6], gives a different proof of the
following theorem of Geller.

Theorem [18]. If Q is strictly pseudoconver with real analytic boundary
and Oy, has closed range in L*(0) then 0y is analytic hypoelliptic modulo its
kernel.

It was natural to ask if it was possible to prove Geller’s theorem under the
hypotheses of Kohn’s theorem for an analytic manifold. The first negative
answer was given by Christ and Geller [15], who showed an unbounded
domain in C? which is pseudoconvex, of finite type and with real analytic
boundary, for which 0, is not analytic hypoelliptic modulo its kernel. In
their example the set of weakly pseudoconvex points contained a curve whose
tangent was contained in the span of {Red,,Imd,}. A general conjecture
due to Treves [30] would imply that 9, is not analytic hypoelliptic modulo
its kernel if M contains such a curve. The fact that existence of such a curve
is sufficient in this special case was proved by Christ [13]; the fact that it is
not necessary, again in this special case® , is the main result of this paper,
which exhibits a domain with only one weakly pseudoconvex point for which
0, is not analytic hypoelliptic modulo its kernel. Actually in this paper a
stronger result is proved, namely that for the same domain 3, is not globally
analytic hypoelliptic modulo its kernel.

Global regularity is a much weaker property than regularity, as is well
known.

The main result about C* regularity of 9, modulo its kernel was obtained
by Boas and Straube [2] and it states that global regularity of 9, modulo
its kernel holds for domains that are convex (more generally that admit a
plurisubharmonic defining function).

The first result for global analytic hypoellipticity of 9, was given by Chen
[5], which stated that if © is a circular domain with a defining function
r satisfying (%) > (%kzk # 0 then 0, is global analytic hypoelliptic modulo

ITreves’ conjecture deals with certain curves in the cotangent bundle; in particular the
fiber over an isolated weakly pseudoconvex point is an example of such a curve.
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its kernel. (%) implies the existence of a vector field T complementary to
the tangent space in the complex sense, which is tangent to the orbits of
the action of the torus on the boundary, and it is always satisfied if € is
a complete Reinhardt domain. A related result which applies in a more
general context was given by Christ [12]; a microlocal analogue would imply
Chen’s theorem. Other generalizations were made by Derridj and Tartakoff
([16] and [17]) and some investigators asked whether global regularity might
always hold if €2 is pseudoconvex and of finite type. Again these hopes were
dashed by Christ [14], who showed a domain pseudoconvex of finite type
and with real analytic boundary, for which the Szegd projection does not
preserve C*(0€2), which implies also a negative result for J,.

1. Constuction of the domain.

Lemma 1.1. There exists a bounded domain Q in C2?, with real analytic
boundary, which is strictly convex except at one point, for which a 0y operator
has the form:

(1.1) O =0, +i0, —i(z+iy)B((x* +v*),t)0,

in local coordinates (x,y,t) given by a chart based on a neighborhood of the
origin, where B((z? + y?),t) = 6(z* + y*)* + 2t* + O((«? + y?)?t, t3).

Proof. Consider the following hypersurface S in C?:
zn==x+1y

Rez, =t
Imzy = % + £2[¢[* + [£[°

A first order operator L would be a tangential Cauchy-Riemann operator
for S if ReL and ImL are linearly independent and L annihilates both the
coordinates of the embedding. If L has the form 0; — i¢3(|¢|%,1)0; then
linear independence and the equation Lz; = 0 are trivially satisfied, while
the equation Lzy = 0 leads to the following equation for G:

(1.2) i€ (2t + 61¢]*) = i€B(IE7, 1) (1 + (2t + 2t[€[*)).
This implies that

22 46le!
PR = T3+ atiep)

i.e.

BIEI 1) = 2t° + 6[¢|* + O, t[¢]*).
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The last equation implies that for the hypersurface S the 9, operator has
the desired form, but the region delimited by S is clearly unbounded. For
this reason we modify the last equation of (1.1) in the following way:

(13) Imz > 2+ 216 + |¢]0 + A + |¢[2 + [Imz )"

where A and M are constants to be determined. It is clear that if A and M are
sufficiently large, then the locus of points in C? which satisfy this inequality
is contained in the unit ball. We take as our ) the connected component
which contains the origin and we observe that 0€ is a C* hypersurface near
the origin for which 0, still has the desired form if M is large enough. It
remains to check that € is strictly convex except at the origin and that the
boundary is analytic. The latter is easy since the gradient of the defining
function does not vanish on the boundary. In order to prove the former we
need the following lemma.

Lemma 1.2. If f(x) = |[2|* and A(x) is the Hessian matriz of f, then
(1.4) (A(x)w,w) > C|z|* M V|w|?, weR"

Proof. Since both sides of the inequality are homogeneous of the same degree
in z it suffices to prove the statement for || = 1. Observe that, for x # 0,
f is the composition of a strictly convex function, namely g : x — |x|?, with
a convex and increasing function, namely h : » — ™ and thus is strictly
convex. In particular we have the inequality with C strictly positive and
depending continuously on x. Since the unit ball is compact we have the
assertion by taking the minimum of C on |z| = 1. u

To finish the proof of Lemma 1.1 write Imz, = g + Af and observe that ¢
is a convex function if [£|> < . (Use polar coordinates and notice that both
the trace and the determinant of the Hessian matrix are positive if [£]* < .)
This implies that the Hessian matrix of g, as a 4 X 4 matrix, is nonnegative
if |¢]* < . Outside that region the previous lemma shows that the Hessian
matrix of g is dominated by the Hessian matrix of f if A is big enough, and
this implies the conclusion since the Hessian matrix of f is strictly positive
except at the origin. [l

2. A non linear eigenvalue problem.

In this section we study a family of differential operators A, depending on
a complex parameter £ € C defined by

1
Ae = (0, + 6r° + 2r¢€) (—ar -+ 6r° + Qrg) :
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It is important to notice that for each & € R that operator is formally self
adjoint in the space L*(R™*,rdr).

Lemma 2.1. Let

Y={¢eC3feF, f#0, suchthat Acf =0}

= {f € C*(0,00) : lliT(l)f(T‘) = liir(l)rf’(r) = lim f(r)=lim rf'(r) = O}.

™00

Then 3 is discrete and nonempty.

Proof. We can explicitly write down all the solution of A¢f = 0. They are
given by:

r

6,2 6, .2 6,2

fé(T) — Cle—lgr+r +r 5/ elgs—Q(s +s 5)d3 + Cze—lgr+r +ro6 _ lel + Cgfg
0

where lg denotes the logarithm function. Note that f; and f, are linearly
independent since:

lir% fi(r) =0 and lir% |f2(r)| = o0

Thus the only way to get a bounded solution at r = 0 is to set co = 0. We
claim that for some value of ¢ € C, f; is bounded also at co and in fact
decays exponentially. In order to prove that we need the following lemma.

Lemma 2.2. Define N(€) = [ e#)-2("+°0ds. Then N(€) is an entire
function of order %

Proof. The change of variable s’ = s? gives:

/ s +s£
2

Let —x be the real part of £. Then:

‘S / S*SZL’
2

It is enough to consider the case where x > 1. If ®(s) = —s* + sz then
P'(s) = —3s* + x and P”(s) = —6s thus @ is a concave function with a

maximum at sy = \/% . We write the Taylor expansion of ® as:

O(s) = D(sp) + ¢ écs)(s —50)% ¢, € (8,80) or ¢ € (s0,8).
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Thus:

IN(©)] < %emso) /Oo e (e (s=50)? g
0

We split the integral in two parts:

o ) o
[ =+ =1+
0 0 S0

|I| S CSO

We have:

trivially, while for z > 1 we have ®"(c,) < 1 if ¢, € (s9,00) which implies
that - -
|I1] S/ e® (ea)(s=s0)* g g S/ e~ ds < O
S0

S0

Thus
|N(§)| S Ceic(sgfs(ﬂ) S Cec‘g‘?»/z'

This inequality shows that N (&) is an holomorphic function of order less

than or equal to g To show that the order is exactly % it suffices to find a

sequence &;, |€;| — oo, such that:
3
IN(&)] = el
for some positive constant ¢ independent of j. If £ = —x, where z is positive
real number, then:
1 1 s

N(¢)=N(—xz)= 5/0 o—2(5°=s2) Jg > 5/ e 2(s%—s2) g o

where ¢; = % and ¢, = 5.

50

3
—92 il,ix 3
N(¢)=N(—z)>e <2 ’ )26“’3\/526“'5'2.

It has long been known that every entire function of nonintegral order has
infinitely many zeroes (and necessarily they are discrete). We will show that
if £ is one of these zeroes, then the corresponding function f, is bounded in
[0, o0]. Indeed:

2
T T
fg(r) — e—lg7'+7'6+r2£/ elgs—2(36+52£)d8 — ;e—lgr+7'6+r2£/ 6_2(83+s§)d8.
0 0

Note that f¢ is a continuous function of r and thus is bounded on every
compact subset of [0, 00]. Moreover observe that if £ € ¥ then:

r? . 8] p
/ e 2"+ gg 4 / e 2"+ gg = 0;
2

0 r
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thus . N
_ =gt —2(53+s§)d
fe(r) 26 /T2 e s.

Let sy be as before and 72 > s, + 1. Then

|f£(7“)‘ = %e_lgT+7‘6—T2$ /OO 6—2(s3—sx)ds-
r2

Write ®(s) = ®(r?) + ®'(c,)(s — r?) where @ is the phase function. Then

|fe(r)| = %e‘lg’"_’ﬁwzx /oo e® ()= gg < (.
r2

Actually the last inequality implies that fe decays exponentially, as does f¢,
and thus belongs to F. O

Definition. Let f : [0,00] — C be a measurable function and consider the
following norms:

[e%} 1 12 1 12\ —1 ) ) .
Hfl\?qg:/o (f(r)F tr +\6rf(7”)|2+< s ) 0, f(r)|>eﬂr rdr

r2

o 1 12y —1 )
Ik = [ (Mu( ey ’arfwz))em "

*° 1+7"12 -1 6
Wl = [T 1P (F5)  errar

r2

in which all the derivatives are taken in the sense of distributions and they
are supposed to be L? functions locally. Define H[’j {f : [0,00] — C:

1 f |y < o0}

The main result of this section is the following theorem.
Theorem 2.3. For each § ¢ X, A¢: H} — H)) is a bijection provided that
p 1s small enough. Moreover if K is a compact subset of the complement

of ¥ in C, then there exists r(K) such that Agl is uniformly bounded for
ceK ifpel0,r(K) .

Before proving the theorem we need to investigate some properties of the
functions which belong to H?.

Lemma 2.4. If f € H} and p >0 then f € C*(0,00) and

lim f(r)= lil%rf’(r) = lim f(r) = lim rf'(r) = 0.

T—00 T—00
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Proof. Notice that for any interval (a, b) that is relatively compact in (0, 00),
\|fx(a7b)H§{§ and ||fx(,uv||3 are equivalent. (Here || - ||, denotes the usual
Sobolev norm.) Thus the first assertion follows from the usual Sobolev em-
bedding theorem. Since f € H. we have fol |0, f]?rdr < oo and
01 L|fPrdr < oco. The finiteness of the second integral implies that
lim,, o infjo-s1) g-ny | f| = 0. Otherwise J¢¢ > 0 and 7, — oo such that
inf ot o-m) [ f| > €. But:

11 =1
/0 ﬁ’f|27“dr = Z onk+1 €2" ! = +o0.
k

Now
su — inf
[2*<n+1¥),2*"] 1 [2-(ntD) ,27n] ’f"
< su — inf
2771
< [ 1fmldn
9—(n+1)
27’”.
1, \_1
= ()2 (n)~2[f"(n)]dn
9—(n+1)
27" 1 27" )
S/ —dn nlf'(m)dn
2—(n+1) 7] 92—(n+1)
2771
<C ( +)’I7‘fl(77)‘2d’l7—>0 as n — oo.
2—(n 1

This implies limsup, _,, |f(r)] =0 = lim,_, f(r) = 0.
The other assertions are similar and are left to the reader. 1

Proof of Theorem 2.3. We consider first the case p = 0,& = 0. Denote by (-, )
the scalar product in L*(R*, rdr) i.e. [~ fgrdr and by ||-|| the corresponding

norm. Using the results of the previous lemma and integrating by parts we
get if f € HZ,

00 1 1 _
(Aof, f) = / (—8,,2 — ;& + s + 36110 + 247“4> ffrdr
0

1
2 10117 + 1= S1 + ellr f1.
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Thus

-1

/ | Ao f|? <1tr12> rdr
:Aw
- [ m‘w(1+“3]'m—OW%ﬁﬁl

since the absolute value of each term except the one containing the second
derivative of f, is controlled by (Agf, f). This implies that

2

12\ —%
—&,Qf—18Tf—|—lf—|—24r4f+36r10f Ler
r 72 72

rdr

11 < [ 14rP (F5=) e+ ClAof. 1) = Ao g + AL 1)

Write (Ao f, f) as [~ Aof(l”m)%(“” )~% frdr. Using the Schwarz inequal-
ity we get
11 < 114of 1 + Cl1 Ao flLigl| L

and the usual large constant-small constant trick gives

111z < CllAof|mg-

The last inequality tells us that Ag is injective and has closed range. We
claim that A, is Fredholm since its cokernel is trivial (this implies also that
index(Ay) = 0). Denote by A} the adjoint of Ay and by Af the formal
transpose in the space HY. If g is in the kernel of A} then for every smooth
and compactly supported function f we have

0= (439, f)Hg = (97A0f)H8 = (Aéga f)Hga

where A} is taken in the sense of distributions. Thus we have Alg = 0. A
simple computation shows that

Ay = (8,» + X (r) + 6r5) (—&» _Xtr) 1 + 6r5)

X(r) x(r)
1472

where x(r) = (*35—)~". The kernel of such an operator is spanned by:

11 6 [T e
1/1+(T):X(T)fe /Ose ds

11 6 [ 6
Y (r) = ———€" / se”?% ds.

<
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We have .. (r) > ce™ and 1_(r) is O(1) as r — oo and ¢, (r) > ¢-5 while
Y_(r) > c% as r — 0. The asymptotic estimates imply that ¢, and ¢ _ are
linearly independent and that they cannot belong to the space H. We want
to extend the invertibility of Ay to other A¢, £ € C\X, and for this reason
we need the following lemma.

Lemma 2.5. If £ is a complex number and 0 < | < 5 then the map
T:HF — H™' given by f — &rlf is compact. In particular the embedding
HE — H}™' is compact.

Proof. Case (k = 1). We have to show that if {f,} C H} and ||f,.|| < B
then there exists a subsequence {f,, } such that &r'f,, converges in HY. By
assumption we know that [;°|f,|*rdr + fooo(ltgm)*]&ﬂ%dr < C which
implies

/_1 10, fu2dr < B(m) Vn.

Using the Ascoli-Arzeld theorem we can get for each m > 1 a sequence
{f™} that is a subsequence of {f™ '} and which converges uniformly on
[m=* m]. A standard diagonal trick gives a subsequence of {f,}, denoted
still by {f,.}, which converges uniformly on every compact subset of (0, c0).
Since [;°|fa|*rdr < B ¥n we can find for every e an M such that:

Mt r2+2l£ 00 T2+2l€
/0 |fn\21+rlzrdr+/M |fn\21+T12rdr§eVn.

P22

(Estimate the L norm of “z— and use the inequality [ |fg|< |[g[|z~ [ |f].)
Thus if n and n’ are large enough, then

00 r2+2l M1 M 0o
/Olfn—fn/\2!€|2 drz/o + [+ [ <3e

”
1+ rt2 M-t Jm

ie., {f.} is Cauchy and thus converges. The proof for the case k = 2 is
essentially the same. [l

From the lemma we can conclude that for each { € C, A, = Ay + K
where K is a compact operator, which implies that A, is Fredholm and its
index is equal to the index of A, and thus equal to zero. In particular A is
invertible if and only if it is injective. If f € (ker A¢) N HY then f € F and
thus Ag is injective if £ ¢ ¥ (the converse is also true and will be exploited in
the next paragraph). Note that the map from the complex numbers to the
space of bounded operators between HZ and H{, endowed with the usual
norm, given by: C > ¢ — A, € B(Hj, HY)) is continuous. A general principle
for one parameter families of operators implies that the map C\X 3> £ —
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Agl € B(HZ, HY) is also continuous. In particular, A, is uniformly bounded
on compact subsets of C\X. In order to extend this result to small p we
consider the map 7, : HY — H [’f given by f — e f. It is clear that T, is
a bijection, unitary if k = 0. Thus the map GA, = T, ' AT, : Hf — H{ is
invertible if and only if A, : Hz — Hg is invertible. The difference between
GA¢ and Ag is given by:

p(err* + copr'® + cor°0,)

and thus is a bounded operator from HZ — H{, with small norm if p is
sufficiently small. The previous argument shows that if p is small enough
and £ ¢ ¥ then A is invertible from H? to H).

The goal of the next lemma is to describe the behavior of Agl when &
approaches X.

Lemma 2.6. Let & € X and let 'y be the boundary of a closed disk,
centered at &, which does not contain any other element of . Then there

evist 0 € N, (o € R, ¢ € C=(RT) such that if o (r) = e~

/ h b A0, + 6" 4+ 2 un(r)€"drdr £ 0.
0 0

Proof. Let

o (r) = SertHre / " o260 g

r 0

1 O 4r2e > —2(s545%¢)
v_(r)=-e / se ds.
r r

Note that if £ ¢ ¥ then v, and 1 _ are linearly independent since their
Wronskian, evaluated at r, is given by: [ se2("+5°) s, Thus the general
solution of A.u = h is given by

Aglh(r) =c1fi(r) + cafa(r / K¢(r,y)h(y)dy,

where f, and f, are the fundamental solutions of the homogeneous equation,
described in Lemma 2.1, and K¢(r,y) is the kernel given by

Kelr,9) = (04 ()00 + 0400 D) 155 = Felr D)y
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where W (€) = [se=2(°+5))ds. If h € HY then f(r) = [, Ke(r,y)h(y)dy is
bounded. Indeed:

o[ <> (5
5/ atryo-) (S 7

y
e | w+<y>w_<r>( Ly (ﬁy) hy)ydy
— (1() + 11()

10012 s (16 @R o) g

Let us check that this quant1ty is bounded as r — 0. We have ¢, (r) ~
7+ O(r?). The integrand is y=> 4+ O(y~2) so (/) ~ r~! and thus || is
bounded when r approaches zero. Now

10) < g ([ et (1“’) dy)lnhqu.

Reasoning as before, this quantity is bounded as r approaches zero. The
proofs for the cases r — oo and p # 0 are similar and rely on the behavior
of our solutions as r — oco. Thus in order to get a bounded operator from
HY to H? it is necessary to set ¢; = ¢, = 0 since f; and f, blow up at +oo
and 0 respectively. (Remember that £ ¢ 3.) Clearly F¢(r,y) does not vanish
identically on R™ x R minus the diagonal, and for this reason it is possible
to find a point ro € R™ and a function h € C>°(R*) such that:

/OOOFs(To, y)h(y)ydy # 0.

This, together with the fact that & — W(£)~! has a pole at &, implies that
the function £ — Aglh(ro) has a pole at £ = &, € ¥ and thus if 'y is a circle
around &, with the property described in the statement of this lemma, then

we have
1

r W(§)

in which the factor (§ — &) is introduced in order to get a simple pole. By
the continuity of the integral, there exists ¢ € C>°(R™) such that

1h(7”0)(§ £0)7dE # 0

A Oocb(r) 3 Wl@Aglh(r)(g — &)7dErdr # 0.
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Let De, = (0, + 675 + 2r&y). If h € C*(R*) then a solution of De,h = h is
given by

h(r) = e_r6_T25°/ 26O R (s)ds.
0

Such a solution vanishes at the origin and decays exponentially at infinity.
Replacing h by D¢h we have:

/Om<f><r> 4 1(§)Ag 'De, h(r)(€ — &)7dérdr # 0.

The difference between D¢ and Dy, is equal to 2r(§ —&p) , and multiplication
by such a factor has the effect of mollifying the simple pole of the integrand;
for this reason we can interchange these two operators without changing the
value of the double integrals. Moreover developing the factor (£ — &) as a
polynomial in £ we have, for some ¢’ < o

[Tom f 1(§)A51D§0ﬁ<r>(£>“’d5rdr £0.

Since the function h can be approximated by linear combinations of expo-
nentials of the kind described in the statement we have the conclusion.

For technical reasons that will became clear in the next section we need
to consider a variant of the operator A, namely

Acr = 0+ 7(6r° +20€)) (-0, — 1+ 7(6r° +206) )

where £ and 7 are complex numbers with the restriction |arg 7| < .

We define:
2o = { (€. )l argr| < § 3f € F\(0): 4es = 0}

where F is the set defined previously. O

Lemma 2.7. If (§,7) ¢ X, then for all small p, Ac, : H} — H) is
tnvertible.

Proof.

A, = (B, + 7(6r° +2r6)) (—ar - % (60 + 2@)

1,1 1
= =0," + 76" +2r€)° — 0, + — — —7(6r° +2r) + 7(30r" + 2¢)
r r r

1 1
— 9%+ o ;& +em?r' 4 p(r, €, 7).
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Integration by parts gives:

17 >
Re(Acof,f) = 0,417 + | 1|+ ORer?lI s = € [ lptr & I rdr

absorbing the last term in the third and in the norm of f in H{ we obtain:

2

Re(Ac.f, 1) > C (H&fIIQ +|7f

+ H?“5f!|2> = C|[f[g
and reasoning as in the proof of Theorem 2.3 we get:

111z < € (e Fllig + 11 llg) -

This inequality tells us that A¢ . has closed range and finite dimensional
kernel (since HZ — H{ compactly). Moreover, as shown before, the cok-
ernel of A, should be contained in the kernel of an ordinary differential
operator and thus is finite dimensional: In conclusion A, is Fredholm.
Fix £ and let v : C — Fred(HE, H)) 7 — A¢,. < is continuous and
since ind : Fred(H3, H)) — Z is continuous too and ind A¢ . = 0 we have
ind A¢ ; = 0. The solutions of A g = 0 are given by:

r
P 64 .2 s 6 2 o r 64 .2
95,7(7“) —_ Cle—lgr—i-T(T +r f)/ elgb 27(s°+s {)ds + coe lgr+r(r°+r°¢) _ g1+ go.
0

It easy to see that necessary and sufficient condition for g¢ . to be in F N HZ
is the vanishing of [°se~27("*°0ds and to set ¢, = 0. Ul

The following lemma describes the relation between ¥ and Xs.
Lemma 2.8. (&,7) € Xy if and only if €75 € X.

Proof. The discussion of the previous lemma tells us that

(&,7)ex, iff / se 2"+ g = 0.
0

If we change the contour of integration s — s7—5 we get:

o0 o0 g
/ 86—27’(56+825)ds — / 86—2(86+Tss2£)d8 =0
0

0

and the last integral vanishes if and only if 73¢ belongs to to X. It will be
useful also to locate the nonlinear eigenvalues. The next lemma describes a
forbidden cone for them.
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Lemma 2.9. There is no { € ¥ satisfying |argé| < T or |arg{ + 7| < 3.

Proof. Suppose that ¢ € F and satisfies A¢tp = 0. Define D(r) = p(re?) 2
where § = ¢ if £ = pe’®. Then 1) satisfies the following equation:

1

0=e'% (—aﬁ +5 - iaT) D+ (€ 7)2(61* + 2rp)20 — € (61" + 2p)i)

+ €™ (30r* + 27"p)1/~1

, . 1 1
0=e" [e‘ga (—83 +

i r&) U+ (e29)%(6r° + 2rp)° + 24r w]

= e_m&f).

Integration by parts gives:

Re(Z, f) = cos(3/20) <|f|!2 +|5s

+1](6r" +27"p)f|2> +CIIfP

which is strictly positive if |af < %.

3. A priori estimate.

In this section we will show how the hypothesis of analytic hypoellipticity of
d, modulo its kernel leads to a holomorphic extension of the solution of

(*) u 1 ker Of

{ébé;;u = 8,f f € LA(M)

on “one side” of the manifold with an estimate of its growth, if f is an
analytic function. (We will formulate this concept in a more precise way.)
First of all we need some definitions. We denote by do(z1, z5) the surface
measure on M. This measure is rotationally invariant with respect to the
first variable, since our domain is, and it is given by a nonvanishing C¥
density times the usual Lebesgue measure in any coordinate system. Using
such a measure we can consider the adjoint 9; of J, in the Hilbert space
L?*(M,do). Kohn’s theorem implies that (x) has a unique solution u for
every f € L?(M) and for every open set U C U’ we have

lo)-

2Note that 1 can be extended uniquely, as a holomorphic function, to a sector of the
complex plane and that extension decays exponentially on each single ray, as follows from
the explicit formula for .

||XU“HS < CS(HXU’f”S + HXU’U
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In particular u is C* if f is C*. Let (x,y,t,s) be the usual coordinates in
R* ~ C?, and consider the function

(3.1) Fo(z,y,t,8) = ™, (r(z,y)) = ot (@ 4y I 4y

where 7 is a positive real number. Let (U, ¢) be the local chart near the
origin described in Lemma 1.1. Since in that chart M is represented as a
hypersurface with respect to the variable (z,y,t), the local expression of F;,
in that coordinate system is still given by (3.1).

Lemma 3.1. Suppose that (?b 1s analytic hypoelliptic modulo its kernel and,
for each 7 € RT, denote by G,(x,y,t) the local expression in the coordinate
system (U, @) of the solution of

8,0;Gr = O, F,
G, L ker0;.

Then G, extends to a holomorphic function of t in the “strip” {(z,y,t) €
R?*x C: |(z,y,t)] <c¢, 0> Im(t) > —c} independent of T in such a manner
as to be continuous when Im(t) = 0 and that satisfies

|é‘r(x7 Y, t)| < 01662‘ fm )l
where ¢, cy are independent of T.

A similar lemma for a sum of squares is proved in [26]. The proof of
Lemma 4.2 in [14] applies in this case: The details are left to the reader.

Define u,(z,y,t) = e "G (z,y,t). Lemma 3.1 holds for u, as well. More-
over since that lemma was proved only using the estimates of ||F;||cw,), the
fact that 9, (and resp.0,0;) is analytic hypoelliptic (resp. locally C* hypoel-
liptic) modulo its kernel, we have that the same conclusion is true for the
derivatives of u,. In order to clarify the similarity between (x) and the or-
dinary differential problem studied in the previous chapter we exploit the
symmetry of our domain (to reduce the number of variables involved in the
problem).

Lemma 3.2. The operator @,_g‘ 18 rotationally invariant with respect
to the first variable. Moreover 0, maps functions of the form f(z1,22) =
e*g(|21|, z2) to functions of the form e!*+D%g(|z ], z,).

Proof. Consider f € C'(M) and let F be a C! extension of f to all of Q.

(3.2) OF = 0., Fdz + 0.,Fdz
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and
55 - 8215d51 + 8225d272

where S is a defining function for Q. Since V.S does not vanish on M we
have that 92,5 or 9%S do not vanish simultaneously on M. Suppose that in
an open set U, 02,5 # 0. Then we can express dz, as a linear combination
of 0S and dz, and using the definition of J, we get for all p € U

(3.3) 0uf(p) = (0:F + W) .

.S

From that expression and the fact that S is rotationally invariant with re-
spect to the first variable it is clear that Ry0, = e~ 90, Ry, where Ry, : (21, z3)
— (€' 2y, z5). Using again the rotational invariance of the measure we obtain
a similar result for the adjoint, namely that Ry0; = €0 Ry, from which the
first assertion follows. To prove the second one, just observe that if f is of
the form ™1 g(|z|, 25), then it is possible to find an extension of the same
form, and thus the result still follows from (3.3).

In conclusion we have, using the uniqueness of the solution of (%), that the
function u.(x,y,t) is of the form e g, (r, t), where g, satisfies the differential
equation

(3.4) Lg, = (8 — irB(r, ) (1),

where
L= (9, — irB(r, t)(ir + 8,)) (_a,. - % — B, t) (i + ) + alr, t)) .

The factor « is given by integration by parts against the density which
represents the surface measure and by the commutator [3,9;]. It is not
important to know the precise expression of «; it suffices to observe that it
is an analytic function. In order to simplify the notation we make a change
of variables

y=T1"°r,

s = 7'1/3257

and we define

b(y,s) = 7rB(r,t)  w(y,s) =71 g(x,1),

a(y,s) = 7'72/304(% s) A= 72/3,
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so that
b(y, s) = (6y° + 2ys*) + OA*(1 +¢°))

for all 0 < y < AY/® and for all s in a bounded region. Indeed, we know that

by, s) = NN Ay BT 1y, A1)
— 6y5 4 2y82 + )\5/40(}\71/4)\73/2y837)\75/4)\71/2y58)7

and the error term for 0 < y < A\'/5 and for s bounded is
<O Py ATV20) = OV 2 (1 + 7).

(3.4) becomes
Lg-(y,s) = (0, + b(y, 5))¢(y),

where
1 1 - 1
L= (0,+0b(y,s)(1 —irA""0s)) (—ay — g +b(y, s)(1 —iA™0,) + aly, s)) .

We know that if 0 < y < cA/* and |Re(s)| < cA/? and 0 > Im(s) > C for
some constants C' and ¢ then

v(y, s)| < CeP

since
—-1/2 3/2
[0(y, s)| = A4 g(a, £)| < Gt PImEON < oA

Notice that since Lemma 3.1 was proved by using only the hypothesis of
analytic hypoellipticity of 9, modulo its kernel, the fact that 0,0; is C*
hypoelliptic and the estimates of the norm of F,, we have that the same
conclusion is true for the derivatives of v with respect to y and s. We wish
to prove a stronger result.

Lemma 3.3. Let I be the connected component of the preimage of the
circle described in Lemma 2.6 under the transformation F: C > z — 22
which is completely contained in the lower half plane, and let u be a positive
real number. Then for all sufficiently large A, for all sufficiently small p and

s €I we have
AL/8

12
1
| Py < o

First of all, we have to prove that the integral is finite for every finite
A. This follows from the fact that v is analytic and satisfies (3.4) which
implies that v(0,s) = 0. Since the derivative with respect to y is bounded



382 FILIPPO TOLLI

by eP* we have that the integral is finite. The proof of this lemma is quite
complicated and will be given in several steps. We will use the following
constants: Ay, v, N, 09,071, ...05, A, which depend on B, 1, (o = (&)"/? and
the coefficients of 9, but not on A. First we set Ay > 100(B+Cy+|Co| 1 +1),
with Cy = |Col/2.

Lemma 3.4 [14]|. There exist 0 < v < pu, N < +oo, 3Cy > 09 > 01 >
<> oy > 2C, such that
1

gh <A~ (N+lr<p

and
(s —io;)*(1+y)*P ¢S Vs € R, 0<j <N, y€[Ag— (j+ Vv, Ay — ju].

Moreover if |s| < 4A and if v and Ay are sufficiently small and Ay is
sufficiently large, then we have

(s —io;)* [1+y—i2y(s —io,) )¢ L 0<j< N,y €I,
where I; = [Ag — (j + 1)v, Ay — jv].

Remark 1. In Christ’s paper [14] Lemma 6.1. contains a very similar
statement, but its proof does not apply directly to our case since here we
are dealing with parabolas instead of lines. However we can deduce the
proof of our lemma from the one in Christ’s paper in the following way. Let
¥? = {z € C such that 2 € ¥}. Notice that X? is discrete and that there
is a forbidden cone for it (i.e., there is no { € ¥? satisfying |arg{| < % or
|arg{ + 7| < %). Since these are the only facts used in the proof of Lemma
6.1 [14] we have that there exist constants v, N, 0, 01, ..., on as before, such
that

(s —io;))(1+ ) ¢ X2 Vs €R, 0<j< N, ye[Ay—(j+1)v, Ay — jv,

which implies the conclusion of the lemma.

Remark 2. In the course of the proof we will denote by v and A a pair of
constants such that v and vA are sufficiently small while yA? is sufficiently
big. The meaning of “sufficiently small” and “sufficiently large” will be
specified every time these constants occur.

Let 0 < 0 < 3C, and define for s € R

£, = e Ty (y s — io)(A"s),
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where 7 is a smooth function which is equal to 1 on [—2,2] and is equal to
0 outside [—4,4]. Let

LJ _ e—'y)\(s—io)2 o E o e'y/\(s—ia)2
= (0, + b(y,s —io)(1 — 2iy(s —io) —iX"'d,)) o
1
(—ay ~y +b(y, s —io)(1 — 2iy(s —io) —iX"'0,) + aly, s — ia)) .

Then
Lafo = wo + O(ei/\)
where
by = P [9, by, 5)]e VO

Indeed, L, f, = 9, for 0 < |s| < 2A. When s is larger than 24 the cutoff
function 1 comes into play, but both sides of this equation are smaller than
e’\[C*VAQ], where C depends on the quantities fixed before v and A are chosen.
Indeed,

Yoy, 5) = e 7. 0(1)

and for |s| > 24
‘677,\(540)2| < ef—yAA2+C'yA>\+C>\.

Similarly,

2
— s—ic)? — s—io)?
Lo fo(y, 8)| < |77 3 |VE oy, s)| < e B2,
k=0

and thus this function is also small if |s| > 24 and if yA? is big enough.
Denote by

£y, €) = / £ (y, )e~"*¢ds,

the Fourier transform of f, with respect to the second variable. The next
two lemmas describe the behavior of f, at infinity and the relation between
f, and f,,. The proofs of Lemma 6.2 and Lemma 6.3 in [14] apply with only
minor changes in notation.

Lemma 3.5 [14]. If [¢] < Ag)\, 0 <y < AY® and 0 < 0, o' < 3Cy, then
for all sufficiently large \ we have

foly, &) = e f (3, €) + O(e™).

Lemma 3.6 [14]. For all sufficiently large X, if 0 < y < A5 and ]%] <
o < 3Cy, then we have

[ iy eras< e,
[€1>A0A
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The proofs of these lemmas are based only on the bound for v(y, s) and
its first derivatives, and for this reason the conclusions of both lemmas apply
also to V,, ; f,. Define

/B 2

y 6
ol = [ 10 e v
/B 12
14y~ _ s
ol = [t ey

It is necessary to show that the conclusions of the two previous lemmas hold
also for || f-(§)|| = || f- (-, &)||, where || - || denotes for the rest of this chapter
the norm in the space H:

Fo0.6) = €% (y.6)|

1 N 0-70-’ R 2 1 + y12 B 6
= /0 fo(yag) - 6( )§f0/(y7§)‘ y2 e PY ydy
AL/5 21 4 g2
£ o—o')E § Yy —py®
+/1 ‘fa(y,i) — el )Efaf(y,ﬁ)‘ —5 e "ydy

=A+B.

In fact if we consider the function y — f,(y,&) — e ¢ f . (y, ) the mean

value theorem together with the fact that v(0,s) = 0 gives
1

—2X
‘y|2dy S € 9y

1 R , . 2
A S CA lﬁyfg(cy,g) — e(o—a )gayfa’(cyvg)‘ ‘y|2
AL/5 1 12

B < C’e*”‘LdefpyGydy < Cle .
1 )

We show now how to obtain Lemma 3.3 from the two previous lemmas
together with the inequality

A pA
(35) JAEZNGIR Y R NG
R — Ao
which will be proved below. We know that
Ifoly, s)] < CAMif |y| < cAV4)|s| < eAY? and s € R

since for any positive N there exists M such that ||F,||ox < eAM and 0,0;
is C'* hypoelliptic modulo its kernel. Thus

ol ©)] = \ [ e g sn(s)ecae

< \M / e < OAM VEER,
R
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and since the same can be proved for 9, fo we also have (again using the
mean value theorem and the fact that f,(0,£) = 0) that

Ao (O] < CAM V¢ € R.

Using Lemma 3.5 we get

[ fox O = €™ fo(OI* + O(e™) if [¢] < Ao,
which implies that

[ fon ()17 < Ce™™ if — Agh <€ < A,

From (3.5) we conclude that
A
J Ul [ Ufanl@lPde + Co < ce,
R Ao

The same kind of result is true for f, with % < o < 2C). Indeed,

/RIfa(f)ll%l&:/:OA+/AOA [ 1+

—AoA Ao

The first and the third terms are easily estimated using Lemma 3.6, while
0 . Aox .
1< [ ez + [ e (OIPdE + O

and thus the result follows from the corresponding bounds for fo and f,,.
This implies that

A5 12
1 6
/ / foly, s —io)* j e P ydyds < Ce“
R JO Y

holds for all ¢ in the interval [%, 200}. Since fy(y, s) is holomorphic for
|Re(s)] < 24, [Im(s)| < K we have, using the mean value theorem, that

AL/ 12

1
/ | fo(y, 8)!2%6’””6,@6@ < Ce
0 Y
for all s € T provided that A and K are sufficiently large. Since, for |s| < 2A4,
foly,s) = v(y, s)e?™ " the conclusion follows if 7 is sufficiently small.

Lemma 3.7. There exists 6 > 0 such that for all sufficiently large A,
0<j <N, and \7'¢ € I; we have

(3 W ©IF <™ [ llfo )lPdn+ e

[n[<AoA
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Let us deduce (3.5) from Lemma 3.7. For j = 0 the lemma gives

Ao

| 1a@Ide <26 [ |15, O] Pdg +2e
Ao oA

<o | 1o ©IPd +e [ I (@)IPdE + e
[=A0X, Ao A\ Ao Mo

Absorbing the second term in the left hand side we obtain, for § < § (we
use the convention that ¢ could change in the course of the proof a finite
number of times),

67) [ Nm@lPd < [ oo () dE + .

Ao, Ao A\ o

By Lemma 3.5 we know that
(38) [ a©IFdg = [ S f ©de + O,
Ao Alo
Since for € € M\, we have (717708 < g(01790)(A0=)A e obtain that
(3.9) (38) < AN [ 17 (6)|dg + O,
Ao

and by (3.7) we get

(3.10)

(3‘9) < e—5>\62(01—00)(A0—V)>\/ ||f0’0 (5) |‘2d£+62(01_UO)(AU_V))\e_&)\.
[=AoX, Ao A\ XIo

Now if £ € [—AgA, AgA]\ Iy we have e(@1790)¢ > el1=00) (A=A and thus

U K| (€ + ¢

[=AoA, Ao A\ Ao

<o [ 1o (©)117dE + e
[—AoX, Ao A\ Io
In conclusion we have
G [ fagPa e [ @R e,
)\*15610 [A())\,A()X]

Lemma 3.7 for j = 1 gives

¢ 2 —OA £ 2 —0A
R B N AGI S
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and thus adding together (3.11) and (3.12) we obtain

(613 [ gl <e™ [ h IR+ e,
A UAIo [AoX, Ao

Using the same trick as before we conclude that

G [ gl < e [ 1o (@112 + ¢
A1UAXI [A())\,Ao)\]\)\lou)\ll

The general case follows by induction.

Definition. Let Q be an open set in C, and let f(y,s) be a continuous
function that is holomorphic with respect to s € Q and such that f(-,s) €
HY Vs e Q. Define HfHHSQ = SUP,cq |[f(+ 8)||ux, and denote by H}, the

space of all functions for which the above norm is finite.

Lemma 3.8. There exist 6 > 0 and an open set C D QD {se R :|s| < A}
such that for all sufficiently large X\, all sufficiently small p, all 0 < 7 < N,
£ € M; and ¢ € H)(RT) supported in [0, \'/?] there exist
g e FI;Q
EeH,
supported in [0, \'/°] satisfying
e L} (e7*g)(s,y) = d(y) + E(s,y) in Qx[0,X7]
with the bounds

lollsz < Clléllis,
- —0A _
1Bl < Ce @l

Proof. Since we want to approximate the operator L, with the family of
differential operators studied in Chapter 2 we need to extend the coefficients
of the operator L, to all of [0, 00]. To do that define

b(y,s) = h(A™Py)b(y, s) + (1 — h(A"°9))B(y, s)

where (y, s) = 6y°+2y(s—ic)? and h is a smooth function supported in [0, 2]
and identically equal to 1 on [0, 1]. Then the difference between b (henceforth
denoted by b) and 3 is O(A"Y2(1 + y°)) for all y € [0,00] and for s in a
bounded region and the same is true for the first order derivatives. Similarly
define b and a(y, s) = @ = h(A\"'/®y)a(y, s). In the proof, the integral in the
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definition of the norm H should be considered over the entire positive line;
this technicality does not affect the statement of the lemma since all of the
functions involved are compactly supported in [0, A\}/®].

L=e* L} e ™ = (9,4 [1—2iy(s —io) + X' —iA'0,] o b+ a)
o <_6y - ; +[1 = 2iy(s —io) + A6 —iXT'0,] o b> :
Define
Acr = (0, + (69" +29)) (=0, = - +T(65" +240))
with

(= (s—io;)* and T = (1 — 2iy(s —io;) + A ').

We have shown in Chapter 2 that A r is invertible if and only if (T%/° ¢ X.
By Lemma 3.4 this is the case if 0 = 0, £ € Al;, and s € () provided that
Qp is a sufficiently small neighborhood of {s € R, |s| < A}.
Write
E = AQT + 5

where &
0yoTo(b—f3) — 0,0\ "1 0,0b + ToboTo(b— ) — To(b— B)oTof3
_ - 1 . 1
— ToboiX ' 050b + To(b — f3)o (—8y — ) +iX "' d50b0 <8y + )
Yy Yy
- . 1
—iA"19,0b0Tob — A1 9,0b0 A", 0b — ao <8y + > + aoTob
Yy
— aoil 19 0b.
Note that A; r is invertible from I:I[%QO to ]:IS,QO because Ag; is uniformly
bounded for every s in a compact set and obviously maps holomorphic func-
tions to holomorphic functions since the coefficients of A r depend holo-

morphically on s.
If © is a bounded set then we have that

1 - -
(%,;,b,ﬂ are bounded from H/fﬂ to H;f;zl

while (b— 3) and o map the same spaces with bounds given by O(A~1/2) and
O(A™1), respectively. Thus the only terms to worry about are the ones that
contain Jy;. To control these terms, let A be a large constant to be chosen
later and define

QoD D+ DONn11
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Qy = {|Re(s)| < A+¢, [Im(s)| < ¢}
Q2 ={|Re(s)| < A+c—¢ |Im(s)| <c—¢€}

Qnpr = {[Re(s)| < A+ e, [Im(s)] < e}

where c is a positive constant independent of A and we chose € and N such
that c— (N+1)e = eand N > ¢/A~'\. The other Q;, 0 < j < N are selected
so that

d(41,00,) > ANV > 1

being d(U, V) the usual distance between the sets U and V. Using the
Cauchy integral formula we have that 0, is a bounded operator from H ;]f,QJ

to FIﬁQjH
9, with a bound of cd(2;41,09;) 2. Using the property of our domains we

can conclude that

with a bound given by ¢d(Q;11,09Q;)~" and the same is true for

[0ullge e <eA™r i j>1
A A

<eA V2 oif j=0

where ||T|| 4,5 denotes the norm of the operator T acting between the space
A and B. By the above estimates we have that
N N —1 . .
HgHH:ij,HngH <chA if j=>1

<eXV?Odf j=0.

We can try to solve the equation L f = ¢ by using a Neumann series. Indeed,
define

f=2 (-1)(A roE) AL 1o,

Then

0
N
+ > (1) (EAL Y o

0
= ¢+ (1) (A7) 0.
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The above estimates imply that
(oA Y ollgy,, < A 201
and
[Acr(E ALY dllgz,, < /AN
Since N ~ cAA~! if A is large enough it follows that

[ILf — ¢l go < ele/NNATY2 < e
PSIN 41

and

N
1l < S INAThoEY AThollag,, < Cllolly,,

The function f so constructed satisfies all the requirements of the lemma
except for the one about the support. For this reason we replace f by
n(A"Y5y) f(y) = na(y)f(y) = g(y), where 7 is a smooth function supported
in [0,1] and identically equal to 1 on [0,1/2]. We have that

/R+ IL(n(APy) fy) — f(y))IQ#yme”y%ydy

2 2

> Y 6/9 >~ 2 Y 6/9
<c/ Lf)? e/ +/ L, e’ /?,
S FFOI T Y AL LR Al vt

The first term is easily estimated since

5 [ 2
|7 < 671/2'0)‘6/0/ |.Cf|2y7yepy6 <ce .
1/201/5 1+ yt2

Since f € H 5’9 we have that f and its first derivative with respect to y decay
exponentially as e’ and thus also the second term can be estimated using
the same trick. Changing the coefficient of £ modifies the operator, but
when 0 < y < AY® the modified coefficients are equal to the original ones
and thus we have the conclusion.

Proof of Lemma 3.7. Let £ € M, 0 = 0; and ¢ € H supported in [0, \!/?]
be such that
£l = (e (), fo) +Ole™).
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In fact if ¢, is given by

Foy Qe g
[FAeI

be(y) =

then ¢¢ € HY, ||¢¢||mo = 1 and

A\1/5

1l = [ ¢ Ofuly ydy

0
\L/5
/o

and thus we just need to show that

—A )
/ Fg +/ Fg = O(G_A).
—00 A

This is the case since |f,(y, s)| = O(e™*) when vA? is sufficiently large.

/Rqﬁ(y,é‘)fa(y,S)e‘“&dsydyZ/RFs(S)dS

If g and F satisfy the conclusions of Lemma 3.8 then

(fore™™0(y)) = (fs, Li(e™"g) — e "*E)
= (Lofore™*g) — (fo,7")

modulo boundary terms given by integration by parts. We will check that
these terms are negligible (i.e., they decay exponentially or they vanish).
Indeed,

A pAY/B ‘
/ L (e "g) frydyds

\1/5

0
A
_ / / (0, + (T — ix"0,)ob + a)
—aJo
. (—ﬁy - ; + (T - i)\_18s)ob) (e7"¢g) foydyds

where T' = (1 — 2i7y(s —i0)). The boundary term given by integration with
respect to y is

A 1 ‘ y—AL/D
/ (—ay ~y + (T - i)\las)ob) (e7g) fy ds.

—A

y—0

Case y — 0:
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Since g € H?, , Lemma 2.4 implies that
lim g(y, s) = lim y9,9(y, s) = lim y9,9(y, s) = 0
y—0 y—0 y—0

uniformly in s € 2. Moreover we have already proved that f,(y) is bounded
near zero by e“* and thus this term is zero.
Case y — \'/5:

Again the fact that g € flz /2,0 implies that g and its first partial deriva-

tives decay exponentially like e=¥" as y tends to infinity. This follows from
Lemma 2.4 for the derivative with respect to y, while for the derivative
with respect to s it comes from the fact that g(y,s) is bounded in € and
holomorphic with respect to s. Since |f,| < e“*5)* we have that

[FOV2,8) Vo g(N2, )| + [F(N7, 5)g(A7, 5)] < elOFPRAT g o7,

The boundary term given by integration by parts with respect to s is

J

We know that for every 0 < y < A'/%

AL/5 A

ydy.
—A

Ao (—@, — ; +(T - M‘las)ob> (e™g)fs

1o (y, £A)| < B4

and since

bo (@, + ; + )\185) (eisg)g‘

is bounded uniformly in ¢ and s we also have that this boundary term is small
provided that yA? is large. The other boundary terms can be estimated in
a similar way. Using the Cauchy-Schwarz inequality and the result of the
previous lemma we have

) A
o E) < [ I 1B 5) oy
—A
o [ 150 l2ds
< Ce /% -
< e /R 1£,()][2ds

< e [ (@)l
R
We only need to show that

’<L0faa e—is§g>| < e .
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To prove this deform the contour of integration by
s — s —ih(s),

where h is a smooth function with the property

Co if |s] < 2
h(s) =<0 < h(s) < ¢ Vs
0 if |s| > A.

We have that for [s| < 4

’efi(sfih(s))ﬁl ~ eco(Aof(jJrl)l/)/\ < 0676)\

where ¢ is a positive constant independent of j and |e~* (=¥ ()| < 1 for all
other values of s. Since for all |s| < A |L, f,| < e“*0+74-75") we have

AL/5

A
(3.15) !<Lafa,g>\ < /A/O ‘e—zs.f’eC)\(erAf“/s )‘g(:% s)]ydyds

/
and using the fact that fo’\l ’ lg(y, s)|ydy is uniformly bounded for every s in
Q (because g € H?, ) we obtain:

A/2 —A/2
(315) < 0/ eCA(’Y'F’YA—’YSz)e—zS)\dS + C/ eCA(’H-’)’A—’ysz) 1ds
—A/2 _A

A
+C eCAHTA=YS") {1
A/2

from which it easy to conclude.

4. Conclusion.

In this section we are going to show how the conclusion of the previous
chapter, namely the bound for the solution of our differential equation,
leads to a contradiction. This would imply that the hypothesis on which
that bound was built is actually false; i.e., the operator 9, is not analytic
hypoelliptic modulo its kernel. Let T' be the connected component of the
preimage of the circle I' described in Lemma 2.6 under the transformation
F:C — C, z — 2% which is completely contained in the open lower half
plane. Such a choice is possible if the radius of I" is taken to be sufficiently
small. Fix a parameterization v: [a,b] — C, § — ~(#) of T which is a
real analytic function of §. We know that our solution v(y, s) satisfies the
differential equation

Lu(y, s) = (9, + b(y, 5))¥ (),
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where

U(y) = exp(—y° +iy’Co)

and
o - .
L= (3, + by, s)(1 —ir"'8,)) (—ay - b1 =N 0) + a(y,s)> .

L acts on functions that are holomorphic with respect to s, and when it is
restricted to R* x I it takes the form

L= (ay +b(y, 0) (1 - ery}e)ae))

: (—ay - 31/ +b(y, 0) (1 — iA—lvlze)

since dy = ﬁ@g. L seen as a differential operator in y and 6, has a formal
adjoint L* given by the relation

/ / Lfgdoydy = / / L gdfydy
0 I 0 T

where one of the two functions is supposed to be compactly supported. We
remark that by
/ hdf
r

(%) + a(y, 0))

we mean

[ naonas
while

?[} h(s)ds — /F h(6)y (6)d

is the usual contour integral of complex analysis which is independent of the
choice of the parameterization. The goal of the next lemma is to show that
the family of differential operators studied in Chapter 2 is a good approxi-
mation of the operator L. Since its proof is essentially the same as that of
Lemma 3.8 it will not be given.
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Lemma 4.1. Given ¢ € C*(R™) there exist § and C < oo such that for
all sufficiently large A and sufficiently small p, there exists f: RT x I’ — C
supported in the interval [0, \'/°] such that

(4.1)

[ 12 .00 =07 @)o0) Py < o
(4.2)

[ [rtoaeyay < o
(4.3

)
9] 2 o B
| L1100 =202y 0047 0| doe yay < cx
where o 1s as in Lemma 2.6.

Let ¢ be the function of Lemma 2.6 and consider the double integral

o= [ folw.)s 6l dsydy
0

Since the hypothesis of analytic hypoellipticity of 9, implies that v is holo-
morphic in a region containing the curve T', this integral must be zero. On
the other hand, the same hypothesis leads to the conclusion that such an
integral cannot vanish if A is sufficiently large as will be shown below. In
fact we have that

w = /O N /F v(y, 0)7(0)* 1 (0)¢(y)doydy
[ [ o811 (5.0) + L* £(5.0))dbydy
thus
o= [ [ oL 1(y.0)a8yay
[ [ o060 0)6() - L5 (5.0)dbydy
Select a p for which Lemma 4.1 holds and choose p in Lemma 3.4 which is

strictly smaller than the ¢ of Lemma 4.1. Using the Schwarz inequality and
(4.1) we get

W = /OOO /f f(y,0)Lv(y, 0)dOydy + O(e=*)
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for some positive ¢ which implies that

o= [ [ 56,000, + .0 @)ty + 0.

Since |b(y, s) —6y° —2ys?| ~ O(A~Y2(1+y°)) and |¢(y)| decays exponentially
as e7¥" we have that

w= /000 /F f(y,0)(0, + 6y5 + 297(9)2)¢(y)d0ydy + O()ﬁl/Q),

If we define D, = 8, + 6y° + 2yv(#)* then, using the Cauchy-Schwarz
inequality, (4.3) and the fact that A, is self adjoint we obtain

w= /0°°/f7(9)204-17((9)'14%19)2<Z5(3/)DA,(9)1/)(y)d9ydy_|_O()\—1/2)
= /Ooof%820+1As_21¢(y)D52w(y)d8ydy+O()\_l/2)

= Awfé;820+1¢(y)A:21(y)Dé2w(y)d8ydy+O()\1/2)
=co+ON?)

where ¢y # 0 by Lemma 2.6.
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