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As an introduction we present a new, elementary and con-
structive proof of the multisummability properties of formal
solutions of linear ODE’s at irregular singular points. This
serves to illustrate the geometric approach to multisumma-
tion. Basic properties of multisums and the associated sheaves
are derived. Next, we study Cauchy-Heine transforms in re-
lation to multisummation and the Stokes phenomenon. We
show how to construct multisums with a prescribed Stokes
phenomenon, using the Malgrange-Sibuya isomorphism.
Starting from the Stokes automorphisms we introduce the
alien derivations of J. Ecalle and derive Ecalle’s bridge equa-
tion for the general integral of linear ODE’s. The main ideas
are illustrated with some very simple examples.

Introduction.

Consider the differential equation (D): Dy = 0, where D is a linear differ-
ential operator of order n, with coefficients in C{z}. It has n independent
formal solutions of the form:

ŷl(z) = eql(z)zρl ĥl(z)(1)

where ρl ∈ C, ql ∈ z−1/pC[z−1/p], and ĥl ∈ C[[z1/p]][log z] for some p ∈ N.
According to the main asymptotic existence theorem (cf. [26]) there

exists ε > 0 such that for every interval I ⊂ R with length |I| < ε and every
l ∈ {1, . . . , n}, there exists a solution yl,I of (D) with the property that
yl,I ∼ ŷl on I, i.e.

e−ql(z)z−ρlyl,I(z) ∼ ĥl(z) as z → 0, arg z ∈ I.
In general, however, this solution is not unique. The object of exact asymp-
totics is to associate a unique “sum” with a given divergent power series.
For the class of divergent power series arising in the theory of analytic dif-
ferential equations this can be achieved by means of a process called ‘multi-
summation’. There exist two, essentially equivalent, approaches to the the-
ory of multi-summability: The analytic approach, which is based on the use
of Borel and Laplace transformations, and the geometric approach. In the
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latter, an important part is played by so-called (k-precise) quasi-functions:
Analytic functions which are defined modulo functions with exponential de-
crease of some order (k). The term k-precise quasi-function was introduced
by J.-P. Ramis in [24]. In this paper, we explain and develop the second
approach.

The paper is organized as follows. In §1 we give an elementary and
constructive proof of the multi-summability of the formal series ĥl in (1).
This section serves as an introduction to and motivation of the geometric
approach. In §2 we derive some basic properties of quasi-functions and
multi-sums. §3 deals with Cauchy-Heine transforms in relation to multi-
summability and the Stokes phenomenon. Here, also the inverse problem is
considered: To construct multi-sums with a prescribed Stokes phenomenon.
In §4 we discuss the Stokes phenomenon in a fixed direction. In §5 we
introduce Stokes automorphisms and give a definition of the alien derivations
of J. Ecalle in terms of quasi-functions. The main ideas are illustrated in
two very simple examples of linear differential equations.

1. Introductory example.

We begin by introducing some notation.

Definition 1.1. Let I ⊂ R be an open interval. A(I) is the set of all
functions f with the property that, for any closed interval I ′ ⊂ I, there
exists a positive number r such that f is holomorphic on the sector S(I ′, r) :=
{z : |z| < r, arg z ∈ I ′} of the Riemann surface of log z. With the natural
restriction mapping, the sets A(I) form the sheaf A on R of holomorphic
functions in a sector with vertex at O. For any θ ∈ I, the germ at θ of
f ∈ A(I) is the equivalence class of functions f ′ ∈ A(I ′), where I ′ 3 θ, such
that f ′|I′′ = f |I′′ for some open interval I ′′ ⊂ I ∩ I ′ containing θ. This germ
is denoted by fθ. The stalk Aθ of A is the set of all germs at θ of functions
f ∈ A(I), where I is any open interval containing θ.

Let k > 0. By A≤−k, A<−k, A≤k and A<k we denote the sheaves on R
of holomorphic functions with at least exponential decrease of order k, with
‘supra-exponential decrease of order k’, with at most exponential growth of
order k and with ‘subexponential growth of order k’, respectively, in some
sector with vertex at the origin. More precisely, if I ⊂ R is an open interval,
A≤−k(I), A<−k(I), A≤k(I) and A<k(I) are the sets of all functions f with
the property that, for any closed interval I ′ ⊂ I, there exists a positive
number r such that f is holomorphic on the sector S(I ′, r) := {z : |z| <
r, arg z ∈ I ′} of the Riemann surface of log z, and

sup
z∈S(I′,r)

|f(z)|ec|z|−k
<∞

for some c > 0, for all c > 0, for some c < 0 and for all c < 0, respectively.
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We consider the differential equation (D) with formal solutions (1). For
l,m ∈ {1, . . . , n}, let qml = qm − ql. If ql 6≡ qm, there exist κml ∈ 1

pN and
ωml ∈ C∗ such that

qml(z) = ωmlz
−κml + o(z−κml).

Definition 1.2. The numbers κml are called the levels of the differential
equation (D). We say that m ≺ l on the interval I if eqml(z) decreases
exponentially of order κml as z → 0, arg z ∈ I (so if cos(argωml−κmlθ) < 0
if θ ∈ I). θ is a Stokes direction of level κml for the pair (m, l) if
cos(argωml − κmlθ) = 0. Let the increasing sequence of Stokes directions
be denoted by {θh}h∈Z. If m ≺ l on an interval (θσ, θµ) of length π/κml

then {θσ, θµ} is called a (m ≺ l)-Stokes pair or a Stokes pair of level
κml and we denote θµ by θml. If Ij , j = 1, . . . , r, are open intervals such
that Ir ⊂ Ir−1 ⊂ . . . ⊂ I1 then (I1, . . . , Ir) will be called a nested multi-
interval. If I and I(ν), ν = M, . . . ., N, are open intervals where M and
N are integers such that M < N , ∪N

ν=MI
(ν) = I and I(ν) ∩ I(µ) 6= ∅ iff

|ν − µ| ≤ 1 then {I(ν)}N
ν=M is called a finite covering of I.

Suppose that (D) has r distinct levels: k1, . . . , kr in order of increasing
magnitude. It is known that one can associate a unique sum to ŷl and any
nested multi-interval (I1, . . . , Ir), if |Ij | > π/kj and Ij does not contain
Stokes pairs of level kj (cf. [22], [2], [5], [21]). Here we give another proof
of this property based on the main asymptotic existence theorem mentioned
above. Another proof based on this theorem has been given by M. van der
Put (to appear). Similar ideas can be found in B. Malgrange [19]. From the
main asymptotic existence theorem we first derive a fundamental system of
normalized solutions, due in the generic case to G.D. Birkhoff [3] and in the
general case to W. Balser, W.B. Jurkat and D.A. Lutz (cf. [13, p. 85]).

Lemma 1.3. Let l ∈ {1, . . . , n}, ν0 ∈ Z. Then there exist solutions
{y(ν)

l }ν∈Z of (D) such that y(ν)
l ∼ ŷl on (θν−1, θν+1) and

y
(ν)
l − y

(ν−1)
l =

∑
θhl=θν

αh(l, ν)y(ν−1)
h if ν > ν0,(2)

y
(ν)
l − y

(ν−1)
l =

∑
θlh=θν−1

αh(l, ν)y(ν)
h if ν ≤ ν0.(3)

Proof. Let I := (a, b) be an interval that contains a Stokes direction θν and
with |I| < ε as in the Introduction. Then it is well known and easy to see
that yl,I ∼ ŷl on (θν−1, θν+1). Denote yl,I by ỹ(ν)

l .
Let y(ν0)

l := ỹ
(ν0)
l for l = 1, . . . , n. Let ν ≥ ν0 + 1 and suppose the

construction of y(ν)
l satisfying (2) has been performed up to ν − 1. Let
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I = (θν−1, θν+1). Then there exist constants bh such that

ỹ
(ν)
l − y

(ν−1)
l =

∑
θhl=θν

bhy
(ν−1)
h +

∑
h≺l on I

bhỹ
(ν)
h ,

since the solutions y(ν−1)
h with θhl = θν and ỹ

(ν)
h with h ≺ l on I can be

extended to a fundamental system by solutions ỹ(ν)
h which dominate the

lefthand side on (θν−1, θν). Therefore we choose

y
(ν)
l = ỹ

(ν)
l −

∑
h≺l on I

bhỹ
(ν)
h = y

(ν−1)
l +

∑
θhl=θν

bhy
(ν−1)
h ,

so that y(ν)
l ∼ ŷl on I and (2) holds up to ν. Thus we recursively obtain all

y
(ν)
l with ν ≥ ν0. Similarly the case with ν < ν0 can be handled. �

From this lemma we deduce:

Theorem 1.4. Let l ∈ {1, . . . , n} and (I1, . . . , Ir) be a nested multi-interval
such that |Ij | > π/kj and Ij does not contain any (h ≺ l)-Stokes pair of level
κhl = kj for j = 1, . . . , r. Let kr+1 := ∞. Then there exist a finite covering
{I(ν)} of I1 and solutions w(ν)

l of (D) such that the endpoints of all Ij belong
to the set of endpoints of all I(ν) and such that

w
(ν)
l ∼ ŷl on I(ν),(4)

e−ql

(
w

(ν)
l − w

(ν−1)
l

)
∈ A≤−kj+1

(
I(ν−1) ∩ I(ν)

)
if I(ν−1) ∪ I(ν) ⊂ Ij .(5)

Thus e−ql

{
w

(ν)
l

}
I(ν)⊂Ij

defines an element

e−qlwlj ∈ A/A≤−kj+1(Ij) with e−qlwlj (mod A≤−kj ) = e−qlwl,j−1|Ij .(6)

Moreover, if j ∈ {1, . . . , r} then wlj is uniquely determined by ŷl and the
multi-interval (I1, . . . , Ij). In particular, wlr is an ordinary function which
is a uniquely determined solution of (D) on Ir.

Proof. It is sufficient to give the proof for the case that the intervals Ij
have Stokes directions as endpoints since otherwise we can enlarge Ij to
such intervals with the other assumptions remaining satisfied. Let Ij =
(aj , bj), j = 1, . . . , r and I(ν) := (θν−1, θν+1), ν ∈ Z. We use Lemma 1.3
with ν > ν0 where θν0 < a1. Let the linear operator M (ν)

j on the solution
space of (D) be defined by

M
(ν)
j y(ν)

m = y(ν−1)
m +

∑
θhm=θν ,κhm≤kj

αh(m, ν)y(ν−1)
h ,m = 1, . . . , n,(7)
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except if

θν−1 = ap ∈ Ij (so p > j) and κml = kp,m ≺ l on I(ν)(8)

in which case we replace the righthand side of (7) by 0. Then (2) implies
that

e−ql

(
1−M

(ν)
j

)
y(ν)

m ∈ A≤−kj+1

(
I(ν−1) ∩ I(ν)

)
if m = l or m ≺ l on I(ν).

(9)

Define w(ν)
l = y

(ν)
l ,∀ν ∈ Z with θν+1 ≥ b1 and and from these by downward

recursion in ν with a1 < θν−1 < θν < b1:

w
(ν−1)
l = M

(ν)
j w

(ν)
l if j := max{t : [θν−1, θν ] ⊂ It}.(10)

We will show that there exist constants cm(ν) such that if θν > a1:

w
(ν)
l − y

(ν)
l =

∑
m∈J(ν)

cm(ν)y(ν)
m(11)

if

J(ν) := {m ∈ {1, . . . , n} : m 6= l, κml = kp, θν ∈ Ip,m ≺ l on (ap, θν+1)}.
(12)

If m ∈ J(ν) then ap ≤ θν−1 and m ≺ l on I(ν). Hence (4) follows from (11).

Since w(ν)
l − w

(ν−1)
l =

(
1−M

(ν)
j

)
w

(ν)
l we obtain (5) from (11), (12) and

(9).

Proof of (11). If θν+1 ≥ b1 then w(ν)
l = y

(ν)
l and (11) follows. Next suppose

(11) holds for some ν with [θν−1, θν ] ⊂ I1. From (10) and (7) it follows that

w
(ν−1)
l − y

(ν−1)
l =

∑
θλl=θν ,κλl≤kj

αλ(l, ν)y(ν−1)
λ +

∑
m∈J(ν)

cm(ν)M (ν)
j y(ν)

m ,(13)

where

j := max{t : [θν−1, θν ] ⊂ It},(14)

κλl = ks, s ≤ j, κml = kp, θν ∈ Ip,m ≺ l on (ap, θν+1).(15)

We only have to show that the righthand side of (13) is a linear combination
of y(ν−1)

h with h ∈ J(ν − 1). As [θν−1, θν ] ⊂ Ij ⊂ Is and {θν − π/ks, θν}
is a (λ ≺ l)-Stokes pair which by assumption is not included in Is we have
θν − π/ks ≤ as and therefore λ ≺ l on (as, θν) and λ ∈ J(ν − 1).

Remains to consider the termsM (ν)
j y

(ν)
m in (13), so withm ∈ J(ν). If j < p

then since θν ∈ Ip, we have θν−1 6∈ Ip (cf. (14)). Therefore θν−1 = ap, m ≺ l

on I(ν) (cf. (15)) and M
(ν)
j y

(ν)
m = 0 (cf. (8)). Finally suppose p ≤ j. Then
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θν−1 ∈ Ij ⊂ Ip and m ∈ J(ν − 1). We have to show that for h in the sum
in (7), so if θhm = θν , κhm = ki, i ≤ j, we have h ∈ J(ν − 1). Now h ≺ m
on (θν − π/ki, θν). From this and (15) we get h ≺ m ≺ l on (a, θν), where
a := max{θν − π/ki, ap} < θν . Since qhl = qhm + qml we have κhl = kµ

where µ = max{i, p}. Then µ ≤ j, ap ≤ aµ ≤ aj < θν < bj ≤ bµ. Hence the
condition on Stokes pairs implies aµ ≥ θν −π/kµ ≥ θν −π/ki and so aµ ≥ a.
Therefore h ≺ l on (aµ, θν), i.e. h ∈ J(ν − 1). Thus (11) holds in general.

The uniqueness statement follows from the next Proposition 1.5. �

Proposition 1.5. Let j ∈ {1, . . . , r}, k := kj ,m := kj+1. Let I be an open
interval of length > π

k . Suppose there exist a finite covering {I(ν)}N
ν=1 of I

and solutions u(ν)
l and v

(ν)
l of (D), ν = 1, . . . , N , l = 1, . . . , n, satisfying

the folowing conditions

1) u(ν)
l (z) ∼ ŷl(z) on I(ν),

2) e−ql

(
u

(ν)
l − u

(ν−1)
l

)
∈ A≤−m

(
I(ν) ∩ I(ν−1)

)
if ν > 1,

3) v(ν)
l satisfies the same conditions as u

(ν)
l and e−ql

(
u

(ν)
l − v

(ν)
l

)
∈

A≤−k(I(ν)).

Then e−ql

(
u

(ν)
l − v

(ν)
l

)
∈ A≤−m(I(ν)), ν = 1, . . . , N .

Proof. There exist constants ch,ν such that

v
(ν)
l − u

(ν)
l =

∑
h≺l on I(ν),κhl=k

ch,νu
(ν)
h (mod eqlA≤−m(I(ν))).(16)

Hence if ν ≥ 2 then on I(ν) ∩ I(ν−1) we have

v
(ν−1)
l = v

(ν)
l (mod eqlA≤−m(I(ν) ∩ I(ν−1)))

= u
(ν)
l +

∑
h≺l on I(ν),κhl=k

ch,νu
(ν)
h (mod eqlA≤−m(I(ν) ∩ I(ν−1))).

In the last sum we have u(ν)
h = u

(ν−1)
h (mod eqhA≤−m(I(ν) ∩ I(ν−1))), h ≺ l

on I(ν) and κhl = k. So using (16) with ν replaced by ν − 1 we see that
ch,ν = ch,ν−1 and ch,ν 6= 0 only if h ≺ l on I(ν) ∪ I(ν−1). By varying ν we see
that ch,ν 6= 0 only if h ≺ l on I which is impossible since κhl = k, |I| > π/k.
The assertions now follow from (16) with ch,ν = 0. �

Remark 1.6. e−qlwlr is called the multi-sum of e−ql ŷl associated with
the multi-interval (I1, . . . , Ir). A generalization of Proposition 1.5 is Wat-
son’s lemma (cf. Proposition 2.3). Note that any interval Ij in Theorem
1.4 contains a Stokes direction of level kj . The construction in the proof of
Theorem 1.4 only uses coverings by intervals I(ν) = (θν−1, θν+1) and inter-
vals Ij bounded by Stokes directions. It could also be given with upward
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recursion by choosing θν0 > b1 in Lemma 1.3. If y(ν)
l is a normalized solu-

tion in the sense of Jurkat (cf. Lemma 1.3) with θν+1 − θν−1 > π/kr then
the proof of Theorem 1.4 implies that e−qly

(ν)
l is the multisum of e−ql ŷl

on nested multi-intervals (I1, . . . , Ir) where |Ij | > π/kj , Ij does not contain
any (h ≺ l)-Stokes pair of level κhl = kj and either Ij = (aj , θν+1), j =
1, . . . , r, ar = θν−1 or Ij = (θν−1, bj), j = 1, . . . , r, br = θν+1.

Next we consider the Stokes phenomenon for multi-sums of formal solu-
tions of (D). As we have seen above it is sufficient to consider multisums on
intervals bounded by Stokes directions.

Proposition 1.7. Let l ∈ {1, . . . , r} and let (I1, . . . , Ir) and (Ĩ1, . . . , Ĩr) be
nested multi-intervals such that if j ∈ {1, . . . , r} then Ij and Ĩj have length
> π/kj and they do not contain any Stokes pair of level kj. Moreover,
assume that there exist i ∈ {1, . . . , r} with the property Ij = Ĩj if j 6= i, and
Ii ∩ Ĩi = (θσ, θµ) such that θσ ∈ Ii and {θσ, θµ} is a (s ≺ l)-Stokes pair of
level κsl = ki for some s ∈ {1, . . . , r}. Let Λ := {h : θhl = θµ, κhl = ki}
and let ulj and vlj , j = 1, . . . , r satisfy the properties of Theorem 1.4 with
respect to (I1, . . . , Ir) and (Ĩ1, . . . , Ĩr) respectively.

Then there exist constants γh, h ∈ Λ such that

vlj − ulj =
∑
h∈Λ

γhuhj if j ≥ i.(17)

Proof. We may assume that u(ν)
l and v

(ν)
l are constructed as in the proof

of Theorem 1.4. Let Ii = (θα, θµ) and Ĩi = (θσ, θβ). Then α < σ <
µ < β, (θα, θβ) ⊂ Ii−1 and if i < r also Ii+1 ⊂ (θσ, θµ) and σ < µ − 1.
Let j := max{s : θν−1, θν ∈ Is}, j̃ := max{s : θν−1, θν ∈ Ĩs}. If ν ≥ β
then j < i, j̃ < i and therefore j = j̃. From (10) it now follows that
v

(ν)
l = u

(ν)
l if ν ≥ β − 1.

Let ν := min
{
λ ≥ µ : v(λ)

l = u
(λ)
l

}
. So µ ≤ ν ≤ β − 1, θν ∈ Ĩi \ Ii. Then

j = i− 1, and except in case ν = µ = σ + 1 moreover j̃ = i. From (10) and
(11) it follows that except in case ν = µ = σ + 1:

v
(ν−1)
l − u

(ν−1)
l =

(
M

(ν)
i −M

(ν)
i−1

)
u

(ν)
l

=
(
M

(ν)
i −M

(ν)
i−1

)y(ν)
l +

∑
m∈Jg(ν)

cm(ν)y(ν)
m


with g = max{t : θν , θν+1 ∈ It}. Then g < i as θν 6∈ Ii. From (7) we get(

M
(ν)
i −M

(ν)
i−1

)
y(ν)

m =
∑

θhm=θν ,κhm=ki

αh(m, ν)y(ν−1)
h .
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If m ∈ Jg(ν), κml = kp, κhm = ki, θhm = θν then p ≤ g < i and m ≺ l on
(ap, θν+1). As qhl = qhm + qml we have κhl = ki, θhl = θν . Since θν ∈ Ĩi we
have θν − π/ki 6∈ Ĩi = (θµ − π/ki, θβ) and as ν ≥ µ we get ν = µ. Hence
v

(ν)
l = u

(ν)
l if ν ≥ µ. So if µ > σ + 1 we get:

v
(µ−1)
l − u

(µ−1)
l =

∑
h∈Λ

δhy
(µ−1)
h .(18)

Next we consider (11) for u(µ−1)
h :

u
(µ−1)
h = y

(µ−1)
h +

∑
m∈Jhi(µ−1)

cmh(µ− 1)y(µ−1)
m

where Jhi(µ− 1) := {m : m ≺ h on (as, θµ), κmh = ks, s ≤ i}. If h ∈ Λ,m ∈
Jhi(µ− 1) then m ∈ Λ by the same argument as above. Since the solutions
u

(µ−1)
h , h ∈ Λ, are linearly independent and the same holds for y(µ−1)

h , we
obtain

v
(ν)
l − u

(ν)
l =

∑
h∈Λ

γhu
(ν)
h (mod eqlA≤−kj+1(I(ν)))(19)

for ν = µ− 1, j = i. From the construction of u(ν)
l and v(ν)

l for ν < µ− 1 by
means of (10) we now deduce (19) for I(ν) ⊂ Ij ∩ Ĩj , j ≥ i if µ > σ + 1 and
(17) follows.

In case ν = µ = σ + 1 we have i = r, j = r − 1 and thus v(µ)
l − u

(µ−1)
l =(

1−M
(µ)
r−1

)
u

(µ)
l =

(
1−M

(µ)
r−1

)(
y

(µ)
l +

∑
m∈Jr−1(µ) cm(µ)y(µ)

m

)
. From this

and (7) we deduce in the same way as above v(µ)
l − u(µ−1)

l =
∑

h∈Λ γhu
(µ−1)
h

which implies (17) since vlr = v
(µ)
l and ulr = u

(µ−1)
l . �

Remark 1.8. Proposition 1.7 shows that the only contributions to the
Stokes phenomenon come from solutions which have as exponential fac-
tor exp qh such that {θσ, θµ} is a (h ≺ l)-Stokes pair of level κhl = ki. So
exp qhl has maximal descent near 0 of order ki in the direction θµ−π/(2ki),
a so-called singular or anti-Stokes direction of level ki (cf. [5], [17]). For
calculations of the Stokes multipliers see [5], [6] and Example 5.10.

The Stokes phenomenon of level ki occurs in general if in Proposition 1.7
the condition on Ii ∩ Ĩi is replaced by: Ii ∪ Ĩi contains exactly one Stokes
pair {θσ, θµ} of level ki and this is a (s ≺ l)-Stokes pair for some s, θσ ∈ Ii.
Without affecting the multisums we may replace Ii by (θα, θµ) and Ĩi by
(θσ, θβ) with suitable α, β such that α < σ, µ < β, in view of Proposition
1.5. Now again Proposition 1.7 is applicable. The case where there are more
than one i with Ii 6= Ĩi can be reduced to the case with a single such i.
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2. Some basic properties of quasi-functions and multisums.

In this section we introduce some notations that will be used throughout
the paper. Unfortunately, there is no uniformity of notation in the existing
literature on Gevrey series and functions and the like. Furthermore, we
recall a number of known properties of quasi-functions and multi-sums and
prove some new results of a rather technical nature (cf. [1], [21], [20], [24]).

Definition 2.1. By A(0) we denote the sheaf on R of holomorphic functions
admitting an asymptotic expansion ∈ C[[z]] as z → 0 in some sector with
vertex at O and by A(k) the subsheaf of functions that are Gevrey of order
1
k . If f ∈ A(0) its asymptotic expansion will be denoted by f̂ or J(f). By
A<0 we denote the kernel of the map J : A(0) → C[[z]].

By C[[z]]k we denote the set of formal power series that are Gevrey of
order k−1.

Let k > 0 and let I be an interval of R, open, half-open or closed. A
k-precise quasi-function f on I is a section on I of the quotient-sheaf Qk :=
A/A≤−k, i.e. f ∈ Qk(I) = A/A≤−k(I). A k-precise quasi-function f can
be represented by a collection of functions {fj}j∈J defined and analytic on
an open covering {Ij}j∈J of I. Two such collections {fj}j∈J defined on a
covering {Ij}j∈J and {f ′j}j∈J ′ defined on a covering {I ′j}j∈J ′ are considered
equivalent if fj |Ij∩I′h

− f ′h|Ij∩I′h
∈ A≤−k(Ij ∩ I ′h) for all j ∈ J and h ∈ J ′

such that Ij ∩ I ′h 6= ∅. We say that f is bounded, has exponential growth
of order l > 0, etc. if the functions fj , j ∈ J have this property. If, for all
j ∈ J , fj ∈ A(k)(Ij) then the asymptotic expansion of fj is independent of
j. This asymptotic expansion will again be denoted by f̂ or J(f).

k-precise quasi-functions with at most subexponential growth of order k,
i.e. sections of the sheaf Q<k

k := A<k/A≤−k, have a property of analytic
continuation. The following proposition is due to Malgrange [19, “quasi-
analyticité relative”]. It can be derived from Proposition 2.4 below.

Proposition 2.2. Let k > 0, I an interval of R and f ∈ Q<k
k (I). If the

germ of f vanishes in a point θ of I then f=0. More generally, the result also
holds if we replace the condition that f vanishes in θ by: On a neighborhood
I0 of θ f is represented by a function which has exponential decrease of order
k in the direction θ.

Proposition 2.3. Let f ∈ A≤−k/A<−k(I) where k > 0 and I is an interval
with length > π/k. Then f = 0.

This proposition extends a result for ordinary functions (i.e. f ∈
A≤−k(I)), due to Watson. In the present form it can be found in Malgrange-
Ramis [21] (lemme de Watson relatif) and Kostov [15] (cf. also Il’yashenko
[11]). We give another proof using the following proposition:
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Proposition 2.4. Letf be holomorphic and of exponential type in the neigh-
borhood of ∞ in a sector S with vertex 0. Let the extended indicator func-
tion Hf : S → [−∞,∞) be defined by Hf (z) := lim supr→∞ r−1 log |f(rz)| if
z ∈ S. Then Hf is homogeneous of order 1 and convex on S. In particular:
If the segment [z1, z2] ⊂ S and Hf (zj) < Aj where Aj ∈ R, j = 1, 2, then

f(r(λz1 + (1− λ)z2)) = O(1) exp{r(λA1 + (1− λ)A2)}

as r →∞, uniformly in λ ∈ [0, 1].

This result can be deduced from the Phragmén-Lindelöf theorem as has
been shown by E.G.F. Thomas (private communication). It also follows
from the subharmonicity and homogeneity of Hf (cf. [10, p. 313]). The
restriction of Hf to the unit circle is the usual indicator function.

Next consider the case that f ∈ A≤1/A<−1(I) where I is an interval (a, b).
Then we may define the extended indicator function for f as follows. Let
Ij = (aj , bj), j = 1, 2 be intervals with nonempty intersection and such that
f may be represented by functions fj ∈ A≤1(Ij) on Ij . Let gj(z) = fj(z−1)
on a neighborhood of ∞ in the sector Sj : −bj < arg z < −aj . Then the
extended indicator function Hgj is convex on Sj and moreover Hg1 = Hg2

on S1 ∩ S2 since g1 − g2 ∈ A<−1(S1 ∩ S2) (cf. [15]). Thus we obtain a
uniquely defined function on the sector S : −b < arg z < −a which is convex
on overlapping subsectors of S and hence is convex on S. Moreover it is
homogeneous of order 1. We denote this function by H̃f .

Proof of Proposition 2.3. We may assume k = 1 without loss of generality.
Then H̃f is defined on a sector S of opening > π and H̃f is negative and
convex on S. From this it follows that H̃f has to be a negative constant
on lines which belong entirely to S. Since any pair of points in S can
be connected by segments on such lines it follows that H̃f is a negative
constant in S. Because H̃f is homogeneous of degree 1 this has to be −∞.
So by proposition 2.4 each of the representatives of f has supra-exponential
decrease of order 1 and therefore f = 0. �

Proof of Proposition 2.2. We may assume that k = 1. Suppose that f
is represented by a function f0 on I0. Let S0 be the sector with z ∈ S0

iff arg z ∈ I0. Then H̃f0 is negative in the direction −θ and since it is
nonpositive on S0 (by the assumption) and convex it has to be negative on
S0. Hence f |I0 ∈ A≤−1(I0). Repeating this reasoning we obtain a chain of
subintervals of I on which the representatives of f are sections of A≤−1. So
f = 0. �

Lemma 2.5 (“Borel-Ritt”, cf. [21]). The mapping J : A(0)/A<0 → C[[z]]
is an isomorphism of sheaves of differential algebras and so is its “restric-
tion” J : A(k)/A≤−k → C[[z]]k.
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Definition 2.6. Let r ∈ N, r > 1, let 0 < k1 < · · · < kr and k =
(k1, . . . , kr). For j = 1, . . . , r, let Ij be an open, half-open or closed in-
terval of R. If Ir ⊂ · · · ⊂ I1 we call I := (I1, . . . , Ir) a nested multi-interval.
Let fj be a kj-precise quasifunction on Ij : fj ∈ Qkj

(Ij), j ∈ {1, . . . , r}. If,
for all j ∈ {2, . . . , r},

fj (mod A≤−kj−1) = fj−1|Ij

we call f := (f1, . . . , fr) a k-precise (or (k1, . . . , kr)-precise) quasifunction
on the nested multi–interval I. The set of all k-precise quasifunctions on
I will be denoted by Q(k1,... ,kr)(I1, . . . , Ir) or Qk(I). By Q<l

k (I), Q≤−l
k (I),

Q(l)
k (I), etc. we denote the sets of k-precise quasifunctions on I that have

subexponential growth of order l, exponential decrease of order l, that are
Gevrey of order 1/l, etc.

Definition 2.7. Let r ∈ N, let 0 < k1 < · · · < kr+1 = ∞. Let f̂ ∈ C[[z]]k1

and f0 = J−1(f̂). For j = 1, . . . , r let Ij be an open interval of R of
length > π

kj
, or a half-open or closed interval of length ≥ π

kj
, such that

Ir ⊂ . . . ⊂ I1. If there exists f = (f1, . . . , fr) ∈ Q(k1)
(k2,... ,kr+1)(I1, . . . , Ir)

such that f1 (mod A≤−k1) = f0|I1 , the formal power series f̂ is (k1, . . . , kr)-
summable on (I1, . . . , Ir) with (k1, . . . , kr)-sum (or multi-sum) (f1, . . . , fr).
The set of all (k1, . . . , kr)-sums on (I1, . . . , Ir) will be denoted by Σk(I),
where k = (k1, . . . , kr) and I = (I1, . . . , Ir).

A formal series f̂ of the form

f̂(z) =
∑
α∈J

p∑
l=0

f̂αl(z)zα(log z)l

where p ∈ N, J is a finite subset of C and f̂αl ∈ C[[z]] for all l and α, will be
called k-summable on the multi-interval I, with k-sum (f1, . . . , fr), if f̂αl is
k-summable on the multi-interval I for each α ∈ J and each l ∈ {1, . . . , p},
with k-sum (fαl

1 , . . . , fαl
r ), such that

fj(z) =
∑
α∈J

p∑
l=0

fαl
j (z)zα(log z)l, j = 1, . . . , r.

Let dj ∈ R, j = 1, . . . , r. d := (d1, . . . , dr) is called an admissible multi-
direction with respect to k if, for j = 2, . . . , r,

|dj − dj−1| ≤
π

2kj−1
− π

2kj
.

f̂ is k-summable in the multi-direction d if f̂ is k-summable on the multi-
interval (I1, . . . , Ir), where Ij = [dj − π

2kj
, dj + π

2kj
]. By C{z}k,d we denote
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the set of all formal power series that are k-summable in the multi-direction
d.

An admissible multi-direction d ∈ Rr is called a singular direction of
f̂ if f̂ 6∈ C{z}k,d.

Let f̂ ∈ C[[z]]k1 and f0 = J−1(f̂) and suppose there exist s ∈ N and,
if s > 1, positive numbers k1 < · · · < ks, an admissible multi-direction
(d1, ...,ds) with respect to (k1, ...,ks) and (f1, ...,fs−1)∈Q(k2,...,ks)(I1, ...,Is−1),
where Ij = [dj− π

2kj
, dj + π

2kj
], j = 1, . . . , s−1, such that f1 (mod A≤−k1) =

f0|I1 . ds is called a singular direction of level ks of f̂ if f̂ 6∈ C{z}k′,d′
for any k′ = (k′1, . . . , k

′
r) with r ≥ s and any admissible multi-direction

d′ = (d′1, . . . , d
′
r) such that k′j = kj and d′j = dj for j = 1, . . . , s.

Let f̂ ∈ C[[z]], k > 0 and θ ∈ R. The pair {θ, θ + π
k } will be called a

Stokes pair of level k for f̂ if the number θ+ π
2k is a singular direction of

level k for f̂ . By C{z}k we denote the set of all f̂ ∈ C[[z]] with the property
that f̂ ∈ C{z}k,d for every admissible multi-direction d = (d1, . . . , dr) ∈ Rr,
except for a finite number of values of each single direction d1, . . . , dr.

If f̂ is (k1, . . . , kr)-summable with (k1, . . . , kr)-sum f = (f1, . . . , fr), we
say that f̂ (mod C{z}) is (k1, . . . , kr)-summable with (k1, . . . , kr)-sum f
(mod C{z}).

The above definition of k-summability is easily seen to be equivalent to
the following.

Definition 2.8. Let k := (k1, . . . , kr) with 0 < k1 < . . . < kr and I :=
(I1, . . . , Ir) a nested multi-interval and let I0 = R. The formal power series
f̂ ∈ C[[z]]k1 is k-summable on I if f0 = J−1(f̂) has a representative {f0,ν}
defined on a covering {I0,ν} of R, with the property that f0,ν − f0,ν+1 ∈
A≤−kj+1(I0,ν ∩ I0,ν+1) for all ν such that I0,ν ∪ I0,ν+1 ⊂ Ij .

Remark 2.9. Obviously, if (f1, . . . , fr) is a (k1, . . . , kr)-sum on (I1, . . . , Ir),
then fj ∈ Q(k1)

kj+1
(Ij) for all j ∈ {1, . . . , r}. Suppose that (f ′1, . . . , f

′
r−1, fr)

is another (k1, . . . , kr)-sum on (I1, . . . , Ir). Then we have, for all j ∈
{0, . . . , r},

fj |Ir = f ′j |Ir = fr (mod A≤−kj+1).

By Proposition 2.2, this implies that fj = f ′j for all j ∈ {0, . . . , r}. Thus
the quasi-functions f0, . . . , fr−1 are uniquely determined by fr. Therefore,
we will sometimes simply denote the multi-sum (f1, . . . , fr) by fr.
More generally, suppose that I = (I1, . . . , Ir) is a nested multi-interval,
k = (k1, . . . , kr) with 0 < k1 < · · · < kr and (f1, . . . , fr) ∈ Q<k1

k (I). Then
the quasifunctions f1, . . . , fr are uniquely determined by fr.

Let 0 < k1 < · · · < kr. Suppose we are given a formal power series f̂ and,
for every j ∈ {1, . . . , r}, an interval (αj , βj) ⊂ R. The following statements
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are equivalent: (i) (αj , βj) contains no singular direction of level kj for f̂ ,
and (ii) (αj − π

2kj
, βj + π

2kj
) contains no Stokes pair of level kj for f̂ . This

can be deduced from Lemma 2.11 below. The next lemma is an immediate
consequence of this fact.

Lemma 2.10. Let r ∈ N, 0 < k1 < · · · < kr+1 = ∞ and let (I1, . . . , Ir) be
a nested multi-interval with the property that |Ij | > π

kj
for j = 1, . . . , r. A

formal power series f̂ is (k1, . . . , kr)-summable on (I1, . . . , Ir) if and only
if, for j = 1, . . . , r, Ij does not contain any Stokes pair of level kj for f̂ .

Lemma 2.11. Let r ∈ N, let 0 < k1 < · · · < kr+1 = ∞. Let Ij, j =
0, . . . , r, be open intervals of R with the property that Ir ⊂ Ir−1 ⊂ . . . ⊂ I0.
For j = 0, . . . , r, let {Ii

j}i∈J be an open covering of Ij such that Ii
r ⊂

Ii
r−1 ⊂ . . . ⊂ Ii

0 for all i ∈ J , where J is an index set. Moreover, assume
that Ii1

1 ∩ Ii2
1 6= ∅ for some i1, i2 ∈ J implies Ii1

r ∩ Ii2
r 6= ∅. Suppose there

exist f i = (f i
0, . . . , f

i
r) ∈ Q<k1

(k1,... ,kr+1)(I
i
0, . . . , I

i
r), i ∈ J , with the property

that

f i1
r |Ii1

r ∩I
i2
r

= f i2
r |Ii1

r ∩I
i2
r

for all i1, i2 ∈ J such that Ii1
r ∩ Ii2

r 6= ∅. Then there exists a unique f =
(f0, . . . , fr) ∈ Q<k1

(k1,... ,kr+1)(I0, . . . , Ir), such that, for all j ∈ {0, . . . , r},

fj |Ii
j

= f i
j , i ∈ J .

Proof. By means of induction on r − j we shall prove the existence and
uniqueness of fj ∈ Q<k1

kj+1
(Ij) such that fj |Ii

j
= f i

j for all i ∈ J . For j = r

this statement is true. Now suppose it is true for some j ≤ r. Then we have

f i
j−1|Ii

j
= fj |Ii

j
(mod A≤−kj ), i ∈ J .

Hence it follows that

(f i2
j−1 − f i1

j−1)|Ii1
j ∩I

i2
j

= 0 (mod A≤−kj )

for all i1, i2 ∈ J such that Ii1
r ∩ Ii2

r 6= ∅. In view of Proposition 2.2 this
implies that

(f i2
j−1 − f i1

j−1)|Ii1
j−1∩I

i2
j−1

= 0 (mod A≤−kj ).

Consequently, there exists a unique fj−1 ∈ Q<k1
kj

(Ij−1) such that fj−1|Ii
j−1

=

f i
j−1|Ii

j−1
for i ∈ J . Thus the statement is true for all j ∈ {0, . . . , r}. This

implies that, for all j ∈ {1, . . . , r}, and i ∈ J ,

fj−1|Ii
j

= fj |Ii
j

(mod A≤−kj )
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and thus

fj−1|Ij = fj (mod A≤−kj ).

Hence the result follows. �

Lemma 2.12. Let k := (k1, . . . , kr) and let d1 and d2 ∈ Rr be two multi-
directions with the property that |d1

j−d2
j | < π

kj
for all j ∈ {1, . . . , r}. Let f̂ be

k- summable in the multi-directions d1 and d2 with multi-sums (f1
1 , . . . , f

1
r )

and (f2
1 , . . . , f

2
r ), respectively. If f1

r = f2
r , then f̂ is k- summable in every

multi-direction d such that dj ∈
[
min{d1

j , d
2
j},max{d1

j , d
2
j}
]
.

Proof. Let kr+1 = ∞. By assumption, there exists a positive number ε
such that, for i ∈ {1, 2}, (f0, f

i
1, . . . , f

i
r) ∈ Q(k1)

(k1,... ,kr+1)(I
i
0, . . . , I

i
r), where

I1
0 = I2

0 = R and Ii
j =

(
di

j − ε− π
2kj
, di

j + ε+ π
2kj

)
for j ∈ {1, . . . , r}. Let

f0 = J−1(f̂), I0 = R and, for j = 1, . . . , r, let Ij =
(

min{d1
j , d

2
j} − π

2kj
−

ε,max{d1
j , d

2
j}+ π

2kj
+ε
)
. Obviously, I1

j ∩I2
j 6= ∅ for all j ∈ {1, . . . , r}. Thus,

according to Lemma 2.11, there exist quasi-functions f1, . . . , fr such that
(f0, f1, . . . , fr) ∈ Q<k1

(k1,... ,kr+1)(I0, . . . , Ir). �

Lemma 2.13. Let r ∈ N, let 0 < k1 < · · · < kr+1 = ∞. Let Ii
j, j =

1, . . . , r, i ∈ Z, be open intervals of R such that Ii
r ⊂ Ii

r−1 ⊂ . . . ⊂ Ii
1

and |Ii
j ∩ I

i+1
j | > π

kj
for all i ∈ Z. Suppose there exist f i = (f i

1, . . . , f
i
r) ∈

Q<k1

(k2,... ,kr+1)(I
i
1, . . . , I

i
r), i ∈ Z, with the property that(

f i
1|Ii

1∩Ii+1
1

− f i+1
1 |Ii

1∩Ii+1
1

)
(mod A≤−k1) = 0

for all i ∈ Z. Let Ij := ∪i∈ZI
i
j. Then there exists a unique f = (f1, . . . , fr) ∈

Q<k1

(k2,... ,kr+1)(I1, . . . , Ir), such that, for all j ∈ {1, . . . , r},

fj |Ii
j

= f i
j , i ∈ Z.

Proof. By means of induction on j one shows that, for all j ∈ {1, . . . , r} and
all i ∈ Z,

f i
j − f i+1

j ∈ Q≤−kj

kj+1
(Ii

j ∩ Ii+1
j )

and, consequently, by Proposition 2.3,

f i
j |Ii

j∩Ii+1
j

− f i+1
j |Ii

j∩Ii+1
j

= 0.

Hence the quasifunctions f i
j can be glued together to an element of

Q<k1
kj+1

(∪i∈ZI
i
j) and the statement of the lemma follows immediately. �
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The following lemma is concerned with the Stokes phenomenon, i.e. the
difference between two multi-sums of the same formal power series on dif-
ferent, overlapping, multi-intervals. It will be used in §4 and §5.

Lemma 2.14. Let r ∈ N, 0 < k1 < k2 < · · · < kr+1 = ∞. Let i ∈
{1, . . . , r} and let I, I′ ∈ Rr be two nested multi-intervals with the prop-
erty that Ij = I ′j and |Ij | > π

kj
for all j 6= i and |Ii ∩ I ′i| = π

ki
. Suppose

that there exist f = (f1, . . . , fr) ∈ Q<k1

(k2,... ,kr+1)(I) and f ′ = (f ′1, . . . , f
′
r) ∈

Q<k1

(k2,... ,kr+1)(I
′), such that (f ′1− f1) (mod A≤−k1) = 0. Then f ′j = fj for all

j < i, whereas

f ′i − fi ∈ Q≤−ki
ki+1

((
− π

2ki
,
π

2ki

))
and, for all j > i,

f ′j − fj ∈ Q≤−ki
kj+1

(Ij).

Proof. For all j ∈ {1, . . . , r} we have

f ′j − fj ∈ Q<k1
kj+1

(Ij ∩ I ′j)

and, for all j > 1,

(f ′j − fj) (mod A≤−kj ) = (f ′j−1 − fj−1)|Ij∩I′j
.

By means of induction on j and Proposition 2.3 it is shown that, for all
j ≤ i,

f ′j − fj ∈ Q
≤−kj

kj+1
(Ij ∩ I ′j)

and f ′j = fj for all j < i, and f ′i − fi ∈ Q≤−ki
ki+1

(Ii ∩ I ′i). The remaining part
of the lemma now follows easily. �

In various applications (e.g. in the theory of linear differential equations,
cf. §1) one deals with multi-summable formal power series having a finite
number of singular directions of each level in any finite interval. In that
case, each quasi-function in a multi-sum of the formal series possesses a finite
representative, consisting of multi-sums of the same formal power series.

Lemma 2.15. Let r ∈ N, 0 < k1 < k2 < · · · < kr+1 = ∞. Let f̂ ∈ C[[z]]k1

and suppose that f̂ possesses a (k1, . . . , kr)-sum (f1, . . . , fr) on the multi-
interval (I1, . . . , Ir) where I1, . . . , Ir are open. Assume that the interval
I1 only contains a finite number of Stokes pairs of level kj for each j ∈
{2, . . . , r}. Then the quasi-function fj has a finite representative of the
form {f (ν) : ν ∈ {Mj , . . . , Nj}}, where M1 ≤ M2 ≤ · · · ≤ Mr ≤ Nr ≤ · · · ≤
N2 ≤ N1 and f (ν) is a (k1, . . . , kr)-sum of f̂ for each ν ∈ {M1, . . . , N1}.
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Proof. There exists a covering of I1 by intervals I(ν) = (a(ν), b(ν)), ν =
M1, . . . , N1, where M1 and N1 are integers with M1 < N1, such that |I(ν)| >
π/kr, I(ν) does not contain any Stokes pair of level kj for j = 2, . . . , r,
a(ν) < a(ν+1) < b(ν) < b(ν+1), and for all j ∈ {1, . . . , r} there exist integers
Mj and Nj such that Ij = (a(Mj), b(Nj)). Hence M1 ≤ M2 ≤ · · · ≤ Mr ≤
Nr ≤ · · · ≤ N2 ≤ N1. We may assume that Mr = Nr.

Let ν ∈ {M1, . . . , N1} and let j be the largest integer such that I(ν) ⊂ Ij .
Then we define I(ν)

h := Ih if h ∈ {1, . . . , j} and I
(ν)
r := I(ν). If j < r − 1,

there exist open intervals I(ν)
h of length > π/kh, h ∈ {j+1, . . . , r− 1}, such

that I(ν)
h does not contain any Stokes pair of level kh and (I(ν)

1 , . . . , Iν
r ) is

a nested multi-interval. Then, by Corollary 2.10, f̂ is multi-summable on
this multi-interval with multisum (f (ν)

1 , . . . , f
(ν)
r ). Note that Iν

1 = I1 and
fν
1 = f1. Let f (ν) := f

(ν)
r .

If Mj ≤ ν ≤ Nj and h ∈ {1, . . . , j}, then I(ν)
h = Ih and from Proposition

2.3 it then follows that f (ν)
h = fh. Furthermore, fj |I(ν) = f

(ν)
j |I(ν) = f (ν)

(mod A≤−kj+1) which implies that fj can be represented by {f (ν), ν =
Mj , . . . , Nj}. �

3. Multisummability and Cauchy-Heine transforms.

Suppose we are given two open intervals I1 and I2 such that I1∩I2 6= ∅, and
two analytic functions f1 ∈ A(0)(I1) and f2 ∈ A(0)(I2), admitting the same
asymptotic expansion f̂ as z → 0. Obviously, the difference f1 − f2 belongs
to A<0(I1 ∩ I2). Conversely, if we are given an interval I = (α, β) and a
function f ∈ A<0(I), we can construct two functions f1 ∈ A(0)((α, β + 2π))
and f2 ∈ A(0)((α− 2π, β)) with the property that f̂1 = f̂2 and f1 − f2 = f .
To this end, choose ρ ∈ C such that arg ρ ∈ I and f is holomorphic on (0, ρ).
Now define f1 and f2 by

f1(z) := CH−
ρ (f) :=

∫ ρ

0

f(ζ)
2πi(ζ − z)

dζ − 2π < arg z − arg ρ < 0

and

f2(z) := CH+
ρ (f) :=

∫ ρ

0

f(ζ)
2πi(ζ − z)

dζ 0 < arg z − arg ρ < 2π.

CH−
ρ (f) and CH+

ρ (f) are so-called Cauchy-Heine transforms of f . Note that
CH−

ρ (f)(z) = CH+
ρ (f)(ze2πi). By deformation of the path of integration,

the functions f1 and f2 can be continued analytically to elements of A((α−
2π, β)) and A((α, β + 2π)), respectively. With the aid of the expansion∑∞

n=0 ζ
−n−1zn for (ζ − z)−1, it can be shown that f1 and f2 admit an
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asymptotic expansion ĈHρ(f) =
∑∞

n=0 anz
n as z → 0, where

an =
1

2πi

∫ ρ

0
f(ζ)ζ−n−1dζ.

It is easily seen that f1−f2 = f . A different choice of ρ leads to a pair of func-
tions f̃1 and f̃2 such that f̃1−f1 = f̃2−f2 and this difference is regular at O.
The construction described above is extremely useful in many applications.
For example, suppose we are given a formal power series f̂ ∈ C[[z]]. f̂ defines
an element f0 ∈ A(0)/A<0(S1), where S1 is the unit circle and, with a slight
abuse of notation, we let A(0) and A<0 denote sheaves on S1 instead of R. f0

can be represented by a 0-cochain of A(0) with respect to some open covering
{Ui}N

i=1 of S1 and its coboundary defines an element of H1(S1,A<0), which
is independent of the choice of representative of f0. Conversely, if {gi}M

i=1

represents an element Φ of H1(S1,A<0), then, with the aid of Cauchy-Heine
transforms of the gi, we can construct a 0-cochain {fi}N

i=1 with coboundary
{gi}M

i=1 and asymptotic expansion f̂i = f̂ ∈ C[[z]] for all i ∈ {1, . . . , N}.
The equivalence class modulo C{z} of the formal power series f̂ is inde-
pendent of the choice of cochain representing Φ. This construction yields a
well-known isomorphism from H1(S1,A<0) onto C[[z]]/C{z}. In an anal-
ogous manner one can construct an isomorphism from H1(S1,A≤−k) onto
C[[z]]k/C{z}, for any positive number k (cf. [18, 23]). In this section we
derive similar results for multi-summable power series. To that end, we be-
gin by studying Cauchy-Heine transforms of functions with properties that
are characteristic of differences of multi-sums.

In this and the next section, we shall frequently use the symbols ± and
∓ to combine two statements: One statement is obtained by reading the
upper signs, the other one by reading the lower signs.

Definition 3.1. Let f ∈ A<0(I) where I is an open interval of R. By
CH±(f) we denote the equivalence class modulo C{z} of the function de-
fined by the (analytic continuation of the) Cauchy-Heine transform

CH±
ρ (f) :=

∫ ρ

0

f(ζ)
2πi(ζ − z)

dζ 0 < ±(arg z − arg ρ) < 2π

where |ρ| is sufficiently small and arg ρ ∈ I.
By ĈH(f) we denote the equivalence class modulo C{z} of the formal

power series expansion of the function defined above.

Lemma 3.2 (cf. Ramis, [23]). Let k > 0 and let a, b ∈ R : a < b. If
f ∈ A≤−k((a, b)) then

CH+(f) ∈ A(k)((a, b+ 2π))/C{z}
and

CH−(f) ∈ A(k)((a− 2π, b))/C{z}.
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For a proof of this lemma cf. [19, pp. 114, 115].

Corollary 3.3. Let k > 0, let a, b be real numbers such that a < b, and
f ∈ A≤−k((a, b)). Then F := ĈH(f) ∈ C{z}k,d/C{z} for all d ∈ (a −
2π + π

2k , b −
π
2k ) mod 2π. CH+(f) is the k-sum of F in the directions

d ∈ (a + π
2k , b + 2π − π

2k ) and CH−(f) is the k-sum of F in the directions
d ∈ (a − 2π + π

2k , b −
π
2k ). In particular, if a = − π

2k and a < b + 2π − π
k ,

then CH+(f) is a k-sum in the directions d ∈ (0, ε) for some ε > 0, and
if a < − π

2k then it is a k-sum in the direction 0. Similarly, if b = π
2k and

a < b + 2π − π
k , then CH−(f) is a k-sum in the directions d ∈ (−ε, 0) for

some ε > 0, and if b > π
2k it is a k-sum in the direction 0.

Lemma 3.4. Let I0 = (a0, b0) ⊂ I = (a, b), 0 < k < l, f0 ∈ A≤−k(I0), f ∈
A≤−k/A≤−l(I), such that f |I0 = f0 (mod A≤−l). Then there exists F ∈
A(k)/A≤−l(a, b+ 2π) with the property that

F |(a0,b0+2π) (mod C{z}) = CH+(f0) (mod A≤−l).(20)

If there exist b+ ∈ (a, b), b+ < b0 + 2π and f+ ∈ A≤−k(b+, b) such that
f |(b+,b) = f+ (mod A≤−l) then there exists g+ ∈ A(l)(b+, b0 + 2π) with the
property that

CH+(f0)|(b+,b0+2π) = CH+(f+)|(b+,b0+2π) + g+ (mod C{z}).(21)

Similarly, if there exist a− ∈ (a, b), a− > a0 − 2π and f− ∈ A≤−k(a, a−)
such that f |(a,a−) = f− (mod A≤−l) then there exists g− ∈ A(l)(a0, a

−+2π)
with the property that

CH+(f0)|(a0,a−+2π) = CH+(f−)|(a0,a−+2π) + g− (mod C{z}).(22)

Proof. Let f be represented by {fj}j∈J on a covering {Ij}j∈J of I where J
is an interval of Z containing 0, and Ij = (aj , bj) with aj < aj+1 < bj < bj+1.
Thus fj ∈ A≤−k(Ij), fj − fj+1 ∈ A≤−l(Ij ∩ Ij+1).

According to Lemma 3.2, CH+(fj) possesses a representative φj ∈
A(k)(aj , bj + 2π). Let ψj := φj − φj+1. Then, again by Lemma 3.2,
ψj ∈ A(l)(aj+1, bj + 2π) with an asymptotic expansion ψ̂j ∈ C[[z]]l.

Let N ≥ 0, N ∈ J and define ρN :=
∑N−1

j=0 J−1ψ̂j (cf. Lemma 2.5). Thus
ρN ∈ A(l)/A≤−l(R). If aN < b0 + 2π we define χN =

∑N−1
j=0 ψj , so that

χN ∈ A(l)(aN , b0 + 2π) and φ0|(aN ,b0+2π) = φN |(aN ,b0+2π) + χN(23)

and

ρN |(aN ,b0+2π) = χN (mod A≤−l).

Define

FN = (φN + ρN |(aN ,bN+2π)) (mod A≤−l).
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Then FN ∈ A(k)/A≤−l(aN , bN +2π) and if aN < b0+2π then FN |(aN ,b0+2π) =
φ0|(aN ,b0+2π) (mod A≤−l).

Assume that also N + 1 ∈ J . Let ρN be represented by ρ̃N ∈ A(l)(Ĩ)
on some interval Ĩ ⊂ (aN+1, bN + 2π). Then FN may be represented on Ĩ
by φN + ρ̃N = φN+1 + ρ̃N+1 where ρ̃N+1 := ψN + ρ̃N , and so ρ̃N+1 is a
representative of ρ̂N+1 on Ĩ. Hence FN and FN+1 have a representative in
common and so by quasi-analyticity FN |(aN+1,bN+2π) = FN+1|(aN+1,bN+2π).
The sheaf property now implies that the functions FN with N ≥ 0 determine
an element F ∈ A(k)/(A≤−l(a0, b+ 2π)) such that (20) holds.

In a similar way we may extend φ0 to quasi-functions on intervals which
start to the left of a0 by choosing N ≤ 0, N ∈ J and

χN = −
−1∑

j=N

ψj if a0 < bN + 2π and ρN :=
−1∑

j=N

ψ̂j .

The corresponding FN with N < 0 can be pasted with those with N ≥ 0 to
obtain F ∈ A(k)/A≤−l(a, b+ 2π).

If the condition on f+ is fulfilled then we may choose N such that aN =
b+, bN = b, fN = f+, φN is a representative of CH+(f+) and thus we obtain
(21) from (23) with g+ := χN . Similarly if the condition on f− is fulfilled.

�

From this lemma we will derive:

Corollary 3.5. Let r ∈ N, 0 < k1 < · · · < kr < kr+1 = ∞, I := (I1, . . . , Ir)
be a nested multi-interval with Ij =(aj , bj), j = 1, . . . , r and f := (f1, . . . , fr)
∈ Q≤−k1

(k2,... ,kr+1)(I). Let Ĩj := (aj , bj + 2π) and Ĩ := (Ĩ1, . . . , Ĩr).

Then there exists F = (F1, . . . , Fr) ∈ Q(k1)
(k2,... ,kr+1)(Ĩ) such that

Fr (mod C{z}) = CH+(fr). If |Ĩj | > π/kj for j = 1, . . . , r – so in par-
ticular if k1 ≥ 1/2 – then F is the (k1, . . . , kr)-sum of F̂0 on Ĩ where F̂0

(mod C{z}) = ĈH(fr).
If, in addition, for all j ∈ {1, . . . , r − 1} there exist b+j ∈ (aj , bj) and

f+
j ∈ A≤−k1(b+j , bj) such that b+j < br + 2π and fj is represented by f+

j

on (b+j , bj) then for j = 1, . . . , r there exists g+
j ∈ A(kj)(b+j−1, bj + 2π) with

b+0 := b+1 such that

CH+(fr) =
r∑

j=1

g+
j (mod C{z})(24)

where in both sides we take the restriction to the intersection of the intervals
on which the terms are well-defined.

Similarly, if for all j ∈ {1, . . . , r − 1} there exists a−j ∈ (aj , bj) such
that ar < a−j + 2π and fj is represented by a function on (aj , a

−
j ) then for
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j = 1, . . . , r there exists g−j ∈ A(kj)(aj , a
−
j−1 + 2π] with a−0 := a−1 such that

CH+(fr) =
r∑

j=1

g−j (mod C{z})(25)

where in both sides we take the restriction to the intersection of the intervals
on which the terms are well-defined.

Proof. We may apply the previous lemma with I0 := Ir, f0 := fr, k :=
k1, f := fj , l := kj+1, I := Ij . Hence there exist Fj ∈ A(k1)/A≤−kj+1(Ĩj)
such that

Fj |Ĩr
= φr (mod A≤−kj+1),

where φr is a representative of CH+(fr). Hence Fj−1|Ĩr
=Fj (mod A≤−kj )|Ĩr

.
With the aid of Proposition 2.2 we now deduce the first assertion.

Next let the assumptions concerning (24) be satisfied. Let fj |(b+j ,bj)
be

represented by f+
j ∈ A≤−k1(b+j , bj), j = 1, . . . , r − 1. Let f+

r := fr, b
+
r :=

ar. Then we may apply the preceding lemma with k := k1, l := kj , f0 :=
f+

j , I0 := (b+j , bj), f := fj−1, I := Ij−1, f
+ := f+

j−1, b
+ := b+j−1 where j =

2, . . . , r. It follows that there exists g+
j ∈ A(kj)(b+j−1, bj + 2π) such that

CH+(fj)+|(b+j−1,bj+2π)

= g+
j + CH+(f+

j−1)|(b+j−1,bj+2π) (mod C{z}), j = 2, . . . , r.

With g+
1 := CH+(f+

1 ) ∈ A(k1)(b+1 , b1 + 2π) (cf. Lemma 3.2) we obtain (24)
by addition. The proof of (25) is similar. �

Remark 3.6. Similar results hold for CH− since CH−(f)(z) =
CH+(f)(ze2πi). The corollary may be applied to the case that f = hg
where g ∈ Q<k1

(k2,... ,kr+1)(I) and h ∈ A≤−k1(I1).

The above corollary is a generalization of Balser: [1, §6.7, Proposition 4].
According to a well-known result, due to B. Malgrange and Y. Sibuya

(cf. [23]), the set C[[z]]k/C{z} is isomorphic to H1(S1,A≤−k), where S1

denotes the unit circle. In the next two theorems we consider the restriction
of this isomorphism to the set of multi-summable power series and give a
characterization of its image in H1(S1,A≤−k).

Theorem 3.7. Let r ∈ N, 0 < k1 < . . . < kr+1 = ∞. Suppose we are
given admissible multi-intervals Ii = (Ii

1, . . . , I
i
r), where Ii

j = (αi
j , β

i
j), j ∈

{1, . . . , r}, i ∈ {1, . . . , N + 1}, with the following properties
- |Ii

j | > π
kj
,

- {Ii
r}N

i=1 is a covering of [0, 2π),
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- αi
j < βi+1

j < αi+1
j < βi

j < βN+1
j for all i ∈ {1, . . . , N} and j ∈

{1, . . . , r},
- |Ii+1

1 ∩ Ii
1| < 2π for all i ∈ {1, . . . , N}.

Let IN+1
j = I1

j + 2π. Suppose there exist gi ∈ Q≤−k1

(k2,... ,kr+1)(I
i+1 ∩ Ii), i ∈

{1, . . . , N}. Then there exists a unique F̂ ∈ C[[z]]k1, (k1, . . . , kr)-summable
on Ii with sum f i for all i ∈ {1, . . . , N+1}, such that fN+1

r (z) = f1
r (ze−2πi)

and f i+1
r − f i

r = gi
r for all i ∈ {1, . . . , N}. Moreover, F̂ (mod C{z}) =∑N

i=1 ĈH(gi
r).

Proof. For i ∈ {1, . . . , N + 1}, let f i
r =

∑N
h=1CH

dih(gh
r ), where dih = +

if h < i and dih = − if h ≥ i. From Corollary 3.5 we deduce that f i
r

is a (k1, . . . , kr)-sum on (Ii
1, . . . , I

i
r). Moreover, f i+1

r − f i
r = CH+(gi

r) −
CH−(gi

r) = gi
r and

fN+1
r (z) =

N∑
h=1

CH+(gh
r )(z) =

N∑
h=1

CH−(gh
r )(ze−2πi) = f1

r (ze−2πi).

�

Theorem 3.8. Let 1
2 < k1 < · · · < kr, kr+1 = ∞ and f̂ ∈ C[[z]]. f̂ ∈

C{z}(k1,... ,kr) if and only if there exist di ∈ [0, 2π), f i
r ∈ A

((
di− π

2kr
, di+1 +

π
2kr

))
, i = 1, . . . , N , where dN+1 := d1 + 2π, and gi

j ∈ Q≤−k1

kj+1

((
di+1 −

π
2kj
, di+1 + π

2kj

))
, j = 1, . . . , r, i = 1, . . . , N , with the following properties:

f i
r(z) ∼ f̂(z) as z → 0, arg z ∈ (di − π

2kr
, di+1 + π

2kr
), i = 1, . . . , N ,

gi
j (mod A≤−kj )=gi

j−1|„
di+1− π

2kj−1
,di+1+ π

2kj−1

«, j=2, ..., r, i=1, ..., N ,

f i+1
r − f i

r = gi
r, for all i ∈ {1, . . . , N}, where fN+1

r is defined by
fN+1

r (z) = f1
r (ze−2πi).

4. The Stokes phenomenon in the direction 0.

In the two remaining sections we shall restrict ourselves to the study of
(k1, . . . , kr)-sums on multi-intervals (I1, . . . , Ir), where Ij = [− π

2kj
, π

2kj
), or

Ij = (− π
2kj
, π

2kj
], or Ij = [− π

2kj
, π

2kj
]. Therefore, we introduce the following

conventions. If r ∈ N and 0 < k1 < · · · < kr are given, we write

I0
j =

[
− π

2kj
,
π

2kj

]
, I+

j =
(
− π

2kj
,
π

2kj

]
and I−j =

[
− π

2kj
,
π

2kj

)
, j ∈ {1, . . . , r}.
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We say that (f1, . . . , fr) is a (k1, . . . , kr)-sum in the multi-direction (d1, . . . ,
dr) ∈ {+, 0,−}r if (f1, . . . , fr) is a (k1, . . . , kr)-sum on (I1, . . . , Ir), where
Ij = I

dj

j .

Definition 4.1. By Σ± we denote the differential algebra of all multi-sums
in the direction ±, i.e. the set of f ∈ A0 (A0 denotes the stalk in O of
the sheaf A) with the following property: There exist a positive integer
r, positive numbers k1, . . . , kr such that k1 < · · · < kr < kr+1 = ∞ and
(f1, . . . , fr) ∈ Σ(k1,... ,kr)(I

±
1 , . . . , I

±
r ) such that fr = f .

By Σ0 we denote the differential algebra of all multi-sums in the direction
0.

By Σ<0 we denote the differential algebra of f ∈ A0 with the following
property: There exist a positive integer r, positive numbers k1, . . . , kr such
that k1 < . . . < kr < kr+1 = ∞ and (f1, . . . , fr) ∈ Q≤−k1

(k2,... ,kr+1)(I1, . . . , Ir)

where Ij =
(
− π

2kj
, π

2kj

)
such that fr = f .

By Σ̂ we denote the differential algebra of all formal power series that
are multi-summable in the directions + and −, and by Σ̂0 the differential
algebra of multi-summable power series in the direction 0. By σ± : Σ̂ → Σ±

we denote ‘multi-summation in the direction ±’, i.e. σ±(f̂) is the multi-sum
of f̂ in the multi-direction with components ±. We will write σ±(f̂) = f± :=
(f±1 , . . . , f

±
r ), or σ±(f̂) = f±r for short.

Proposition 4.2. Σ0 = Σ+∩Σ− and Σ̂0 coincides with the set of all f̂ ∈ Σ̂
with the property that σ+(f̂) = σ−(f̂). σ := σ+− σ− induces a vector space
isomorphism from Σ̂/Σ̂0 onto Σ<0 with inverse

σ−1(f) = ĈH(f) (mod Σ̂0).

Proof. The first two statements follow immediately from Lemma 2.12 (cf.
also [22, Lemma 10]). Let f̂ ∈ Σ̂. It is easily verified that, for j = 1, . . . , r,

f+
j − f−j ∈ Q≤−k1

kj+1

(
− π

2kj
,
π

2kj

)
and

f+
j − f−j (mod A≤−kj ) = (f+

j−1 − f−j−1)|„− π
2kj

, π
2kj

«
and thus σ+(f̂)−σ−(f̂) ∈ Σ<0. The injectivity of σ is obvious. Now suppose
f ∈ Σ<0. By Corollary 3.5, CH±(f) is a (k1, . . . , kr)-sum in the direction
±, hence ĈH(f) ∈ Σ̂/C{z} and σ(ĈH(f)) = CH+(f)− CH−(f) = f . �

The above proposition shows that the Cauchy-Heine transformation is a
device by which we can construct, modulo multi-summable power series in
the direction 0, a formal power series with a prescribed Stokes phenomenon
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in the direction 0. In what follows we will consider subsets of Σ<0, i.e.
Stokes phenomena of a particular type.

Definition 4.3. Let r ∈ N. For any l ∈ {0, . . . , r} we define the multi-
direction θl± ∈ {+,−}r as follows. θl±

i = ∓ for 1 ≤ i ≤ l and θl±
i = ± for

l < i ≤ r.

Proposition 4.4. Let f̂ ∈ Σ̂. The following conditions are equivalent.
1). f̂ is (k1, . . . ., kr)-summable in the multi-direction θl± for every l ∈

{1, . . . , r}.
2). For every i ∈ {1, . . . , r} and every j ∈ {i, . . . , r} there exists a quasi-

function F i
j such that

F i
i ∈ A≤−ki/A≤−ki+1

((
− π

2ki
,
π

2ki

))
,

F i
j ∈ A≤−ki/A≤−kj+1(I±j ) if j > i,

F i
j (mod A≤−kj ) = F i

j−1|I±j for all j > i(26)

and

σ∓(f̂)− σ±(f̂) =
r∑

i=1

F i
r .(27)

The quasi-functions F i
j (j ≥ i) are uniquely determined by f̂ . Suppose

that condition 2) is satisfied and let (f l
1, . . . , f

l
r) be the (k1, . . . , kr)-sum of

f̂ in the multi-direction θl±. Then we have

f l
j = f±j +

j∑
i=1

F i
j if j ≤ l,

f l
j = f±j +

l∑
i=1

F i
j if j > l.

Proof. We prove the statements of the Proposition in the case of the upper
signs. Suppose that f̂ is (k1, . . . , kr)-summable in every multi-direction
θl+, with sum (f l

1, . . . , f
l
r). Let F i

j := f i
j − f i−1

j , j = i, . . . , r. We have
f i

j = f i−1
j ∈ A(k1)/A≤−kj+1(I−j ) for all j < i, f i

i ∈ A(k1)/A≤−ki+1(I−i )
and f i−1

i ∈ A(k1)/A≤−ki+1(I+
i ). For all j > i, both f i

j and f i−1
j belong to

A(k1)/A≤−kj+1(I+
j ). From Lemma 2.14 we deduce that the quasi-functions

F i
j have the desired properties. In order to prove the uniqueness of F i

i it
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suffices to show that
∑r

i=1 F
i
r = 0 implies F i

j = 0 for all i ∈ {1, . . . , r} and
all j ≥ i. Writing

F 1
r = −

r∑
i=2

F i
r

we see that

F 1
r |(− π

2kr
, π
2kr

) ∈ A≤−k2

((
− π

2kr
,
π

2kr

))
.

Hence it follows that F 1
1 |(− π

2kr
, π
2kr

) = 0. By Proposition 2.2 this implies that
F 1

1 = 0. Using (26) and Proposition 2.3 one easily verifies that F 1
j = 0 for

all j ≥ 1. By means of induction on i it can now be shown that F i
j = 0 for

all i ∈ {1, . . . , r} and all j ≤ i.
Now suppose that 2) holds. Let l ∈ {1, . . . , r}. Let f l

j := f+
j +

∑l
i=1 F

i
j

if j ∈ {l + 1, . . . , r} and f l
j := f−j for j ∈ {1, . . . , l}. Obviously, f l

j ∈
A(k1)/A≤−kj+1(I+

j ) for j > l and f l
j ∈ A(k1)/A≤−kj+1(I−j ) for j ≤ l. Further-

more, it is easily seen that f l
j (mod A≤−kj ) = f l

j−1|I+
j

for all j > l + 1, and

f l
j (mod A≤−kj ) = f l

j−1|I−j for all j ≤ l. Noting that f l
r = f−r −

∑r
i=l+1 F

i
r

and F i
i (mod A≤−ki) = 0 for all i we find that, for all j > l,

f l
j |“− π

2kr
, π
2kr

” =

(
f−j −

j∑
i=l+1

F i
j

)∣∣∣∣“
− π

2kr
, π
2kr

”.
In particular,

f l
l+1 (mod A≤−kl+1)|“− π

2kr
, π
2kr

” = f−l |“− π
2kr

, π
2kr

”
and, by Proposition 2.2, this implies that f l

l+1 (mod A≤−kl+1) = f−l |I+
l+1

=

f l
l |I+

l+1
. It remains to be proved that, for j ≤ l,

f−j = f+
j +

j∑
i=1

F i
j .

This follows easily from (26), (27) and the fact that F i
r (mod A≤−kj+1) = 0

for all i > j. �

Corollary 4.5. Let f ∈ Σ<0. ĈH(f) is (k1, . . . , kr)-summable in the multi-
direction θl such that θl

i = ∓ for i ≤ l and θl
i = ± for i > l, for every

l ∈ {1, . . . , r}, iff f can be written in the form

f =
r∑

i=1

F i
r
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where the F i
r are functions with the properties mentioned in Proposition 4.4.

Moreover, if these conditions are satisfied, then the multi-sum gl
r of ĈH(f)

in the multi-direction θl is given by

gl
r = CH±(f) +

l∑
i=1

F i
r .

Proof. According to Corollary 3.5 and Remark 3.6, ĈH(f) ∈ Σ̂ and
σ±(ĈH(f)) = CH±(f). Hence

σ±(ĈH(f))− σ∓(ĈH(f)) = ±f (mod C{z}).
The above statements now follow immediately from Proposition 4.4. �

5. Stokes automorphisms and alien derivations.

A multi-summable formal power series gives rise to a non-trivial Stokes
phenomenon if and only if it is divergent. Stokes phenomena can be used
in the analytic classification of certain local objects, e.g. locally analytic
differential equations. In many cases of interest, a detailed analysis of the
Stokes phenomenon associated with such an object will yield a complete set
of analytic invariants of this object (i.e. quantities that are invariant under
an analytic change of variable).

There is another, essentially equivalent way to obtain these invariants.
Suppose, for example, that f̂ =

∑∞
n=1 anz

n is a 1-summable power se-
ries. Then its formal Borel transform with respect to the variable z−1:∑∞

n=1 an
tn−1

Γ(n) defines the germ at O of an analytic function. This function
can be continued analytically in any direction which is not a singular direc-
tion of f̂ . Similarly, with a (k1, . . . , kr)-summable power series f̂ , one can
associate r such analytic functions ϕ1, . . . , ϕr. ϕ1 is the formal Borel trans-
form, with respect to the variable z−k1 , of f̂ and the functions ϕ2, . . . , ϕr

are so-called accelerates of ϕ1. In many applications, the function ϕj can be
continued analytically along paths avoiding a certain discrete set of singular
points whose arguments coincide with the singular directions of level kj of
f̂ . The singularities of the functions ϕ1, . . . , ϕr determine the type of Stokes
phenomenon and, in an appropriate context, the analytic invariants associ-
ated with f̂ . In order to describe the nature of these singularities, J. Ecalle
introduced the so-called alien derivations (cf. [8]). In this section we give
an alternative definition derived directly from the Stokes phenomenon. In
the sequel we restrict ourselves to the Stokes phenomenon in the direction
0.

Example 5.1. Consider the locally analytic differential equation

z2dy

dz
= f(z, y)
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where f ∈ C{z, y} such that f(0, 0) = 0 and ∂f
∂y (0, 0) = ω > 0. It possesses

a unique formal solution ĥ ∈ C{z}1 with singular direction 0. There exist
formal power series ĥn ∈ C{z}1, n ∈ N, such that

σ+(ĥ)− σ−(ĥ) =
∞∑

n=1

e−nω/zσ−(ĥn)

where the series in the right-hand side converges if Re (1/z) is sufficiently
small (cf. [7]). σ+ and σ− denote the multi-sums defined in the previous
section (cf. Definition 4.1).

Example 5.2 (Laplace integrals). Let ε1, ε2 and r be positive numbers,
εj < 2π, j = 1, 2 and U := S(0, ε1) ∪ S(2π − ε2, 2π) ∪ S((0, 2π), r) (cf.
Definition 1.1). Let φ be an analytic function on U . Then the Laplace
transform of φ will be defined as follows (cf. [7]). Let C be a contour in U
from∞ exp(η1i) to∞ exp{(2π−η2)i} where 0 < ηj < εj , j = 1, 2, η1+η2 < π.
Here and in the following we apply a lemma of Ecalle which says that if a
function ψ is analytic on a union Γ of finitely many unbounded contours
in C which have asymptotes at ∞ then there exists an entire function E
such that |ψ − E| is bounded on Γ (cf. [7]; cf. also a lemma of Sato in
[14]). Choosing Γ = C and ψ = φ we see that

∫
C exp(−t/z){φ(t)−E(t)}dt

exists on S(η1− π/2, π/2− η2) and it belongs to A<1((η1− π/2, π/2− η2)).
Variation of E gives a modification of this integral by elements of A<−1((η1−
π/2, π/2 − η2)). Thus we get a section in A<1/A<−1((η1 − π/2, π/2 − η2))
which will be denoted by LCφ. By variation of η1, η2 and C we obtain a
quasi-function Lφ in A<1/A<−1((−π/2, π/2)) which is called the Laplace
integral of φ.

Next suppose that there exists ω > 0 such that φ possesses analytic
continuations φ− and φ+ on U− := U ∪ (0, ω) ∪ S(−ε2, 0) and U+ := U ∪
(0, ωe2πi) ∪ S(2π, 2π + ε1) respectively.

Let C− be a contour in U− from ∞ exp(−η2i) to ∞ exp{(2π−η2)i}. Then
similarly as above we may define LC−φ− ∈ A<1/A<−1((−π/2 − η2, π/2 −
η2)). With C as above we see that LCφ − LC−φ− has a representative∫
Cω

exp(−t/z){φ−(t) − E−(t)}dt where Cω = ω + C and E− is an en-
tire function such that |φ− − E−| is bounded on C ∪ C− ∪ Cω. Hence
LCφ−LC−φ− = e−ω/zLC(τ−ωφ

−) where τ−ω is the shift operator over −ω:
(τ−ωψ)(t) := ψ(ω+ t). By variation of C− and η2 we obtain an extension of
LC−φ− to f− ∈ A<1/A<−1((−π/2− ε2, π/2)). Moreover, we see that

Lφ−f− = e−ω/zf−ω where f−ω := L(τ−ωφ
−) ∈ A<1/A<−1((−π/2, π/2)).

(28)

Similarly we define f+ starting from LC+φ+ ∈ A<1/A<−1((−π/2 + η1,
π/2 + η1)) using a contour C+ in U+ from ∞ exp(η1i) to ∞ exp{(2π +
η1)i}. Then f+ ∈ A<1/A<−1((−π/2, π/2 + ε1)) and (28) holds with the
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superscripts − replaced by +. Moreover, f− and f+ determine a quasi-
function f in A<1/A≤−1((−π/2−ε2, π/2+ε1)) such that Lφ (mod A≤−1) =
f±|(−π/2,π/2) (mod A≤−1) = f |(−π/2,π/2).

Thus we have a Stokes phenomenon corresponding to the crossing of the
positive axis between 0 and ω:

{
Lφ = f± + e−ω/zf±ω , f

+ ∈ A<1/A<−1((−π/2, ε1 + π/2)),
f− ∈ A<1/A<−1((−ε2 − π/2, π/2)), f±ω ∈ A<1/A<−1((−π/2, π/2)).

}(29)

So

f− = f+ + e−ω/zfω, where fω := f+
ω − f−ω ∈ A<1/A<−1((−π/2, π/2)),

(30)

and fω = L(τ−ω(φ+ − φ−)). In several applications - for example if φ is
endlessly analytically continuable (cf. [7]) - it turns out that fω has similar
properties as f , so that we may repeat the preceding procedure to get better
approximations to f±. For example if ω̃ is the singularity of φ+ − φ− next
to ω on R+ then in (30) we have in view of (29)

e−ω/zfω = e−ω/zF+
ω + e−ω̃/zf+

ω̃ where F+
ω ∈ A<1/A<−1((−π/2, π/2]),

f+
ω̃ ∈ A<1/A<−1((−π/2, π/2))

and so

eω̃/z(f− − f+ − e−ω/zF+
ω ) ∈ A<1/A<−1((−π/2, π/2)).

These and other, similar, examples have motivated the following defini-
tions.

Definition 5.3. By T 0 we denote the set of formal series f of the form

f =
∑
ω∈C

e−ω/zfω,

where fω ∈ A<1/A≤−1([−π
2 ,

π
2 ]) and Ω0(f) := {ω ∈ C : fω 6= 0} is a discrete

set with the property that {|Im ω| : ω ∈ Ω0(f)} and {−Re ω : ω ∈ Ω0(f)}
are bounded above. Ω0(f) will be called the support of f .

It is easily verified that T 0 is a differential algebra. For all f, g ∈ T 0 we
have Ω0(fg) ⊂ Ω0(f) + Ω0(g) and

(fg)ω =
∑

ω1+ω2=ω

fω1gω2

and (
d

dz
f

)
ω

=
d

dz
fω + ωz−2fω.
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The unit element is the series f with support {0} and f0 = 1 (mod A≤−1).
The zero element is the unique element with empty support.

Definition 5.4. By S1 we denote the set of quasi-functions f ∈
A<1/A≤−1([−π

2 ,
π
2 ]) with the following property:

There exist a quasi-function f− ∈ A<1/A<−1([−π
2 ,

π
2 )) such that

f− (mod A≤−1) = f |[−π
2
, π
2
),

a discrete set Ω1(f) of nonnegative numbers, including 0, and, for
each ω ∈ Ω1(f), quasi-functions Fω ∈ A<1/A≤−1([−π

2 ,
π
2 ]) and F+

ω ∈
A<1/A<−1((−π

2 ,
π
2 ]), such that F0 = f and, for all ω ∈ Ω1(f),

F+
ω (mod A≤−1) = Fω|(−π

2
, π
2
]

and, for each ω′ ∈ Ω1(f)− {0},

eω
′/z

f− − ∑
ω∈Ω1(f):ω<ω′

e−ω/zF+
ω

 ∈ A<1/A<−1
((
−π

2
,
π

2

))
.

For all ω ≥ 0 we define a mapping Sω : S1 → A<1/A≤−1([−π
2 ,

π
2 ]) by

Sω(f) = Fω if ω ∈ Ω1(f) and Sω(f) = 0 otherwise.

By T 1 we denote the set of series f ∈ T 0 with the property that fω ∈ S1

for all ω ∈ C. We define a mapping S : T 1 → T 0 by

(S(f))ω =
∑

ω1+ω2=ω

Sω2(fω1).

S1 is a differential subalgebra of A<1/A≤−1([−π
2 ,

π
2 ]) and hence it follows

that T 1 is a differential subalgebra of T 0. For all ω ≥ 0 and all f, g ∈ S1,
the following relations hold

Sω(fg) =
∑

ω1+ω2=ω

Sω1(f)Sω2(g),

Sω

(
d

dz
f

)
=

d

dz
Sω(f) + ωz−2Sω(f).

Note that S0 is the identity. (The mapping Sω is similar to, though not
identical with the mapping S+

ω defined in [12].) By means of straightforward
computations it can be shown that S is an injective differential algebra
homomorphism. If f, g ∈ T 1 we have

(S(fg))ω =
∑

ω1+ω2+ω′1+ω′2=ω

Sω2(fω1)Sω′2
(gω′1

).
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If f ∈ T 1 has support {ω}, then S(f) =
∑

ω′≥ω e
−ω′/zSω′−ω(fω). In general,

Ω0(S(f)) =
⋃

ω∈Ω0(f)

(ω + Ω1(fω)).

Example 5.5. Let f = f0 be the restriction to [−π
2 ,

π
2 ] of a global section

of A(1)/A≤−1 associated with a formal power series f̂0 ∈ Σ̂ with levels
k1, . . . , kr, where k1 = 1. Let σ±(f̂0) = (f±1 , . . . , f

±
r ). Suppose there exists

a discrete set of positive numbers Ω and formal power series f̂ω ∈ Σ̂, with
multi-sum σ+(f̂ω) = (f+

ω,1, . . . , f
+
ω,r) for each ω ∈ Ω, such that

f−1 − f+
1 =

∑
ω∈Ω

e−ω/zf+
ω,1.

Then f ∈ T 1, Ω0(f) = {0}, Ω1(f) = Ω ∪ 0 and S(f)ω = J−1(f̂ω)|[−π
2
, π
2
].

Definition 5.6. For all n ∈ N we define:

Sn+1 = {f ∈ S1 : Sωf ∈ Sn for all ω ∈ Ω1(f)}
and

T n+1 := {f ∈ T 1 : S(f) ∈ T n}.
For all n ∈ N and ω = (ω1, . . . , ωn) ∈ [0,∞)n we write: |ω| = ω1 + . . .+ ωn

and

Sω = Sωn . . . Sω1 .

For all f ∈ Sn we note

Ωn(f) := {ω ∈ [0,∞)n : Sωf 6= 0}.
Furthermore, we define

S∞ =
∞⋂

n=1

Sn, T ∞ =
∞⋂

n=1

T n,

S =

{
f ∈ S∞ :

∞⋃
n=1

{|ω| : ω ∈ Ωn(f)} is a discrete set

}
and

T =

f ∈ T ∞ :
⋃

ω0∈Ω0(f)

∞⋃
n=1

{ω0 + |ω| : ω ∈ Ωn(fω0)} is discrete

 .

By means of induction on n, one easily proves the following lemma.

Lemma 5.7. Let n ∈ N. f ∈ T n if and only if fω ∈ Sn for all ω ∈ Ω0(f).
Similarly, f ∈ T if and only if fω ∈ S for all ω ∈ Ω0(f).
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Note that, for a given ω,

((S− id)nf)ω =
∑

ω1,... ,ωn>0

Sωn · · ·Sω1(fω−(ω1+···+ωn))

and this sum equals 0 for all but a finite number of integers n. Therefore, the
infinite sum

∑∞
n=0(−1)n(S−id)nf, so S−1f is well-defined for all f ∈ T and

its support is discrete. (Alternatively, we could define T to be the largest
subalgebra of T 1 that is invariant under S.) Thus S is a differential algebra
automorphism of T . We define the ‘directional alien derivation’ ∆ by

∆ := log S =
∞∑

n=1

(−1)n+1

n
(S− id)n.

∆ is a derivation of T (cf. [7]). We have

(∆f)ω =
∞∑

n=1

(−1)n+1

n

∑
ω′∈C

∑
ω′′∈(0,∞)n:|ω′′|+ω′=ω

Sω′′(fω′).

∆ can be decomposed as follows: ∆ =
∑

ω>0 ∆̇ω, where ∆̇ω is defined by

(∆̇ωf)ω′ =
∞∑

n=1

(−1)n+1

n

∑
ω′′∈(0,∞)n:|ω′′|=ω

Sω′′(fω′−ω).(31)

∆̇ω is a derivation of T which transforms an element of T with support Ω into
an element with support Ω+ω. As S is a differential algebra automorphism,
∆ and ∆̇ω commute with d

dz . Furthermore, ∆ω := eω/z∆̇ω is a derivation of
S. We have

∆ω =
∞∑

n=1

(−1)n+1

n

∑
ω′′∈(0,∞)n:|ω′′|=ω

Sω′′ .

For further details we refer the reader to [7, 12].

Definition 5.8. For all α > 0, ρα will denote the ‘change of variable’:
ραf(z) = f(zα). We put: Sα = ραSρ−1

α , ∆̇α
ω = ρα∆̇ωρ

−1
α and ∆α

ω =
ρα∆ωρ

−1
α . Obviously,

∆̇α
ω = e−ωz−α

∆α
ω.

Let r ∈ N, let k = (k1, . . . , kr), where 0 < k1 < . . . < kr < kr+1 = ∞ and
let d = (d1, . . . , dr) ∈ {+,−}r. By Sk;d we denote the set of all f ∈ ρk1S
with the following property:

For all n ∈ N and all ω = (ω1, . . . , ωn) ∈ Ωn(ρ−1
k1
f), and all j ∈ {1, . . . , r},

there exist quasi-functions fω,j ∈ Q<k1
kj+1

(
I

dj

j

)
, such that

fω,j (mod A≤−kj ) = fω,j−1|
I

dj
j
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where fω,0 = ρk1Sω(ρ−1
k1
f).

By Tk;d we denote the set of all f ∈ ρk1T , f =
∑

ω∈C e
−ω/zk1fω, with

the property that fω ∈ Sk;d for all ω ∈ C. Note that fω = 0 unless ω ∈
Ω0(ρ−1

k1
f). We call Ω0(ρ−1

k1
f) the support of f .

It is easily verified that Sk1 |Tk;d
is again a differential algebra automor-

phism.
Application.

Consider the D.E. Dy = 0, where D is a linear differential operator of
order n, with coefficients in C{z}. It has a formal integral of the form:

Φ(u; z) = Φ(u1, . . . , un; z) =
n∑

l=1

ule
ql(z)zρl ĥl

where u ∈ Cn, ρl ∈ C, ql ∈ z−1/pC[z−1/p], and ĥl ∈ C[[z1/p]][log z] for
some p ∈ N. Let k1 < . . . < kr denote the levels of (D), i.e. the values
of 1

p deg(ql − qm), where l,m ∈ {1, . . . , n} such that qm 6≡ ql. Accord-

ing to Theorem 1.4, ĥl is multi-summable in every multi-direction d =
(d1, . . . , dr) ∈ {+,−}r. Thus, for every j ∈ {1, . . . , r}, there is a quasi-
function hd

l,j ∈ Q
<k1
kj+1

(
I

dj

j

)
such that hd

l,j (mod A≤−kj ) = hd
l,j−1|Idj

j

and hd
l,1

(mod A≤−k1) = J−1(ĥl)|Id1
1

.

Proposition 5.9. Let r ∈ N, 0 < k1 < · · · < kr+1 = ∞. Let i ∈
{1, . . . , r} and let d,d′ ∈ {+,−}r such that dj = d′j for all j 6= i, di =

−d′i. For each j ∈ {1, . . . , r}, let Ij := I
dj

j and I ′j := I
d′j
j . Suppose

that there exist (y1
1, . . . , y

1
r ) ∈ Q<k1

(k2,... ,kr+1)(I
′
1, . . . I

′
r) and (y2

1, . . . , y
2
r ) ∈

Q<k1

(k2,... ,kr+1)(I1, . . . Ir) with the following properties:
(i) (y2

1 − y1
1) (mod A≤−k1) = 0

(ii) Dy1
r = Dy2

r .

For all l ∈ {1, . . . , n}, let ql = −ωlz
−κl + q̃l, where q̃l ∈ C[z−1/p], deg q̃l <

deg ql if ql 6≡ 0, otherwise ωl = κl = 0. There exist ul ∈ C such that, for all
j ≥ i,

y2
j − y1

j =
∑

l:κl=ki,ωl>0

ule
ql(z)zρlhd

l,j .

Proof. Suppose i < r. According to Lemma 2.14, y2
j − y1

j ∈ Q≤−ki
kj+1

(Ij) for

all j > i, whereas y2
i − y1

i ∈ Q
≤−ki
ki+1

((− π
2ki
, π

2ki
)). On the other hand, there

exist complex numbers u1, . . . , un such that

y2
r − y1

r =
n∑

l=1

ule
ql(z)zρlhd

l,r.
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As y2
r − y1

r ∈ A≤−ki(Ir) and eql is of order κl, it follows that ul = 0 for all
l such that κl < ki. From the fact that cos(argωl − κl arg z) changes sign
on Ir if κl = kr we infer that ul = 0 for all l such that κl = kr as well.
Consequently,

y2
r−1 − y1

r−1|Ir =
∑

l:ki≤κl<kr

ule
ql(z)zρlhd

l,r (mod A≤−kr)

=
∑

l:ki≤κl<kr

ule
ql(z)zρlhd

l,r−1|Ir .

In view of the quasi-analyticity of the sheaf Q<kr
kr

(Proposition 2.2), this
implies that

y2
r−1 − y1

r−1 =
∑

l:ki≤κl<kr

ule
ql(z)zρlhd

l,r−1.

By means of induction on r − j ∈ {0, . . . , r − i} one proves that ul = 0 for
all l such that κl 6= ki, and

y2
i − y1

i =
∑

l:κl=ki

ule
ql(z)zρlhd

l,i.

Noting that cos(argωl − κl arg z) changes sign on (− π
2ki
, π

2ki
) if κl = ki and

argωl 6∈ 2πZ, we conclude that ul = 0 unless ωl > 0. The proof for the case
that i = r is similar. �

For every d ∈ {+,−}r and every l ∈ {1, . . . , n}, hd
l,r satisfies a linear

D.E. of order n, with formal solutions eqmlzρml ĥm, where qml = qm − ql,
ρml = ρm−ρl, m = 1, . . . , n. We fix a multi-direction d and write hl,j := hd

l,j

for all j ∈ {1, . . . , r}. As ĥl is multi-summable in every multi-direction ∈
{+,−}r, so in particular in every multi-direction ∈ {+,−}r whose first j−1
components coincide with those of d, there exists, for every j ∈ {1, . . . , r},
an element h±l,j of Q<k1

kj+1
(I±j ) with the property that

h±l,j (mod A≤−kj ) = hl,j−1|I±j .

Let qml = −ωmlz
−κml + q̃ml, where deg q̃ml < deg qml if qml 6≡ 0, otherwise

ωml = κml = 0. From Proposition 5.9 it follows that

h−l,j − h+
l,j =

∑
m:κml=kj ,ωml>0

e−ωmlz
−kj (umle

q̃ml(z)zρmlh+
m,j)

where uml ∈ C. This shows that hl,j−1|»
− π

2kj
, π
2kj

– ∈ ρkj
S1 and

ρkj
Sωρ

−1
kj
hl,j−1|»

− π
2kj

, π
2kj

– =
∑

m:κml=kj ,ωml=ω

umle
q̃ml(z)zρmlhm,j−1|»

− π
2kj

, π
2kj

–.
(32)
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Let kj = (kj , . . . , kr) and dj = (dj , . . . , dr). It is easily seen that
hl,j−1|»

− π
2kj

, π
2kj

– ∈ Skj ;dj . It can also be considered to be an element of

Tkj ;dj with support {0}. Let ω > 0 and define

J
(j)
l,ω := {m ∈ {1, . . . , n} : deg(qml + ωz−kj ) < pkj}

(here qml + ωz−kj is considered a polynomial in z−1/p) and

J
(j,s)
l,ω = {(m1, . . . ,ms) ∈ {1, . . . , n}s : κm1l = · · · = κmsl = kj ,

0 < ωm1l < · · · < ωmsl < ω}.

From (31), (32) and Definition 5.8 we deduce that

∆̇kj
ω hl,j−1|»

− π
2kj

, π
2kj

– =
∑

m∈J
(j)
l,ω

Al,m(ω)eqml(z)zρmlhm,j−1|»
− π

2kj
, π
2kj

–(33)

where

Al,m(ω) = uml +
∞∑

s=1

(−1)s

s+ 1

∑
(m1,... ,ms)∈J

(j,s)
l,ω

um1lum2m1 . . . umms .

Defining

Φ(j)(u; z) =
n∑

l=1

ule
ql(z)zρlhl,j−1|»

− π
2kj

, π
2kj

–

and extending ∆̇kj
ω to Tkj ;dj [eq1 , . . . , eqn ], we can summarize the above re-

lations in one formula, for each j ∈ {1, . . . , r} (“the bridge equation of
level kj”):

∆̇kj
ω Φ(j)(u; z) = A(j)

ω (u)∇uΦ(j)(u; z)(34)

where A(j)
ω (u) is a row vector with components

A(j)
ω,m(u) =

∑
l:deg(qml+ωz−kj )<pkj

Al,m(ω)ul, m = 1, . . . , n.

The numbers Al,m(ω) depend on (the first j − 1 components of) the multi-
direction d. As hl,j−1 is uniquely determined by ĥl and d1, . . . , dj−1, we can
define operators ∆̇kj

ω,d1,... ,dj−1
acting on formal power series and replace (34)

with

∆̇kj

ω,d1,... ,dj−1
Φ(u; z) = Aω,d1,... ,dj−1

(u)∇uΦ(u; z).

The numbers Al,m(ω) are analytic invariants of the differential equation.



46 B.L.J. BRAAKSMA, G.K. IMMINK, AND Y. SIBUYA

The bridge equation is due to J. Ecalle, cf. [8], [9]. For a different ap-
proach based on differential Galois theory we refer to a paper by J. Martinet
and J.-P. Ramis [22].

Example 5.10. Let D = D1D2D3 where D1 = (z d
dz − 1), D2 = (z2 d

dz − 1)
and D3 = (z3 d

dz − 1). All solutions of the equation D1y = 0 are multiples
of the function y(z) = z. Therefore, y is a solution of D1D2y = 0 if and
only if D2y = az for some a ∈ C. In [23] it is shown that D2 and D3 define
isomorphisms of C{z}1 and C{z}2, respectively. Hence the equation(

z2 d

dz
− 1
)
y = z

has a unique formal power series solution ĥ, which is 1-summable. The sum
h± in the direction ± can be represented by the Laplace integral

h±(z) =
∫

l±

e−ζ/z

ζ − 1
dζ

where l± is a half line from O to ∞ in a direction θ such that ±θ ∈ (0, 2π).
Thus all formal solutions of the homogeneous equation (D1D2) have the
form aĥ+ be−1/z, where a, b ∈ C. Let ĥ2 and ĥ3 denote the (unique) formal
power series solutions of D3(e−1/zy) = e−1/z, or, equivalently, of(

z3 d

dz
− 1 + z

)
y = 1(35)

and D3y = ĥ, respectively. The equation Dy = 0 has a formal integral of
the form

Φ(u; z) = u1e
− 1

2
z−2

+ u2e
−z−1

ĥ2(z) + u3ĥ3(z).

It has two levels: k1 = 1 and k2 = 2. One easily verifies that

J
(1)
3,1 = {2}, J (2)

2, 1
2

= {1}, J (2)

3, 1
2

= {1}

and J
(j)
l,ω = ∅ otherwise. Hence there exist complex numbers A3,2, A2,1,

A3,1,+ and A3,1,− such that

∆̇1
1Φ(u; z) = (0, u3A3,2, 0)

∂

∂u
Φ(u; z)

and

∆̇2
1
2
,±Φ(u; z) = (u2A2,1 + u3A3,1,±, 0, 0)

∂

∂u
Φ(u; z).

(Note that the 2-summability of ĥ2 implies that A2,1 is independent of d1.)
In this simple example the invariants A3,2, A2,1, A3,1,+ and A3,1,− can be
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easily calculated. The difference between the 1-sums h+ and h− of ĥ in the
directions + and − is

h−(z)− h+(z) = 2πie−
1
z .

This implies that ∆̇1
1ĥ = 2πie−

1
z . Hence we deduce the relation(

z3 d

dz
− 1
)

∆̇1
1ĥ3 = ∆̇1

1

(
z3 d

dz
− 1
)
ĥ3 = ∆̇1

1ĥ = 2πie−
1
z .

It follows that ∆̇1
1ĥ3 = 2πie−

1
z ĥ2 and thus A3,2 = 2πi.

It can be shown that the 2-sums h+
2 and h−2 of ĥ2 in the directions + and

− are given by

h±2 (z) = e−
1
2
z−2+z−1

∫
γ±(z)

e
1
2
ζ−2−ζ−1

ζ−3dζ

where γ±(z) is a path from O to z, tangent at O to a half line with direction
θ such that ±θ ∈ (π

4 ,
3π
4 ) (the expression in the right-hand side of the above

formula represents the unique solution of (35) which is bounded on the half
line arg z = ±π

2 ). It is easily seen that

h−2 (z)− h+
2 (z) = i

√
2πe−

1
2
z−2+z−1− 1

2

and thus A2,1 = i
√

2π
e .

For any multi-direction d ∈ {+,−}2 let hd
3 denote the function defined

by

hd
3 (z) = e−

1
2
z−2

∫
γd2 (z)

e
1
2
ζ−2

ζ−3hd1(ζ)dζ.

By means of elementary asymptotic methods (cf. [26]) it can be shown that

h
(+,+)
3 ∈ A(1)

((
−π

4
,
5π
4

))
, h

(+,−)
3 ∈ A(1)

((
−π

2
,
π

4

))
,

h
(−,+)
3 ∈ A(1)

((
−π

4
,
π

2

))
, h

(−,−)
3 ∈ A(1)

((
−5π

4
,
π

4

))
.

Moreover,

h
(d1,−)
3 (z)− h

(d1,+)
3 (z) = e−

1
2
z−2

∫
Γ
e

1
2
ζ−2

ζ−3hd1(ζ)dζ ∈ A≤−2
((
−π

4
,
π

4

))(36)

where Γ is a closed contour tangent at O to half lines with directions θ and
−θ, for some θ ∈ (π

4 ,
3π
4 ). Hence we infer that

{
h

(+,−)
3 , h

(+,+)
3

}
represents

an element h+
3,1 of A(1)/A≤−2((−π

2 ,
5π
4 )) and

h+
3,1|(−π

2
, π
4
) = h

(+,−)
3 (mod A≤−2).
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Similarly, one proves that
{
h

(−,−)
3 , h

(−,+)
3

}
represents an element h−3,1 of

A(1)/A≤−2((−5π
4 ,

π
2 )) with the property that

h−3,1|(−π
4
, π
2
) = h

(−,+)
3 (mod A≤−2).

Hence it follows that hd
3 is the (1, 2)-sum of ĥ3 in the multi-direction d.

From (36) we deduce that

A3,1,± =
∫

Γ
e

1
2
ζ−2

ζ−3h±(ζ)dζ.

Example 5.11. Let (D) be a third order homogeneous linear differential equa-
tion with formal integral

Φ(u; z) = u1e
−z−2−z−1

ĥ1(z) + u2e
−z−1

ĥ2(z) + u3ĥ3(z)

where ĥ1 ≡ 1, ĥ2 = −ĈH2(e−z−2
) and ĥ3 = ĈH1(e−z−1

CH+
2 (e−z−2

)). ĥ2

is 2-summable in the directions + and − with sums h+
2 = −CH+

2 (e−z−2
)

and h−2 = −CH−
2 (e−z−2

), respectively. Moreover, h−2 (z) − h+
2 (z) = e−z−2

.
Hence it follows that ∆2

ωĥ2 = 0 for all ω 6= 1, whereas ∆2
1ĥ2 ≡ 1. Now

consider ĥ3. Let hj,0 = J−1(ĥj), j = 1, 2, 3, and let f := h3,0|[−π
2
, π
2
]. f can

be represented by the restriction to [−π
2 ,

π
2 ] of

{−CH−
1 (e−z−1

h+
2 ),−CH+

1 (e−z−1
h+

2 )}.

Let f+ denote the element of A(1)/A<−1((−π
2 ,

π
2 ]) with representative

{−CH−
1 (e−z−1

h+
2 )− e−z−1

h−2 ,−CH
+
1 (e−z−1

h+
2 )}

and let f− denote the element of A(1)/A<−1([−π
2 ,

π
2 )) with representative

−CH−
1 (e−z−1

h+
2 ).

Obviously, f+ (mod A≤−1) = f |(−π
2
, π
2
] and f− (mod A≤−1) = f |[−π

2
, π
2
). It

is easily seen that f− − f+ is the element of A≤−1/A<−1((−π
2 ,

π
2 )) repre-

sented by {e−z−1
h−2 , e

−z−1
h+

2 }. This shows that ∆1
ωh3,0|[−π

2
, π
2
] = 0 for all

ω 6= 1, whereas

∆1
1h3,0|[−π

2
, π
2
] = h2,0|[−π

2
, π
2
].

Furthermore, we have

(CH−
1 (e−z−1

h+
2 ) + e−z−1

h−2 )− CH+
1 (e−z−1

h+
2 ) = e−z−2−z−1

.(37)

Let h−3,1 and h+
3,1 be the elements of A(1)/A≤−2([−π

2 ,
π
2 )) and A(1)/A≤−2((−π

2 ,
π
2 ]), represented by −CH−

1 (e−z−1
h+

2 ) and {−CH−
1 (e−z−1

h+
2 ) − e−z−1

h−2 ,

−CH+
1 (e−z−1

h+
2 )}, respectively. Now, (h−3,1,−CH

−
1 (e−z−1

h+
2 )) is the (1, 2)-

sum of ĥ3 in the direction (−, 0), (h+
3,1,−CH

−
1 (e−z−1

h+
2 ) − e−z−1

h−2 ) is
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the (1, 2)-sum of ĥ3 in the direction (+,−) and (h+
3,1,−CH

+
1 (e−z−1

h+
2 )) is

the (1, 2)-sum of ĥ3 in the direction (+,+). From (37) we deduce that
∆2

ωh
−
3,1|[−π

4
, π
4
] = 0 for all ω > 0, whereas ∆2

ωh
+
3,1|[−π

4
, π
4
] = 0 for all ω 6= 1 and

∆2
1h

+
3,1|[−π

4
, π
4
] = −e−z−1

.
Combining the above results and applying them to the formal integral we

find

∆̇1
1Φ(u; z) = (0, u3, 0)

∂

∂u
Φ(u; z),

∆̇2
1,−Φ(u; z) = (u2, 0, 0)

∂

∂u
Φ(u; z)

and

∆̇2
1,+Φ(u; z) = (u2 − u3, 0, 0)

∂

∂u
Φ(u; z).
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Math. France, Paris, 121 (1993).

[25] J.-P. Ramis and Y. Sibuya, A theorem concerning multisummability of formal solu-
tions of nonlinear meromorphic differential equations, Ann. Inst. Fourier, 42 (1992).

[26] W. Wasow, Asymptotic expansions for ordinary differential equations, Interscience
Publishers, New York, 1965.

Received May 20, 1997 and revised January 22, 1998.

University of Groningen
P.O. box 800
9700 AV Groningen
The Netherlands
E-mail address: braaksma@math.rug.nl

University of Groningen
P.O. box 800
9700 AV Groningen
The Netherlands
E-mail address: immink@eco.rug.nl

University of Minnesota
Minneapolis MN 55455
E-mail address: sibuya@math.umn.edu

mailto:braaksma@math.rug.nl
mailto:immink@eco.rug.nl
mailto:sibuya@math.umn.edu

