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# ON THE DIOPHANTINE EQUATION $\frac{x^{n}-1}{x-1}=y^{q}$ 

Yann Bugeaud, Maurice Mignotte, and Yves Roy


#### Abstract

We prove that if $(x, y, n, q) \neq(18,7,3,3)$ is a solution of the Diophantine equation $\left(x^{n}-1\right) /(x-1)=y^{q}$ with $q$ prime, then there exists a prime number $p$ such that $p$ divides $x$ and $q$ divides $p-1$. This allows us to solve completely this Diophantine equation for infinitely many values of $x$. The proofs require several different methods in diophantine approximation together with some heavy computer calculations.


## 1. Introduction.

A longstanding conjecture claims that the Diophantine equation

$$
\begin{equation*}
\frac{x^{n}-1}{x-1}=y^{q} \quad \text { in integers } x>1, y>1, n>2, q \geq 2 \tag{1}
\end{equation*}
$$

has finitely many solutions, and, maybe, only those given by

$$
\frac{3^{5}-1}{3-1}=11^{2}, \quad \frac{7^{4}-1}{7-1}=20^{2} \text { and } \frac{18^{3}-1}{18-1}=7^{3}
$$

Among the known results, let us mention that Ljunggren [11] solved (1) completely when $q=2$ and Ljunggren [11] and Nagell [12] when $3 \mid n$ and $4 \mid n$ : they proved that in these cases there is no solution, except the previous ones. For more information and in particular for finiteness type results under some extra hypotheses, we refer the reader to Shorey \& Tijdeman [17], [18] and to the survey of Shorey [16].

Very recently, some new results have been obtained by Bennett, Bugeaud, Mignotte, Roy, Saradha and Shorey, and, now, Equation (1) is completely solved when $x$ is a square (there is no solution in this case [15], [6], [1]), when $x$ is a power of any integer in the interval $\{2, \ldots, 10\}$ (the only two solutions are listed above [5]) or, under hypothesis (H) below, when $x$ is a power of a prime number [5]. In [5] and [6], the proofs require several different methods in diophantine approximation together with some heavy computer calculations, one of the main tools being a new lower bound for linear forms in two $p$-adic logarithms (see [3]), which applies very well to (1) and allows us to considerably reduce the time of computation.

In the present work, using the same methods, we show that (1) has no solution $(x, y, n, q)$ with $y \equiv 1(\bmod x)$. As a corollary, we answer a question
left open by Edgar [7]. Further, we give an irrationnality statement for Mahler's numbers, which completes results of [15] and [3].

## 2. Statement of the results.

First, we warn the reader that the proofs of the results obtained in Le [10] and in Yu \& Le [19] are incorrect. Indeed, they all depend on Lemma 3 of [10], which is false, see the comment of Yuan Ping-Zhi [20]. The purpose of the present article is to supply a correct proof of all their claims. However, we notice that our method is essentially different from theirs.

Theorem 1. Equation (1) has no solution $(x, y, n, q)$ where $x$ and $y$ satisfy the following hypothesis

Every prime divisor of $x$ also divides $y-1$,
except $(18,7,3,3)$. Consequently, for all other solutions $(x, y, n, q)$ of (1) with $q$ prime, there exists a prime number $p$ such that $p$ divides $x$ and $q$ divides $p-1$.

The last assertion easily follows from the first one. Indeed, let $(x, y, n, q)$ be a solution of (1), not satisfying (H). Let $p$ be a prime factor of $x$ such that $p$ does not divide $y-1$. Regarding (1) modulo $p$, we have $y^{q} \equiv 1(\bmod p)$. However, $y \not \equiv 1(\bmod p)$ and, since $q$ is prime, $q$ must divide $p-1$. Consequently, Equation (1) with $q \geq 3$ prime implies that $x>2 q$.

Remark. Saradha and Shorey [15] showed that Equation (1) with (H) implies that $\max \{x, y, n, q\}$ is bounded by an effectively computable absolute constant. Further, Theorem 1 was proved for $x>6 \times 10^{19}$ in [3] and for $x=z^{t}$ with $t \geq 1$ and $z=6,10$ or $z$ prime in [5].

The main tool of the proof of Theorem 1 is a sharp lower bound for the $p$-adic distance between two rational numbers, obtained by Bugeaud [3]. Although this improvement of the estimates of Bugeaud \& Laurent [4] seems to be very slight, it is of great interest for the problem investigated here. Indeed, it leads to considerably smaller numerical upper bounds, and allows us to do the numerical computation in a reasonable time. We should also mention that this tool can be used only when there is a prime factor of $x$ dividing $y-1$.

For fixed coprime rational positive integers $a$ and $b$, we denote by $\operatorname{ord}_{b} a$ the least positive integer value of $t$ for which $a^{t} \equiv 1(\bmod b)$. It is known (cf. [7]) that every solution $(x, y, n, q)$ of (1) with $y$ an odd prime satisfies $n=\operatorname{ord}_{y} x$, and Edgar [7] asked whether we also have $q=\operatorname{ord}_{x} y$. Using Theorem 1, we are able to answer positively Edgar's question.

Theorem 2. Every solution $(x, y, n, q)$ of (1) satisfies $q=\operatorname{ord}_{x} y$.

A problem arising in the theory of finite groups and strongly connected to Equation (1) is to find prime numbers $P$ and $Q$ and rational integers $n \geq 3$ and $a \geq 1$ such that $\left(Q^{n}-1\right) /(Q-1)=P^{a}$, see e.g., [8]. Our Theorem 1 allows us to prove that the latter equation with $a \geq 2$ is not solvable for $Q \in\{2,3,5,7,13,17,19,37,73,97, \ldots\}$. In order to give a precise statement, we need first to introduce some notations. Let $S_{1}$ be the set of all positive integers greater than 1 and composed only by 2 and by the primes of the form $2^{a}+1$, for $a \geq 1$. We remark that $S_{1}$ is much bigger than the set also denoted by $S_{1}$ in [15]. Let $p$ be a prime number of the form $2^{a} 3^{b}+1$, with integers $a \geq 0, b>0$ and $p \not \equiv 55(\bmod 63)$. Thus $p \equiv 1,4,7(\bmod 9)$, $p \not \equiv 1(\bmod 7)$, and when $p \equiv 1(\bmod 9)$, we have $p \not \equiv 6(\bmod 7)$. Let $f$ be any nonnegative integer satisfying $f \not \equiv 1,4(\bmod 6)$ if either $p \equiv 1(\bmod 9)$, $p \equiv 3,4(\bmod 7)$ or $p \equiv 4(\bmod 9)$, and $f \not \equiv 2,5(\bmod 6)$ if either $p \equiv$ $1(\bmod 9), p \equiv 2,5(\bmod 7)$ or $p \equiv 7(\bmod 9)$. Let $S_{2}$ be the set of all numbers of the form $2^{f} p$. Put $S_{3}=S_{1} \cup S_{2}$ and notice that $S_{3}$ is an infinite set. The next statement directly follows from Theorem 1. It completes Corollary 2 of [15] and Corollary 1 of [3]. For its proof, the reader is directed to [15] and [3].
Corollary 1. Equation (1) has no solution $(x, y, n, q)$, where $x=h^{t}$, with $h \in S_{3}$ and $t \geq 1$, other than $(h, t, y, n, q)=(3,1,11,5,2),(7,1,20,4,2)$ and (18, 1, 7, 3, 3).

As already mentioned in details in [15], Theorem 1 can be applied to obtain irrationality statements. Let $g \geq 2$ and $h \geq 2$ be integers. For any integer $m \geq 1$, we define $(m)_{h}=a_{1} \cdots a_{r}$ to be the sequence of digits of $m$ written in basis $h$, i.e., $m=a_{1} h^{r-1}+\cdots+a_{r}$, with $a_{1}>0$ and $0 \leq a_{i}<h$ for $1 \leq i \leq r$. For a sequence $\left(n_{i}\right)_{i \geq 1}$ of nonnegative integers, we put

$$
a_{h}(g)=0 .\left(g^{n_{1}}\right)_{h}\left(g^{n_{2}}\right)_{h} \ldots
$$

and we call Mahler's numbers the real numbers obtained in this way. It is known that $a_{h}(g)$ is irrational for any unbounded sequence $\left(n_{i}\right)_{i \geq 1}$; see the work of Sander [14] for an account of earlier results in this direction. Sander also considered the case when $\left(n_{i}\right)_{i \geq 1}$ is bounded with exactly two elements occurring infinitely many times, which are called limit points. As mentioned in [15], his paper contained an incorrect application of a result of Shorey \& Tijdeman [17], hence his Theorem 3 remains unproved. Here, we extend Corollary 3 of [15] and Theorem 5 of [3] as follows.

Theorem 3. Let $\left(n_{i}\right)_{i \geq 1}$ be a bounded sequence of nonnegative integers which is not ultimately periodic and has exactly two limit points $N_{1}<N_{2}$. Let $g \geq 2$ and $h \geq 2$ be integers such that $g \neq 1+h+\ldots+h^{L-1}$ for every integer $L \geq 2$ if $\left(N_{1}, N_{2}\right)=(0,1)$. Assume also that $\left(N_{1}, N_{2}, g, h\right)$ is not equal to $(0,2,11,3),(0,2,20,7),(0,3,7,18)$ or to $(1,4,7,18)$ and that $g^{N_{2}-N_{1}}$ is
not equal to $1+h$ whenever $g^{N_{1}}<h$. If $h \in S_{3}$, then $a_{h}(g)$ is irrational.

Remark. We point out that all the assumptions imposed in Theorem 3 are necessary. Indeed, if $\left(N_{1}, N_{2}, g, h\right)$ is equal to $(0,2,11,3),(0,2,20,7)$, $(0,3,7,18)$ or to $(1,4,7,18)$, we see that all the digits of $g^{N_{1}}$ and $g^{N_{2}}$ with respect to base $h$ are identically equal to 1 in the first three cases and to 7 in the last case. Further, if $g^{N_{1}}<h$ and $g^{N_{2}-N_{1}}=1+h$, then we write $g^{N_{2}}=$ $g^{N_{1}}+g^{N_{1}} h$ to see that all the digits of $g^{N_{1}}$ and $g^{N_{2}}$ are identically equal to $g^{N_{1}}$ with respect to base $h$. Observe that there are instances, for example $\left(N_{1}, N_{2}, g, h\right)=(0,2,2,3),(0,2,3,8),(0,3,2,7),(0,4,2,15),(0,2,3,8)$, when the relation $g^{N_{2}-N_{1}}=h+1$ with $g^{N_{1}}<h$ and $h \in S_{3}$ is satisfied. Finally, if $N_{0}=0, N_{1}=1$ and $g=1+h+\cdots+h^{L-1}$ for an integer $L \geq 2$, then the digits of $g^{N_{1}}$ and $g^{N_{2}}$ are identically equal to 1 . Thus $a_{h}(g)$ is rational in each of these cases.

## 3. Auxiliary results.

Our main auxiliary result is a lower bound for the $p$-adic distance between two powers of algebraic numbers. Before stating it, we have to introduce some notation.

Let $p$ be a prime number and denote by $v_{p}$ the $p$-adic valuation normalized by $v_{p}(p)=1$. Let $x_{1} / y_{1}$ and $x_{2} / y_{2}$ be two nonzero rational numbers and denote by $g$ the smallest positive integer such that

$$
v_{p}\left(\left(x_{1} / y_{1}\right)^{g}-1\right)>0 \quad \text { and } \quad v_{p}\left(\left(x_{2} / y_{2}\right)^{g}-1\right)>0
$$

Assume that there exists a real number $E$ such that $v_{p}\left(\left(x_{1} / y_{1}\right)^{g}-1\right) \geq E>$ $1 /(p-1)$. Theorem BU below provides explicit upper bounds for the $p$-adic valuation of

$$
\Lambda=\left(\frac{x_{1}}{y_{1}}\right)^{b_{1}}-\left(\frac{x_{2}}{y_{2}}\right)^{b_{2}}
$$

where $b_{1}$ and $b_{2}$ are positive integers. As in [3], we let $A_{1}>1, A_{2}>1$ be real numbers such that

$$
\log A_{i} \geq \max \left\{\log \left|x_{i}\right|, \log \left|y_{i}\right|, E \log p\right\}, \quad(i=1,2)
$$

and we put

$$
b^{\prime}=\frac{b_{1}}{\log A_{2}}+\frac{b_{2}}{\log A_{1}}
$$

Theorem BU. With the above notation, let $x_{1} / y_{1}$ and $x_{2} / y_{2}$ be multiplicatively independent and assume that either $p$ is odd or $v_{2}\left(x_{2} / y_{2}-1\right) \geq 2$.

Then we have the upper estimates

$$
\begin{aligned}
& v_{p}(\Lambda) \leq \frac{36.1 g}{E^{3}(\log p)^{4}}\left(\operatorname { m a x } \left\{\log b^{\prime}\right.\right. \\
&+\log (E \log p)+0.4,6 E \log p, 5\})^{2} \log A_{1} \log A_{2}
\end{aligned}
$$

and

$$
\begin{aligned}
& v_{p}(\Lambda) \leq \frac{53.8 g}{E^{3}(\log p)^{4}}\left(\operatorname { m a x } \left\{\log b^{\prime}\right.\right. \\
&+\log (E \log p)+0.4,4 E \log p, 5\})^{2} \log A_{1} \log A_{2}
\end{aligned}
$$

Proof. This is Theorem 2 of [3].
The following lemma is due to Saradha \& Shorey [15] and originate in a work of Le [9]. Its proof uses Skolem's method.

Lemma 1. Let $(x, y, n, q)$ be a solution of Equation (1) satisfying the hypothesis $(\mathrm{H})$. Then we have

$$
x^{n+1-2 \beta} \leq\left(\frac{n+3}{4}\right)^{2}\left(2+\frac{4}{x}\right)^{n-1} q^{\frac{\alpha q}{q-1}}
$$

where $\alpha=n+1$ if $q$ does not divide $x, \alpha=2 n$ if $q$ divides $x$, and $\beta=$ $\max \{1, n / q\}$.

Proof. This is Lemma 18 of [15].
Lemma 2. Let $(x, y, n, q)$ be a solution of Equation (1) satisfying the hypothesis $(\mathrm{H})$ and such that $q$ does not divide $x$. Then we have $x \leq 2000$ if $q=3$ and

$$
x \leq \max \{961,2.1382 q\}
$$

if $q \geq 5$.
Proof. The case $q=3$ follows from Lemma 1. Further, we deduce from the hypothesis $(\mathrm{H})$ that $y \equiv 1(\bmod x)$. Arguing as in the proof of Lemma 19 of [15], we get $n \geq q+2$ and, for $q \geq 5$, we conclude exactly as in that lemma, and obtain the claimed upper bound.

Lemma 3. Equation (1) has no solution $(x, y, n, q)$ with $y \leq 2 n$.
Proof. Let $(x, y, n, q)$ be a solution of (1). Recall that a primitive prime divisor of $x^{n}-1$ is congruent to 1 modulo $n$ and that there exists a primitive prime divisor for every odd $n$ (see [13], page 20), which, consequently, is greater or equal to $2 n+1$. If $n$ is even, then $n=2 m$ with $m$ odd, and we observe that $\left(x^{m}-1\right) /(x-1)$ and $x^{m}+1$ are relatively prime, each having a primitive prime factor (see [13], page 20). Hence, the lemma is proved.

An important tool of our proof is a corollary to the following very deep result of Bennett [1], which completes an earlier work of Bennett \& de Weger [2].
Theorem BE. If $a, b$ and $q$ are integers with $b>a \geq 1$ and $q \geq 3$, then the equation

$$
\left|a x^{q}-b y^{q}\right|=1
$$

has at most one solution in positive integers $(x, y)$.
Proof. This is Theorem 1.1 of [1].
Corollary BE. Equation (1) has no solution ( $x, y, n, q$ ) with $n \equiv$ $1(\bmod q)$ and $q \geq 3$.

Proof. This is Corollary 1.2 of [1], and this follows easily from Theorem BE. Indeed, let $(x, y, n, q)$ be a solution of (1), and assume that for a rational integer $\ell$ we have $n=q \ell+1$. Then we get $x\left(x^{l}\right)^{q}-1=(x-1) y^{q}$. In view of Theorem BE, this is impossible, since $(1,1)$ is a solution of the equation $x X^{q}-(x-1) Y^{q}=1$.

## 4. Proof of Theorem 1.

Let $(x, y, n, q)$ be a solution of (1) satisfying the following assumption

$$
\begin{equation*}
\text { Every prime divisor of } x \text { also divides } y-1 \text {. } \tag{H}
\end{equation*}
$$

In view of the results of [12], [11] and [5] stated in the beginning of Section 1, we can suppose that $n \geq 5$ and $x \geq 11$. Moreover, we can restrict ourselves to the case when $q$ is an odd prime number. Indeed, if $\ell$ is a prime divisor of $q$, we observe that $\left(x, y^{q / \ell}, n, \ell\right)$ is a solution of (1) such that every prime divisor of $x$ also divides $y-1$, hence divides $y^{q / \ell}-1$.

- Sharp absolute upper bound for $x$ and $q$ under the assumption (H).

Our first goal is to obtain an absolute bound for $q$ and for $x$, which improves Theorem 4 of [3]. More precisely, we distinguish the cases $q$ divides $x$ and $q$ does not divide $x$, and we compute an upper estimate in each case. We proceed as follows: Firstly, we apply Theorem BU in order to bound $q$ by a polynomial in $\log x$ and, secondly, we deduce from Lemmas 1 and 2 that $x$ is smaller than a polynomial in $q$.
Application of Theorem BU.
We put

$$
\Lambda=(1-x)-\left(\frac{1}{y}\right)^{q}=-x^{n} y^{-q}
$$

and we note that $1-x$ and $1 / y$ are multiplicatively independent (for a proof, see [15], below inequality (51)). Let $p$ be a prime factor of $x$ and let $\alpha \geq 1$ be such that $p^{\alpha}$ divides $x$ but $p^{\alpha+1}$ does not. We assume that $p^{\alpha} \neq 2$, and
notice that, if 4 divides $x$, then $y \equiv 1 \bmod 4$ and Theorem BU applies with the prime $p=2$.

Since $p^{\alpha}$ divides $(y-1) \cdot \frac{y^{q}-1}{y-1}$ and, in view of (H), $p$ divides $y-1$, we get that $p^{\alpha}$ divides $y-1$ when $q \neq p$. If $q=p$, we infer from $\frac{y^{p}-1}{y-1} \equiv p \bmod p^{2}$ that $\max \left\{p, p^{\alpha-1}\right\}$ divides $y-1$. Thus, we deduce that, if $\alpha \geq 2$, we have $y \geq x^{(\alpha-1) / \alpha} \geq x^{1 / 2}$, whence, by $x^{n}>y^{q}$, we obtain the inequality

$$
\begin{equation*}
n \geq(q+1) / 2 \tag{2}
\end{equation*}
$$

which appears to be very useful. Applying Theorem BU and Lemma 3, we get $y \geq 11$ and

$$
\begin{aligned}
v_{p}(\Lambda) \leq \delta \frac{36.1}{\alpha^{3}(\log p)^{4}}\left(\operatorname { m a x } \left\{\operatorname { l o g } \left(\frac{q}{\log x}+\right.\right.\right. & 0.42)+0.4 \\
& 6 \alpha \log p, 5\})^{2} \log y \log (x-1)
\end{aligned}
$$

and

$$
\begin{aligned}
& v_{p}(\Lambda) \leq \delta \frac{53.8}{\alpha^{3}(\log p)^{4}}\left(\operatorname { m a x } \left\{\log \left(\frac{q}{\log x}+0.42\right)+0.4\right.\right. \\
&4 \alpha \log p, 5\})^{2} \log y \log (x-1)
\end{aligned}
$$

with $\delta=1$ if $p \neq q$ or $\alpha=1$ and $\delta=\alpha /(\alpha-1)$ if $p=q$ and $\alpha \geq 2$.
Further, $v_{p}(\Lambda)=n \alpha$ and $n \log x \geq q \log y$, thus we get

$$
\begin{align*}
q \leq \delta \max \left\{\frac { 3 6 . 1 } { \alpha ^ { 2 } ( \operatorname { l o g } p ) ^ { 2 } } \left(\operatorname { l o g } \left(\frac{q}{\log x}+\right.\right.\right. & 0.42)+0.4)^{2}  \tag{3}\\
& \left.36 \cdot 36.1, \frac{25 \cdot 36.1}{\alpha^{2}(\log p)^{2}}\right\} \frac{\log ^{2} x}{\alpha^{2}(\log p)^{2}}
\end{align*}
$$

and

$$
\begin{align*}
q \leq \delta \max \left\{\frac { 5 3 . 8 } { \alpha ^ { 2 } ( \operatorname { l o g } p ) ^ { 2 } } \left(\operatorname { l o g } \left(\frac{q}{\log x}+\right.\right.\right. & 0.42)+0.4)^{2}  \tag{4}\\
& \left.16 \cdot 53.8, \frac{25 \cdot 53.8}{\alpha^{2}(\log p)^{2}}\right\} \frac{\log ^{2} x}{\alpha^{2}(\log p)^{2}}
\end{align*}
$$

## Application of Lemma 1.

If $q$ does not divide $x$, Lemma 2 provides the upper bound $x \leq 2000$ if $q=3$ and, else,

$$
\begin{equation*}
x \leq \max \{961,2.1382 q\} \tag{5}
\end{equation*}
$$

Assume now that $q$ divides $x$. If $q=3$, an easy calculation leads to $x \leq 160000$. If $q \geq 5$ and $n \geq q$, it follows from Lemma 1 that

$$
x \leq\left(\frac{n+3}{4}\right)^{\frac{2 q}{n(q-2)+q}}\left(2+\frac{4}{x}\right)^{\frac{q(n-1)}{n(q-2)+q}} q^{\frac{q^{2}}{q-1} \frac{2 n}{n(q-2)+q}},
$$

whence

$$
\begin{equation*}
x \leq\left(\frac{q+3}{4}\right)^{\frac{2}{q-1}}\left(2+\frac{4}{x}\right)^{\frac{q}{q-2}} q^{\frac{2 q^{2}}{(q-1)(q-2)}}, \tag{6}
\end{equation*}
$$

and, assuming $x \geq 10^{6}$ and considering separately the cases $q \geq 800$ and $q<800$, we get

$$
\begin{equation*}
x \leq \max \left\{1.4 \times 10^{6}, 2.05 q^{2 q^{2} /(q-1)(q-2)}\right\} . \tag{7}
\end{equation*}
$$

If $q \geq 5$ and $n<q$, it follows from Lemma 1 that

$$
\begin{equation*}
x \leq\left(\frac{n+3}{4}\right)^{2 /(n-1)}\left(2+\frac{4}{x}\right) q^{\frac{q}{q-1} \frac{2 n}{n-1}} . \tag{8}
\end{equation*}
$$

Since the map $q \mapsto q^{q /(q-1)}$ is increasing, we infer from (2) that

$$
x \leq\left(\frac{n+3}{4}\right)^{2 /(n-1)}\left(2+\frac{4}{x}\right)(2 n-1)^{\frac{n(2 n-1)}{(n-1)^{2}}}
$$

and, assuming that $n \leq 400$, we get $x \leq 1.4 \times 10^{6}$. For $n>400$, we deduce from (8) under the assumption $x \geq 10^{6}$ the bound

$$
\begin{equation*}
x \leq 2.05 q^{\frac{2.005 q}{(q-1)}} \tag{9}
\end{equation*}
$$

By (5), (7) and (9), we see that in all cases we have

$$
x \leq \max \left\{1.4 \times 10^{6}, 2.1382 q, 2.05 q^{2.005 q /(q-1)}, 2.05 q^{2 q^{2} /(q-1)(q-2)}\right\}
$$

which implies that $x \leq 1.4 \times 10^{6}$ whenever $q \leq 802$ and, since $2.005 \geq$ $2 q /(q-2)$ as soon as $q \geq 802$, we always have

$$
\begin{equation*}
x \leq \max \left\{1.4 \times 10^{6}, 2.05 q^{2.005 q /(q-1)}\right\} . \tag{10}
\end{equation*}
$$

Absolute upper bound for $q$ and for $x$.
Suppose first that $q$ does not divide $x$ and recall that we have assumed $x \geq 11$. If $x \neq 12$, then the primary part of $x$, i.e., the greatest prime power dividing $x$, is at least equal to 5 . Using (3) with $p^{\alpha}$ replaced by 5 and noticing that $\delta=1$, we get

$$
\begin{equation*}
q \leq \max \left\{5.39\left(\log \left(\frac{q}{\log x}+0.42\right)+0.4\right)^{2}, 501.8\right\} \log ^{2} x \tag{11}
\end{equation*}
$$

We make a direct computation in the case $x=12$ and combine (11) with (5) to obtain that, for all $x$, we have

$$
q \leq 72000
$$

and, consequently,

$$
\begin{equation*}
x \leq 154000 . \tag{12}
\end{equation*}
$$

Suppose now that $q$ divides $x$, whence $q^{2}$ divides $x$, as easily seen. We then use (4) with the prime number $p=q$ and with $\alpha \geq 2$. Since $\delta \leq 2$ and $4 \alpha \log 3 \geq 5$, we get

$$
\begin{equation*}
q \leq 2 \max \left\{\frac{53.8}{\alpha^{2}(\log q)^{2}}\left(\log \left(\frac{q}{\log x}+0.42\right)+0.4\right)^{2}, 860.8\right\} \frac{\log ^{2} x}{\alpha^{2}(\log q)^{2}} \tag{13}
\end{equation*}
$$

Combining (13) with (10) and replacing $\alpha$ by 2 yields

$$
q \leq 1901
$$

and

$$
\begin{equation*}
x \leq 7.76 \times 10^{6} \text {. } \tag{11}
\end{equation*}
$$

- Strategy of the computational part of the proof.

In view of the above discussion, we are left to consider a finite number of pairs $(x, q)$. It follows from (12) and (14) and from the results of [12], [11] and [5] that we have to prove that, for given integers $11 \leq x_{0} \leq 7.76 \times 10^{6}$ and $q_{0} \geq 3$, there is no solution ( $x_{0}, y, n, q_{0}$ ) of (1) satisfying hypothesis (H), with $n \not \equiv 0(\bmod 3)$ and $n \not \equiv 0(\bmod 4)$. Furthermore, if such solution exists, known results on Catalan's equation imply that $n$ must be odd. Indeed, if $n=2 m$, then $x_{0}^{m}-y_{1}^{q_{0}}=-1$ for some positive integer $y_{1}$ dividing $y$, and this is impossible since $x_{0}<10^{11}$, by a result of Hyyrö (see [13], pages 261 and 263).

We now describe our algorithm.
Firstly, using (3) or (4), we compute the bound on $q$ obtained for $x_{0}$. If this bound is smaller than $q_{0}$ we have of course nothing to do (in this case, there is no solution), otherwise we have to work. And to work means:

- to consider the first prime numbers $p$ with $p \equiv 1\left(\bmod q_{0}\right)$ and to work modulo $p$,
- for each $p$, it leads to some conditions on the exponent $n$ of Equation (1), more precisely it implies that $n$ belongs to some set modulo $p-1$,
- it appears that combining these conditions for several values of $p$ and using that $n \not \equiv 0(\bmod 3)$ and $n \not \equiv 0(\bmod 2)$ yield $n \equiv 1\left(\bmod q_{0}\right)$, which is excluded by Corollary BE, due to Bennett.

It remains to describe how we proceed to treat all the pairs $(x, q)$.
We first prove that there is no solution satisfying (H), $q \leq 97, n \not \equiv$ $0(\bmod 3)$ and $n \not \equiv 0(\bmod 2)$. Indeed, we prove a little more, namely that there is no solution with $q \leq 97$ and $x$ less than the bound given by (6).

Secondly, assuming that $q \geq 101$ and $q$ divides $x$, we treat the pairs $(x, q)$ with

$$
101 \leq q \leq 1901, x \leq 7.76 \times 10^{6} \quad \text { and } \quad q^{2} \text { divides } x .
$$

This can be done very quickly, since there are not many pairs to consider.
Lastly, we are left with pairs $(x, q)$ such that $q$ does not divide $x$. After some hundreds of hours of CPU with very fast computers, we could treat the full range $101 \leq q \leq 100000$ and $x$ bounded by (5). It appeared that there is no solution.

## 5. Proof of Theorems 2 and 3.

Proof of Theorem 2. Let $(x, y, n, q)$ be a solution of (1) and set $k=\operatorname{ord}_{x} y$. We have $y^{q} \equiv 1(\bmod x)$ and $k$ divides $q$. Letting $q^{\prime}=q / k$ and $y^{\prime}=y^{k}$ and assuming that $q^{\prime}>1$, we see that $\left(x, y^{\prime}, n, q^{\prime}\right)$ is also a solution of (1), which satisfies $y^{\prime} \equiv 1(\bmod x)$. In view of Theorem 1 , this is impossible. Thus $q^{\prime}=1$ and $k=q$, as asserted.
Proof of Theorem 3. Sander ([14], Theorem 2) proved that $a_{h}(g)$ is irrational if and only if $g^{N_{2}-N_{1}} \neq\left(h^{t L}-1\right) /\left(h^{t}-1\right)$ for every integer $L \geq 1$, where $t$ is given by the inequalities $h^{t-1} \leq g^{N_{1}}<h^{t}$. As noticed in [15], we have $\left(N_{1}, N_{2}\right)=(0,1)$ or $N_{2}-N_{1} \geq 2$. To the first case corresponds the first condition in the statement of Theorem 3. Now we assume that $N_{2}-N_{1} \geq 2$ and $L=2$, i.e., $g^{N_{2}-N_{1}}=h^{t}+1$. We have $t \geq 2$ by an assumption of Theorem 3 and we observe that $(g, h, t)=(3,2,3)$ is excluded by the definition of $t$. Let $p$ be a prime divisor of $N_{2}-N_{1}$. In view of the results on Catalan equation, $N_{2}-N_{1}$ and $t$ are odd and we have $p \geq 5$. We rewrite the equation as $h^{t}=G^{p}-1$ with $G=g^{\left(N_{2}-N_{1}\right) / p}$ to observe that $h$ is divisible by a prime number of the form $1+s p$. Thus $1+s p=2^{a}+1$ or $1+s p=2^{a} 3^{b}+1$ since $h \in S_{3}$. This is not possible for $p \geq 5$.

Consequently, we have $N_{2}-N_{1} \geq 2$ and $L \geq 3$, whence we deduce from Corollary 1 that ( $\left.h, t, g, L, N_{2}-N_{1}\right)$ belongs to $\{(3,1,11,5,2),(7,1,20,4,2)$, $(18,1,7,3,3)\}$, and we conclude by the definition of $t$.
Remark. Shorey has pointed out to us that an assumption $g^{N_{2}-N_{1}} \neq h+1$ whenever $g^{N_{1}}<h$ should be added in Corollary 3 of [15]. Indeed, observe that $a_{h}(g)$ is rational if $g^{N_{2}-N_{1}}=h+1$ with $g^{N_{1}}<h$.

Acknowledgement. The authors are very grateful to Tarlok Shorey. His numerous remarks helped us to considerably improve the presentation of the paper.
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## COMMUTATORS WITH POWER CENTRAL VALUES ON A LIE IDEAL

Luisa Carini and Vincenzo De Filippis

Let $R$ be a prime ring of characteristic $\neq 2$ with a derivation $d \neq 0, L$ a noncentral Lie ideal of $R \operatorname{such}$ that $[d(u), u]^{n}$ is central, for all $u \in L$. We prove that $R$ must satisfy $s_{4}$ the standard identity in 4 variables. We also examine the case $R$ is a 2-torsion free semiprime ring and $[d([x, y]),[x, y]]^{n}$ is central, for all $x, y \in R$.

Let $R$ be a prime ring and $d$ a nonzero derivation of $R$. A well known result of Posner [14] states that if the commutator $[d(x), x] \in Z(R)$, the center of $R$, for any $x \in R$, then $R$ is commutative.

In [11] C. Lanski generalizes the result of Posner to a Lie ideal. To be more specific, the statement of Lanski's theorem is the following:

Theorem ([11, Theorem 2, page 282]). Let $R$ be a prime ring, $L$ a noncommutative Lie ideal of $R$ and $d \neq 0$ a derivation of $R$. If $[d(x), x] \in Z(R)$, for all $x \in L$, then either $R$ is commutative, or $\operatorname{char}(R)=2$ and $R$ satisfies $s_{4}$, the standard identity in 4 variables.

Here we will examine what happens in case $[d(x), x]^{n} \in Z(R)$, for any $x \in L$, a noncommutative Lie ideal of $R$ and $n \geq 1$ a fixed integer.

One cannot expect the same conclusion of Lanski's theorem as the following example shows:

Example 1. Let $R=M_{2}(F)$, the $2 \times 2$ matrices over a field $F$, and take $L=R$ as a noncommutative Lie ideal of $R$. Since $[x, y]^{2} \in Z(R)$, for all $x, y \in R$, then also $[d(x), x]^{2} \in Z(R)$, for all $x \in R$.

We will prove that:
Theorem 1.1. Let $R$ be a prime ring of characteristic different from $2, L$ a noncentral Lie ideal of $R, d$ a nonzero derivation of $R$ such that $[d(u), u]^{n} \in$ $Z(R)$, for any $u \in L$. Then $R$ satisfies $s_{4}$.

We will proceed by first proving that:
Lemma 1.1. Let $R$ be a prime ring of characteristic different from $2, L$ a noncentral Lie ideal of $R, d$ a nonzero derivation of $R, n \geq 1$. If $d$ satisfies $[d(u), u]^{n}=0$, for any $u \in L$, then $R$ is commutative.

We then examine the case $R$ is a 2 -torsion free semiprime ring. The results we obtain are:

Theorem 2.1. Let $R$ be a 2-torsion free semiprime ring, $d$ a nonzero derivation of $R$, $n$ a fixed positive integer, $U$ the left Utumi quotient ring of $R$ and $[d([x, y]),[x, y]]^{n}=0$, for any $x, y \in R$. Then there exists a central idempotent element $e$ of $U$ such that on the direct sum decomposition e $U \oplus$ $(1-e) U, d$ vanishes identically on $e U$ and the ring $(1-e) U$ is commutative.

Theorem 2.2. Let $R$ be a 2-torsion free semiprime ring, $d$ a nonzero derivation of $R, n$ a fixed positive integer, $U$ the left Utumi quotient ring of $R$ and $[d([x, y]),[x, y]]^{n} \in Z(R)$, for any $x, y \in R$. Then there exists a central idempotent $e$ of $U$ such that, on the direct sum decomposition $U=e U \oplus(1-e) U$, the derivation $d$ vanishes identically on $e U$ and the ring $(1-e) U$ satisfies $s_{4}$.

## 1. The case: $R$ prime ring.

In all that follows, unless stated otherwise, $R$ will be a prime ring of characteristic $\neq 2, L$ a Lie ideal of $R, d \neq 0$ a derivation of $R$ and $n \geq 1$ a fixed integer such that $[d(x), x]^{n} \in Z(R)$, for all $x \in L$.

For any ring $S, Z(S)$ will denote its center, and $[a, b]=a b-b a,[a, b]_{2}=$ $[[a, b], b], a, b \in S$. In addition $s_{4}$ will denote the standard identity in 4 variables.

We will also make frequent use of the following result due to Kharchenko [8] (see also [12]):

Let $R$ be a prime ring, $d$ a nonzero derivation of $R$ and $I$ a nonzero twosided ideal of $R$. Let $f\left(x_{1}, \ldots, x_{n}, d\left(x_{1}, \ldots, x_{n}\right)\right)$ a differential identity in $I$, that is

$$
f\left(r_{1}, \ldots, r_{n}, d\left(r_{1}\right), \ldots, d\left(r_{n}\right)\right)=0 \quad \forall r_{1}, \ldots, r_{n} \in I
$$

One of the following holds:

1) Either $d$ is an inner derivation in $Q$, the Martindale quotient ring of $R$, in the sense that there exists $q \in Q$ such that $d=a d(q)$ and $d(x)=$ $a d(q)(x)=[q, x]$, for all $x \in R$, and $I$ satisfies the generalized polynomial identity

$$
f\left(r_{1}, \ldots, r_{n},\left[q, r_{1}\right], \ldots,\left[q, r_{n}\right]\right)=0
$$

2 ) or $I$ satisfies the generalized polynomial identity

$$
f\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right)=0 .
$$

Lemma 1.1. Let $R$ be a prime ring of characteristic different from $2, U$ a noncentral Lie ideal of $R, d$ a nonzero derivation of $R$ and $n \geq 1$. If $([d(u), u])^{n}=0$, for any $u \in L$, then $R$ is commutative.

Proof. Since we assume that $\operatorname{char}(R) \neq 2$, by a result of Herstein [6], $L \supseteq[I, R]$, for some $I \neq 0$, an ideal of $R$, and also $L$ is not commutative. Therefore we will assume throughout that $L \supseteq[I, R]$. Without loss of generality we can assume $L=[I, I]$.

Hence $[d([x, y]),[x, y]]^{n}=0$, for any $x, y \in I$, then $I$ satisfies the differential identity

$$
f(x, y, d(x), d(y))=[[d(x), y]+[x, d(y)],[x, y]]^{n}=0
$$

If the derivation $d$ is not inner, by Kharchenko's theorem [8], $I$ satisfies the polynomial identity

$$
f(x, y, t, z)=[[z, y]+[x, t],[x, y]]^{n}=0
$$

and in particular, for $z=0$,

$$
[[x, t],[x, y]]^{n}=0 .
$$

Since the latter is a polynomial identity for $I$, and so for $R$ too, it is well known that there exists a field $F$ such that $R$ and $F_{m}$ satisfy the same polynomial identities (see [7, page 57, page 89]). Let $e_{i j}$ the matrix unit with 1 in ( $\mathrm{i}, \mathrm{j}$ )-entry and zero elsewhere. Suppose $m \geq 2$. If we choose $x=e_{11}, y=e_{21}, t=e_{12}$, then we get the contradiction

$$
0=\left[\left[e_{11}, e_{12}\right],\left[e_{11}, e_{21}\right]\right]^{n}=\left[e_{12},-e_{21}\right]^{n}=(-1)^{n} e_{11}+e_{22} \neq 0 .
$$

Therefore $m=1$ and so $R$ is commutative.
Let now $d$ be an inner derivation induced by an element $A \in Q$, the Martindale quotient ring of $R$. Then, for any $x, y \in I,\left([A,[x, y]]_{2}\right)^{n}=0$. Since by [2] $I$ and $Q$ satisfy the same generalized polynomial identities, we have $\left(\left[A,[x, y]_{2}\right)^{n}=0\right.$, for any $x, y \in Q$. Moreover, since $Q$ remains prime by the primeness of $R$, replacing $R$ by $Q$ we may assume that $A \in R$ and $C$ is just the center of $R$. Note that $R$ is a centrally closed prime C-algebra in the present situation [4], i.e., $R C=R$. By Martindale's theorem in [13], $R C$ (and so $R$ ) is a primitive ring which is isomorphic to a dense ring of linear transformations of a vector space $V$ over a division ring $D$. Since $R$ is primitive then there exist a vector space $V$ and the division ring $D$ such that $R$ is dense of D-linear transformation over $V$.

Assume first that $\operatorname{dim}_{D} V \geq 3$.

## Step 1.

We want to show that, for any $v \in V, v$ and $A v$ are linearly D-dependent.
Since if $A v=0$ then $\{v, A v\}$ is D-dependent, suppose that $A v \neq 0$. If $v$ and $A v$ are D-independent, since $\operatorname{dim}_{D} V \geq 3$, then there exists $w \in V$ such that $v, A v, w$ are also linearly independent. By the density of $I$, there exist $x, y \in I$ such that

$$
\begin{aligned}
& x v=0, x A v=w, x w=v \\
& y v=0, y A v=0, y w=w
\end{aligned}
$$

These imply that

$$
[A,[x, y]]_{2} v=-v \text { and } 0=\left([A,[x, y]]_{2}\right)^{n} v=(-1)^{n} v
$$

which is a contradiction.
So we can conclude that $v$ are $A v$ are linearly D-dependent, for all $v \in V$.

## Step 2.

We show here that there exists $b \in D$ such that $A v=v b$, for any $v \in V$. Now choose $v, w \in V$ linearly independent. Since $\operatorname{dim}_{D} V \geq 3$, there exists $u \in V$ such that $v, w, u$ are linearly independent. By Step 1 , there exist $a_{v}, a_{w}, a_{u} \in D$ such that
$A v=v a_{v}, A w=w a_{w}, A u=u a_{u}$ that is $A(v+w+u)=v a_{v}+w a_{w}+u a_{u}$.
Moreover $A(v+w+u)=(v+w+u) a_{v+w+u}$, for a suitable $a_{v+w+u} \in D$. Then $0=v\left(a_{v+w+u}-a_{v}\right)+w\left(a_{v+w+u}-a_{w}\right)+u\left(a_{v+w+u}-a_{u}\right)$ and, because $v, w, u$ are linearly independent, $a_{u}=a_{w}=a_{v}=a_{v+w+u}$. This completes the proof of Step 2.

Let now $r \in R$ and $v \in V$. By Step 2, $A v=v b, r(A v)=r(v b)$, and also $A(r v)=(r v) b$. Thus $0=[A, r] v$, for any $v \in V$, that is $[A, r] V=0$. Since $V$ is a left faithful irreducible R-module, $[A, r]=0$, for all $r \in R$, i.e., $A \in Z(R)$ and $d=0$, which contradicts our hypothesis.

Therefore $\operatorname{dim}_{D} V$ must be $\leq 2$. In this case $R$ is a simple GPI ring with 1 , and so it is a central simple algebra finite dimensional over its center. From Lemma 2 in [10] it follows that there exists a suitable field $F$ such that $R \subseteq M_{k}(F)$, the ring of all $k \times k$ matrices over $F$, and moreover $M_{k}(F)$ satisfies the same generalized polynomial identity of $R$.

If we assume $k \geq 3$, by the same argument as in Steps 1 and 2, we get a contradiction.

Obviously if $k=1$ then $R$ is commutative. Thus we may assume $R \subseteq$ $M_{2}(F)$, where $M_{2}(F)$ satisfies $\left([A,[x, y]]_{2}\right)^{n}=0$.

Since for any $a, b \in M_{2}(F),[a, b]^{2} \in Z(R)$ then it follows easily that $\left([A,[x, y]]_{2}\right)^{2}=0$, for any $x, y \in M_{2}(F)$. Let $A=\left[\begin{array}{ll}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right]$. If we choose $x=e_{12}, y=e_{21}$ then we get:

$$
\begin{gathered}
{\left[A, e_{11}-e_{22}\right]_{2}=\left[\begin{array}{cc}
0 & 4 a_{12} \\
4 a_{21} & 0
\end{array}\right]} \\
0=\left(\left[A, e_{11}-e_{22}\right]_{2}\right)^{2}=\left[\begin{array}{cc}
16\left(a_{12} a_{21}\right) & 0 \\
0 & 16\left(a_{12} a_{21}\right)
\end{array}\right] .
\end{gathered}
$$

Therefore either $a_{12}=0$ or $a_{21}=0$. Without loss of generality we can pick $a_{12}=0$.

Now let $[x, y]=\left[e_{11}, e_{12}+e_{21}\right]=e_{12}-e_{21}$. In this case we have:

$$
\begin{gathered}
{\left[A, e_{12}-e_{21}\right]_{2}=\left[\begin{array}{cc}
2\left(a_{22}-a_{11}\right) & -2 a_{21} \\
-2 a_{21} & 2\left(a_{11}-a_{22}\right)
\end{array}\right]} \\
\left(\left[\begin{array}{cc}
2\left(a_{22}-a_{11}\right) & -2 a_{21} \\
-2 a_{21} & 2\left(a_{11}-a_{22}\right)
\end{array}\right]\right)^{2}=0
\end{gathered}
$$

that is

$$
\begin{aligned}
& 4\left(a_{21}\right)^{2}+4\left(a_{11}-a_{22}\right)^{2}=0 \\
& \left(a_{21}\right)^{2}=-\left(a_{22}-a_{11}\right)^{2}
\end{aligned}
$$

On the other hand if $[x, y]=\left[e_{11}, e_{12}-e_{21}\right]=e_{12}+e_{21}$ then

$$
\begin{gathered}
\left(\left[A, e_{12}+e_{21}\right]_{2}\right)^{2}=\left[\begin{array}{cc}
2\left(a_{11}-a_{22}\right) & -2 a_{21} \\
2 a_{21} & 2\left(a_{22}-a_{11}\right)
\end{array}\right] \\
\left(\left[\begin{array}{cc}
2\left(a_{11}-a_{22}\right) & -2 a_{21} \\
2 a_{21} & 2\left(a_{22}-a_{11}\right)
\end{array}\right]\right)^{2}=0
\end{gathered}
$$

that is

$$
\begin{align*}
& 4\left(a_{22}-a_{11}\right)^{2}-4\left(a_{21}\right)^{2}=0 \\
& \left(a_{21}\right)^{2}=\left(a_{22}-a_{11}\right)^{2} \quad(\mathbf{2}) . \tag{2}
\end{align*}
$$

(1) and (2) imply that $a_{21}=0$ and $a_{11}=a_{22}$ which means that $A$ is a central matrix in $M_{2}(F), A \in F$ and $d=0$, a contradiction. Therefore $k=1$, i.e., $R$ is commutative.

Lemma 1.2. Let $R=M_{k}(F)$, the ring of $k \times k$ matrices over a field $F$ of characteristic $\neq 2$. If $q \neq 0$ is a noncentral element of $R$ such that $\left([q,[x, y]]_{2}\right)^{n} \in F$, for any $x, y \in R$, then $k \leq 2$.
Proof. Suppose $k \geq 3$. Let $i, j, r$ be distinct indices and $q=\sum a_{m n} e_{m n}$, with $a_{m n} \in F$. For simplicity we assume that $i=1, j=2, r=3$. If we choose $[x, y]=\left[e_{12}, e_{23}-e_{31}\right]=e_{13}+e_{32}$, then

$$
[q,[x, y]]_{2}=a_{21} e_{11}+a_{21} e_{22}-2 a_{21} e_{33}+\sum_{n \neq 1} \gamma_{n} e_{1 n}+\sum_{m \neq 2} \delta_{m} e_{m 2}
$$

with $\gamma_{n}, \delta_{m} \in F$, and
$\left([q,[x, y]]_{2}\right)^{n}=\left(a_{21}\right)^{n} e_{11}+\left(a_{21}\right)^{n} e_{22}+\left(-2 a_{21}\right)^{n} e_{33}+\sum_{n \neq 1} \alpha_{n} e_{1 n}+\sum_{m \neq 2} \beta_{m} e_{m 2}$
with $\alpha_{n}, \beta_{m} \in F$. Since by assumption $\left([q,[x, y]]_{2}\right)^{n} \in F$, then $\alpha_{n}=\beta_{m}=0$, for all $m, n$, and $\left(a_{21}\right)^{n}=\left(-2 a_{21}\right)^{n}=0$, i.e., $a_{21}=0$. In a similar way we may conclude that $a_{i j}=0$, for any $i \neq j$. Therefore if $k \geq 3, q$ is a diagonal matrix, $q=\sum_{t} a_{t t} e_{t t}$, with $a_{t} \in F$.

If we show that $q$ is a central matrix, then we get a contradiction to our assumption and so $k$ must be less or equal than 2 .

Let $[x, y]=\left[e_{i j}-e_{j i}, e_{j j}\right]=e_{i j}+e_{j i}$. Therefore

$$
[q,[x, y]]_{2}=2\left(a_{i i}-a_{j j}\right) e_{i i}+2\left(a_{j j}-a_{i i}\right) e_{j j}
$$

and

$$
\left([q,[x, y]]_{2}\right)^{n}=2^{n}\left(a_{i i}-a_{j j}\right)^{n} e_{i i}+2^{n}\left(a_{j j}-a_{i i}\right)^{n} e_{j j} .
$$

Since $\left([q,[x, y]]_{2}\right)^{n} \in F$ and $k \geq 3$, it follows that $a_{i i}=a_{j j}$. Thus $q$ is a central matrix.

Notice that if $n=1$ then by using the same argument and choosing $[x, y]=e_{12}$, we get $N=[q,[x, y]]_{2}=-2 e_{12} q e_{12}$, which has rank 1 and so it cannot be central in $M_{k}(F)$, with $k \geq 2$. This implies that if $n=1$ then $k=1$, and $R$ must be a commutative field. The proof of Lemma 1.2 is now complete.
Theorem 1.1. Let $R$ be a prime ring of characteristic different from $2, L$ a noncentral Lie ideal of $R, d$ a nonzero derivation of $R$ such that $[d(u), u]^{n} \in$ $Z(R)$, for any $u \in L$. Then $R$ satisfies $s_{4}$.

Proof. Let $I$ be the nonzero two-sided ideal of $R$ such that $0 \neq[I, R] \subseteq L$ and $J$ be any nonzero two-sided ideal of $R$. Then $V=\left[I, J^{2}\right] \subseteq L$ is a Lie ideal of $R$. If, for every $v \in V,[d(v), v]^{n}=0$, by Lemma $1.1, R$ is commutative. Otherwise, by our assumptions, $J \cap Z(R) \neq 0$. Let now $K$ be a nonzero two-sided ideal of $R_{Z}$, the ring of the central quotients of $R$. Since $K \cap R$ is an ideal of $R$ then $K \cap R \cap Z(R) \neq 0$, that is $K$ contains an invertible element in $R_{Z}$, and so $R_{Z}$ is simple with 1 .

Moreover we may assume $L=[I, I]$. For any $x, y \in I,[d([x, y]),[x, y]]^{n} \in$ $Z(R)$, i.e.,

$$
\left[[d([x, y]),[x, y]]^{n}, r\right]=0 \quad \text { for any } x \in R .
$$

Thus $I$ satisfies the differential identity

$$
f(x, y, r, d(x), d(y))=\left[[[d(x), y]+[x, d(y)],[x, y]]^{n}, r\right]=0 .
$$

If the derivation is not inner, by [8], $I$ satisfies the polynomial identity

$$
f(x, y, r, z, t)=\left[[[t, y]+[x, z],[x, y]]^{n}, r\right]=0
$$

and in particular, for $z=0$,

$$
\left[[[t, y],[x, y]]^{n}, r\right]=0
$$

In this case we know that there exists a field $F$ such that $R$ and $F_{m}$ satisfy the same polynomial identities. Thus $[[t, y],[x, y]]^{n}$ is central in $F_{m}$. Suppose $m \geq 3$ and choose $x=e_{32}, y=e_{33}, t=e_{23}$.

$$
\begin{gathered}
{[t, y]=e_{23},[x, y]=-e_{32}} \\
{[[t, y],[x, y]]=-e_{22}+e_{33}} \\
{[[t, y],[x, y]]^{n}=(-1)^{n} e_{22}+e_{33} \notin Z(R)}
\end{gathered}
$$

contrary to our assumptions. This forces $m \leq 2$, i.e., $R$ satisfies $s_{4}$.

Notice that in the case $n=1,[[t, y],[x, y]]$ must be central in $F_{m}$. But if $m \geq 2$ and $t=e_{11}, y=e_{12}, x=e_{21}$, we get the contradiction $[[t, y],[x, y]]=$ $2 e_{12} \notin Z(R)$. Therefore $m$ must be equal to 1 and $R$ is commutative.

Now let $d$ be an inner derivation induced by an element $A \in Q$. By localizing $R$ at $Z(R)$ it follows that $\left([A,[x, y]]_{2}\right)^{n} \in Z\left(R_{Z}\right)$, for all $x, y \in R_{Z}$.

Since $R$ and $R_{Z}$ satisfy the same polynomial identities, in order to prove that $R$ satisfies $S_{4}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$, we may assume that $R$ is simple with 1 and $[R, R] \subseteq L$.

In this case, $\left([A,[x, y]]_{2}\right)^{n} \in Z(R)$, for all $x, y \in R$. Therefore $R$ satisfies a generalized polynomial identity and it is simple with 1 , which implies that $Q=R C=R$ and $R$ has a minimal right ideal. Thus $A \in R=Q$ and $R$ is simple artinian that is $R=D_{k}$, where $D$ is a division ring finite dimensional over $Z(R)[\mathbf{1 3}]$. From Lemma 2 in $[\mathbf{1 0}]$ it follows that there exists a suitable field $F$ such that $R \subseteq M_{k}(F)$, the ring of all $k \times k$ matrices over $F$, and moreover $M_{k}(F)$ satisfies the generalized polynomial identity $\left[\left([A,[x, y]]_{2}\right)^{n}, z\right]=0$. By Lemma 1.2 , if $n \geq 2$ then $k \leq 2$ and $R$ satisfies $s_{4}$, also if $n=1$ then $k=1$ and $R$ must be commutative.

## 2. The case: $R$ semiprime ring.

In all that follows $R$ will be a 2 -torsion free semiprime ring. We cannot expect the same conclusion of previous section to hold, as the following example shows:

Example 2. Let $R_{1}$ be any prime ring not satisfying $s_{4}$ and $R_{2}=M_{2}(F)$, the ring of $2 \times 2$ matrices over the field $F$. Let $R=R_{1} \oplus R_{2}$, $d$ a nonzero derivation of $R$ such that $d=0$ in $R_{1}$. Consider $L=[R, R]$. It is a noncentral Lie ideal of $R$. Let $r_{1}, s_{1} \in R_{1}, r_{2}, s_{2} \in R_{2}, u=\left[\left(r_{1}, r_{2}\right),\left(s_{1}, s_{2}\right)\right]$. Therefore $d(u)=\left(0, d\left(\left[r_{2}, s_{2}\right]\right)\right)$ and $[d(u), u]=\left(0,\left[d\left(\left[r_{2}, s_{2}\right]\right),\left[r_{2}, s_{2}\right]\right]\right)$. Since $\left[d\left(\left[r_{2}, s_{2}\right]\right),\left[r_{2}, s_{2}\right]\right]^{2} \in Z\left(R_{2}\right)$, then

$$
[d(u), u]^{2}=\left(0,\left[d\left(\left[r_{2}, s_{2}\right]\right),\left[r_{2}, s_{2}\right]\right]\right)^{2}=\left(0,\left[d\left(\left[r_{2}, s_{2}\right]\right),\left[r_{2}, s_{2}\right]\right]^{2}\right) \in Z(R)
$$

but $R$ does not satisfy $s_{4}$.
The related object we need to mention is the left Utumi quotient ring $U$ of $R$. For basic definitions and preliminary results we refer the reader to $[\mathbf{1}]$, [5], [9].

In order to prove the main result of this section we will make use of the following facts:

Claim 1 ([1, Proposition 2.5.1]). Any derivation of a semiprime ring $R$ can be uniquely extended to a derivation of its left Utumi quotient ring $U$, and so any derivation of $R$ can be defined on the whole $U$.

Claim 2 ([3, p. 38]). If $R$ is semiprime then so is its left Utumi quotient ring. The extended centroid $C$ of a semiprime ring coincides with the center of its left Utumi quotient ring.

Claim 3 ([3, p. 42]). Let $B$ be the set of all the idempotents in $C$, the extended centroid of $R$. Assume $R$ is a B-algebra orthogonal complete. For any maximal ideal $P$ of $B, P R$ forms a minimal prime ideal of $R$, which is invariant under any derivation of $R$.

We will prove the following:
Theorem 2.1. Let $R$ be a 2-torsion free semiprime ring, $d$ a nonzero derivation of $R, n$ a fixed positive integer, $U$ the left Utumi quotient ring of $R$ and $[d([x, y]),[x, y]]^{n}=0$, for any $x, y \in R$. Then there exists a central idempotent element $e$ of $U$ such that on the direct sum decomposition e $U \oplus$ $(1-e) U, d$ vanishes identically on $e U$ and the ring $(1-e) U$ is commutative.

Proof. Since $R$ is semiprime, by Claim $2, Z(U)=C$, the extended centroid of $R$, and, by Claim 1 , the derivation $d$ can be uniquely extended on $U$. Since $U$ and $R$ satisfy the same differential identities (see [12]), then $[d([x, y]),[x, y]]^{n}=0$, for all $x, y \in U$. Let $B$ be the complete boolean algebra of idempotents in $C$ and $M$ be any maximal ideal of $B$.

Since $U$ is a $B$-algebra orthogonal complete (see [3, p. 42, (2) of Fact 1]), by Claim $3, M U$ is a prime ideal of $U$, which is $d$-invariant. Denote $\bar{U}=U / M U$ and $\bar{d}$ the derivation induced by $d$ on $\bar{U}$. For any $\bar{x}, \bar{y} \in \bar{U}$, $[\bar{d}([\bar{x}, \bar{y}]),[\bar{x}, \bar{y}]]^{n}=0$. In particular $\bar{U}$ is a prime ring and so, by Lemma 1.1, $\bar{d}=0$ in $\bar{U}$ or $\bar{U}$ is commutative. This implies that, for any maximal ideal $M$ of $B, d(U) \subseteq M U$ or $[U, U] \subseteq M U$. In any case $d(U)[U, U] \subseteq M U$, for all $M$. Therefore $d(U)[U, U] \subseteq \bigcap_{M} M U=0$.

By using the theory of orthogonal completion for semiprime rings (see [1, Chapter 3]), it follows that there exists a central idempotent element $e$ in $U$ such that on the direct sum decomposition $e U \oplus(1-e) U, d$ vanishes identically on $e U$ and the ring $(1-e) U$ is commutative.

We come now to our last result:
Theorem 2.2. Let $R$ be a 2-torsion free semiprime ring, $d$ a nonzero derivation of $R, n$ a fixed positive integer, $U$ the left Utumi quotient ring of $R$ and $[d([x, y]),[x, y]]^{n} \in Z(R)$, for any $x, y \in R$. Then there exists $a$ central idempotent $e$ of $U$ such that, on the direct sum decomposition $U=$ $e U \oplus(1-e) U$, the derivation $d$ vanishes identically on $e U$ and the ring $(1-e) U$ satisfies $s_{4}$.

Proof. By Claim 2, $Z(U)=C$, and by Claim $1 d$ can be uniquely defined on the whole $U$. Since $U$ and $R$ satisfy the same differential identities, then $[d([x, y]),[x, y]]^{n} \in C$, for all $x, y \in U$. Let $B$ be the complete boolean algebra of idempotents in $C$ and $M$ any maximal ideal of $B$. As already pointed out in the proof of Theorem 2.1, $U$ is a B-algebra orthogonal complete and by Claim 3, MU is a prime ideal of $U$, which is d-invariant. Let $\bar{d}$ the derivation induced by $d$ on $\bar{U}=U / M U$. Since $Z(\bar{U})=(C+M U) / M U=C / M U$, then $[\bar{d}([x, y]),[x, y]]^{n} \in(C+M U) / M U$, for any $x, y \in \bar{U}$. Moreover $\bar{U}$ is a prime ring, hence we may conclude, by Theorem 1.1, that $\bar{d}=0$ in $\bar{U}$ or $\bar{U}$ satisfies $s_{4}$. This implies that, for any maximal ideal $M$ of $B$, $d(U) \subseteq M U$ or $s_{4}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \subseteq M U$, for all $x_{1}, x_{2}, x_{3}, x_{4} \in U$. In any case $d(U) s_{4}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \subseteq \bigcap_{M} M U=0$. From [1, Chapter 3], there exists a central idempotent element $e$ of $U$, the left Utumi quotient ring of $R$, such that there exists a central idempotent $e$ of $U$ such that $d(e U)=0$ and $(1-e) U$ satisfies $s_{4}$.
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# GROUPS OF LINEAR ISOMETRIES ON MULTIPLIER C*-ALGEBRAS 

Claudio D'Antoni and László Zsidó

For $A C^{*}$-algebra and $M(A)$ its multiplier algebra, the weak topologies $\sigma\left(M(A), A^{*}\right)$ and $\sigma\left(A^{*}, M(A)\right)$ are shown to have the Krein property, claiming the compactness of the closed convex hull of every compact set. This has relevant consequences concerning the analytic generator of strictly continuous one-parameter groups of strictly continuous linear operators on $M(A)$.

Furthermore, it is proved that there exists an one-to-one correspondence between surjective linear isometries on $A$ and strictly bicontinuous, surjective linear isometries on $M(A)$, as well as between strongly continuous respectively strictly continuous locally compact groups of them. In the case of connected groups, they all arise from $*$-automorphism groups by perturbation with a cocycle.

## Introduction.

Recently the search for a sound $C^{*}$-algebraic framework for quantum groups has renewed the attention for analysis on multiplier $C^{*}$-algebras: The present setting requires a more precise understanding of groups of linear isometries on multiplier $C^{*}$-algebras. Of particular relevance seems to be the structure of the analytic generator in the one-parameter case (see e.g., [Kus]).

The multiplier algebra $M(A)$ of $C^{*}$-algebra $A$ is the non-commutative generalization of the Stone-Cech compactification $\beta \Omega$ of a locally compact topological space $\Omega$. In the commutative setting the canonical pairing between the bounded continuous functions on $\Omega$, identified with the continuous functions on $\beta \Omega$, and the bounded regular Borel measures on $\Omega$ has been intensively investigated (see e.g., [Cnw] and [HJ]). In the non-commutative frame the analogous pairing between $M(A)$ and the dual $A^{*}$ is obtained from the natural duality between $A^{* *}$ and $A^{*}$ considering $M(A)$ embedded in $A^{* *}$. There exists a natural topology on $M(A)$, called the strict topology, which is compatible with this duality between $M(A)$ and $A^{*}$.

Our first goal is to prove in Section 1 that the corresponding weak topologies on $M(A)$ and $A^{*}$ have the so-called Krein property (indicated in [C-Z] as
axiom $A_{1}$ ), claiming the compactness of the closed convex hull of every compact set. This entails the Pettis integrability of the $\sigma\left(M(A), A^{*}\right)$-continuous $M(A)$-valued respectively $\sigma\left(A^{*}, M(A)\right.$ )-continuous $A^{*}$-valued functions and allows to apply the results from $[\mathbf{C}-\mathbf{Z}]$ and $[\mathbf{Z 1}]$ to the one-parameter operator groups on $M(A)$. We notice that for commutative $A$ the Krein property for $\sigma\left(M(A), A^{*}\right)$ and $\sigma\left(A^{*}, M(A)\right)$ is already known (see [HJ]).

Subsequently, in Section 2 we investigate the extendibility of bounded linear maps $\Phi: A \rightarrow B, \quad A$ and $B C^{*}$-algebras, to strictly continuous linear maps $M(A) \rightarrow M(B)$. We prove that for $\Phi$ Jordan $*$-homomorphism, whose range generates $B$, this extension exists and it is the only Jordan *homomorphism $M(\Phi): M(A) \rightarrow M(B)$ extending $\Phi$. A similar result holds also for surjective linear isometries. Moreover, any strictly bicontinuous surjective linear isometry $M(A) \rightarrow M(B)$ maps $A$ onto $B$, hence it is an extension of a surjective linear isometry $A \rightarrow B$. For $A$ and $B$ separable, making use of a result by L.G. Brown (see [Br]), we get the automatic strict bicontinuity of all surjective linear isometries $M(A) \rightarrow M(B)$. The same holds, for a different reason, if $A$ and $B$ are simple.

In Section 3 we study families $\left(\Phi_{t}\right)_{t}$ of linear isometries depending on a parameter $t$. We prove that continuous dependence in the strong operator topology of $\left(\Phi_{t}\right)_{t}$ goes in pointwise strictly continuous dependence of $M\left(\Phi_{t}\right)_{t}$. As a consequence, we get a one-to-one correspondence between the strongly continuous representations of a locally compact group $G$ by linear isometries on a $C^{*}$-algebra $A$ and the strictly continuous representations of $G$ by strictly bicontinuous (automatic, if $A$ separable or simple!) linear isometries on $M(A)$. In the one-parameter case the graph of the analytic generator of the extension turns out to be the strict closure of the graph of the analytic generator of the original group.

Using results due to R.V. Kadison (see [Kad2]) we prove also a structure theorem for strongly continuous representations of connected topological groups $G$ by linear isometries on a $C^{*}$-algebra $A$. Namely, they all arise from strongly continuous representations of $G$ by $*$-automorphisms of $A$, perturbing them with a cocycle. We notice that the $W^{*}$-algebra counterpart of this result holds only under additional assumptions, for example, assuming that the centre of the algebra is atomic.

Finally we show that representations of locally compact groups by linear isometries on separable $C^{*}$-algebras are strongly continuous under minimal regularity assumptions and they induce strongly continuous representations on separable, invariant $C^{*}$-subalgebras of the corona algebra.

## 1. The Krein Property.

A relevant property for a locally convex topological vector space $X$ is the following one:
$(K)$ the closed convex hull of every weakly compact subset of $X$ is compact.

According to a well known result of M.G. Krein, V.L. Smulian and A. Grothendieck (see e.g., [Sch], Th. IV.11.4), the closed convex hull of a weakly compact subset of $X$ is weakly compact if (and only if) it is complete with respect to the associated Mackey topology. Therefore let us call $(K)$ the "Krein property".

We notice two consequences of the Krein property:
If $X$ has the Krein property then every weakly continuous map $\Omega \rightarrow X, \Omega$ compact topological space, is Pettis integrable with respect to any Radon measure on $\Omega$ (see e.g., [Rud], Th. 3.27, [Sch], Exercise IV. 39 (a), [Ar], Prop. 1.2, [C-Z], Prop. 1.4).

A second consequence concerns "dual pairs of Banach spaces", that is pairs $(X, \mathcal{F})$ of Banach spaces together with a bilinear functional

$$
X \times \mathcal{F} \ni(x, \varphi) \mapsto\langle x, \varphi\rangle
$$

satisfying

$$
\begin{array}{ll}
\|x\|=\sup \{|\langle x, \varphi\rangle| ; \varphi \in \mathcal{F}, \quad\|\varphi\| \leq 1\}, & x \in X \\
\|x\|=\sup \{|\langle x, \varphi\rangle| ; x \in \mathcal{F},\|x\| \leq 1\}, & \varphi \in \mathcal{F}
\end{array}
$$

If $X$, endowed with the weak topology $\sigma(X, \mathcal{F})$, and $\mathcal{F}$, endowed with $\sigma(\mathcal{F}, X)$, have the Krein property then, for any $\sigma(X, \mathcal{F})$-continuous oneparameter group $t \mapsto U_{t}$ of $\sigma(X, \mathcal{F})$-continuous linear maps on $X$, the analytic extension operators $U_{z}, z \in \mathbb{C}$, are (besides being $\sigma(X, \mathcal{F})$-densely defined, a consequence of the Pettis integrability of $U) \sigma(X, \mathcal{F})$-closed (see [C-Z], Th. 2.4). Moreover, denoting by $U^{\mathcal{F}}$ the adjoint group on $\mathcal{F}, U_{z}^{\mathcal{F}}$ is the adjoint of $U_{z}$ in $\mathcal{F}$ (see [Z1], Th. 1.1).

If $\mathcal{F}=X^{*}$ then, according to the Krein theorem, the principle of uniform boundedness and the Alaoglu theorem, $\sigma(X, \mathcal{F})$ and $\sigma(\mathcal{F}, X)$ have the Krein property. We shall prove this for an other kind of dual pair of Banach spaces, in general not of the above form: We shall deal with dual pairs consisting of the multiplier algebra $M(A)$ and the dual space $A^{*}$ of a $C^{*}$-algebra $A$.

The multiplier algebra $M(A)$, first considered in [Buc] (for commutative $A$ ) and [Bus] (for general $C^{*}$-algebra $A$ ), is ( $*$-isomorphic to) the $C^{*}$ subalgebra

$$
\left\{x \in A^{* *} ; x a, a x \in A \text { for all } a \in A\right\}
$$

of the second dual $A^{* *}$. For its basic theory we send to [Ped1], 3.12 and [WO], Chapter 2.

The canonical duality between $A^{* *}$ and $A^{*}$ induces a pairing

$$
M(A) \times A^{*} \ni(x, \varphi) \mapsto\langle x, \varphi\rangle
$$

which makes $\left(M(A), A^{*}\right)$ a dual pair of Banach spaces. We recall that the strict topology $\beta$ on $M(A)$ is the locally convex vector space topology defined
by the seminorms

$$
x \mapsto\|x a\| \text { and } x \mapsto\|a x\|, \quad a \in A
$$

It is complete and compatible with the duality between $M(A)$ and $A^{*}$ (see [T1], Cor. 2.3). Hence the strict topology is weaker that the norm-topology on $M(A)$, but stronger than the restriction to $M(A)$ of the weak * topology of $A^{* *}$. $A$ is a strictly dense, norm-closed two-sided ideal of $M(A)$. More precisely, if $\left(u_{\iota}\right)_{\iota}$ is any two-sided approximate unit for $A$ then $u_{\iota} \rightarrow 1_{A^{* *}} \in$ $M(A)$ strictly.

The goal of this section is to prove:
Theorem 1.1 (on the Krein property for multipliers). Let $A$ be an arbitrary $C^{*}$-algebra. Then $M(A)$ with $\sigma\left(M(A), A^{*}\right)$ and $A^{*}$ with $\sigma\left(A^{*}, M(A)\right)$ have the Krein property.

Since the strict topology is complete, also the Mackey topology $\tau\left(M(A), A^{*}\right)$ is complete (see e.g., [B], IV.5, Remark 2). Therefore the Krein property of $\sigma\left(M(A), A^{*}\right)$ follows directly from the Krein theorem.

The proof of the Krein property of $\sigma\left(A^{*}, M(A)\right)$ is more involved. Let us shortly comment the already known results concerning it. We notice that the Krein property for $\sigma\left(A^{*}, M(A)\right)$ is equivalent to saying that all seminorms

$$
M(A) \in x \mapsto \sup \{|\langle x, \varphi\rangle| ; \varphi \in \mathcal{K}\}
$$

with $\mathcal{K} \subset A^{*} \sigma\left(A^{*}, M(A)\right)$-compact are $\tau\left(M(A), A^{*}\right)$-continuous, that is to the $\tau\left(M(A), A^{*}\right)$-equicontinuity of any $\sigma\left(A^{*}, M(A)\right)$-compact subset of $A^{*}$.

If $\tau$ is a locally convex vector space topology on $M(A)$, compatible with the duality between $M(A)$ and $A^{*}$, then $M(A), \tau$ is usually called strong Mackey space whenever any $\sigma\left(A^{*}, M(A)\right)$-compact subset of $A^{*}$ is $\tau$-equicontinuous. In other words, $M(A), \tau$ is strong Mackey if and only if $\tau=$ $\tau\left(M(A), A^{*}\right)$ and $\sigma\left(A^{*}, M(A)\right)$ has the Krein property.

There are criteria in order that the strict topology $\beta$ on $M(A)$ be strong Mackey: This happens for commutative $A$ whenever the Gelfand spectrum of $A$ is paracompact ([Cnw], Th. 2.6) and, more generally, for arbitrary $A$, whenever $A$ has a "well behaved" approximate unit ([T2], Cor. 3.4). In particular, in this case $\sigma\left(A^{*}, M(A)\right)$ has the Krein property. However, even for commutative $A, \beta$ is not always equal to $\tau\left(M(A) A^{*}\right)$, so $M(A), \beta$ is not always strong Mackey space (see [Cnw], Remarks on p. 481). Nevertheless, it was proved that $\sigma\left(A^{*}, M(A)\right)$ has the Krein property for any commutative $A$ (see $[\mathbf{H J}]$, Th. 2). Actually this proof inspired our proof of the Krein property of $\sigma\left(A^{*}, M(A)\right)$ for general $A$.

The main ingredient in proving the Krein property of $\sigma\left(A^{*}, M(A)\right)$ is the following convergence result:

Lemma 1.2. Let be $A$ a $C^{*}$-algebra, $\mathcal{K}$ a $\sigma\left(A^{*}, M(A)\right)$-compact subset of $A_{h}^{*}=\left\{\varphi \in A^{*} ; \varphi=\varphi^{*}\right\}$, and $\mu$ a positive Radon measure on the compact topological space $\mathcal{K}, \sigma\left(A^{*}, M(A)\right)$. Then, for any (increasing, positive) approximate unit $\left(u_{\iota}\right)_{\iota}$ of $A$ and any $x \in M(A)$,

$$
\int_{\mathcal{K}}\left\langle x^{*} u_{\iota} x, \varphi\right\rangle d \mu(\varphi) \stackrel{\iota}{\rightarrow} \int_{\mathcal{K}}\left\langle x^{*} x, \varphi\right\rangle d \mu(\varphi) .
$$

We notice that if $\mathcal{K}$ would be contained in $A_{+}^{*}$ then, according to the Dini theorem, we would have $\left\langle x^{*} u_{\iota} x, \varphi\right\rangle \xrightarrow{\iota}\left\langle x^{*} x, \varphi\right\rangle$ uniformly for $\varphi \in \mathcal{K}$ and the statement of the Lemma would follow trivially.

Proof. First we consider the case $x=1_{A^{* *}}$.
Let us define the lower $\sigma\left(A^{*}, M(A)\right)$-semicontinuous functions $g_{\iota}: \mathcal{K} \rightarrow \mathbb{R}$ by

$$
g_{\iota}(\varphi)=\sup \left\{|\langle a, \varphi\rangle| ; a^{*}=a \in A,-u_{\iota} \leq a \leq u_{\iota}\right\} \leq\|\varphi\| .
$$

Then $\left(g_{\iota}\right)_{\iota}$ is upward directed and pointwise convergent to $\mathcal{K} \in \varphi \mapsto\|\varphi\|$, so

$$
\begin{equation*}
\int_{\mathcal{K}} g_{\iota}(\varphi) d \mu(\varphi) \xrightarrow{\iota} \int_{\mathcal{K}}\|\varphi\| d \mu(\varphi) . \tag{1.1}
\end{equation*}
$$

For let $\varphi \in \mathcal{K}$ and $\varepsilon>0$ be arbitrary. Choosing $a^{*}=a \in A,\|a\| \leq 1$, with

$$
|\langle a, \varphi\rangle| \geq\|\varphi\|-\frac{\varepsilon}{2}
$$

we have

$$
\left(u_{\iota}^{1 / 2} a u_{\iota}^{1 / 2}\right)^{*}=u_{\iota}^{1 / 2} a u_{\iota}^{1 / 2} \in A,
$$

so

$$
\begin{aligned}
g_{\iota}(\varphi) & \geq\left|\left\langle u_{\iota}^{1 / 2} a u_{\iota}^{1 / 2}, \varphi\right\rangle\right| \\
& \geq|\langle a, \varphi\rangle|-\left|\left\langle a-u_{\iota}^{1 / 2} a u_{\iota}^{1 / 2}, \varphi\right\rangle\right| \\
& \geq\|\varphi\|-\frac{\varepsilon}{2}-\|\varphi\| \cdot\left\|a-u_{\iota}^{1 / 2} a u_{\iota}^{1 / 2}\right\| .
\end{aligned}
$$

Since

$$
\begin{aligned}
\left\|a-u_{\iota}^{1 / 2} a u_{\iota}^{1 / 2}\right\| & \leq\left\|\left(1_{A^{* *}}-u_{\iota}^{1 / 2}\right) a\right\|+\left\|u_{\iota}^{1 / 2} a\left(1_{A^{* *}}-u_{\iota}^{1 / 2}\right)\right\| \\
& \leq 2 \cdot\left\|a\left(1_{A^{* *}}-u_{\iota}^{1 / 2}\right)^{2} a\right\|^{1 / 2} \\
& \leq 2 \cdot\left\|a\left(1_{A^{* *}}-u_{\iota}\right) a\right\|^{1 / 2} \\
& \leq 2 \cdot\left\|a-u_{\iota} a\right\|^{1 / 2}
\end{aligned}
$$

and $\left(u_{\iota}\right)_{\iota}$ is an approximate unit for $A$, it follows the existence of some $\iota_{\varepsilon}$ such that

$$
g_{\iota}(\varphi) \geq\|\varphi\|-\varepsilon \text { for all } \iota \geq \iota_{\varepsilon}
$$

On the other hand,

$$
\left|\left\langle 1_{A^{* *}}-u_{\iota}, \varphi\right\rangle\right| \leq\|\varphi\|-g_{\iota}(\varphi) \text { for all } \varphi \in \mathcal{K} \text { and } \iota .
$$

Indeed, for every $a^{*}=a \in A$ with $-u_{\iota} \leq a \leq u_{\iota}$,

$$
\begin{aligned}
&|\langle a, \varphi\rangle| \leq\left|\left\langle a, \varphi_{+}\right\rangle\right|+\left|\left\langle a, \varphi_{-}\right\rangle\right| \\
& \leq\left\langle u_{\iota}, \varphi_{+}\right\rangle+\left\langle u_{\iota}, \varphi_{-}\right\rangle \\
&=\left\langle u_{\iota},\right| \varphi| \rangle, \\
&\left|\left\langle 1_{A^{* *}}-u_{\iota}, \varphi\right\rangle\right|+|\langle a, \varphi\rangle| \leq\left\langle 1_{A^{* *}}-u_{\iota},\right| \varphi| \rangle+\left\langle u_{\iota},\right| \varphi| \rangle \\
&=\left\langle 1_{A^{* *}},\right| \varphi| \rangle \\
&=\|\varphi\|,
\end{aligned}
$$

hence

$$
\left|\left\langle 1_{A^{* *}}-u_{\iota}, \varphi\right\rangle\right|+g_{\iota}(\varphi) \leq\|\varphi\| .
$$

Therefore

$$
\begin{aligned}
& \left|\int_{\mathcal{K}}\left\langle 1_{A^{* *}}, \varphi\right\rangle d \mu(\varphi)-\int_{\mathcal{K}}\left\langle u_{\iota}, \varphi\right\rangle d \mu(\varphi)\right| \\
& \leq \int_{\mathcal{K}}\left|\left\langle 1_{A^{* *}}-u_{\iota}, \varphi\right\rangle\right| d \mu(\varphi) \\
& \leq \int_{\mathcal{K}}\left(\|\varphi\|-g_{\iota}(\varphi)\right) d \mu(\varphi)
\end{aligned}
$$

and (1.1) yields

$$
\int_{\mathcal{K}}\left\langle u_{\iota}, \varphi\right\rangle d \mu(\varphi) \xrightarrow{\iota} \int_{\mathcal{K}}\left\langle 1_{A^{* *}}, \varphi\right\rangle d \mu(\varphi) .
$$

Now let $x \in M(A)$ be arbitrary.
The map

$$
\Phi_{x}: A_{h}^{*} \ni \varphi \mapsto \varphi\left(x^{*} \cdot x\right) \in A_{h}^{*}
$$

is $\sigma\left(A^{*}, M(A)\right)$-continuous, so $\mathcal{K}_{x}=\Phi_{x}(\mathcal{K})$ is a $\sigma\left(A^{*}, M(A)\right)$-compact subset of $A_{h}^{*}$. Denoting by $\mu_{x}$ the image of $\mu$ under $\Phi, \mu_{x}$ is a positive Radon measure on $\mathcal{K}_{x}, \sigma\left(A^{*}, M(A)\right)$ and

$$
\int_{\mathcal{K}_{x}} f(\psi) d \mu_{x}(\psi)=\int_{\mathcal{K}} f\left(\Phi_{x}(\varphi)\right) d \mu(\varphi)
$$

for all $\sigma\left(A^{*}, M(A)\right)$-continuous $f: \mathcal{K}_{x} \rightarrow \mathbb{R}$. Using the above equality with $f(\psi)=\left\langle u_{\iota}, \psi\right\rangle$ respectively $f(\psi)=\left\langle 1_{A^{* *}}, \psi\right\rangle$ and applying the first part of the proof to $\mathcal{K}_{x}, \mu_{x}$, we get

$$
\begin{aligned}
& \int_{\mathcal{K}}\left\langle x^{*} u_{\iota} x, \varphi\right\rangle d \mu(\varphi) \\
& =\int_{\mathcal{K}}\left\langle u_{\iota}, \psi\right\rangle d \mu_{x}(\psi) \xrightarrow{\iota} \int_{\mathcal{K}_{x}}\left\langle 1_{A^{* *}}, \psi\right\rangle d \mu_{x}(\psi)
\end{aligned}
$$

$$
=\int_{\mathcal{K}}\left\langle x^{*} x, \varphi\right\rangle d \mu(\varphi) .
$$

Proof of the theorem. We have already seen that the completeness of the strict topology on $M(A)$ implies the Krein property for $\sigma\left(M(A), A^{*}\right)$.

The Krein property for $\sigma\left(A^{*}, M(A)\right)$ means that every $\sigma\left(A^{*}, M(A)\right)$ compact $\mathcal{K} \subset A^{*}$ is contained in a $\sigma\left(A^{*}, M(A)\right)$-compact convex subset of $A^{*}$. Let us first consider the case of a $\sigma\left(A^{*}, M(A)\right)$-compact $\mathcal{K} \subset A_{h}^{*}$.

Let $P(\mathcal{K})$ denote the weak* compact convex set of all probability Radon measures on $\mathcal{K}$, endowed with $\sigma\left(A^{*}, M(A)\right)$. For every $\mu \in P(\mathcal{K})$ we can define $\Phi(\mu) \in A^{*}$ by putting

$$
\langle a, \Phi(\mu)\rangle=\int_{\mathcal{K}}\langle a, \varphi\rangle d \mu(\varphi), \quad a \in A
$$

Then actually holds:

$$
\begin{equation*}
\langle x, \Phi(\mu)\rangle=\int_{\mathcal{K}}\langle x, \varphi\rangle d \mu(\varphi), \quad x \in M(A) \tag{1.2}
\end{equation*}
$$

(in other words there exists the Pettis integral $\sigma\left(A^{*}, M(A)\right)-\int_{\mathcal{K}} \varphi d \mu(\varphi) \in$ $\left.A^{*}\right)$. Indeed, choosing an approximate unit $\left(u_{\iota}\right)_{\iota}$ of $A$ and applying the above lemma, we have for every $0 \leq x \in M(A)$

$$
\left\langle x^{1 / 2} u_{\iota} x^{1 / 2}, \Phi(\mu)\right\rangle=\int_{\mathcal{K}}\left\langle x^{1 / 2} u_{\iota} x^{1 / 2}, \varphi\right\rangle d \mu(\varphi) \xrightarrow{\iota} \int_{\mathcal{K}}\langle x, \varphi\rangle d \mu(\varphi) .
$$

But on the other hand, since $x^{1 / 2} u_{\iota} x^{1 / 2} \rightarrow x$ in the weak* topology of $A^{* *}$, we have also

$$
\left\langle x^{1 / 2} u_{\iota} x^{1 / 2}, \Phi(\mu)\right\rangle \stackrel{\iota}{\rightarrow}\langle x, \Phi(\mu)\rangle .
$$

By (1.2) the affine map $\Phi: P(\mathcal{K}) \rightarrow A^{*}$ is continuous with respect to the weak* topology on $P(\mathcal{K})$ and $\sigma\left(A^{*}, M(A)\right)$ on $A^{*}$. Consequently $\Phi P(\mathcal{K})$ is a $\sigma\left(A^{*}, M(A)\right)$-compact convex subset of $A^{*}$ containing

$$
\left\{\Phi\left(\delta_{\varphi}\right) ; \delta_{\varphi} \text { the Dirac measure in } \varphi \in \mathcal{K}\right\}=\mathcal{K} .
$$

Now let the $\sigma\left(A^{*}, M(A)\right)$-compact set $\mathcal{K} \subset A^{*}$ be arbitrary. Since $A^{*} \ni$ $\varphi \mapsto \varphi^{*} \in A^{*}$ is $\sigma\left(A^{*}, M(A)\right)$-continuous, $\operatorname{Re} \mathcal{K}, \operatorname{Im} \mathcal{K} \subset A_{h}$ are also $\sigma\left(A^{*}, M(A)\right)$-compact. According to the above part of the proof, there are $\sigma\left(A^{*}, M(A)\right)$-compact convex sets $\operatorname{Re} \mathcal{K} \subset \mathcal{K}_{1} \subset A^{*}$ and $\operatorname{Im} \mathcal{K} \subset \mathcal{K}_{2} \subset A^{*}$. Then $\mathcal{K}_{1}+i \mathcal{K}_{2}$ is a $\sigma\left(A^{*}, M(A)\right.$ )-compact convex subset of $A^{*}$ containing $\mathcal{K}$.

By the above theorem the results from $[\mathbf{C}-\mathbf{Z}]$ and $[\mathbf{Z 1}]$ are available for $\sigma\left(M(A), A^{*}\right)$-continuous one-parameter groups of $\sigma\left(M(A), A^{*}\right)$-continuous linear operators on $M(A)$. In particular, $[\mathbf{C}-\mathbf{Z}]$, Th. 2.4 and $[\mathbf{Z} 1]$, Th. 1.1 yield:

Corollary. Let $A$ be a $C^{*}$-algebra, $t \rightarrow \alpha_{t}$ a $\sigma\left(M(A), A^{*}\right)$-continuous oneparameter group of $\sigma\left(M(A), A^{*}\right)$-continuous linear operators on $M(A), t \mapsto$ $\alpha_{t}^{*}$ the adjoint group on $A^{*}$, and $z \in \mathbb{C}$. Define the linear operator $\alpha_{z}$ in $M(A)$ by putting $(x, y) \in$ graph $\left(\alpha_{z}\right)$ whenever $\mathbb{R} \ni t \mapsto \alpha_{t}(x) \in M(A)$ has a $\sigma\left(M(A), A^{*}\right)$-continuous extension on the closed horizontal strip between 0 and $\operatorname{Im} z$, which is analytic in the interior and takes the value $y$ in $z$. The linear operator $\alpha_{z}^{*}$ in $A^{*}$ is defined similarly. Then $\alpha_{z}$ is strictly densely defined, its graph is closed with respect to the product of the strict topologies on $M(A) \times M(A)$, and its adjoint in $A^{*}$ is $\alpha_{z}^{*}$.

## 2. Jordan $*$-homomorphisms and linear isometries between multiplier algebras.

In this section we investigate the extendibility of Jordan $*$-homomorphisms and linear isometries between $C^{*}$-algebras to similar maps between the respective multiplier algebras. We also describe those linear isometries between multiplier algebras, which arise as extensions.

Let $A, B$ be $C^{*}$-algebras. $\pi: A \rightarrow B$ is called Jordan $*$-homomorphism if it is a linear $*$-map satisfying

$$
\pi\left(x^{2}\right)=\pi(x)^{2}, \quad x \in A .
$$

It is well known that then (see e.g., $[\mathbf{S}-\mathbf{Z}], 6.6$ )

$$
\begin{gathered}
\pi(x y+y x)=\pi(x) \pi(y)+\pi(y) \pi(x), \\
\pi(x y x)=\pi(x) \pi(y) \pi(x), \\
x y=y x \Rightarrow \pi(x y)=\pi(x) \pi(y)
\end{gathered}
$$

with $x, y$ elements of $A$. The last statement implies immediately that if $A$ is unital then $\pi\left(1_{A}\right)$ is unit for the hereditary $C^{*}$-subalgebra $\operatorname{Her}_{B}(\pi(A)) \subset B$ generated by $\pi(A)$. In particular, $\pi$ being positive, $\|\pi\|=\left\|\pi\left(1_{A}\right)\right\|=1$ or 0 . For arbitrary $A$, the positive map $\pi$ being bounded, we can consider the Jordan $*$-homomorphism $\pi^{* *}: A^{* *} \rightarrow B^{* *}$ and the above remarks yields $\|\pi\|=\left\|\pi^{* *}\right\|=1$ or 0 .

Let $\pi: A \rightarrow B$ be a Jordan $*$-homomorphism. Then

$$
\begin{equation*}
\|\pi(x) \pi(y)\| \leq\|x y\|, \quad x, y \in A_{h} \tag{2.1}
\end{equation*}
$$

where $A_{h}$ denotes the Hermitian part $\left\{a \in A ; a=a^{*}\right\}$ of $A$. Indeed,

$$
\begin{aligned}
\|\pi(x) \pi(y)\|^{2} & =\left\|\pi(y) \pi(x)^{2} \pi(y)\right\|=\left\|\pi\left(y x^{2} y\right)\right\| \\
& \leq\left\|y x^{2} y\right\|=\|x y\|^{2} .
\end{aligned}
$$

Furthermore,

$$
\begin{equation*}
\pi(x)^{*} \pi(x) \leq \pi\left(x^{*} x+x x^{*}\right), \quad x \in A . \tag{2.2}
\end{equation*}
$$

For we just have to notice that

$$
\pi(x)^{*} \pi(x) \leq \pi(x)^{*} \pi(x)+\pi(x) \pi(x)^{*}=\pi\left(x^{*} x+x x^{*}\right)
$$

It follows that

$$
\left\{\begin{array}{l}
J \subset B \text { norm closed two-sided ideal } \Rightarrow  \tag{2.3}\\
\pi^{-1}(J) \subset A \text { norm closed two-sided ideal. }
\end{array}\right.
$$

Indeed, for any $a^{*}=a \in \pi^{-1}(J)$ and $x^{*}=x \in A$ we have by (2.2)

$$
\begin{aligned}
\pi(a x)^{*} \pi(a x) & \leq \pi\left((a x)^{*} a x+a x(a x)^{*}\right) \\
& =\pi\left(x a^{2} x+a x^{2} a\right) \\
& =\pi(x) \pi(a)^{2} \pi(x)+\pi(a) \pi(x)^{2} \pi(a) \in J
\end{aligned}
$$

so, according to [Ped1], Prop. 1.4.5,

$$
\pi(a x) \in J, \text { i.e., } a x \in \pi^{-1}(J)
$$

In particular, $\operatorname{Ker} \pi=\pi^{-1}(\{0\})$ is a norm closed two-sided ideal in $A$. Thus $\pi$ factorizes in

$$
A \rightarrow A / \operatorname{Ker} \pi \xrightarrow{\tilde{\pi}} B
$$

where the first arrow denotes the quotient $*$-homomorphism and $\tilde{\pi}$ is an injective Jordan*-homomorphism. If $\pi$ is surjective then $\tilde{\pi}$ is Jordan *isomorphism, hence isometrical. Therefore in this case

$$
\|\pi(x)\|^{2}=\left\|\pi\left(x^{*} x\right)\right\|, \quad x \in A
$$

The next result extends [P-S], Th. 2 and [Ped2], Th. 10 to Jordan *-homomorphisms between $C^{*}$-algebras. We recall that a $C^{*}$-algebra is called $\sigma$-unital whenever it contains a strictly positive element or, equivalently, it has a countable approximate unit (see [Ped1], 3.10.4, 3.10.5).

Proposition 2.1. Let $A, B$ be $C^{*}$-algebras, and $\pi: A \rightarrow B$ a Jordan *homomorphism with $\operatorname{Her}_{B}(\pi(A))=B$. Then
(i) there exists a unique extension of $\pi$ to a Jordan *-homomorphism $M(\pi): M(A) \rightarrow M(B)$, namely $M(\pi)=\pi^{* *} \mid M(A)$, which is strictly continuous and unital, hence carrying two-sided approximate units of $A$ in two-sided approximate units of $B$;
(ii) assuming that $A$ is $\sigma$-unital, $M(\pi)$ is surjective whenever $\pi$ is surjective.

Proof. (i) Let us first prove that if $A \subset A_{0} \subset A^{* *}$ is a $C^{*}$-algebra, $\rho: A_{0} \rightarrow$ $B^{* *}$ is a Jordan $*$-homomorphism extending $\pi$ and $\left(x_{\iota}\right)_{\iota}$ is a norm bounded net in $\left(A_{0}\right)_{h}$ with $\left\|x_{\iota} a\right\| \xrightarrow{\iota} 0$ for all $a \in A$, then $\left\|\rho\left(x_{\iota}\right) b\right\| \xrightarrow{\iota} 0$ for all $b \in B$. Indeed, applying (2.1) to $\rho$, we have for every $a \in A_{h}$

$$
\left\|\rho\left(x_{\iota}\right) \pi(a)\right\|=\left\|\rho\left(x_{\iota}\right) \rho(a)\right\| \leq\left\|x_{\iota} a\right\| \xrightarrow{\iota} 0 .
$$

Therefore the hereditary $C^{*}$-subalgebra

$$
\left\{b \in B ;\left\|\rho\left(x_{\iota}\right) b\right\| \xrightarrow{\iota} 0 \text { and }\left\|b \rho\left(x_{\iota}\right)\right\| \xrightarrow{\iota} 0\right\} \subset B \text { contains } \pi(A) .
$$

Now let $x^{*}=x \in M(A)$ be arbitrary. Choosing a norm bounded net $\left(a_{\iota}\right)_{\iota}$ in $A_{h}$ such that $a_{\iota} \xrightarrow{\iota} \rightarrow x$ strictly, by the above proved statement $\pi^{* *}(x) b=\operatorname{norm}-\lim \pi\left(a_{\iota}\right) b \in B$ for all $b \in B$, hence $\pi^{* *}(x) \in M(B)$. Thus $\pi^{* *} M(A) \subset M(B)$.

Again by the first part of the proof, any Jordan $*$-homomorphism $\rho$ : $M(A) \rightarrow M(B)$ extending $\pi$, in particular $M(\pi)=\pi^{* *} \mid M(A)$, is strictly continuous on every norm bounded subset of $M(A)$. It follows that $M(\pi)$ is the only such $\rho$. Moreover, since the strict topology $\beta$ on $M(A)$ is the finest locally convex vector space topology on $M(A)$ that agrees with $\beta$ on the norm bounded subsets of $M(A)$ (see [T1], Cor. 2.7), $M(\pi)$ is actually strictly continuous.

On the other hand, $\pi^{* *}\left(1_{A^{* *}}\right)$ is unit for $\operatorname{Her}_{B^{* *}}\left(\pi^{* *}\left(A^{* *}\right)\right) \supset \operatorname{Her}_{B}(\pi(A))$ $=B$, hence also for its weak ${ }^{*}$ closure in $B^{* *}$ :

$$
\pi^{* *}\left(1_{A^{* *}}\right)=1_{B^{* *}} .
$$

In other words, $M(\pi)$ is unital.
(ii) Let

$$
A \xrightarrow{\pi_{0}} A / \operatorname{Ker} \pi \xrightarrow{\tilde{\pi}} B
$$

be the canonical factorization of $\pi$. By Pedersen's Tietze type extension theorem (see [Ped2], Th. 10 or [WO], Th. 2.3.9), $M\left(\pi_{0}\right)$ is surjective. On the other hand, $\tilde{\pi}$ being Jordan $*$-isomorphism, $M(\tilde{\pi})$ is Jordan $*$-isomorphism. We conclude that $M(\pi)=M(\tilde{\pi}) M\left(\pi_{0}\right)$ is surjective.

Now we prove a partial converse to Proposition 2.1:
Proposition 2.2. Let $A, B$ be $C^{*}$-algebras. Then any strictly bicontinuous Jordan $*$-isomorphism $\rho: M(A) \rightarrow M(B)$ maps $A$ onto $B$, so $\rho=M(\rho \mid A$ : $A \rightarrow B$ ). If $A$ and $B$ are both separable or both (topologically) simple, then we have this for any Jordan $*$-isomorphism $\rho: M(A) \rightarrow M(B)$, whose strict bicontinuity is hence automatical.

Proof. Let $\left(u_{\iota}\right)_{\iota}$ and $\left(v_{k}\right)_{k}$ be increasing, positive approximate units for $A$ respectively $B$. Since $A$ is two-sided ideal in $M(A)$ and $\rho^{-1}$ is strictly continuous,

$$
A \ni w_{\iota, k}=u_{\iota} \rho^{-1}\left(v_{k}\right) u_{\iota} \xrightarrow{\iota, k} 1_{A^{* *}} \quad \text { strictly. }
$$

In other words $\left(w_{\iota, k}\right)_{\iota, k}$ is a two-sided approximate unit for $A$. It follows for every $0 \leq a \in A$

$$
\begin{gathered}
\left\|a-a^{1 / 2} w_{\iota, k} a^{1 / 2}\right\| \xrightarrow{\iota, k} 0, \\
\left\|\rho(a)-\rho\left(a^{1 / 2} w_{\iota, k} a^{1 / 2}\right)\right\| \xrightarrow{\iota, k} 0,
\end{gathered}
$$

so, having

$$
\rho\left(a^{1 / 2} w_{\iota, k} a^{1 / 2}\right)=\rho\left(a^{1 / 2}\right) \rho\left(u_{\iota}\right) v_{k} \rho\left(u_{\iota}\right) \rho\left(a^{1 / 2}\right) \in B
$$

for all $\iota$ and $k, \rho(a) \in B$. Consequently

$$
\rho(A) \subset B
$$

We get similarly also

$$
\rho^{-1}(B) \subset A, \text { i.e., } \quad \rho(A) \supset B
$$

Now let us assume that $A$ and $B$ are separable and $\rho: M(A) \rightarrow M(B)$ is an arbitrary Jordan $*$-isomorphism. By $[\mathbf{B r}]$, Cor. 6 (see also the remarks after Corollary 1.4 in $[\mathbf{D}-\mathbf{Z}]) A$ is the largest separable, norm closed, twosided ideal of $M(A)$, so (2.3) implies that $\rho(A)$ is the largest separable, norm closed, two-sided ideal of $M(B)$. Using again $[\mathbf{B r}]$, Cor. 6 , we conclude that $\rho(A)=B$.

Assuming finally that $A$ and $B$ are simple and nonzero, we can argue as above, using the fact that $A$ is the smallest nonzero, closed, two-sided ideal of $M(A)$, and similarly for $B$. Indeed, is $J$ is any nonzero, closed, two-sided ideal of $M(A)$, then the essentialness of $A$ yields

$$
A \cap J \supset A J \neq\{0\}
$$

and it follows by the simplicity of $A$ that $A \cap J=A$.
Now let $\Phi: A \rightarrow B$ be an isometrical linear bijection between $C^{*}$-algebras. Then there exist $\pi: A \rightarrow B$ Jordan $*$-isomorphism and $u \in M(B)$ unitary such that

$$
\begin{equation*}
\Phi(x)=u \pi(x), \quad x \in A \tag{2.4}
\end{equation*}
$$

(see $[\mathbf{K a d} 1]$ for the case of unital $C^{*}$-algebras and $[\mathbf{P}-\mathbf{S}]$, Th. 1 for the general case). We notice that $u$, hence also $\pi$, is uniquely determined by $\Phi$ : according to Proposition 2.1., for any two-sided approximate unit $\left(u_{\iota}\right)_{\iota}$ of $A$ we have

$$
\pi\left(u_{\iota}\right) \rightarrow 1_{B^{* *}} \text { strictly }
$$

So

$$
\Phi\left(u_{\iota}\right) \rightarrow u \text { strictly. }
$$

We call (2.4) the Kadison decomposition of $\Phi$.
The following theorem is the main result of this section (cf. with $[\mathbf{P}-\mathbf{S}]$, Th. 2):

Theorem 2.3 (on extension of linear isometries). Let $A, B$ be $C^{*}$-algebras. Then every isometric linear bijection $\Phi: A \rightarrow B$ has a unique extension to an isometric linear bijection $M(\Phi): M(A) \rightarrow M(B)$, which is strictly bicontinuous. Conversely, every strictly bicontinuous, isometrical linear bijection between $M(A)$ and $M(B)$ is of the above form. Moreover, if $A$ and $B$ are both separable or both (topologically) simple then the strict bicontinuity of any isometric linear bijection between $M(A)$ and $M(B)$ is automatical.

Proof. Let $\Phi: A \rightarrow B$ be an isometric linear bijection, and $\Phi=u \pi$ its Kadison decomposition. Proposition 2.1 entails that, letting $M(\Phi)=$ $u M(\pi), M(\Phi)$ is a strictly bicontinuous, isometrical linear map of $M(A)$ onto $M(B)$. If $\Psi: M(A) \rightarrow M(B)$ is any isometric linear bijection extending $\Phi$ and $\Psi=v \rho$ is its Kadison decomposition, then $\Psi(A)=\Phi(A)=B$ implies $\rho(A)=v^{*} \Psi(A)=B$, so $\rho \mid A: A \rightarrow B$ is a Jordan $*$-isomorphism. The uniqueness of the Kadison decomposition of $\Phi=\Psi \mid A$ yields

$$
\pi=\rho \mid A, \quad u=v
$$

But, again by Proposition 2.1, we have then $M(\pi)=\rho$ and it follows

$$
M(\Phi)=u M(\pi)=v \rho=\Psi .
$$

The second and the third statement of the theorem follow by taking the Kadison decomposition and applying Proposition 2.2 to the Jordan $*$-isomorphism in the decomposition.

We notice that every isometric linear bijection $\Phi: A \rightarrow B$ between $C^{*}$ algebras induces also an isometric linear bijection $C(\Phi): C(A) \rightarrow C(B)$ between the corresponding corona algebras $C(A)=M(A) / A$ and $C(B)=$ $M(B) / B: C(\Phi)$ carries the canonical image of $x \in M(A)$ in $C(A)$ in the canoncal image of $M(\Phi)(x)$ in $C(B)$.

## 3. Groups of linear isometries on multiplier algebras.

After having established in the preceeding section that surjective linear isometries between $C^{*}$-algebras and strictly bicontinuous surjective linear isometries between multiplier $C^{*}$-algebras are in one-to-one correspondence, let us now investigate the interplay of the continuity and analyticity properties of groups of such maps. We also investigate the structure of strongly continuous representations of connected groups by linear isometries on $C^{*}$ algebras.

Let $A, B$ be $C^{*}$-algebras, and $\pi: A \rightarrow B$ a Jordan $*$-homomorphism. Then the following variant of (2.1) holds:

$$
\left\{\begin{array}{l}
\|\pi(x) \pi(y)\| \leq\left(\|x y\|^{2}+\|y x\|^{2}\right)^{1 / 2} \leq\|x y\|+\|y x\|  \tag{3.1}\\
\text { for all } x, y \in A, \text { one of which is self-adjoint. }
\end{array}\right.
$$

Indeed, let us assume, for example, that $y \in A_{h}$. By (2.2) we have $\pi(x)^{*} \pi(x)$ $\leq \pi\left(x^{*} x+x x^{*}\right)$, so

$$
\begin{aligned}
\|\pi(x) \pi(y)\|^{2} & =\left\|\pi(y) \pi(x)^{*} \pi(x) \pi(y)\right\| \\
& \leq\left\|\pi(y) \pi\left(x^{*} x+x x^{*}\right) \pi(y)\right\| \\
& =\left\|\pi\left(y\left(x^{*} x+x x^{*}\right) y\right)\right\| \\
& \leq\left\|y x^{*} x y+y x x^{*} y\right\|
\end{aligned}
$$

$$
\leq\|x y\|^{2}+\|y x\|^{2}
$$

First we prove:
Lemma 3.1 (on the continuity of the Kadison decomposition). Let be $\Omega a$ topological space, $A, B C^{*}$-algebras, and $\Phi_{t}: A \rightarrow B, t \in \Omega$, surjective linear isometries such that $\Omega \ni t \mapsto \Phi_{t}(a)$ is norm continuous for every $a \in A$. Let us denote by $\Phi_{t}=u_{t} \pi_{t}$ the Kadison decomposition of $\Phi_{t}, t \in \Omega$. Then

$$
\left\{\begin{array}{l}
\Omega \ni t \mapsto \pi_{t}(a) \text { is norm continuous for every } a \in A  \tag{1}\\
\Omega \ni t \mapsto \pi_{t}^{-1}(b) \text { is norm continuous for every } b \in B
\end{array}\right.
$$

$$
\begin{equation*}
\Omega \ni t \mapsto M\left(\pi_{t}\right)(x) \text { is strictly continuous for every } x \in M(A) \tag{2}
\end{equation*}
$$

Proof. The first statement in (1) follows by noticing that, for every $0 \leq a \in$ A,

$$
\pi_{t}(a)=\pi_{t}\left(a^{1 / 2}\right)^{2}=\pi_{t}\left(a^{1 / 2}\right) u_{t}^{*} u_{t} \pi_{t}\left(a^{1 / 2}\right)=\Phi_{t}\left(a^{1 / 2}\right)^{*} \Phi_{t}\left(a^{1 / 2}\right) .
$$

The second statement is implied by the first one: For every $b \in B$,

$$
\left\|\pi_{t}^{-1}(b)-\pi_{s}^{-1}(b)\right\|=\left\|\pi_{s}\left(\pi_{t}^{-1}(b)\right)-b\right\| \xrightarrow{s \rightarrow t}\left\|\pi_{t}\left(\pi_{t}^{-1}(b)\right)-b\right\|=0 .
$$

For (2) let $x^{*}=x \in M(A), t_{\iota} \rightarrow t$ in $\Omega, b^{*}=b \in B$ and $\varepsilon>0$ be arbitrary. Let us also consider an (increasing, positive) approximate unit $\left(a_{k}\right)_{k}$ for $A$. Then, for some $k$,

$$
\left\|\left(1_{A^{* *}}-a_{k}\right) x \pi_{t}^{-1}(b)\right\|\left\|\pi_{t}^{-1}(b)\left(1_{A^{* *}}-a_{k}\right)\right\| \leq \frac{\varepsilon}{8\|x\|}
$$

By the just proved (1) there exists $\iota_{\varepsilon}$ such that, for every $\iota \geq \iota_{\varepsilon}$,

$$
\left\|\pi_{t_{\imath}}^{-1}(b)-\pi_{t}^{-1}(b)\right\| \leq \frac{\varepsilon}{8\|x\|}, \quad\left\|\pi_{t_{\iota}}\left(a_{k} x\right)-\pi_{t}\left(a_{k} x\right)\right\| \leq \frac{\varepsilon}{4\|b\|} .
$$

Then we have for every $\iota \geq \iota_{\varepsilon}$

$$
\begin{aligned}
&\left\|\left(M\left(\pi_{t_{\iota}}\right)(x)-M\left(\pi_{t}\right)(x)\right) b\right\| \\
& \leq\left\|M\left(\pi_{t_{\iota}}\right)\left(x-a_{k} x\right) b\right\|+\left\|\left(\pi_{t_{\iota}}\left(a_{k} x\right)-\pi_{t}\left(a_{k} x\right)\right) b\right\| \\
&+\left\|M\left(\pi_{t}\right)\left(a_{k} x-x\right) b\right\| \\
&=\left\|M\left(\pi_{t_{\iota}}\right)\left(x-a_{k} x\right) \cdot M\left(\pi_{t_{\iota}}\right)\left(\pi_{t_{\iota}}^{-1}(b)\right)\right\| \\
&+\left\|M\left(\pi_{t}\right)\left(x-a_{k} x\right) \cdot M\left(\pi_{t}\right)\left(\pi_{t}^{-1}(b)\right)\right\| \\
&+\left\|\left(\pi_{t_{\iota}}\left(a_{k} x\right)-\pi_{t}\left(a_{k} x\right)\right) b\right\| \text { by }(3.1) \\
& \leq\left\|\left(x-a_{k} x\right) \pi_{t_{\iota}}^{-1}(b)\right\|+\left\|\pi_{t_{\iota}}^{-1}(b)\left(x-a_{k} x\right)\right\| \\
&+\left\|\left(x-a_{k} x\right) \pi_{t}^{-1}(b)\right\|+\left\|\pi_{t}^{-1}(b)\left(x-a_{k} x\right)\right\| \\
&\left.+\| \pi_{t_{\iota}}\left(a_{k} x\right)-\pi_{t}\left(a_{k} x\right)\right) b \|
\end{aligned}
$$

$$
\begin{aligned}
\leq & \left\|\left(x-a_{k} x\right)\left(\pi_{t_{\iota}}^{-1}(b)-\pi_{t}^{-1}(b)\right)\right\|+\left\|\left(\pi_{t_{\iota}}^{-1}(b)-\pi_{t}^{-1}(b)\right)\left(x-a_{k} x\right)\right\| \\
& +2\left\|\left(1_{A^{* *}}-a_{k}\right) x \pi_{t}^{-1}(b)\right\|+2\left\|\pi_{t}^{-1}(b)\left(1_{A^{* *}}-a_{k}\right) x\right\| \\
& +\left\|\left(\pi_{t_{\iota}}\left(a_{k} x\right)-\pi_{t}\left(a_{k} x\right)\right) b\right\| \text { and } \iota_{\varepsilon} \\
\leq & \|x\| \frac{\varepsilon}{8\|x\|}+\frac{\varepsilon}{8\|x\|}\|x\|+2 \frac{\varepsilon}{8}+2 \frac{\varepsilon}{8\|x\|}\|x\|+\frac{\varepsilon}{4\|b\|}\|b\|=\varepsilon
\end{aligned}
$$

For (3) let $b \in B$ be arbitrary. Since

$$
\begin{aligned}
& \left\|u_{t} b-u_{s} b\right\| \\
& =\left\|u_{t} \pi_{t}\left(\pi_{t}^{-1}(b)\right)-u_{s} \pi_{s}\left(\pi_{s}^{-1}(b)\right)\right\| \\
& =\left\|\Phi_{t}\left(\pi_{t}^{-1}(b)\right)-\Phi_{s}\left(\pi_{s}^{-1}(b)\right)\right\| \\
& \leq\left\|\Phi_{t}\left(\pi_{t}^{-1}(b)\right)-\Phi_{s}\left(\pi_{t}^{-1}(b)\right)\right\|+\left\|\pi_{t}^{-1}(b)-\pi_{s}^{-1}(b)\right\|
\end{aligned}
$$

by the continuity assumption on $t \mapsto \Phi_{t}$ and by $(1),\left\|u_{t} b-u_{s} b\right\| \xrightarrow{s \rightarrow t} 0$. Applying the above to $b$ replaced by $u_{t}^{*} b^{*}$, it follows also that

$$
\left\|b u_{t}-b u_{s}\right\|=\left\|u_{t}^{*} b^{*}-u_{s}^{*} b^{*}\right\|=\left\|u_{s} u_{t}^{*} b^{*}-b^{*}\right\|
$$

converges to $\left\|u_{t} u_{t}^{*} b^{*}-b^{*}\right\|=0$ for $s \rightarrow t$.
It follows in a straightforward way the following:
Theorem 3.2 (on extension of groups of linear isometries). Let $A$ be $a$ $C^{*}$-algebra, and $G$ a topological group. For every strongly continuous group $\left(\Phi_{t}\right)_{t \in G}$ of linear isometries on $A$, the group $\left(M\left(\Phi_{t}\right)\right)_{t \in G}$ is strictly continuous. If $G$ is locally compact, then also conversely, every $\sigma\left(M(A), A^{*}\right)$ continuous group $\left(\tilde{\Phi}_{t}\right)_{t \in G}$ of $\sigma\left(M(A), A^{*}\right)$-continuous (automatic, if $A$ separable or simple!) linear isometries on $M(A)$ leaves $A$ invariant and induces on $A$ a strongly continuous group $(\tilde{\Phi} \mid A)_{t \in G}$ of linear isometries. In particular, $\left(\tilde{\Phi}_{t}=M(\tilde{\Phi} \mid A)\right)_{t \in G}$ is strictly continuous.

Proof. Denoting by $\Phi_{t}=u_{t} \pi_{t}$ the Kadison decomposition of $\Phi_{t}$, the above lemma yields the strict continuity of

$$
G \ni t \mapsto M\left(\Phi_{t}\right)(x)=u_{t} \cdot M\left(\pi_{t}\right)(x)
$$

for all $x \in M(A)$.
The converse statement follows from the theorem in the preceeding section and from the well known fact, according to which all $\sigma\left(A, A^{*}\right)$-continuous locally compact groups of bounded linear operators on $A$ are strongly continuous.

For $\left(\Phi_{t}\right)_{t \in G}$ as above it is convenient to denote the extension $\left(M\left(\Phi_{t}\right)\right)_{t \in G}$ also by $\left(M(\Phi)_{t}\right)_{t \in G}$, underlining in this way that not only the individual $\Phi_{t}$ 's are extended by strict continuity, but the whole strongly continuous group $\Phi$ is extended to a strictly continuous group $M(\Phi)$.

Next we look for connection between the analytic generator $\Phi_{-i}$ of a strongly continuous one-parameter group $\left(\Phi_{t}\right)_{t \in \mathbb{R}}$ of linear isometries on a $C^{*}$-algebra and the analytic generator $M(\Phi)_{-i}$ of the strictly continuous one-parameter group $\left(M(\Phi)_{t}\right)_{t \in \mathbb{R}}$ (compare with [Kus], Th. 2.41):

Theorem 3.3 (on extension of analytic generators). Let $A$ be a $C^{*}$-algebra, $\left(\Phi_{t}\right)_{t \in \mathbb{R}}$ a strongly continuous one-parameter group of linear isometries on $A$, and $z \in \mathbb{C}$. Then the graph of $M(\Phi)_{z}$ is the closure of the graph of $\Phi_{z}$ with respect to the product of the strict topologies on $M(A) \times M(A)$.

Proof. First of all, the graph of $M(\Phi)_{z}$ is closed with respect to the product of the strict topologies on $M(A) \times M(A)$ according to the corollary in the first section. Since the strict dual of $M(A)$ is $A^{*}$, it is enough to show that the graph of $\Phi_{z}$ is $\sigma\left(M(A), A^{*}\right) \times \sigma\left(M(A), A^{*}\right)$-dense in the graph of $M(\Phi)_{z}$.

By Theorem 1.1 both $\sigma\left(M(A), A^{*}\right)$ and $\sigma\left(A^{*}, M(A)\right)$ have the Krein property, so the formula

$$
\begin{gathered}
\left\langle T_{n}(x), \varphi\right\rangle=\sqrt{\frac{n}{\pi}} \int_{-\infty}^{+\infty} e^{-n t^{2}}\left\langle M(\Phi)_{t}(x), \varphi\right\rangle d t \\
\left\langle T_{n, z}(x), \varphi\right\rangle=\sqrt{\frac{n}{\pi}} \int_{-\infty}^{+\infty} e^{-n(t-z)^{2}}\left\langle M(\Phi)_{t}(x), \varphi\right\rangle d t, x \in M(A), \varphi \in A^{*}
\end{gathered}
$$

define $\sigma\left(M(A), A^{*}\right)$-continuous linear maps

$$
T_{n}, T_{n, z}: M(A) \rightarrow M(A)
$$

(see e.g., [C-Z], Prop. 1.4). In particular,

$$
\begin{aligned}
\Gamma_{n}=\left\{\left(T_{n}(a), T_{n, z}(a)\right) ; a \in A\right\} & \text { is } \sigma\left(M(A), A^{*}\right) \times \sigma\left(M(A), A^{*}\right) \text {-dense } \\
& \text { in }\left\{\left(T_{n}(x), T_{n, z}(x)\right) ; x \in M(A)\right\} .
\end{aligned}
$$

According to [ $\mathbf{C}-\mathbf{Z}]$, Cor 2.5 and the proof of Lemma 2.2,

$$
\begin{aligned}
& T_{n} M(\Phi)_{z} \subset M(\Phi)_{z} T_{n}=T_{n, z}, \quad n \geq 1 \\
& \sigma\left(M(A), A^{*}\right)-\lim _{n \rightarrow \infty} T_{n}(x)=x, \quad x \in M(A)
\end{aligned}
$$

It follows that

$$
\begin{aligned}
& \quad \bigcup_{n \geq 1}\left\{\left(T_{n}(x), T_{n, z}(x)\right) ; x \in M(A)\right\}=\left\{\left(T_{n}(x), M(\Phi)_{z} T_{n}(x)\right) ; x \in M(A)\right\} \\
& \supset \bigcup_{n \geq 1}\left\{\left(T_{n}(x), T_{n} M(\Phi)_{z}(x)\right) ; x \in \mathcal{D}_{M(\Phi)_{z}}\right\}
\end{aligned}
$$

hence also

$$
\bigcup_{n \geq 1} \Gamma_{n}
$$

is $\sigma\left(M(A), A^{*}\right) \times \sigma\left(M(A), A^{*}\right)$-dense in the graph of $M(\Phi)_{z}$.

But $\bigcup_{n \geq 1} \Gamma_{n}$ is contained in the graph of $\Phi_{z}$. Indeed, since also $\sigma\left(A, A^{*}\right)$ and $\sigma\left(A^{-}, A\right)$ have the Krein property, applying the above quoted results from $[\mathbf{C}-\mathbf{Z}]$ to $\left(\Phi_{t}\right)_{t \in \mathbb{R}}$ instead of $\left(M(\Phi)_{t}\right)_{t \in \mathbb{R}}$, we get

$$
T_{n} A \subset A, T_{n, z} A \subset A \text { and } \Phi_{z} T_{n}\left|A=T_{n, z}\right| A, \quad n \geq 1
$$

Therefore
$\left(T_{n}(a), T_{n, z}(a)\right)=\left(T_{n}(a), \Phi_{z} T_{n}(a)\right) \in$ graph of $\Phi_{z}$ for all $n \geq 1$ and $a \in A$.

Now let $A, B$ be $C^{*}$-algebras, and $\pi: A \rightarrow B$ a Jordan $*$-isomorphism. According to the properties of Jordan $*$-homomorphisms, listed at the beginning of the second section,

$$
\pi^{* *}(x z)=\pi^{* *}(x) \pi^{* *}(z)
$$

for every $x \in A^{* *}$ and $z$ in the centre $Z\left(A^{* *}\right)$ of $A^{* *}$. Thus, denoting by $p_{0}(A)$ the greatest projection in $Z\left(A^{* *}\right)$ with $p_{0}(A) A^{* *} \subset Z\left(A^{* *}\right)$, and by $p_{0}(B)$ the similar projection in $Z\left(B^{* *}\right)$, we have

$$
\pi^{* *}\left(p_{0}(A)\right)=p_{0}(B)
$$

By a well known result due to N. Jacobson, C. Rickart and R.V. Kadison ([Kad1], Th. 10, see also [Kad2], [Stm], [Th]), there exists a unique projection $p=p(\pi) \in Z\left(B^{* *}\right)$ such that

$$
\left\{\begin{array}{l}
p \leq 1_{B^{* *}}-p_{0}(B),  \tag{3.2}\\
\left(\pi\left(a_{1} a_{2}\right)-\pi\left(a_{1}\right) \pi\left(a_{2}\right)\right) p=0, \quad a_{1}, a_{2} \in A, \\
\left(\pi\left(a_{1} a_{2}\right)-\pi\left(a_{2}\right) \pi\left(a_{1}\right)\right)\left(1_{B^{* *}}-p_{0}(B)-p\right)=0, \quad a_{1}, a_{2} \in A .
\end{array}\right.
$$

We call $p(\pi)$ the strict homomorphic carrier of $\pi$ (compare with [Kad2], Remark (2.7), where the maximal homomorphic carrier $p_{0}(B)+p(\pi)$ is considered).

We notice that actually $p(\pi)$ is the unique element $0 \leq p \in Z\left(B^{* *}\right)$ satisfying (3.2). Indeed, for any such element $p$, denoting by $p_{1}$ and $p_{2}$ the supports of $p$ respectively $1_{B^{* *}}-p_{0}(B)-p$, we have for all $a_{1}, a_{2} \in A$

$$
\begin{aligned}
& \left(\pi\left(a_{1} a_{2}\right)-\pi\left(a_{1}\right) \pi\left(a_{2}\right)\right) p_{1}=0, \\
& \left(\pi\left(a_{1} a_{2}\right)-\pi\left(a_{2}\right) \pi\left(a_{1}\right)\right) p_{2}=0,
\end{aligned}
$$

hence

$$
\left.\left(\pi\left(a_{1}\right) \pi\left(a_{2}\right)\right)-\pi\left(a_{2}\right) \pi\left(a_{1}\right)\right) p_{1} p_{2}=0 .
$$

It follows successively

$$
\begin{gathered}
p_{1} p_{2} \leq p_{0}(B) \\
p_{1} p_{2}=p_{1} p_{2}\left(1_{B^{* *}}-p_{0}(B)\right)=0 \\
p_{1}-p=p_{1}\left(1_{B^{* *}}-p_{0}(B)-p\right)=p_{1} p_{2}\left(1_{B^{* *}}-p_{0}(B)-p\right)=0 \\
p=p_{1} \text { is a projection. }
\end{gathered}
$$

The next result is covered by [Kad2], Lemmas (4.8) and (4.10), but we give a proof for the convenience of the reader:

Lemma 3.4 (on the continuous dependence of the homomorphic carrier). Let be $\Omega$ a topological space, $A, B C^{*}$-algebras, and $\pi_{t}: A \rightarrow B, t \in \Omega$, Jordan *-isomorphisms such that

$$
\Omega \ni t \mapsto \pi_{t}(a) \in B^{* *} \text { is weak }{ }^{*} \text {-continuous for every } a \in A
$$

Then

$$
\begin{gathered}
\Omega \ni t \mapsto \pi_{t}(a) \in B^{* *} \text { is } s^{*} \text {-continuous for every } a \in A \\
\Omega \ni t \mapsto p\left(\pi_{t}\right) \in Z\left(B^{* *}\right) \text { is s-continuous. }
\end{gathered}
$$

Proof. Clearly, it is enough to prove the s*-continuity of $\Omega \ni t \mapsto \pi_{t}(a) \in$ $B^{* *}$ for all self-adjoint $a \in A$. But in this case

$$
\left(\pi_{t}(a)-\pi_{s}(a)\right)^{2}=\pi_{t}\left(a^{2}\right)+\pi_{s}\left(a^{2}\right)-\pi_{t}(a) \pi_{s}(a)-\pi_{s}(a) \pi_{t}(a)
$$

is weak*-convergent to

$$
2 \pi_{t}\left(a^{2}\right)-2 \pi_{t}(a) \pi_{t}(a)=0
$$

for $s \rightarrow t$.
Let be $t_{\iota} \rightarrow t$ in $\Omega$. If $p$ is any weak ${ }^{*}$-limit point of $\left(p\left(\pi_{t_{\iota}}\right)\right)_{\iota}$ then

$$
\begin{aligned}
& p\left(\pi_{t_{\iota}}\right) \leq 1_{B^{* *}}-p_{0}(B) \\
& \left(\pi_{t_{\iota}}\left(a_{1} a_{2}\right)-\pi_{t_{\iota}}\left(a_{1}\right) \pi_{t_{\iota}}\left(a_{2}\right)\right) p\left(\pi_{t_{\iota}}\right)=0 \\
& \left(\pi_{t_{\iota}}\left(a_{1} a_{2}\right)-\pi_{t_{\iota}}\left(a_{2}\right) \pi_{t_{\iota}}\left(a_{1}\right)\right)\left(1_{B^{* *}}-p_{0}(B)-p\left(\pi_{t_{\iota}}\right)\right)=0
\end{aligned}
$$

true for all $\iota$ and $a_{1}, a_{2} \in A$, together with

$$
\pi_{t_{\iota}}(a) \xrightarrow{s^{*}} \pi_{t}(a), \quad a \in A
$$

implies

$$
\begin{aligned}
& p \leq 1_{B^{* *}}-p_{0}(B) \\
& \left(\pi_{t}\left(a_{1} a_{2}\right)-\pi_{t}\left(a_{1}\right) \pi_{t}\left(a_{2}\right)\right) p=0 \\
& \left(\pi_{t}\left(a_{1} a_{2}\right)-\pi_{t}\left(a_{2}\right) \pi_{t}\left(a_{1}\right)\right)\left(1_{B^{* *}}-p_{0}(B)-p\right)=0
\end{aligned}
$$

for all $a_{1}, a_{2} \in A$. By the remark before the statement of the lemma it follows that $p=p\left(\pi_{t}\right)$. Thus $p\left(\pi_{t_{\iota}}\right) \rightarrow p\left(\pi_{t}\right)$ in the weak* topology.

But on the projections of $B^{* *}$ the weak* topology coincides with the stopology: For $e, f \in B^{* *}$ projections

$$
(e-f)^{2}=e-f-f(e-f)-(e-f) f \xrightarrow{\text { weak }^{*}} 0
$$

whenever $e \xrightarrow{\text { weak }^{*}} f$. Consequently

$$
p\left(\pi_{t_{\iota}}\right) \rightarrow p\left(\pi_{t}\right) \text { in the } s \text {-topology. }
$$

The above lemmas on the continuity of the Kadison decomposition respectively on the continuous dependence of the homomorphic carrier allow us to prove the following:

Theorem 3.5 (on the structure of strongly continuous connected groups of linear isometries). Let $A$ be a $C^{*}$-algebra, $G$ a connected topological group, and $\left(\Phi_{t}\right)_{t \in G}$ a strongly continuous group of linear isometries on $A$. Let

$$
\Phi_{t}=u_{t} \pi_{t}, \quad t \in G
$$

denote the corresponding Kadison decompositions. Then $\left(\pi_{t}\right)_{t \in G}$ is a strongly continuous group of *-automorphisms of $A$, while $G \ni t \mapsto u_{t} \in M(A)$ is a strictly continuous unitary $M(\pi)$-cocycle:

$$
u_{t s}=u_{t} \cdot M\left(\pi_{t}\right)\left(u_{s}\right), \quad t, s \in G
$$

Proof. We recall that the strict continuity of $G \ni t \mapsto u_{t}$ is exactly statement (3) in Lemma 3.1. Also the $M(\pi)$-cocycle property follows easily:

$$
u_{t s}=M\left(\Phi_{t s}\right)\left(1_{A^{* *}}\right)=M\left(\Phi_{t}\right)\left(M\left(\Phi_{s}\right)\left(1_{A^{* *}}\right)\right)=u_{t} M\left(\pi_{t}\right)\left(u_{s}\right)
$$

Using it, we get successively for every $a \in A$

$$
\begin{gathered}
u_{t s} \pi_{t s}(a)=\Phi_{t s}(a)=\Phi_{t}\left(\Phi_{s}(a)\right)=u_{t} \pi_{t}\left(u_{s} \pi_{s}(a)\right) \\
\pi_{t s}(a)=u_{t s}^{*} u_{t} \pi_{t}\left(u_{s} \pi_{s}(a)\right)=M\left(\pi_{t}\right)\left(u_{s}^{*}\right) \cdot \pi_{t}\left(u_{s} \pi_{s}(a)\right)
\end{gathered}
$$

Consequently,

$$
\pi_{t} \text { multiplicative } \Rightarrow \pi_{t s}=\pi_{t} \cdot \pi_{s} \text { for all } s \in G
$$

According to this and to statement (1) in Lemma 3.1, it remains only to prove the multiplicativity of every $\pi_{t}$.

For we shall use the arguments from the proof of [Kad2], Th. 3.4:
Let $e$ denote the neutral element of $G$. By the two continuity lemmas in this section, the map

$$
G \ni t \mapsto p_{t}=p_{0}(A)+p\left(\pi_{t}\right) \in Z\left(A^{* *}\right)
$$

is $s$-continuous. Since $\pi_{e}=i d_{A}$ is multiplicative, we have $p_{e}=1_{A^{* *}}$.
Now every pure state $\varphi$ of $A$ is multiplicative on $Z\left(A^{* *}\right)$, so

$$
\langle p, \varphi\rangle=1 \text { or } 0 \text { for all projections } p \in Z\left(A^{* *}\right)
$$

G being connected, the continuous function

$$
G \ni t \mapsto\left\langle p_{t}, \varphi\right\rangle \in\{1.0\}
$$

is constant, therefore

$$
\left\langle p_{t}, \varphi\right\rangle=\left\langle p_{e}, \varphi\right\rangle=1 \text { for every } t \in G .
$$

We conclude that, for every $t \in G$, every $a_{1}, a_{2} \in A$ and every pure state $\varphi$ of $A$,

$$
\begin{aligned}
& \left.\langle | \pi_{t}\left(a_{1} a_{2}\right)-\left.\pi_{t}\left(a_{1}\right) \pi_{t}\left(a_{2}\right)\right|^{2}, \varphi\right\rangle \\
& \left.=\left\langle\left(1_{A^{* *}}-p_{t}\right)\right| \pi_{t}\left(a_{1} a_{2}\right)-\left.\pi_{t}\left(a_{1}\right) \pi_{t}\left(a_{2}\right)\right|^{2}\left(1_{A^{* *}}-p_{t}\right), \varphi\right\rangle \\
& \leq 4\left\|a_{1}\right\|^{2}\left\|a_{2}\right\|^{2}\left\langle\left(1_{A^{* *}}-p_{t}\right), \varphi\right\rangle=0,
\end{aligned}
$$

hence

$$
\pi_{t}\left(a_{1} a_{2}\right)-\pi_{t}\left(a_{1}\right) \pi_{t}\left(a_{2}\right)=0
$$

Let $A$ be a $C^{*}$-algebra, and $G$ a topological group. A strongly continuous group $\left(\Phi_{t}\right)_{t \in G}$ of linear isometries on $A$ is called in [Kus], Section 2 semimultiplicative whenever there are strongly continuous groups $\left(\Phi_{t}^{(j)}\right)_{t \in G}, j=$ 1,2 , of linear isometries on $A$ such that

$$
\begin{equation*}
\Phi_{t}(a b)=\Phi_{t}(a) \Phi_{t}^{(1)}(b)=\Phi_{t}^{(2)}(a) \Phi_{t}(b), t \in G, a, b \in A \tag{3.3}
\end{equation*}
$$

But it is easy to see that, with $\Phi_{t}=u_{t} \pi_{t}$ the Kadison decomposition of $\Phi_{t}$, for any maps $\Phi_{t}^{(j)}: A \rightarrow A, t \in G, j=1,2$, satisfying (3.3), we have necessarily

$$
\Phi_{t}^{(1)}=\pi_{t} \text { and } \Phi_{t}^{(2)}=u_{t} \pi_{t} u_{t}^{*}, \quad t \in G .
$$

Thus $\left(\Phi_{t}\right)_{t \in G}$ is semi-multiplicative if and only if all $\pi_{t}$ 's are $*$-automorphisms and the above theorem claims essentially that, assuming $G$ connected, every strongly continuous representation of $G$ by linear isometries on $A$ is automatically semi-multiplicative.

We notice that our Theorem 3.3 on the extension of analytic generators was proved in [Kus], Th. 2.41 under the additional assumption of semimultiplicativity of the one-parameter group, which turns out to be automatic by the above remark. However, our approach is more natural for the prevailingly linear character of the statement of the theorem. Indeed, our proof works for any (even not bounded) strongly continuous one-parameter group of bounded linear operators on $A$, which extends by strict continuity to a $\sigma\left(A^{*}, M(A)\right)$-continuous one-parameter group of bounded linear operators on $M(A)$.

Let us consider also the $W^{*}$-algebra counterpart of the above theorem (compare with [Kad2], Th. 3.4):

Theorem 3.6 (on the structure of weak* continuous connected groups of linear isometries). Let $M$ be a $W^{*}$-algebra, whose centre is atomic, $G$ a
connected topological group, and $\left(\Phi_{t}\right)_{t \in G}$ a weak* continuous group of linear isometries on M. Let

$$
\Phi_{t}=u_{t} \pi_{t}, \quad t \in G
$$

denote the corresponding Kadison decompositions. Then $\left(\pi_{t}\right)_{t \in G}$ is an $s^{*}{ }_{-}$ continuous group of $*$-automorphisms of $M$, while $G \ni t \mapsto u_{t} \in M$ is an $s^{*}$-continuous unitary $\pi$-cocycle:

$$
u_{t s}=u_{t} \pi_{t}\left(u_{s}\right), \quad t, s \in G .
$$

Proof. First of all, $G \ni t \mapsto u_{t}=\Phi_{t}\left(1_{M}\right)$ is weak*-continuous, hence also $s^{*}$-continuous. Indeed, on the unitaries of $M$ the weak* topology coincides with the $s^{*}$-topology: For $u, v \in M$ unitaries

$$
(u-v)^{*}(u-v)+(u-v)(u-v)^{*}=4 \cdot 1_{M}-u^{*} v-v^{*} u-u v^{*}-v u^{*} \xrightarrow{\text { weak }^{*}} 0
$$

whenever $v \xrightarrow{\text { weak }}{ }^{*} u$.
Next, for every $x \in M$,

$$
G \ni t \mapsto \pi_{t}(x)=u_{t}^{*} \Phi_{t}(x) \in M
$$

is weak*-continuous according to the weak*-continuity of $\left(\Phi_{t}\right)_{t \in G}$ and the $s$-continuity of $G \ni t \mapsto u_{t}$. It follows by straightforward arguments that the maps

$$
G \ni t \mapsto \pi_{t}(x) \in M, \quad x \in M
$$

are even $s^{*}$-continuous (see [Kad2], Lemma 4.10 or the first paragraph of the proof of Lemma 3.4).

Similarly, as in the proof of the preceeding theorem, we get also

$$
u_{t s}=u_{t} \pi_{t}\left(u_{s}\right), \quad t, s \in G,
$$

and then

$$
\pi_{t} \text { multiplicative } \Rightarrow \pi_{t s}=\pi_{t} \cdot \pi_{s} \text { for all } s \in G .
$$

Thus it remains only to prove the multiplicativity of every $\pi_{t}$.
Let $p_{0}$ denote the greatest projection in the centre $Z(M)$ of $M$ satisfying $p_{0} M \subset Z(M)$. Then

$$
\pi_{t}\left(p_{0}\right)=p_{0} \quad \text { for all } t \in G
$$

According to [Kad1], Th. 10, for every $t \in G$ there exists a unique projection $p\left(\pi_{t}\right) \in Z(M)$ such that

$$
\begin{aligned}
& p\left(\pi_{t}\right) \leq 1_{M}-p_{0} \\
& \left(\pi_{t}\left(x_{1} x_{2}\right)-\pi_{t}\left(x_{1}\right) \pi_{t}\left(x_{2}\right)\right) p\left(\pi_{t}\right)=0, \quad x_{1}, x_{2} \in M \\
& \left(\pi_{t}\left(x_{1} x_{2}\right)-\pi_{t}\left(x_{2}\right) \pi_{t}\left(x_{1}\right)\right)\left(1_{M}-p_{0}-p\left(\pi_{t}\right)\right)=0, \quad x_{1}, x_{2} \in M
\end{aligned}
$$

Moreover, arguing similarly as in the proof of Lemma 3.4, it is easy to verify that the map

$$
G \ni t \mapsto p\left(\pi_{t}\right) \in Z(M),
$$

hence also

$$
G \ni t \mapsto p_{t}=p_{0}+p\left(\pi_{t}\right) \in Z(M)
$$

is $s$-continuous. We notice that $\pi_{e}=i d_{M}$ implies $p_{e}=1_{M}$, where $e$ stands for the neutral element of $G$.

Now, for every normal state $\varphi$ on $M$, whose central support is a minimal projection of $Z(M)$, the continuous function

$$
G \ni t \mapsto\left\langle p_{t}, \varphi\right\rangle
$$

takes values in $\{1,0\}$. $G$ being connected, it follows that

$$
\left\langle p_{t}, \varphi\right\rangle=\left\langle p_{e}, \varphi\right\rangle=1 \text { for all } t \in G .
$$

Consequently, for every $t \in G$ and $x_{1}, x_{2} \in M$,

$$
\begin{aligned}
& \left.\langle | \pi_{t}\left(x_{1} x_{2}\right)-\left.\pi_{t}\left(x_{1}\right) \pi_{t}\left(x_{2}\right)\right|^{2}, \varphi\right\rangle \\
& \left.=\left\langle\left(1_{M}-p_{t}\right)\right| \pi_{t}\left(x_{1} x_{2}\right)-\left.\pi_{t}\left(x_{1}\right) \pi_{t}\left(x_{2}\right)\right|^{2}\left(1_{M}-p_{t}\right), \varphi\right\rangle \\
& \leq 4\left\|x_{1}\right\|^{2}\left\|x_{2}\right\|^{2}\left\langle 1_{M}-p_{t}, \varphi\right\rangle=0 .
\end{aligned}
$$

Since $Z(M)$ is atomic, the normal states on $M$ with central supports minimal in $Z(M)$ separate the points of $M$ and we conclude that

$$
\pi_{t}\left(x_{1} x_{2}\right)-\pi_{t}\left(x_{1}\right) \pi_{t}\left(x_{2}\right)=0 \text { for all } t \in G \text { and } x_{1}, x_{2} \in M
$$

In particular, if $M$ is a factor, $G$ is a connected topological group and $\left(\Phi_{t}\right)_{t \in G}$ is a weak*-continuous group of linear isometries on $M$, then

$$
\Phi_{t}=u_{t} \pi_{t}, \quad t \in G
$$

with $\left(\pi_{t}\right)_{t \in G}$ an $s^{*}$-continuous group of $*$-automorphisms of $M$ and $G \ni t \mapsto$ $u_{t} \in M$ an $s^{*}$-continuous unitary $\pi$-cocycle.

However, the above theorem does not hold without the assumption on the centre of $M$, even we assume $M$ of type $I_{2}, G=\mathbb{R}$ and all $\Phi_{t}$ Jordan *-automorphisms. Indeed, denoting by $M$ the $W^{*}$-algebra $L^{\infty}\left(\mathbb{R} ; \operatorname{Mat}_{2}(\mathbb{C})\right)$ of all essentially bounded (equivalence classes of) $2 \times 2$ matrix valued measurable functions on $\mathbb{R}$, choosing some $*$-anti-automorphism $\sigma$ of Mat ${ }_{2}(\mathbb{C})$ (e.g., the transpose map) and putting for $F \in L^{\infty}\left(\mathbb{R} ; \operatorname{Mat}_{2}(\mathbb{C})\right)$

$$
\begin{aligned}
& \Phi_{t}(F)(s)=\left\{\begin{array}{l}
\sigma(F(s-t)) \text { if } 0<s<t \\
F(s-t) \text { otherwise },
\end{array} \quad t \geq 0, s \in \mathbb{R},\right. \\
& \Phi_{t}(F)(s)=\left\{\begin{array}{l}
\sigma^{-1}(F(s-t)) \text { if } t<s<0 \\
F(s-t) \text { otherwise },
\end{array} \quad t \leq 0, s \in \mathbb{R},\right.
\end{aligned}
$$

$\left(\Phi_{t}\right)_{t \in \mathbb{R}}$ is a weak*-continuous one-parameter group of Jordan $*$-automorphisms of $M$, but no $\Phi_{t}$ with $t \neq 0$ is multiplicative.

We finish the section (and the paper) with a continuity criterion for groups of linear isometries on multiplier algebras of separable $C^{*}$-algebras and with a result concerning continuity on corona algebras of separable $C^{*}$-algebras.

They will follow from the next two lemmas of general character:
Lemma $3.7([\mathbf{Z 2}])$. Let $(X, \mathcal{F})$ be a dual pair of Banach spaces, $G$ a locally compact group, and $\left(U_{t}\right)_{t \in G}$ a group of $\sigma(X, \mathcal{F})$-continuous linear operators on $X$. If there exists a compact set $K \subset G$ of nonzero Haar measure, such that all functions

$$
K \ni t \mapsto\left\langle U_{t}(x), \varphi\right\rangle, \quad x \in X, \varphi \in \mathcal{F}
$$

are continuous, then $\left(U_{t}\right)_{t \in G}$ is $\sigma(X, \mathcal{F})$-continuous.
Proof. Let $m$ denote a left Haar measure on $G$. By [He-R], Cor. 20.17 there exists $t_{0} \in G$ such that $m\left(K \cap t_{0} K^{-1}\right)>0$. Then the support of the restriction of $m$ to $K \cap t_{0} K^{-1}$ is a compact subset $K_{0}$ of $K \cap t_{0} K^{-1}$ such that

$$
\begin{gathered}
m\left(K_{0}\right)=m\left(K \cap t_{0} K^{-1}\right)>0, \text { in particular, } K_{0} \neq \emptyset \\
V \subset G \text { open, } V \cap K_{0} \neq \emptyset \Rightarrow m\left(V \cap K_{0}\right)>0
\end{gathered}
$$

Now let $x \in X, \varphi \in \mathcal{F}$ and $\varepsilon>0$ be arbitrary. Defining $F: K_{0} \times K_{0} \rightarrow \mathbb{C}$ by

$$
F(t, s)=\left\langle U_{t s^{-1}}(x), \varphi\right\rangle \quad t, s \in K_{0}
$$

$F$ is separately continuous. Indeed, by the continuity assumption on $U$,

$$
K_{0} \subset K \ni t \mapsto\left\langle U_{t s^{-1}}(x), \varphi\right\rangle=\left\langle U_{t}\left(U_{s^{-1}}(x)\right), \varphi\right\rangle
$$

is continuous for every $s \in G$, and

$$
K_{0} \subset t_{0} K^{-1} \ni s \mapsto\left\langle U_{t s^{-1}}(x), \varphi\right\rangle=\left\langle U_{s^{-1} t_{0}}\left(U_{t_{0}^{-1}}(x)\right), U_{t}^{\mathcal{F}}(\varphi)\right\rangle
$$

is continuous for every $t \in G$. According to a theorem of I. Namioka ([N], Th. 1.2, see also [Chr], Th. 1) it follows the existence of a dense $G_{\delta}$ set $D$ in $K_{0}$ such that $F$ is jointly continuous in every point of $D \times K_{0}$. In particular, choosing some $t_{1} \in D, F$ is continuous in $\left(t_{1}, t_{1}\right)$, so there exists some open set $t_{1} \in V_{1} \subset G$ such that

$$
(t, s) \in\left(V_{1} \cap K_{0}\right) \times\left(V_{1} \cap K_{0}\right) \Rightarrow\left|F(t, s)-F\left(t_{1}, t_{1}\right)\right|<\varepsilon
$$

that is

$$
t \in\left(V_{1} \cap K_{0}\right) \cdot\left(V_{1} \cap K_{0}\right)^{-1} \Rightarrow\left|\left\langle U_{t}(x)-x, \varphi\right\rangle\right|<\varepsilon
$$

But $V_{1} \cap K_{0} \ni t$, being not empty, we have $m\left(V_{1} \cap K_{0}\right)>0$ and $[\mathbf{H e}-\mathbf{R}]$, Cor. 20.17 implies that $\left(V_{1} \cap K_{0}\right) \cdot\left(V_{1} \cap K_{0}\right)^{-1}$ is a neighborhood of the neutral element of $G$.

We conclude that the mappings

$$
G \ni t \rightarrow U_{t}(x) \in X, \quad x \in X
$$

are $\sigma(X, \mathcal{F})$-continuous in the neutral element of $G$, hence everywhere.
Lemma 3.8 ([Z2], compare with [Hi-P], Th. 3.5.3 and Th. 10.2.3). Let $X$ be a separable Banach space, $\mathcal{F}$ a linear subspace of the dual $X^{*}$, satisfying

$$
\|x\|=\sup \{|\langle x, \varphi\rangle| ; \varphi \in \mathcal{F},\|\varphi\| \leq 1\}, \quad x \in X,
$$

$G$ a locally compact group with left Haar measure $m$, and $\left(U_{t}\right)_{t \in G}$ a group of bounded linear operators on $X$. If there exists a Haar-measurable $B \subset G$ with $0<m(B)<+\infty$, such that all functions

$$
B \ni t \mapsto\left\langle U_{t}(x), \varphi\right\rangle, \quad x \in X, \varphi \in \mathcal{F}
$$

are Haar-measurable, then $\left(U_{t}\right)_{t \in G}$ is strongly continuous.
Proof. Let $\left(x_{k}\right)_{k \geq 1}$ be a norm dense sequence in $X \backslash\{0\}$. For every $k, n \geq 1$ there exists $\varphi_{k, n} \in \mathcal{F},\left\|\varphi_{k, n}\right\| \leq 1$, such that

$$
\left|\left\langle x_{k}, \varphi_{k, n}\right\rangle\right|>\left\|x_{k}\right\|-\frac{1}{n}
$$

Then

$$
\|x\|=\sup \left\{\left|\left\langle x, \varphi_{k, n}\right\rangle\right| ; k, n \geq 1\right\}, \quad x \in X .
$$

Let $x \in X$ and $\delta, \varepsilon>0$ be arbitrary.
By the measurability assumption on $U$, the functions

$$
B \ni t \mapsto\left\|U_{t}(x)-x_{k}\right\|=\sup \left\{\left|\left\langle U_{t}(x)-x_{k}, \varphi_{p, q}\right\rangle\right| ; p, q \geq 1\right\}, k \geq 1
$$

are Haar measurable, so all sets

$$
S_{k}=\left\{t \in B ;\left\|U_{t}(x)-x_{k}\right\|<\varepsilon\right\} \subset B, \quad k \geq 1
$$

are also Haar-measurable. Since $\left(x_{k}\right)_{k \geq 1}$ is norm dense in $X$, we have

$$
\bigcup_{k \geq 1} S_{k}=B
$$

Thus, putting

$$
R_{k}=S_{k} \backslash \bigcup_{1 \leq l<k} S_{l}, \quad k \geq 1
$$

we get a partition $R_{1}, R_{2}, \ldots$ of $B$ in Haar-measurable sets such that

$$
t \in R_{k} \Rightarrow\left\|U_{t}(x)-x_{k}\right\|<\varepsilon, \quad k \geq 1
$$

By the countable additivity of $m$ there exists $k_{0} \geq 1$ with

$$
m\left(B \backslash \bigcup_{k=1}^{k_{0}} R_{k}\right)<\frac{\delta}{3} m(B),
$$

and then, by the regularity of $m$, a compact set $K_{0} \subset \bigcup_{k=1}^{k_{0}} R_{k}$ with

$$
m\left(\bigcup_{k=1}^{k_{0}} R_{k} \backslash K_{0}\right)<\frac{\delta}{3} m(B)
$$

It follows that

$$
m\left(B \backslash K_{0}\right)<\frac{2 \delta}{3} m(B)
$$

and the Haar-measurable sets

$$
E_{k}=R_{k} \cap K_{0}, \quad 1 \leq k \leq k_{0}
$$

yield a partition of $K_{0}$ such that

$$
t \in E_{k} \Rightarrow\left\|U_{t}(x)-x_{k}\right\|<\varepsilon, \quad 1 \leq k \leq k_{0}
$$

Let $\chi_{E_{k}}$ denote the characteristic function of $E_{k}$. By the Lusin theorem there are compact subsets $K_{1}, \ldots, K_{k_{0}}$ of $K_{0}$ such that, for every $1 \leq k \leq k_{0}$,

$$
\begin{gathered}
m\left(K_{0} \backslash K_{k}\right)<\frac{\delta}{3 k_{0}} m(B) \\
\chi_{E_{k}} \mid K_{k}: K_{k} \rightarrow[0,1] \text { is continuous. }
\end{gathered}
$$

Then

$$
K_{x, \delta, \varepsilon}=\bigcap_{k=1}^{k_{0}} K_{k} \subset K_{0}
$$

is a compact subset of $B$ with

$$
m\left(B \backslash K_{x, \delta, \varepsilon}\right)<\delta m(B)
$$

and all functions

$$
\chi_{E_{k}} \mid K_{x, \delta, \varepsilon}: K_{x, \delta, \varepsilon} \rightarrow[0,1]
$$

are continuous. Therefore

$$
K_{x, \delta, \varepsilon} \ni t \mapsto F_{x, \delta, \varepsilon}(t)=\sum_{k=1}^{k_{0}} \chi_{E_{k}}(t) x_{k} \in X
$$

is norm continuous. Moreover,

$$
\left\|U_{t}(x)-F_{x, \delta, \varepsilon}(t)\right\|<\varepsilon \text { for all } t \in K_{x, \delta, \varepsilon}
$$

Summing up the aboves: For every $x \in X$ and every $\delta, \varepsilon>0$ there exists a compact set $K_{x, \delta, \varepsilon} \subset B$ with

$$
m\left(B \backslash K_{x, \delta, \varepsilon}\right)<\delta m(B)
$$

and a norm continuous map $F_{x, \delta, \varepsilon}: K_{x, \delta, \varepsilon} \rightarrow X$ with

$$
\left\|U_{t}(x)-F_{x, \delta, \varepsilon}(t)\right\|<\varepsilon \text { for all } t \in K_{x, \delta, \varepsilon}
$$

Then, for every $x \in X$ and $\delta>0$,

$$
K_{x, \delta}=\bigcap_{n=1}^{\infty} K_{x, \delta 2^{-n}, n^{-1}} \subset B
$$

is a compact set with

$$
m\left(B \backslash K_{x, \delta}\right)<\delta m(B)
$$

and

$$
K_{x, \delta} \ni t \rightarrow U_{t}(x) \in X
$$

is norm continuous as the uniform limit of the norm continuous maps $F_{x, \delta 2^{-n}, n^{-1}} \mid K_{x, \delta}, n \geq 1$.

Denoting now

$$
L_{1}=\bigcap_{k=1}^{\infty} K_{x_{k}, \frac{1}{3} 2^{-k}},
$$

$L_{1}$ is compact subset of $B$ with

$$
m\left(B \backslash L_{1}\right)<\frac{1}{3} m(B)
$$

and all mappings

$$
L_{1} \ni t \mapsto U_{t}\left(x_{k}\right) \in X, \quad k \geq 1
$$

are norm continuous.
On the other hand, again by the measurability assumption on $U$, the function

$$
B \ni t \mapsto\left\|U_{t}\right\|=\sup \left\{\left\|x_{k}\right\|^{-1} \cdot\left|\left\langle U_{t}\left(x_{k}\right), \varphi_{p, q}\right\rangle\right| ; k, p, q \geq 1\right\}
$$

is Haar-measurable. By the countable additivity of $m$ there exists a sufficiently large $c>0$ with

$$
m\left(\left\{t \in B ;\left\|U_{t}\right\| \leq c\right\}\right)>\frac{2}{3} m(B)
$$

and then, by the regularity of $m$, a compact set

$$
L_{2} \subset\left\{t \in B ;\left\|U_{t}\right\| \leq c\right\} \text { with } m\left(L_{2}\right)>\frac{2}{3} m(B) .
$$

We conclude that $L=L_{1} \cap L_{2}$ is a compact subset of $B$ such that

$$
\begin{aligned}
m(L) & =m\left(L_{2}\right)-m\left(L_{2} \backslash L_{1}\right) \\
& \geq m\left(L_{2}\right)-m\left(B \backslash L_{1}\right) \\
& >\frac{2}{3} m(B)-\frac{1}{3} m(B)>0 \\
\left\|U_{t}\right\| & \leq c \text { for all } t \in L
\end{aligned}
$$

and the mappings

$$
L \ni t \mapsto U_{t}\left(x_{k}\right) \in X, \quad k \geq 1
$$

are norm continuous. Since $\left(x_{k}\right)_{k \geq 1}$ is dense in $X$, it follows the norm continuity of all mappings

$$
L \ni t \mapsto U_{t}(x) \in X, \quad x \in X .
$$

Now Lemma 3.7 yields the $\sigma\left(X, X^{*}\right)$-continuity, hence the strong continuity of $\left(U_{t}\right)_{t \in G \text {. }}$.

By the above result, every representation of a locally compact group by bounded linear operators on a separable Banach space, which has a "minimal regularity property", is automatically strongly continuous.

Theorem 3.9 (on characterizing continuity of linear isometry groups on separable $C^{*}$-algebras and their multipliers algebras). Let be $H$ a complex Hilbert space, $A \subset B(H)$ a non-degenerate, separable $C^{*}$-subalgebra, and

$$
M(A)=\{x \in B(H) ; x a, \text { ax } \in A \text { for all } a \in A\} .
$$

Then $\Phi \mapsto \Phi \mid A$ establishes an one-to-one correspondence between the surjective linear isometries $\Phi$ on $M(A)$ and those on $A$.

Let further be $G$ a locally compact group and $\left(\Phi_{t}\right)_{t \in G}$ a group of linear isometries on $M(A)$. If there are

- a linear subspace $\mathcal{F} \subset B(H)^{*}$, satisfying $\|a\|=\sup \{|\langle a, \varphi\rangle| ; \varphi \in$ $\mathcal{F},\|\varphi\| \leq 1\}$ for all $a \in A$,
- a Haar-measurable $B \subset G$ of nonzero, finite Haar measure, such that all functions

$$
B \ni t \mapsto\left\langle\Phi_{t}(a), \varphi\right\rangle, \quad a \in A, \varphi \in \mathcal{F}
$$

are Haar-measurable, then $(\Phi \mid A)_{t \in G}$ is strongly continuous and $\left(\Phi_{t}\right)_{t \in G}$ is strictly continuous, i.e., the maps

$$
G \ni t \mapsto \Phi_{t}(x) a, \quad G \ni t \mapsto a \Phi_{t}(x)
$$

are norm-continuous for all $x \in M(A)$ and $a \in A$.
Proof. The first statement follows from Theorem 2.3, taking into account the canonical identification of the here defined $M(A)$ with the multiplier algebra defined in the first section (see [Ped1], Prop. 3.12.3 or [WO], Prop. 2.2.11).

Now let $\left(\Phi_{t}\right)_{t \in G}$ be as in the theorem. Then Lemma 3.8 implies the strong continuity of $\left(\Phi_{t} \mid A\right)_{t \in G}$, and then the strict continuity of $\left(\Phi_{t}\right)_{t \in G}$ is entailed by Theorem 3.2.

In general, for $\left(\Phi_{t}\right)_{t \in G}$ strongly continuous group of linear isometries on a separable $C^{*}$-algebra $A$, the group $\left(C\left(\Phi_{t}\right)\right)_{t \in G}$ is not strongly continuous. However we have strong continuity on separable, invariant $C^{*}$-algebras of $C(A)$ :

Theorem 3.10 (on continuity properties of linear isometry groups on corona algebras of separable $C^{*}$-algebras). Let be $G$ a locally compact group, $\left(\Phi_{t}\right)_{t \in G}$ a strongly continuous group of linear isometries on a separable $C^{*}$ algebra $A$, and $D$ a separable $C^{*}$-subalgebra of $C(A)=M(A) / A$, left invariant by $\left(C\left(\Phi_{t}\right)\right)_{t \in G}$. Then the group $\left(C\left(\Phi_{t}\right) \mid D\right)_{t \in G}$ of linear isometries on $D$ is strongly continuous.

Proof. Let us denote by $\pi$ the quotient map $M(A) \rightarrow C(A)$ and let $\left(x_{n}\right)_{n \geq 1}$ be a sequence in $M(A)$ such that $\left(\pi\left(x_{n}\right)\right)_{n \geq 1}$ is dense in $D$. Then the $C^{\star}-$ subalgebra $B \subset M(A)$ generated by $A \cup\left\{x_{n} ; n \geq 1\right\}$ is separable and it is easy to see that

$$
B=\pi^{-1}(D) .
$$

It follows that $B$ is left invariant by $\left(M\left(\Phi_{t}\right)\right)_{t \in G}$. Since $\left(M\left(\Phi_{t}\right) \mid B\right)_{t \in G}$ is $\sigma\left(B, A^{*}\right)$-continuous, according to Lemma 3.8 it is strongly continuous and the strong continuity of $\left(C\left(\Phi_{t}\right) \mid D\right)_{t \in G}$ follows.

Actually we have proved more: If $G,\left(\Phi_{t}\right)_{t \in G}$ and $\pi$ are as above, then

$$
\pi^{-1}\left(\cup\left\{D ; \begin{array}{c}
D \subset C(A) \text { separable } C^{*} \text {-subalgebra } \\
C\left(\Phi_{t}\right) D \subset D \text { for all } t \in G
\end{array}\right\}\right)
$$

is contained in

$$
\left\{x \in M(A) ; G \ni t \mapsto M\left(\Phi_{t}\right)(x) \text { is norm-continuous }\right\} .
$$

Clearly, the above two $C^{*}$-algebras of $M(A)$ are equal whenever $G$ is separable.
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# A GENERALIZATION OF CURVE GENUS FOR AMPLE VECTOR BUNDLES, II 

Yoshiaki Fukuma and Hironobu Ishihara

Let $X$ be a compact complex manifold of dimension $n \geq 2$ and $\mathcal{E}$ an ample vector bundle of $\operatorname{rank} r<n$ on $X$. As the continuation of Part I, we further study the properties of $g(X, \mathcal{E})$ that is an invariant for pairs $(X, \mathcal{E})$ and is equal to curve genus when $r=n-1$. Main results are the classifications of $(X, \mathcal{E})$ with $g(X, \mathcal{E})=2$ (resp. 3) when $\mathcal{E}$ has a regular section (resp. $\mathcal{E}$ is ample and spanned) and $1<r<n-1$.

## Introduction.

The present paper is a continuation of $[\mathbf{I}]$. For a pair $(X, \mathcal{E})$ which consists of a compact complex manifold $X$ of dimension $n \geq 2$ and an ample vector bundle $\mathcal{E}$ of rank $r<n$ on $X$, we defined in $[\mathbf{I}]$ an invariant $g(X, \mathcal{E})$ by the formula

$$
2 g(X, \mathcal{E})-2:=\left(K_{X}+(n-r) c_{1}(\mathcal{E})\right) c_{1}(\mathcal{E})^{n-r-1} c_{r}(\mathcal{E}) .
$$

We note that $g(X, \mathcal{E})$ is a nonnegative integer, and $g(X, \mathcal{E})$ is equal to the curve genus of $(X, \mathcal{E})$ when $r=n-1$. As in the case of curve genus, above $(X, \mathcal{E})$ with $g(X, \mathcal{E}) \leq 1$ have been classified in $[\mathbf{I}]$; moreover, it is shown that $g(X, \mathcal{E}) \geq q(X)$ for spanned $\mathcal{E}$ and its equality condition is given in $[\mathbf{I}]$. ( $q(X)$ is the irregularity of $X$.)

After we recall some preliminary results in Section 1, we consider the cases $g(X, \mathcal{E})=2$ and $g(X, \mathcal{E})=3$ when $1<r<n-1$ in Section 2. Corresponding results for $c_{1}$-sectional genus are given in $[\mathbf{F j} 2]$ and $[\mathbf{B i L L}]$ respectively. In Section 3 we consider the cases $g(X, \mathcal{E})=q(X)+1$ and $g(X, \mathcal{E})=q(X)+2$ when $1<r<n-1$. Related results for $c_{1}$-sectional genus are given in $[\mathbf{R}]$. In Section 4 we give another relation between $g(X, \mathcal{E})$ and $q(X)$, namely $g(X, \mathcal{E}) \geq 2 q(X)-1$ for $1<r<n-1$. When $r=1$, this inequality is satisfied except one case. In Section 5 we show that $g(X, \mathcal{E}) \geq g(C)$ when there exists a fibration $f: X \rightarrow C$ over a curve. We also give its equality condition. Finally in Appendix we give a classification of $(X, L)$ with $g(X, L)=q(X)+2$ and $n=2$ for ample and spanned line bundles $L$ on $X$.

The authors would like to express their gratitude to Professor Takao Fujita for his valuable comments, especially for informing them of Lemma 2.2.5. They are grateful to the referee for reading the manuscript carefully.

## 1. Preliminaries.

We use a notation similar to that in [I]. For example, we denote by $H(\mathcal{E})$ the tautological line bundle on $\mathbb{P}_{X}(\mathcal{E})$, the projective space bundle associated to a vector bundle $\mathcal{E}$ on a variety $X$. We say that a vector bundle $\mathcal{E}$ is spanned if $H(\mathcal{E})$ is spanned. A polarized manifold $(X, L)$ is said to be a scroll over a variety $W$ if $(X, L) \simeq\left(\mathbb{P}_{W}(\mathcal{F}), H(\mathcal{F})\right)$ for some ample vector bundle $\mathcal{F}$ on $W$. We denote by $\mathbb{F}_{e}$ the Hirzebruch surfaces $\mathbb{P}_{\mathbb{P}^{1}}\left(\mathcal{O}_{\mathbb{P}^{1}} \oplus \mathcal{O}_{\mathbb{P}^{1}}(-e)\right)(e>0)$, by $\sigma$ a minimal section, and by $f$ a fiber of the ruling $\mathbb{F}_{e} \rightarrow \mathbb{P}^{1}$. Numerical equivalence is denoted by $\equiv$.

Definition 1.1. Let $X$ be a compact complex manifold of dimension $n \geq 2$ and $\mathcal{E}$ an ample vector bundle of rank $r<n$ on $X$. We define a rational number $g(X, \mathcal{E})$ for the pair $(X, \mathcal{E})$ by the formula

$$
2 g(X, \mathcal{E})-2:=\left(K_{X}+(n-r) c_{1}(\mathcal{E})\right) c_{1}(\mathcal{E})^{n-r-1} c_{r}(\mathcal{E}) .
$$

It turns out that $g(X, \mathcal{E})$ is a nonnegative integer (see [I]). When $r=1$ (resp. $r=n-1), g(X, \mathcal{E})$ is nothing but the sectional genus (resp. curve genus) of $(X, \mathcal{E})$.

Remark 1.2. Let $(X, \mathcal{E})$ be as above. Suppose that $(X, \mathcal{E})$ satisfies the condition
(*) There exists a section $s \in H^{0}(X, \mathcal{E})$ whose zero locus $Z:=(s)_{0}$ is a smooth submanifold of $X$ of the expected dimension $n-r$.
Then we have $g(X, \mathcal{E})=g\left(Z, \operatorname{det} \mathcal{E}_{Z}\right)$ (see $\left.[\mathbf{I}]\right)$. If $\mathcal{E}$ is spanned, then $\mathcal{E}$ satisfies ( $*$ ) by Bertini's theorem.

The following facts are used in the subsequent sections.
Proposition 1.3. Let $X$ be an $n$-dimensional compact complex manifold and $\mathcal{E}$ an ample vector bundle of rank $r<n$ on $X$ with the property (*) in (1.2). Let $\iota: Z \hookrightarrow X$ be the embedding. Then
(1) $H^{i}(\iota): H^{i}(X, \mathbb{Z}) \rightarrow H^{i}(Z, \mathbb{Z})$ is an isomorphism for $i<n-r$.
(2) $H^{i}(\iota)$ is injective and its cokernel is torsion free for $i=n-r$.
(3) $\operatorname{Pic}(\iota): \operatorname{Pic}(X) \rightarrow \operatorname{Pic}(Z)$ is an isomorphism for $n-r>2$.
(4) $\operatorname{Pic}(\iota)$ is injective and its cokernel is torsion free for $n-r=2$.

Proof. See Theorem 1.3 in [LM1] and see also Theorem 1.1 in [LM2].
Proposition 1.4. Let $X$ be an n-dimensional compact complex manifold and $\mathcal{E}$ an ample vector bundle of rank $r \geq 2$ on $X$ with the property (*).

If $Z \simeq \mathbb{P}^{n-r}(n-r \geq 1)$, then $(X, \mathcal{E})$ is one of the following:
(P1) $\left(\mathbb{P}^{n}, \mathcal{O}_{\mathbb{P}^{n}}(1)^{\oplus r}\right)$;
(P2) $\left(\mathbb{P}^{n}, \mathcal{O}_{\mathbb{P}^{n}}(2) \oplus \mathcal{O}_{\mathbb{P}^{n}}(1)^{\oplus(n-2)}\right)$;
(P3) $\left(\mathbb{Q}^{n}, \mathcal{O}_{\mathbb{Q}^{n}}(1)^{\oplus(n-1)}\right)$;
(P4) $X \simeq \mathbb{P}_{\mathbb{P}^{1}}(\mathcal{F})$ for some vector bundle $\mathcal{F}$ of rank $n$ on $\mathbb{P}^{1}$ and $\mathcal{E}=$ $\oplus_{j=1}^{n-1}\left(H(\mathcal{F})+\pi^{*} \mathcal{O}_{\mathbb{P}^{1}}\left(b_{j}\right)\right)$, where $\pi: X \rightarrow \mathbb{P}^{1}$ is the bundle projection.
If $Z \simeq \mathbb{Q}^{n-r}(n-r \geq 2)$, then $(X, \mathcal{E})$ is one of the following:
(Q1) $\left(\mathbb{P}^{n}, \mathcal{O}_{\mathbb{P}^{n}}(2) \oplus \mathcal{O}_{\mathbb{P}^{n}}(1)^{\oplus(r-1)}\right)$;
(Q2) $\left(\mathbb{Q}^{n}, \mathcal{O}_{\mathbb{Q}^{n}}(1)^{\oplus r}\right)$;
(Q3) $X \simeq \mathbb{P}_{\mathbb{P}^{1}}(\mathcal{F})$ and $\mathcal{E}=\oplus_{j=1}^{n-2}\left(H(\mathcal{F})+\pi^{*} \mathcal{O}_{\mathbb{P}^{1}}\left(b_{j}\right)\right)$, where $\mathcal{F}$ is the same as that in (P4).
Proof. See Theorem A and Theorem B in [LM1].
Proposition 1.5. Let $X$ be a complex projective manifold of dimension $n$ and let $\mathcal{E}$ be an ample vector bundle of rank $n-2 \geq 2$ on $X$ satisfying (*).
(1) If $Z$ is a geometrically ruled surface over a smooth curve $B$ such that $Z \neq \mathbb{F}_{0}, \mathbb{F}_{1}$, then $X$ is a $\mathbb{P}^{n-1}$-bundle over $B$ and $\mathcal{E}_{F}=\mathcal{O}_{\mathbb{P}^{n-1}}(1)^{\oplus(n-2)}$ for every fiber $F$ of the bundle map $X \rightarrow B$.
(2) If $Z=\mathbb{F}_{0}$, then $(X, \mathcal{E})$ is either the type in (1) with $B=\mathbb{P}^{1}$ or $\left(\mathbb{P}^{n}, \mathcal{O}_{\mathbb{P}^{n}}(2) \oplus \mathcal{O}_{\mathbb{P}^{n}}(1)^{\oplus(n-3)}\right)$ or $\left(\mathbb{Q}^{n}, \mathcal{O}_{\mathbb{Q}^{n}}(1)^{\oplus(n-2)}\right)$.
(3) If $Z=\mathbb{F}_{1}$, then $(X, \mathcal{E})$ is either the type in (1) with $B=\mathbb{P}^{1}$ or possibly $X \simeq \mathbb{P}_{\mathbb{P}^{2}}(\mathcal{F})$ for some ample vector bundle $\mathcal{F}$ on $\mathbb{P}^{2}$ with $c_{1}(\mathcal{F})=$ $k(n-2)+3$ for some positive integer $k$ and $\mathcal{E}_{F}=\mathcal{O}_{\mathbb{P}^{n-2}}(1)^{\oplus(n-2)}$ for every fiber $F$ of the bundle map $X \rightarrow \mathbb{P}^{2}$.

Proof. See [LM3].
Proposition 1.6. Let $X$ be a complex projective manifold of dimension $n$ and let $\mathcal{E}$ be an ample vector bundle of rank $r \geq 2$ on $X$. If $g(X, \operatorname{det} \mathcal{E})=2$, then $n=2$ and $(X, \mathcal{E})$ is one of the following:
(1) $X$ is the Jacobian variety of a smooth curve $B$ of genus 2 and $\mathcal{E} \simeq$ $\mathcal{E}_{r}(B, o) \otimes N$ for some $N \in \operatorname{Pic} X$ with $N \equiv 0$, where $\mathcal{E}_{r}(B, o)$ is the Jacobian bundle for some point o on $B$;
(2) $X \simeq \mathbb{P}_{B}(\mathcal{F})$ for some stable vector bundle $\mathcal{F}$ of rank 2 on an elliptic curve $B$ with $c_{1}(\mathcal{F})=1$. There is an exact sequence

$$
0 \rightarrow \mathcal{O}_{X}\left[2 H(\mathcal{F})+\rho^{*} G\right] \rightarrow \mathcal{E} \rightarrow \mathcal{O}_{X}\left[H(\mathcal{F})+\rho^{*} T\right] \rightarrow 0
$$

where $G, T \in \operatorname{Pic} B$ and $\rho$ is the projection $X \rightarrow B$. We have $(\operatorname{deg} G$, $\operatorname{deg} T)=(-2,1)$ or $(-1,0)$;
(2 $\left.2^{\sharp}\right) X, \mathcal{F}, B$ and $\rho$ are as in (2) and $\mathcal{E} \simeq \rho^{*} \mathcal{G} \otimes H(\mathcal{F})$ for some stable vector bundle $\mathcal{G}$ of rank 3 on $B$ with $c_{1}(\mathcal{G})=-1$;
(3) $X \simeq \mathbb{P}_{B}(\mathcal{F})$ and $\mathcal{E} \simeq \rho^{*} \mathcal{G} \otimes H(\mathcal{F})$ for some semistable vector bundles $\mathcal{F}$ and $\mathcal{G}$ of rank 2 on an elliptic curve $B$ with $\left(c_{1}(\mathcal{F}), c_{1}(\mathcal{G})\right)=(1,0)$ or $(0,1)$;
(4) $-K_{X}$ is ample, $K_{X}^{2}=1$ and $\operatorname{det} \mathcal{E}=-2 K_{X}$. We have $\mathcal{E} \simeq\left[-K_{X}\right]^{\oplus 2}$, or $c_{2}(\mathcal{E})=3$ and $r=2$;
$\left(5_{0}\right) \quad X \simeq \mathbb{P}^{1} \times \mathbb{P}^{1}$ and $\mathcal{E} \simeq \mathcal{O}(1,1) \oplus \mathcal{O}(1,2)$;
$\left(5_{1}\right) X$ is the blowing-up of $\mathbb{P}^{2}$ at a point and $\mathcal{E} \simeq[2 L-E]^{\oplus 2}$, where $L$ is the pull-back of $\mathcal{O}_{\mathbb{P}^{2}}(1)$ and $E$ is the exceptional curve.

Proof. See (2.25) Theorem in $[\mathbf{F j} \mathbf{2}]$.
Proposition 1.7. Let $X$ be a complex projective manifold of dimension $n$ and let $\mathcal{E}$ be an ample and spanned vector bundle of rank $r \geq 2$ on $X$. If $g(X, \operatorname{det} \mathcal{E})=3$, then $n=2$ and $(X, \mathcal{E})$ is one of the following:
(1a) $X=\mathbb{P}^{2}, \mathcal{E}=\mathcal{O}_{\mathbb{P}^{2}}(1)^{\oplus 4}$;
(1b) $X=\mathbb{P}^{2}$, and either $\mathcal{E}=\mathcal{O}_{\mathbb{P}^{2}}(1)^{\oplus 2} \oplus \mathcal{O}_{\mathbb{P}^{2}}(2)$ or $\mathcal{E}=T_{\mathbb{P}^{2}} \oplus \mathcal{O}_{\mathbb{P}^{2}}(1)$;
(1c) $X=\mathbb{P}^{2}, \operatorname{rank} \mathcal{E}=2$ and $\operatorname{det} \mathcal{E}=\mathcal{O}_{\mathbb{P}^{2}}(4)$;
(2a) $X=\mathbb{F}_{0}$, and either $\mathcal{E}=[\sigma+f] \oplus[\sigma+3 f]$ or $\mathcal{E}=[\sigma+2 f]^{\oplus 2}$;
(2b) $X=\mathbb{F}_{1}, \mathcal{E}=[\sigma+2 f] \oplus[\sigma+3 f]$;
(2c) $X=\mathbb{F}_{2}, \mathcal{E}=[\sigma+3 f]^{\oplus 2}$;
(3) $X$ is a Del Pezzo surface with $K_{X}^{2}=2$ and either $\mathcal{E}=\left[-K_{X}\right]^{\oplus 2}$, or $\mathcal{E}=\psi^{*}\left(\left.\mathcal{Q}\right|_{Y}\right)$, where $\psi$ is a birational morphism from $X$ to a surface $Y$ of bidegree $(4,4)$ in the Grassmannian of lines of $\mathbb{P}^{3}$, and $\mathcal{Q}$ is the universal rank 2 quotient bundle;
(4) $X=\mathbb{P}(\mathcal{F})$, where $\mathcal{F}$ is a rank 2 vector bundle on an elliptic curve $B$ with $c_{1}(\mathcal{F})=1$ and $\mathcal{E}=H(\mathcal{F}) \otimes \rho^{*} \mathcal{G}$, where $\rho: X \rightarrow B$ is the bundle projection and $\mathcal{G}$ is any rank 2 vector bundle on $B$ defined by a nonsplitting exact sequence $0 \rightarrow \mathcal{O}_{B} \rightarrow \mathcal{G} \rightarrow \mathcal{O}_{B}(x) \rightarrow 0$, where $x \in B$.

Proof. See (1.10) Theorem in [BiLL].

## 2. The cases $g(X, \mathcal{E})=2$ and $g(X, \mathcal{E})=3$.

Theorem 2.1. Let $X$ be a compact complex manifold of dimension $n$ and $\mathcal{E}$ an ample vector bundle of rank $r$ on $X$ with $1<r<n-1$ and the property $(*)$ in (1.2). If $g(X, \mathcal{E})=2$, then $(X, \mathcal{E})$ is one of the following:
(i) There exists an ample line bundle $A$ on $X$ such that $(X, A)$ is a Del Pezzo 4-fold of degree 1 and $\mathcal{E}=A^{\oplus 2}$ (see also (2.2.1));
(ii) $X \simeq \mathbb{P}_{B}(\mathcal{F})$ and $\mathcal{E}=H(\mathcal{F}) \otimes \pi^{*} \mathcal{G}$, where $\mathcal{F}$ and $\mathcal{G}$ are vector bundles on an elliptic curve $B$ such that $\operatorname{rank} \mathcal{F}=4, \operatorname{rank} \mathcal{G}=2, c_{1}(\mathcal{F})+2 c_{1}(\mathcal{G})=$ 1 , and $\pi: X \rightarrow B$ is the bundle projection;
(iii) $X \simeq \mathbb{P}_{B}(\mathcal{F})$ and $\mathcal{E}=H(\mathcal{F}) \otimes \pi^{*} \mathcal{G}$, where $\mathcal{F}$ and $\mathcal{G}$ are vector bundles on an elliptic curve $B$ such that $\operatorname{rank} \mathcal{F}=5, \operatorname{rank} \mathcal{G}=3,3 c_{1}(\mathcal{F})+$ $5 c_{1}(\mathcal{G})=1$, and $\pi: X \rightarrow B$ is the bundle projection.

Proof. Suppose that $g(X, \mathcal{E})=2$. Since $\mathcal{E}$ satisfies $(*)$, there exists a nonzero section $s \in H^{0}(X, \mathcal{E})$ whose zero locus $Z:=(s)_{0}$ is a smooth submanifold of $X$ of dimension $n-r$ and $2=g(X, \mathcal{E})=g\left(Z, \operatorname{det} \mathcal{E}_{Z}\right)$. From (1.6) we see
that $n-r=2$ and $\left(Z, \mathcal{E}_{Z}\right)$ is one of the cases in (1.6). We make a case by case analysis in the following.
(2.1.1) If $\left(Z, \mathcal{E}_{Z}\right)$ is in case $(1.6 ; 1)$, then $K_{Z}=\mathcal{O}_{Z}$. We have $K_{X}+\operatorname{det} \mathcal{E}=$ $\mathcal{O}_{X}$ since $\left[K_{X}+\operatorname{det} \mathcal{E}\right]_{Z}=K_{Z}$ and $\operatorname{Pic}(\iota): \operatorname{Pic}(X) \rightarrow \operatorname{Pic}(Z)$ is injective by (1.3). We get also that $H^{1}(\iota): H^{1}(X, \mathbb{Z}) \rightarrow H^{1}(Z, \mathbb{Z})$ is an isomorphism by (1.3), but this is impossible since $X$ is a Fano manifold and $Z$ is an abelian surface.
(2.1.2) If $\left(Z, \mathcal{E}_{Z}\right)$ is in case $\left(1.6 ; 5_{0}\right)$, we have $r=2$ and $n=4$. By (1.4), $(X, \mathcal{E})$ is one of the cases (Q1),(Q2) and (Q3). We easily see that $g(X, \mathcal{E}) \neq 2$ in cases (Q1) and (Q2). In case (Q3), we can write $\mathcal{F}=\oplus_{i=1}^{4} \mathcal{O}_{\mathbb{P}^{1}}\left(a_{i}\right)$. Since $\mathcal{E}$ is ample, $H(\mathcal{F})+\pi^{*} \mathcal{O}_{\mathbb{P}^{1}}\left(b_{j}\right)$ is ample and so is $\mathcal{F} \otimes \mathcal{O}_{\mathbb{P}^{1}}\left(b_{j}\right)$. Hence we get $a_{i}+b_{j}>0$ for every $i$ and $j$. Then it follows that

$$
\begin{aligned}
2=2 g(X, \mathcal{E})-2 & =\left(K_{X}+2 c_{1}(\mathcal{E})\right) c_{1}(\mathcal{E}) c_{2}(\mathcal{E}) \\
& =2\left(-2+\sum_{i=1}^{4} a_{i}+2\left(b_{1}+b_{2}\right)\right) \geq 4,
\end{aligned}
$$

a contradiction.
(2.1.3) If $\left(Z, \mathcal{E}_{Z}\right)$ is in case $\left(1.6 ; 5_{1}\right)$, we have $r=2$ and $n=4$. Since $Z=\mathbb{F}_{1}$, we see that $(X, \mathcal{E})$ is in case $(1.5 ; 3)$. If $(X, \mathcal{E})$ is the type $(1.5 ; 1)$ with $B=\mathbb{P}^{1}$, then we come to a contradiction by the argument of (2.1.2). Hence we have $X \simeq \mathbb{P}_{\mathbb{P}^{2}}(\mathcal{F})$ for some ample vector bundle $\mathcal{F}$ on $\mathbb{P}^{2}$ with $c_{1}(\mathcal{F})=2 k+3(k>0)$, and $\mathcal{E}_{F}=\mathcal{O}_{\mathbb{P}^{2}}(1)^{\oplus 2}$ for every fiber $F$ of the bundle map $\pi: X \rightarrow \mathbb{P}^{2}$. We set $H:=H(\mathcal{F})$; we can write $\mathcal{E}=H \otimes \pi^{*} \mathcal{G}$ for some vector bundle $\mathcal{G}$ of rank 2 on $\mathbb{P}^{2}$. Since $\mathcal{E}_{Z}=[2 L-E]^{\oplus 2}$, we can write $H_{Z}=a L-E(2 \leq a \in \mathbb{Z})$. Then we get $\mathcal{G}=\mathcal{O}_{\mathbb{P}^{2}}(2-a)^{\oplus 2}$, hence $\mathcal{E}=\left[H+\pi^{*} \mathcal{O}_{\mathbb{P}^{2}}(2-a)\right]^{\oplus 2}$ by $\left(\left.\pi\right|_{Z}\right)^{*} \mathcal{G}=\mathcal{E}_{Z} \otimes\left[-H_{Z}\right]=[(2-a) L]^{\oplus 2}$. Since $\mathcal{E}$ is ample, $H+\pi^{*} \mathcal{O}_{\mathbb{P}^{2}}(a)$ is ample and so is $\mathcal{F} \otimes \mathcal{O}_{\mathbb{P}^{2}}(a)$. Then we get $c_{1}\left(\mathcal{F} \otimes \mathcal{O}_{\mathbb{P}^{2}}(2-a)\right) \geq 3$, hence $2 k-3 a+6 \geq 0$. We note that

$$
3=(2 L-E)^{2}=c_{2}\left(\mathcal{E}_{Z}\right)=c_{2}(\mathcal{E})^{2}=s_{2}(\mathcal{F})+4 c_{1}(\mathcal{F}) \cdot(2-a)+6(2-a)^{2}
$$

On the other hand, we have
$a^{2}-1=(a L-E)^{2}=H_{Z}^{2}=H^{2} \cdot c_{2}(\mathcal{E})=s_{2}(\mathcal{F})+2 c_{1}(\mathcal{F}) \cdot(2-a)+(2-a)^{2}$.
From these two equalities we get $(2-a)(2 k-3 a+7)=0$. Since $2 k-3 a+6 \geq 0$, we have $a=2$ and then $c_{2}(\mathcal{F})=3$ and $\mathcal{E}=H^{\oplus 2}$. It follows that

$$
2=2 g(X, \mathcal{E})-2=\left(K_{X}+2 c_{1}(\mathcal{E})\right) c_{1}(\mathcal{E}) c_{2}(\mathcal{E})=2 s_{2}(\mathcal{F})+4 k \geq 10
$$

a contradiction.
(2.1.4) If $\left(Z, \mathcal{E}_{Z}\right)$ is in case $(1.6 ; 4)$, then $r=2$ and $n=4$. We have $2 K_{X}+3 \operatorname{det} \mathcal{E}=\mathcal{O}_{X}$ since, by adjunction, $\left[2 K_{X}+3 \operatorname{det} \mathcal{E}\right]_{Z}=2 K_{Z}+\operatorname{det} \mathcal{E}_{Z}=$ $\mathcal{O}_{Z}$ and the restriction map $\operatorname{Pic}(X) \rightarrow \operatorname{Pic}(Z)$ is injective. By setting $A:=$ $K_{X}+2 \operatorname{det} \mathcal{E}$, we get $\operatorname{det} \mathcal{E}=2 A$ and $K_{X}+3 A=\mathcal{O}_{X}$, hence $(X, A)$ is a

Del Pezzo 4 -fold. Then we set $\mathcal{E}^{\prime}:=\mathcal{E} \oplus A$; we get $K_{X}+\operatorname{det} \mathcal{E}^{\prime}=\mathcal{O}_{X}$ and $\mathcal{E}^{\prime} \simeq A^{\oplus 3}$ by using Proposition 7.4 in $[\mathrm{PSW}]$. It follows that $\mathcal{E} \simeq A^{\oplus 2}$ and

$$
2=2 g(X, \mathcal{E})-2=\left(K_{X}+2 c_{1}(\mathcal{E})\right) c_{1}(\mathcal{E}) c_{2}(\mathcal{E})=2 A^{4}
$$

hence $A^{4}=1$. Thus we obtain that $(X, \mathcal{E})$ is the case (i) of our theorem.
(2.1.5) If $\left(Z, \mathcal{E}_{Z}\right)$ is in case $(1.6 ; 2)$, then $r=2$ and $n=4$. Since $Z$ is a geometrically ruled surface over an elliptic curve $B$, by (1.5), $X$ is a $\mathbb{P}^{3}$ bundle over $B$ and $\left.\mathcal{E}\right|_{\widetilde{F}}=\mathcal{O}_{\mathbb{P}^{3}(1)^{\oplus 2}}$ for every fiber $\widetilde{F}$ of the ruling $\pi: X \rightarrow B$. On the other hand, we have $\left.\mathcal{E}_{Z}\right|_{F}=\mathcal{O}_{\mathbb{P}^{1}}(1) \oplus \mathcal{O}_{\mathbb{P}^{1}}(2)$ for every fiber $F$ of the ruling $\rho: Z \rightarrow B$. This is a contradiction since $\left.\pi\right|_{Z}=\rho$. If $\left(Z, \mathcal{E}_{Z}\right)$ is in case $\left(1.6 ; 2^{\sharp}\right)$ or (1.6;3), by using (1.5), we obtain that $(X, \mathcal{E})$ is the case (ii) or (iii) of our theorem respectively. This completes the proof.

Remark 2.2. We make some comments on (2.1).
(2.2.1) In case (2.1; i), Del Pezzo 4-folds of degree 1 have been classified in $[\mathbf{F j} \mathbf{1}]$, Part III. In particular, they are weighted hypersurfaces of degree 6 in the weighted projective space $\mathbb{P}(3,2,1,1,1,1)$.
(2.2.2) We give an example of $(X, \mathcal{E})$ in case (2.1; ii) in the following. Let $L_{1}$ and $L_{2}$ be line bundles on an elliptic curve $B$ such that $\operatorname{deg} L_{1}=\operatorname{deg} L_{2}$ and $L_{1} \neq L_{2}$ in Pic $B$. Let $\mathcal{F}$ be an indecomposable vector bundle of rank 4 on $B$ with $c_{1}(\mathcal{F})=1-2 \operatorname{deg} L_{1}-2 \operatorname{deg} L_{2}$. We set $X:=\mathbb{P}_{B}(\mathcal{F}), \mathcal{G}:=L_{1} \oplus L_{2}$, and $\mathcal{E}:=H(\mathcal{F}) \otimes \pi^{*} \mathcal{G}=\oplus_{i=1}^{2}\left[H(\mathcal{F})+\pi^{*} L_{i}\right]$, where $\pi: X \rightarrow B$ is the bundle projection. Since $c_{1}\left(\mathcal{F} \otimes L_{i}\right)=1, \mathcal{F} \otimes L_{i}$ is ample and $h^{0}\left(B, \mathcal{F} \otimes L_{i}\right)=1$. Then there exists an exact sequence

$$
0 \rightarrow \mathcal{O}_{B} \rightarrow \mathcal{F} \otimes L_{i} \rightarrow Q_{i} \rightarrow 0
$$

where $Q_{i}$ is a locally free sheaf of rank 3 on $B$. Since $Q_{i}$ is ample and $c_{1}\left(Q_{i}\right)=1$, we see that $Q_{i}$ is indecomposable. We set $D_{i}:=\mathbb{P}_{B}\left(Q_{i}\right)$ and $Z:=D_{1} \cap D_{2}$. Since $c_{1}\left(Q_{2} \otimes\left[L_{1}-L_{2}\right]\right)=1$, there exists an exact sequence

$$
0 \rightarrow \mathcal{O}_{B} \rightarrow Q_{2} \otimes\left[L_{1}-L_{2}\right] \rightarrow Q \rightarrow 0
$$

where $Q$ is a locally free sheaf of rank 2 on $B$. Then we have $Z=\mathbb{P}_{B}(Q)$ in $\left|H\left(Q_{2}\right)+\left(\left.\pi\right|_{D_{2}}\right)^{*}\left(L_{1}-L_{2}\right)\right|$. Thus we see that $(X, \mathcal{E})$ satisfies the condition $(*)$ and $(X, \mathcal{E})$ is an example of ( 2.1 ; ii).
(2.2.3) The authors have no example for case (2.1; iii). We note that without the condition $(*)$ we have examples for the case. Indeed, we can take semistable vector bundles $\mathcal{F}$ and $\mathcal{G}$ on an elliptic curve $B$ with the property that $\operatorname{rank} \mathcal{F}=5, \operatorname{rank} \mathcal{G}=3$, and $3 c_{1}(\mathcal{F})+5 c_{1}(\mathcal{G})=1$. Let $\pi: \mathbb{P}(\mathcal{F}) \rightarrow B$ and $\pi^{\prime}: \mathbb{P}(\mathcal{G}) \rightarrow B$ be the bundle projections. Then $5 H(\mathcal{F})-\pi^{*} \operatorname{det} \mathcal{F}$ is nef on $\mathbb{P}(\mathcal{F})$ and $3 H(\mathcal{G})-\left(\pi^{\prime}\right)^{*} \operatorname{det} \mathcal{G}$ is nef on $\mathbb{P}(\mathcal{G})$ by Theorem 3.1 in [Mi]. We set $\mathcal{E}:=H(\mathcal{F}) \otimes \pi^{*} \mathcal{G}$ and let $p: \mathbb{P}(\mathcal{E}) \rightarrow B$ be the composition of the projection $\mathbb{P}(\mathcal{E}) \rightarrow \mathbb{P}(\mathcal{F})$ and $\pi$. Then $15 H(\mathcal{E})-F$ is nef on $\mathbb{P}(\mathcal{E})$ for a fiber $F$ of $p$, hence $\mathcal{E}$ is ample. But it is uncertain that such $\mathcal{E}$ satisfies (*).
(2.2.4) We see that every vector bundle $\mathcal{E}$ appeared in (2.1) is not spanned. Indeed, it is clear for case ( 2.1 ; i). For cases (2.1; ii) and (2.1; iii), we use the following:

Lemma 2.2.5. Let $\mathcal{F}$ be a vector bundle of rank $r$ on an elliptic curve. Then there exists a line sub-bundle $L$ of $\mathcal{F}$ such that $\operatorname{deg} L \geq\left[c_{1}(\mathcal{F}) / r\right]$, where $\left[c_{1}(\mathcal{F}) / r\right]$ is the largest integer that is not greater than $c_{1}(\mathcal{F}) / r$.

This is a consequence of the Mukai-Sakai theorem [MuS], hence proof is omitted.

Suppose that $\mathcal{E}$ is spanned in case (2.1; ii). Applying the lemma to $\mathcal{F}^{\vee}$ and $\mathcal{G}^{\vee}$, we get quotient line bundles $L_{1}$ and $L_{2}$ of $\mathcal{F}$ and $\mathcal{G}$ respectively, with the property that $\operatorname{deg} L_{1} \leq-\left[-c_{1}(\mathcal{F}) / 4\right]$ and $\operatorname{deg} L_{2} \leq-\left[-c_{1}(\mathcal{G}) / 2\right]$. The surjection $\mathcal{F} \rightarrow L_{1}$ gives a section $C:=\mathbb{P}\left(L_{1}\right)$ of the projection $\pi: \mathbb{P}_{B}(\mathcal{F}) \rightarrow$ $B$. Since $\left.H(\mathcal{F})\right|_{C}=\left(\left.\pi\right|_{C}\right)^{*} L_{1}$, we see that $\left(\left.\pi\right|_{C}\right)^{*}\left(L_{1} \otimes L_{2}\right)$ is a quotient line bundle of $\mathcal{E}_{C}$, hence $L_{1} \otimes L_{2}$ is ample and spanned. From $c_{1}(\mathcal{F})+2 c_{1}(\mathcal{G})=1$ we get $\operatorname{deg} L_{1}+\operatorname{deg} L_{2} \leq-\left[\left(2 c_{1}(\mathcal{G})-1\right) / 4\right]-\left[-c_{1}(\mathcal{G}) / 2\right]=1$; this leads to a contradiction since $B$ is an elliptic curve. Similarly we can show that $\mathcal{E}$ is not spanned in case (2.1; iii).

Theorem 2.3. Let $X$ be a compact complex manifold of dimension $n$ and $\mathcal{E}$ an ample and spanned vector bundle of rank $r$ on $X$ with $1<r<n-1$. If $g(X, \mathcal{E})=3$, then $(X, \mathcal{E})$ is one of the following:
(i) $\left(\mathbb{P}^{6}, \mathcal{O}_{\mathbb{P}^{6}}(1)^{\oplus 4}\right)$;
(ii) $\left(\mathbb{P}^{1} \times \mathbb{P}^{3}, \mathcal{O}_{\mathbb{P}^{1} \times \mathbb{P}^{3}}(1,1)^{\oplus 2}\right)$;
(iii) There exists a double covering $f: X \rightarrow \mathbb{P}^{4}$ with branch locus $B \in$ $\left|\mathcal{O}_{\mathbb{P}^{4}}(4)\right|$ and $\mathcal{E}=f^{*} \mathcal{O}_{\mathbb{P}^{4}}(1)^{\oplus 2}$.

Proof. Suppose that $g(X, \mathcal{E})=3$. We argue as in the proof of (2.1). Since $\mathcal{E}$ is spanned, there exists a nonzero section $s \in H^{0}(X, \mathcal{E})$ whose zero locus $Z:=(s)_{0}$ is a smooth submanifold of $X$ of dimension $n-r$ and $3=g(X, \mathcal{E})=$ $g\left(Z, \operatorname{det} \mathcal{E}_{Z}\right)$. From (1.7) we see that $n-r=2$ and $\left(Z, \mathcal{E}_{Z}\right)$ is one of the cases in (1.7).
(2.3.1) If $\left(Z, \mathcal{E}_{Z}\right)$ is in case $(1 \mathrm{a}),(1 \mathrm{~b})$, or $(1 \mathrm{c})$ of $(1.7)$, then $Z=\mathbb{P}^{2}$ and $(X, \mathcal{E})$ is the case $(\mathrm{P} 1)$ of $(1.4)$ since $n-r=2$. We obtain that $(X, \mathcal{E})$ is the case (i) of our theorem by $g(X, \mathcal{E})=3$.
(2.3.2) If $\left(Z, \mathcal{E}_{Z}\right)$ is in case (3) of (1.7), then $r=2$ and $n=4$. By setting $A:=K_{X}+2 \operatorname{det} \mathcal{E}$, we infer that $(X, A)$ is a Del Pezzo manifold and $\mathcal{E}=A^{\oplus 2}$ from the same argument as that in (2.1.4). Then we find that $A^{4}=2$ since $g(X, \mathcal{E})=3$. Hence we obtain that $(X, \mathcal{E})$ is the case (iii) of our theorem by [ $\mathbf{F j} \mathbf{1}]$, Part I.
(2.3.3) If $\left(Z, \mathcal{E}_{Z}\right)$ is in case (2a), (2b), (2c), or (4) of (1.7), then $r=2$ and $n=4$. Since $Z$ is a geometrically ruled surface, by $(1.5),(X, \mathcal{E})$ is one of the following:
(R1) $\left(\mathbb{P}^{4}, \mathcal{O}_{\mathbb{P}^{4}}(1) \oplus \mathcal{O}_{\mathbb{P}^{4}}(2)\right)$;
(R2) $\left(\mathbb{Q}^{4}, \mathcal{O}_{\mathbb{Q}^{4}}(1)^{\oplus 2}\right)$;
(R3) $X$ is a $\mathbb{P}^{3}$-bundle over a smooth curve $B$ and $\mathcal{E}_{\widetilde{F}}=\mathcal{O}_{\mathbb{P}^{3}}(1)^{\oplus 2}$ for every fiber $\widetilde{F}$ of the bundle map $\pi: X \rightarrow B$;
(R4) $Z=\mathbb{F}_{1}, X \simeq \mathbb{P}_{\mathbb{P}^{2}}(\mathcal{F})$ for some ample vector bundle $\mathcal{F}$ on $\mathbb{P}^{2}$ with $c_{1}(\mathcal{F})=2 k+3(k>0)$, and $\mathcal{E}_{\widetilde{F}}=\mathcal{O}_{\mathbb{P}^{2}}(1)^{\oplus 2}$ for every fiber $\widetilde{F}$ of the bundle map $\pi: X \rightarrow \mathbb{P}^{2}$.
Cases (R1) and (R2) are ruled out by $g(X, \mathcal{E})=3$. Case (R4) comes from (2b) of (1.7), hence $\left.\pi\right|_{Z}$ is the blowing-up $\mathbb{F}_{1} \rightarrow \mathbb{P}^{2}$ and $\mathcal{E}_{Z}=[\sigma+2 f] \oplus[\sigma+$ $3 f]$. We can write $\mathcal{E}=H(\mathcal{F}) \otimes \pi^{*} \mathcal{G}$ for some vector bundle $\mathcal{G}$ of rank 2 on $\mathbb{P}^{2}$ and $H(\mathcal{F})_{Z}=a \sigma+b f$ for some $a, b \in \mathbb{Z}$. Then

$$
\begin{aligned}
2 \sigma+5 f=\operatorname{det} \mathcal{E}_{Z} & =2 H(\mathcal{F})_{Z}+\left(\left.\pi\right|_{Z}\right)^{*} \operatorname{det} \mathcal{G} \\
& =\left(2 a+c_{1}(\mathcal{G})\right) \sigma+\left(2 b+c_{1}(\mathcal{G})\right) f,
\end{aligned}
$$

hence $2 a-2 b=-3$, a contradiction. In case (R3), we have $X \simeq \mathbb{P}_{B}(\mathcal{F})$ and $\mathcal{E}=H(\mathcal{F}) \otimes \pi^{*} \mathcal{G}$ for some vector bundles $\mathcal{F}$ and $\mathcal{G}$ on $B$ such that $\operatorname{rank} \mathcal{F}=4 \operatorname{and} \operatorname{rank} \mathcal{G}=2$. Then

$$
\begin{aligned}
4=2 g(X, \mathcal{E})-2 & =\left(K_{X}+2 c_{1}(\mathcal{E})\right) c_{1}(\mathcal{E}) c_{2}(\mathcal{E}) \\
& =2\left(2 g(B)-2+c_{1}(\mathcal{F})+2 c_{1}(\mathcal{G})\right),
\end{aligned}
$$

where $g(B)$ is the genus of $B$. Since $\mathcal{E}$ is ample, we find that $c_{1}(\mathcal{F})+2 c_{1}(\mathcal{G})>$ 0 from $(\operatorname{det} \mathcal{E})^{4}>0$. It follows that $g(B) \leq 1$. In case $g(B)=0$, we have $B \simeq \mathbb{P}^{1}$ and $c_{1}(\mathcal{F})+2 c_{1}(\mathcal{G})=4$. Then we can write $\mathcal{F}=\sum_{i=1}^{4} \mathcal{O}\left(a_{i}\right)$ and $\mathcal{G}=\sum_{j=1}^{2} \mathcal{O}\left(b_{j}\right)$. By the same argument as that in (2.1.2), we infer that $a_{i}+b_{j}=1$ for every $i$ and $j$. It follows that $a_{1}=\cdots=a_{4}$ and $b_{1}=b_{2}$, hence $\mathbb{P}_{B}(\mathcal{F}) \simeq \mathbb{P}^{1} \times \mathbb{P}^{3}$ and $\mathcal{E}=\mathcal{O}_{\mathbb{P}^{1} \times \mathbb{P}^{3}}(1,1)^{\oplus 2}$, which is the case (ii) of our theorem. In case $g(B)=1$, we have $c_{1}(\mathcal{F})+2 c_{1}(\mathcal{G})=2$. Then we get a contradiction by the same argument as that in (2.2.4). We have thus completed the proof.

## 3. The cases $g(X, \mathcal{E})=q(X)+1$ and $g(X, \mathcal{E})=q(X)+2$.

Theorem 3.1. Let $X$ be a compact complex manifold of dimension $n$ and let $\mathcal{E}$ be an ample and spanned vector bundle of rank $r$ with $1<r<n-1$. Then $g(X, \mathcal{E})=q(X)+1$ if and only if $(X, \mathcal{E})$ is one of the following:
(1) $\left(\mathbb{P}^{5}, \mathcal{O}_{\mathbb{P}^{5}}(1)^{\oplus 2}\right)$;
(2) $\left(\mathbb{P}^{5}, \mathcal{O}_{\mathbb{P}^{5}}(1)^{\oplus 3}\right)$;
(3) $\left(\mathbb{Q}^{4}, \mathcal{O}_{\mathbb{Q}^{4}}(1)^{\oplus 2}\right)$.

Proof. First we note that if $(X, \mathcal{E})$ is one of the cases (1),(2) and (3) of our theorem, then we easily see that $g(X, \mathcal{E})=1=q(X)+1$. Suppose that $g(X, \mathcal{E})=q(X)+1$ on the contrary. Let $Z$ be a smooth submanifold of $X$ with $\operatorname{dim} Z=n-r$ defined as the zero locus of some $s \in H^{0}(X, \mathcal{E})$.

Then $g(X, \mathcal{E})=g\left(Z, \operatorname{det} \mathcal{E}_{Z}\right)$. We put $A:=\operatorname{det} \mathcal{E}_{Z} ;$ then $A$ is ample and spanned. If $n-r \geq 3$, we take general members $D_{1}, \ldots, D_{n-r-2} \in|A|$ with the property that $S:=D_{1} \cap \cdots \cap D_{n-r-2}$ is a smooth surface. If $n-r=2$, we set $S=Z$. Hence there exists a polarized surface $\left(S, A_{S}\right)$ such that $g(Z, A)=g\left(S, A_{S}\right)$. We get $q(X)=q(Z)=q(S)$ by using (1.3). Thus we get $g\left(S, A_{S}\right)=q(S)+1$.

We show that $h^{0}\left(K_{S}\right)=0$. Indeed, it is obvious if $\kappa(S)=-\infty$, where $\kappa(S)$ is the Kodaira dimension of $S$. When $\kappa(S) \geq 0$, by Riemann-Roch Theorem and Vanishing Theorem, we get

$$
h^{0}\left(K_{S}+A_{S}\right)-h^{0}\left(K_{S}\right)=g\left(S, A_{S}\right)-q(S)=1 .
$$

If $h^{0}\left(K_{S}\right)>0$, then

$$
h^{0}\left(K_{S}+A_{S}\right) \geq h^{0}\left(K_{S}\right)+h^{0}\left(A_{S}\right)-1 .
$$

But this is impossible since $h^{0}\left(A_{S}\right) \geq 3$. Hence $h^{0}\left(K_{S}\right)=0$. Thus we get $g\left(S, A_{S}\right) \geq 2 q(S)$ by Lemma 1.4 in [Ma1] since ( $S, A_{S}$ ) is not a scroll over a smooth curve. Then $q(S) \leq 1$ and $g(X, \mathcal{E}) \leq 2$ by the above argument. So we obtain that $(X, \mathcal{E})$ is the case (1), (2), or (3) of our theorem by using (2.1), (2.2.4) and [I].

Remark 3.2. Let $L$ be an ample and spanned line bundle on a compact complex manifold $X$ of dimension $n \geq 2$. When $n \geq 3$, we have $g(X, L)=$ $q(X)+1$ if and only if ( $X, L$ ) is a Del Pezzo manifold (see [Fk3]). When $n=2$, we have $g(X, L)=q(X)+1$ if and only if $(X, L)$ is a Del Pezzo surface (i.e., $L=-K_{X}$ ) or $X \simeq \mathbb{P}_{B}(\mathcal{F})$ and $L \equiv 2 H(\mathcal{F})$ for some ample vector bundle $\mathcal{F}$ of rank 2 on an elliptic curve $B$ with $c_{1}(\mathcal{F})=1$. We can prove this by the argument in (3.1) and Theorem 3.1 in [LP].

Proposition 3.3. Let $X$ be a compact complex manifold of dimension $n$ and let $\mathcal{E}$ be an ample and spanned vector bundle of rank $r$ with $1<r<n-1$. Then we have $g(X, \mathcal{E}) \neq q(X)+2$.

Proof. The following argument is similar to the proof of (3.1). Suppose that $g(X, \mathcal{E})=q(X)+2$. Let $Z$ be a smooth submanifold of $X$ with $\operatorname{dim} Z=n-r$ defined as the zero locus of some $s \in H^{0}(X, \mathcal{E})$. Then $g(X, \mathcal{E})=g\left(Z, \operatorname{det} \mathcal{E}_{Z}\right)$ and $\operatorname{det} \mathcal{E}_{Z}$ is ample and spanned. As in the proof of (3.1), we get a smooth surface $S$ such that $g\left(Z, \operatorname{det} \mathcal{E}_{Z}\right)=g\left(S, \operatorname{det} \mathcal{E}_{S}\right)$. We have $q(X)=q(Z)=$ $q(S)$, thus we get $g\left(S, \operatorname{det} \mathcal{E}_{S}\right)=q(S)+2$. Then we find that $q(S) \leq 1$ by Theorem 3.4 in $[\mathbf{R}]$. It follows that $g(X, \mathcal{E}) \leq 3$ and we infer that $(X, \mathcal{E})$ does not exist from (2.1), (2.2.4) and (2.3). This completes the proof.

Remark 3.4. We see that the pairs $(X, \mathcal{E})$ in $(2.3)$ satisfy $g(X, \mathcal{E})=q(X)+$ 3. In Appendix we give a classification of polarized surfaces $(X, L)$ such that $g(X, L)=q(X)+2$ and $L$ is spanned.

## 4. Another Lower bound for $g(X, \mathcal{E})$.

Proposition 4.1. Let $L$ be an ample and spanned line bundle on a compact complex manifold $X$ with $\operatorname{dim} X=n \geq 2$. Then $g(X, L) \geq 2 q(X)-1$ unless $(X, L)$ is a scroll over a smooth curve $B$ of genus $g(B) \geq 2$.

Proof. Since $L$ is ample and spanned, if $n \geq 3$, we can take general members $D_{1}, \ldots, D_{n-2} \in|L|$ such that $S:=D_{1} \cap \cdots \cap D_{n-2}$ is a smooth surface. If $n=2$, we set $S=X$. Then we get $g(X, L)=g\left(S, L_{S}\right)$ and $q(X)=q(S)$.

If $\kappa(S) \geq 0$, then $g(X, L)=g\left(S, L_{S}\right) \geq 2 q(S)-1=2 q(X)-1$ by Corollary 3.2 in [Fk1].

If $\kappa(S)=-\infty$ and $\left(S, L_{S}\right)$ is not a scroll over a smooth curve, then $g(X, L)=g\left(S, L_{S}\right) \geq 2 q(S)=2 q(X)$ by Lemma 1.4 in [Ma1].

If $\kappa(S)=-\infty$ and $\left(S, L_{S}\right)$ is a scroll over a smooth curve, then $g(X, L)=$ $g\left(S, L_{S}\right)=q(S)=q(X)$. Hence we get $g(X, L) \geq 2 q(X)-1$ if $q(S) \leq 1$. So we may assume that $q(S) \geq 2$. Then we obtain that $(X, L)$ is a scroll over a smooth curve $B$ of genus $g(B) \geq 2$ by using Theorem 3 in [Bă].

Theorem 4.2. Let $X$ be a compact complex manifold with $\operatorname{dim} X=n$ and let $\mathcal{E}$ be an ample and spanned vector bundle of rank $r$ with $1<r<n-1$. Then $g(X, \mathcal{E}) \geq 2 q(X)-1$.

Proof. Let $Z$ be the zero locus of some $s \in H^{0}(X, \mathcal{E})$ such that $Z$ is a smooth submanifold of $X$ with $\operatorname{dim} Z=n-r$. Then $g(X, \mathcal{E})=g\left(Z, \operatorname{det} \mathcal{E}_{Z}\right)$ and $q(X)=q(Z)$. We put $A:=\operatorname{det} \mathcal{E}_{Z}$; then $A$ is ample and spanned. Since $(Z, A)$ is not a scroll, by (4.1), we obtain that $g(X, \mathcal{E})=g(Z, A) \geq$ $2 q(Z)-1=2 q(X)-1$.

## 5. The case of a fiber space over a curve.

Definition 5.1. Here we say that a quartet $(f, X, C, \mathcal{E})$ is a generalized polarized fiber space over a curve if:
(1) $X$ and $C$ are compact complex manifolds with $1=\operatorname{dim} C<\operatorname{dim} X=$ $n$,
(2) $f: X \rightarrow C$ is a surjective morphism with connected fibers, and
(3) $\mathcal{E}$ is an ample vector bundle of rank $r$ on $X$.

Theorem 5.2. Let $(f, X, C, \mathcal{E})$ be a generalized polarized fiber space over a curve with $r \leq n-1$. Then $g(X, \mathcal{E}) \geq g(C)$.

Proof. First we remark that the following equality holds:

$$
\begin{align*}
g(X, \mathcal{E})= & g(C)+\frac{1}{2}\left(K_{X / C}+(n-r) c_{1}(\mathcal{E})\right) c_{1}(\mathcal{E})^{n-r-1} c_{r}(\mathcal{E})  \tag{5.2.1}\\
& +(g(C)-1)\left(c_{1}(\mathcal{E})^{n-r-1} c_{r}(\mathcal{E}) F-1\right),
\end{align*}
$$

where $K_{X / C}:=K_{X}-f^{*}\left(K_{C}\right)$ and $F$ is a general fiber of $f$.

If $g(C)=0$, then Theorem 5.2 is true by $[\mathbf{I}]$. So we may assume that $g(C) \geq 1$.
(I) The case in which $K_{X / C}+(n-r) c_{1}(\mathcal{E})$ is $f$-nef.

Then there exists a surjective map

$$
f^{*} \circ f_{*}\left(\mathcal{O}\left(m\left(K_{X / C}+(n-r) c_{1}(\mathcal{E})\right)\right)\right) \rightarrow \mathcal{O}\left(m\left(K_{X / C}+(n-r) c_{1}(\mathcal{E})\right)\right)
$$

for any large $m$ by base point free theorem.
By Theorem A in Appendix in [Fk2], $f_{*}\left(\mathcal{O}\left(m\left(K_{X / C}+(n-r) c_{1}(\mathcal{E})\right)\right)\right)$ is semipositive. Hence $K_{X / C}+(n-r) c_{1}(\mathcal{E})$ is nef. So we get

$$
\left(K_{X / C}+(n-r) c_{1}(\mathcal{E})\right) c_{1}(\mathcal{E})^{n-r-1} c_{r}(\mathcal{E}) \geq 0 .
$$

Hence we obtain $g(X, \mathcal{E}) \geq g(C)$ because of (5.2.1) and $c_{1}(\mathcal{E})^{n-r-1} c_{r}(\mathcal{E}) F \geq$ 1.
(II) The case in which $K_{X / C}+(n-r) c_{1}(\mathcal{E})$ is not $f$-nef.

Then $K_{X}+(n-r) c_{1}(\mathcal{E})$ is not nef. So by Mori Theory, there exists an extremal rational curve $l$ such that $\left(K_{X}+(n-r) c_{1}(\mathcal{E})\right) l<0$. Hence

$$
n+1 \geq-K_{X} l>(n-r) c_{1}(\mathcal{E}) l \geq(n-r) r \geq n-1 .
$$

If $(n-r) r=n$, then $(n, r)=(4,2)$.
If $(n-r) r=n-1$, then $r=1$ or $r=n-1$.
(II-1) The case where $(n, r)=(4,2)$.
Then $-K_{X} l=5=n+1$. So we have $\operatorname{Pic} X \cong \mathbb{Z}$ by $[\mathbf{W}]$. But this is impossible because $X$ has a nontrivial fibration.
(II-2) The case in which $r=1$.
Then Theorem 5.2 is true by Theorem 1.2.1 in [Fk2].
(II-3) The case in which $r=n-1$.
If $n=2$, then $r=1$ and so we may assume that $n \geq 3$. Since $X$ has a nontrivial fibration, $(X, \mathcal{E})$ is the following type by $[\mathbf{Y Z}]$ : There exists a surjective morphism $\pi: X \rightarrow B$ such that any fiber of $\pi$ is $\mathbb{P}^{n-1}$ and $\left.\mathcal{E}\right|_{F_{\pi}} \cong \mathcal{O}(1)^{\oplus n-1}$, where $B$ is a smooth curve and $F_{\pi}$ is a fiber of $\pi$.

Since any fiber of $\pi$ is $\mathbb{P}^{n-1}$, there exists a morphism $\delta: B \rightarrow C$ such that $f=\delta \circ \pi$. Because $f$ has connected fibers, $\delta$ is an isomorphism. In particular, $g(B)=g(C)$. On the other hand, by [Ma2], $g(X, \mathcal{E})=g(B)$. Hence $g(X, \mathcal{E})=g(C)$. This completes the proof of Theorem 5.2.

Theorem 5.3. Let $(f, X, C, \mathcal{E})$ be a generalized polarized fiber space over a curve with $2 \leq r \leq n-1$. If $g(X, \mathcal{E})=g(C)$, then $r=n-1$, any fiber $F$ of $f$ is isomorphic to $\mathbb{P}^{n-1}$ and $\left.\mathcal{E}\right|_{F} \cong \oplus_{i=1}^{n-1} \mathcal{O}_{\mathbb{P}^{n-1}}(1)$.

Proof. (I) The case in which $g(C) \leq 1$.
Then $g(X, \mathcal{E})=g(C) \leq 1$, and by the classification results of $[\mathbf{I}]$ and [Ma2], we get the following: $X$ is a $\mathbb{P}^{n-1}$-bundle over $\mathbb{P}^{1}$ or a smooth elliptic curve and $\left.\mathcal{E}\right|_{F_{\pi}} \cong \mathcal{O}_{\mathbb{P}^{n-1}}(1)^{\oplus n-1}$, where $F_{\pi}$ is a fiber of its bundle map
$\pi: X \rightarrow B$ and $B$ is $\mathbb{P}^{1}$ or a smooth elliptic curve. Since any fiber of $\pi$ is $\mathbb{P}^{n-1}$, there exists a morphism $\delta: B \rightarrow C$ such that $f=\delta \circ \pi$. Because $f$ has connected fibers, $\delta$ is an isomorphism. Therefore we get the assertion.
(II) The case in which $g(C) \geq 2$.
(II-1) $n-r \geq 2$ case.
If $K_{X / C}+(n-r-1) c_{1}(\mathcal{E})$ is $f$-nef, then by the same argument as in the proof of Theorem 5.2 we get

$$
\left(K_{X / C}+(n-r-1) c_{1}(\mathcal{E})\right) c_{1}(\mathcal{E})^{n-r-1} c_{r}(\mathcal{E}) \geq 0
$$

and

$$
\left(K_{X / C}+(n-r) c_{1}(\mathcal{E})\right) c_{1}(\mathcal{E})^{n-r-1} c_{r}(\mathcal{E}) \geq 1 .
$$

Hence we obtain that $g(X, \mathcal{E})>g(C)$ by (5.2.1). So we may assume that $K_{X / C}+(n-r-1) c_{1}(\mathcal{E})$ is not $f$-nef. Then by Mori Theory, there exists an extremal rational curve $l$ such that $\left(K_{X}+(n-r-1) c_{1}(\mathcal{E})\right) l<0$. Hence we get

$$
n+1 \geq-K_{X} l>(n-r-1) c_{1}(\mathcal{E}) l \geq(n-r-1) r \geq n-2 .
$$

If $(n-r-1) r=n$, then $-K_{X} l=n+1$ and $\operatorname{Pic} X \cong \mathbb{Z}$ by $[\mathbf{W}]$. But this is impossible.

If $(n-r-1) r=n-1$, then $n=5$ and $r=2$.
Here we prove the following Lemma.
Lemma 5.4. Let $(f, X, C, \mathcal{E})$ be a generalized polarized fiber space over a curve with $2 \leq r \leq n-1$ and $g(C) \geq 1$. If $\kappa\left(K_{F}+x c_{1}\left(\mathcal{E}_{F}\right)\right) \geq 0$ for a rational number $x$ with $x<n-r$ and a general fiber $F$ of $f$, then $g(X, \mathcal{E}) \geq g(C)+1$.
Proof. By assumption, there exists a natural number $N$ such that

$$
f_{*}\left(\mathcal{O}\left(N\left(K_{X / C}+x c_{1}(\mathcal{E})\right)\right)\right) \neq 0
$$

By Remark 1.3.2 in [Fk2], $N\left(K_{X / C}+x c_{1}(\mathcal{E})\right)$ is pseudo effective. Therefore

$$
\left(K_{X / C}+x c_{1}(\mathcal{E})\right) c_{1}(\mathcal{E})^{n-r-1} c_{r}(\mathcal{E}) \geq 0
$$

and we get

$$
\left(K_{X / C}+(n-r) c_{1}(\mathcal{E})\right) c_{1}(\mathcal{E})^{n-r-1} c_{r}(\mathcal{E}) \geq 1 .
$$

Since $g(C) \geq 1$, we get that $g(X, \mathcal{E}) \geq g(C)+1$ by (5.2.1).
We continue the proof of Theorem 5.3. If $K_{F}+x c_{1}\left(\mathcal{E}_{F}\right)$ is nef for a rational number $x$ with $x<3$, then we can prove that $g(X, \mathcal{E})>g(C)$ by Lemma 5.4.

Assume that $K_{F}+x c_{1}\left(\mathcal{E}_{F}\right)$ is not nef for a rational number $x$ with $x<3$. Then there exists an extremal rational curve $l$ on $F$ such that $n \geq-K_{F} l>$ $x c_{1}\left(\mathcal{E}_{F}\right) l \geq r x$. Since $n=5$ and $r=2$, we have $x<5 / 2$. Therefore there exists a rational number $y<3$ such that $K_{F}+y c_{1}\left(\mathcal{E}_{F}\right)$ is nef, and we get $g(X, \mathcal{E})>g(C)$.

If $(n-r-1) r=n-2$, then $r=n-2$ by assumption. Assume that $K_{F}+x c_{1}\left(\mathcal{E}_{F}\right)$ is not nef for a rational number $x$ with $x<2$. Then we get $n>r x$ by the same argument as above. Since $r=n-2$, we get $x<n /(n-2)=1+2 /(n-2)$. By assumption, we get $n \geq 4$. So we have $x<2$. Therefore there exists a rational number $y<2$ such that $K_{F}+y c_{1}\left(\mathcal{E}_{F}\right)$ is nef. Hence we have $g(X, \mathcal{E})>g(C)$.
(II-2) $n-r=1$ case.
First we assume that $K_{F}+c_{1}\left(\mathcal{E}_{F}\right)$ is nef for a general fiber $F$ of $f$. If $K_{F}+c_{1}\left(\mathcal{E}_{F}\right)$ is ample, then there exists a rational number $t>0$ such that $\kappa\left(K_{F}+(1-t) c_{1}\left(\mathcal{E}_{F}\right)\right) \geq 0$ by Kodaira's Lemma. So we get that $g(X, \mathcal{E})>$ $g(C)$ by the same argument as above. Assume that $K_{F}+c_{1}\left(\mathcal{E}_{F}\right)$ is not ample. Since $\operatorname{dim} F=\operatorname{rank} \mathcal{E}_{F}$, by $[\mathbf{F j} \mathbf{3}]$, we get that $\left(F, \mathcal{E}_{F}\right)$ is one of the following:
(A) $\left(\mathbb{P}^{n-1}, \mathcal{O}_{\mathbb{P}^{n-1}}(2) \oplus \mathcal{O}_{\mathbb{P}^{n-1}}(1)^{\oplus n-2}\right)$,
(B) $\left(\mathbb{P}^{n-1}, T_{\mathbb{P}^{n-1}}\right)$,
(C) $\left(\mathbb{Q}^{n-1}, \mathcal{O}_{\mathbb{Q}^{n-1}}(1)^{\oplus n-1}\right)$,
(D) $F$ is a $\mathbb{P}^{n-2}$-bundle over a smooth curve $B$ and $\mathcal{E}_{F_{\pi}}=\mathcal{O}_{\mathbb{P}^{1}}(1)^{\oplus n-1}$ for every fiber $F_{\pi}$ of the projection $\pi: F \rightarrow B$.

If $\left(F, \mathcal{E}_{F}\right)$ is one of the type (A), (B), or (C), then $h^{0}\left(K_{F}+c_{1}\left(\mathcal{E}_{F}\right)\right)>0$ by easy calculation. Here we prove the following Lemma.

Lemma 5.5. Let $(f, X, C, \mathcal{E})$ be a generalized polarized fiber space over a curve with $2 \leq r \leq n-1$. If $h^{0}\left(K_{F}+c_{1}\left(\mathcal{E}_{F}\right)\right)>0$ for a general fiber $F$ of $f$, then $\left(K_{X / C}+c_{1}(\mathcal{E})\right) c_{1}(\mathcal{E})^{n-r-1} c_{r}(\mathcal{E})>0$.

Proof. By hypothesis, $f_{*} \mathcal{O}\left(K_{X / C}+c_{1}(\mathcal{E})\right) \neq 0$. By Theorem 2.4 and Corollary 2.5 in $[\mathbf{E V}]$, we get that $f_{*} \mathcal{O}\left(K_{X / C}+c_{1}(\mathcal{E})\right)$ is ample. By the proof of Lemma 1.4.1 in [Fk2], we get that $m\left(K_{X / C}+c_{1}(\mathcal{E})\right)-f^{*} A$ is an effective divisor for a large number $m$ and an ample divisor $A$ on $C$. Hence we obtain $\left(K_{X / C}+c_{1}(\mathcal{E})\right) c_{1}(\mathcal{E})^{n-r-1} c_{r}(\mathcal{E})>0$.

By Lemma 5.5, we get that $g(X, \mathcal{E})>g(C)$ if $\left(F, \mathcal{E}_{F}\right)$ is one of the type (A), (B), or (C).

Assume that $\left(F, \mathcal{E}_{F}\right)$ is the type (D). Then there exist vector bundles $\mathcal{F}$ and $\mathcal{G}$ on $B$ with $\operatorname{rank} \mathcal{F}=\operatorname{rank} \mathcal{G}=n-1$ such that $\mathcal{E}_{F} \cong H(\mathcal{F}) \otimes$ $\pi^{*}(\mathcal{G})$, where $H(\mathcal{F})$ is the tautological line bundle of $\mathbb{P}(\mathcal{F})$. Then $K_{F}+$ $c_{1}\left(\mathcal{E}_{F}\right)=\pi^{*}\left(K_{B}+\operatorname{det} \mathcal{F}+\operatorname{det} \mathcal{G}\right)$. Since $K_{F}+c_{1}\left(\mathcal{E}_{F}\right)$ is nef, we get $\left(K_{X / C}+\right.$ $\left.c_{1}(\mathcal{E})\right) c_{r}(\mathcal{E}) \geq 0$ by the proof of Lemma 5.4. We have $g(X, \mathcal{E})=g(C)$, then
$c_{r}(\mathcal{E}) F=1$ by (5.2.1). Since $1=c_{r}\left(\mathcal{E}_{F}\right)=c_{1}(\mathcal{F})+c_{1}(\mathcal{G})$, we obtain that

$$
\begin{aligned}
& h^{0}\left(K_{B}+\operatorname{det} \mathcal{F}+\operatorname{det} \mathcal{G}\right) \\
& \geq 1-g(B)+\operatorname{deg}\left(K_{B}+\operatorname{det} \mathcal{F}+\operatorname{det} \mathcal{G}\right) \\
& =g(B)-1+c_{1}(\mathcal{F})+c_{1}(\mathcal{G}) \\
& =g(B)
\end{aligned}
$$

Because $K_{F}+c_{1}\left(\mathcal{E}_{F}\right)$ is nef, we obtain that $\operatorname{deg}\left(K_{B}+\operatorname{det} \mathcal{F}+\operatorname{det} \mathcal{G}\right) \geq 0$. Hence $g(B) \geq 1$. Therefore $h^{0}\left(K_{F}+c_{1}\left(\mathcal{E}_{F}\right)\right) \geq 1$. By Lemma 5.5 we obtain that $g(X, \mathcal{E})>g(C)$ and this is a contradiction.

Next we assume that $K_{F}+c_{1}\left(\mathcal{E}_{F}\right)$ is not nef. Then $K_{X}+c_{1}(\mathcal{E})$ is not nef and the same argument as in the proof of Theorem 5.2 , case (II-3), shows that $(f, X, C, \mathcal{E})$ is as required. This completes the proof of Theorem 5.3.

Remark 5.6. Let $(f, X, C, \mathcal{E})$ be as in Theorem 5.2. Suppose that $g(X, \mathcal{E})$ $=g(C)$ and $r=1$. Then by Theorem 1.4.2 and Proposition 1.4.3 in [Fk2], $(f, X, C, \mathcal{E})$ is a scroll (in the sense of [Fk2], $\S 0)$ unless $n=2$ and $(f, X, C, \mathcal{E}) \cong\left(\pi, \mathbb{P}^{1} \times \mathbb{P}^{1}, \mathbb{P}^{1}, L\right)$, where $\pi$ is one projection such that $L F_{\pi} \geq 2$ for a fiber $F_{\pi}$ of $\pi$. By the other projection $\rho$, however, $\left(\rho, \mathbb{P}^{1} \times \mathbb{P}^{1}, \mathbb{P}^{1}, L\right)$ becomes a scroll.

## Appendix.

Proposition A. Let $(X, L)$ be a quasi-polarized surface (i.e., $L$ is a nef and big line bundle on a smooth surface $X$ ) such that $\kappa(X)=2$ and $h^{0}(L) \geq$ 2. Then $K_{X} L \geq 2 q(X)-2$. If equality holds and $(X, L)$ is L-minimal (i.e., $L E>0$ for any $(-1)$-curve $E$ on $X)$, then $(X, L)$ is the following:
$X \cong F \times C$ and $L \equiv C+2 F$, where $F$ and $C$ are smooth curves with $g(F)=2$ and $g(C) \geq 2$.

Proof. See [Fk4].
Proposition B. Let $(X, L)$ be a polarized surface with $\kappa(X)=0$ or 1 . Assume that $L$ is spanned. Then $g(L):=g(X, L) \geq 2 q(X)$. Furthermore if $g(L)=2 q(X)$, then $(X, L)$ is one of the following:
(1) $(X, L)$ is a polarized abelian surface with $L^{2}=6$ such that $(X, L) \nsubseteq$ $\left(E_{1} \times E_{2}, p_{1}^{*}\left(D_{1}\right)+p_{2}^{*}\left(D_{2}\right)\right)$, where $E_{i}$ is a smooth elliptic curve, $p_{i}$ is the $i$-th projection, and $D_{i} \in \operatorname{Pic}\left(E_{i}\right)$ for $i=1,2$ with $\operatorname{deg} D_{1}=1$ and $\operatorname{deg} D_{2}=3$.
(2) $X$ is a one point blowing up of $S$, and $L=\mu^{*} A-2 E$, where $S$ is an abelian surface, $A$ is an ample line bundle with $A^{2}=8, \mu: X \rightarrow S$ is its blowing up, and $E$ is a (-1)-curve of $\mu$.
(3) $\kappa(X)=1, L^{2}=4, q(X)=3, X$ has a locally trivial elliptic fibration $f: X \rightarrow C$, and $L F=3$ for a fiber $F$ of $f$, where $C$ is a smooth curve with $g(C)=2$.

Proof. See [Fk5].
Theorem. Let $X$ be a smooth projective surface and let $L$ be an ample and spanned line bundle on $X$. If $g(L)=q(X)+2$, then $(X, L)$ is one of the following:
(1) $(X, L)$ is a relatively minimal conic bundle over a smooth curve $B$ of genus two (i.e., $X$ is a $\mathbb{P}^{1}$-bundle over $B$ and $L_{F}=\mathcal{O}_{\mathbb{P}^{1}}(2)$ for every fiber $F$ of the ruling).
(2) $X$ is a $\mathbb{P}^{1}$-bundle $X_{0}$ blown-up at $s(0 \leq s \leq 4)$ points $p_{1}, \ldots, p_{s}$ on distinct fibers and $L=\pi^{*} L_{0}-E_{1}-\cdots-E_{s}$, where $\pi: X \rightarrow X_{0}$ is the blowing up, $E_{i}=\pi^{-1}\left(p_{i}\right), X_{0}$ is an elliptic $\mathbb{P}^{1}$-bundle of invariant $e \leq 0$, and $L_{0} \equiv 2 \sigma+(e+2) f\left(\sigma\right.$ is a minimal section with $\sigma^{2}=-e$ and $f$ is a fiber).
(3) $X$ is an $\mathbb{F}_{e}(e \leq 2)$ blown-up at $s(0 \leq s \leq 9)$ points $p_{1}, \ldots, p_{s}$ on distinct fibers and $L=\pi^{*} L_{0}-E_{1}-\cdots-E_{s}$, where $\pi: X \rightarrow \mathbb{F}_{e}$ is the blowing up, $E_{i}=\pi^{-1}\left(p_{i}\right)$, and $L_{0} \equiv 2 \sigma+(e+3) f$.
(4) $X$ is a Del Pezzo surface of degree one and there exists a double covering $\pi: X \rightarrow \mathcal{Q} \subset \mathbb{P}^{3}$ of a quadric cone $\mathcal{Q}$ branched at the vertex and along the transverse intersection of $\mathcal{Q}$ with a cubic surface and $L=\pi^{*}\left(\mathcal{O}_{\mathcal{Q}}(1)\right)$.
(5) $(X, L)$ is a polarized abelian surface with $L^{2}=6$ such that $(X, L) \neq$ $\left(E_{1} \times E_{2}, p_{1}^{*}\left(D_{1}\right)+p_{2}^{*}\left(D_{2}\right)\right)$, where $E_{i}$ is a smooth elliptic curve, $p_{i}$ is the $i$-th projection, and $D_{i} \in \operatorname{Pic}\left(E_{i}\right)$ for $i=1,2$ with $\operatorname{deg} D_{1}=1$ and $\operatorname{deg} D_{2}=3$.
(6) $X$ is a blowing up of an abelian surface $S$ at one point $p$ and $L=$ $\pi^{*} A-2 E$, where $\pi: X \rightarrow S$ is the blowing up, $E=\pi^{-1}(p)$, and $A$ is an ample line bundle on $S$ with $A^{2}=8$.
(7) $X$ is a K3 surface which is a double covering of $\mathbb{P}^{2}$ branched along a smooth curve of degree six and $L$ is the pull back of $\mathcal{O}_{\mathbb{P}^{2}}(1)$.

Proof. (I) The case in which $\kappa(X)=0$ or 1 .
Then by Proposition B, we get that $g(L) \geq 2 q(X)$. So we obtain $q(X) \leq 2$ by assumption.
(I-1) If $q(X)=2$, then $g(L)=q(X)+2=2 q(X)$ and by Proposition B we get the type (5) and (6) in Theorem.
(I-2) If $q(X) \leq 1$, then $g(L) \leq 3$ and $L^{2} \leq 4$ by $K_{X} L \geq 0$.
(I-2-1) If $L^{2}=4$, then $\kappa(X)=0$ and $X$ is minimal since $K_{X} L=0$. So by Kodaira vanishing Theorem and Riemann-Roch Theorem, we get the equality: $h^{0}(L)=L^{2} / 2+\chi\left(\mathcal{O}_{X}\right)=2+\chi\left(\mathcal{O}_{X}\right)$. Because $L$ is ample and spanned, we obtain $h^{0}(L) \geq 3$ and $\chi\left(\mathcal{O}_{X}\right) \geq 1$. But then $q(X)=0$ by the classification theory of surfaces and this is impossible.
(I-2-2) If $L^{2}=3$, then $g(L)=3, K_{X} L=1$, and $q(X)=1$. We have $h^{0}(L) \geq 3$ since $L$ is ample spanned.

If $h^{0}(L) \geq 4$, then $g(L)>\Delta(L)$ and $L^{2} \geq 2 \Delta(L)+1$, where $\Delta(L):=$ $2+L^{2}-h^{0}(L)$ is the $\Delta$-genus of $L$. But then $q(X)=0$ (see e.g. (I.3.5) in [Fj4]).

If $h^{0}(L)=3$, then there is a triple covering $\varphi_{|L|}: X \rightarrow \mathbb{P}^{2}$ which is defined by $|L|$. Let $\mathcal{E}$ be a vector bundle of rank two on $\mathbb{P}^{2}$ such that $\pi_{*} \mathcal{O}_{X}=\mathcal{O}_{\mathbb{P}^{2}} \oplus \mathcal{E}$. By Lemma 3.2 in $[\mathbf{B e}]$, we get the following two equalities:
(i) $\chi\left(\mathcal{O}_{X}\right)=(1 / 2) g(L)(g(L)+1)+2-c_{2}$,
(ii) $K_{X}^{2}=2 g(L)^{2}-4 g(L)+11-3 c_{2}$,
where $c_{2}:=c_{2}(\mathcal{E})$. Since $g(L)=3$, we get that $3 \chi\left(\mathcal{O}_{X}\right)-K_{X}^{2}=7$ by the above equalities.

If $\kappa(X)=0$, then $K_{X}^{2}=-1$ because $K_{X} L=1$. So we get $\chi\left(\mathcal{O}_{X}\right)=2$. But by the classification theory of surfaces, this is impossible because $q(X)=1$.

If $\kappa(X)=1$, then $X$ is minimal and $K_{X}^{2}=0$ because $K_{X} L=1$. But then $3 \chi\left(\mathcal{O}_{X}\right)=7$ and this is impossible.
(I-2-3) If $L^{2}=2$, then $K_{X} L=0$ or 2 . Since $\kappa(X) \geq 0$, we get that $\Delta(L) \geq 1$ and $h^{0}(L)=3$. Then there exists a double covering $\varphi_{|L|}: X \rightarrow \mathbb{P}^{2}$ which is defined by $|L|$. We remark that $K_{X}=\varphi_{|L|}^{*}\left(K_{\mathbb{P}^{2}}+D\right)$ for some $D \in \operatorname{Pic}\left(\mathbb{P}^{2}\right)$. Since $\kappa(X)=0$ or 1 , we get that $\kappa(X)=0$ and so $X$ is minimal. In particular $K_{X}=\mathcal{O}_{X}$. Therefore $K_{X} L=0$ and $g(L)=2$. Since $h^{0}(L)=L^{2} / 2+\chi\left(\mathcal{O}_{X}\right)=1+\chi\left(\mathcal{O}_{X}\right)$, we get $\chi\left(\mathcal{O}_{X}\right)=2$. Hence $X$ is a K3 surface by the Classification theory of surfaces. This is the type (7) in Theorem.
(II) The case in which $\kappa(X)=2$.

Then by Corollary 3.2 in [Fk1], we get $g(L) \geq 2 q(X)-1$. So we obtain $q(X) \leq 3$ and $g(L) \leq 5$ by assumption. Furthermore $L^{2} \leq 3$ by Proposition A because $L$ is spanned. (We remark that $L$ is $L$-minimal if $L$ is ample.)

If $h^{0}(L) \geq 4$, then $g(L)>1 \geq \Delta(L)$ and $L^{2} \geq 2 \Delta(L)+1$. On the other hand, since $\kappa(X) \geq 0$, we obtain that $\Delta(L)=1$ and $L^{2}=3$. So we get $q(X)=0$ and $g(L) \geq 3$ and this is impossible. Therefore $h^{0}(L)=3$.

If $L^{2}=3$, then there exists a triple covering $\varphi_{|L|}: X \rightarrow \mathbb{P}^{2}$ which is defined by $|L|$. In this case, by the same argument as above, we get

$$
2\left(K_{X}^{2}-3 \chi\left(\mathcal{O}_{X}\right)\right)=(g(L)-1)(g(L)-10)
$$

Since $3 \leq g(L) \leq 5$, we get the following:
$(\alpha)\left(g(L), q(X), K_{X} L, K_{X}^{2}-3 \chi\left(\mathcal{O}_{X}\right)\right)=(5,3,5,-10)$,
( $\beta$ ) $\left(g(L), q(X), K_{X} L, K_{X}^{2}-3 \chi\left(\mathcal{O}_{X}\right)\right)=(4,2,3,-9)$,
$(\gamma)\left(g(L), q(X), K_{X} L, K_{X}^{2}-3 \chi\left(\mathcal{O}_{X}\right)\right)=(3,1,1,-7)$.
Claim. The above three cases cannot occur.
Proof. (II-1) The case ( $\gamma$ ).
In this case $X$ is minimal because $K_{X} L=1$. But then this is impossible by Hodge index Theorem.
(II-2) The case ( $\beta$ ).
If $X$ is minimal, then $K_{X}^{2} \geq 2 q(X)=4$ by Théorème 6.1 in $[\mathbf{D}]$. On the other hand, $K_{X}^{2} \leq 3$ by Hodge index Theorem and this is a contradiction.

So we get that $X$ is not minimal. Let $\mu:=\mu_{r} \circ \cdots \circ \mu_{1}: X:=X_{0} \rightarrow$ $X_{1} \rightarrow \cdots \rightarrow X_{r-1} \rightarrow X_{r}=: X^{\prime}$ be an admissible minimalization of $X$ and let $m=\left(m_{r}, \ldots, m_{1}\right)$ be the weight sequence of this minimalization (see (II.14.4) in $[\mathbf{F j} 4]$ ). We remark that $m_{r} \geq \cdots \geq m_{1}$.

If $m_{1}=1$, then $g\left(L_{1}\right)=q\left(X_{1}\right)+1$ and $h^{0}\left(L_{1}\right) \geq 2$, where $L_{1}:=\left(\mu_{1}\right)_{*}(L)$ in the sense of cycle theory. But then this is impossible by Proposition A because $2=K_{X} L>K_{X_{1}} L_{1}$. So we get $m_{1} \geq 2$. Then $L_{1}^{2} \geq 7$ and $K_{X_{1}} L_{1} \leq 1$. Hence $X_{1}$ is minimal and this is a contradiction by Hodge index Theorem.
(II-3) The case ( $\alpha$ ).
If $X$ is minimal, then $\chi\left(\mathcal{O}_{X}\right) \geq 4$ because $3 \chi\left(\mathcal{O}_{X}\right)=K_{X}^{2}+10$. Furthermore $p_{g}(X) \geq 6$ since $q(X)=3$. Hence $K_{X}^{2} \geq 2 p_{g}(X) \geq 12$ by Théorème 6.1 in [D]. But this is impossible by Hodge index Theorem. So we get that $X$ is not minimal. By the same argument as in the case (II-2) we get a contradiction.

We continue the proof of Theorem.
If $L^{2}=2$, then there exists a double covering $\varphi_{|L|}: X \rightarrow \mathbb{P}^{2}$ which is defined by $|L|$. Let $\mathcal{O}_{\mathbb{P}^{2}}(a)$ be a line bundle on $\mathbb{P}^{2}$ such that $B \in\left|\mathcal{O}_{\mathbb{P}^{2}}(2 a)\right|$, where $B$ is the branch locus. Then $\left(\varphi_{|L|}\right)_{*}\left(\mathcal{O}_{X}\right)=\mathcal{O}_{\mathbb{P}^{2}} \oplus \mathcal{O}_{\mathbb{P}^{2}}(-a)$. Hence

$$
h^{1}\left(\mathcal{O}_{X}\right)=h^{1}\left(\left(\varphi_{|L|}\right)_{*}\left(\mathcal{O}_{X}\right)\right)=h^{1}\left(\mathcal{O}_{\mathbb{P}^{2}}\right)+h^{1}\left(\mathcal{O}_{\mathbb{P}^{2}}(-a)\right)=0 .
$$

So we get $g(L)=2$. But since $K_{X} L>0$ and $L^{2}=2$, this is impossible.
(III) The case in which $\kappa(X)=-\infty$.

Since ( $X, L$ ) is not a scroll over a smooth curve, we get $g(L) \geq 2 q(X)$ by Lemma 1.4 in [Ma1]. So $q(X) \leq 2$.
(III-1) The case in which $q(X)=2$.
In this case, $g(L)=q(X)+2=2 q(X)$. Since $K_{X}+L$ is nef, we get

$$
\begin{aligned}
0 \leq\left(K_{X}+L\right)^{2} & =\left(K_{X}\right)^{2}+2\left(K_{X}+L\right) L-L^{2} \\
& \leq 8(1-q(X))+4(g(L)-1)-L^{2} \\
& =4(g(L)-2 q(X)+1)-L^{2} .
\end{aligned}
$$

Hence $L^{2} \leq 4$ in this case.
If $L^{2}=4$, then $X$ is relatively minimal and $\left(K_{X}+L\right)^{2}=0$, that is, $(X, L)$ is a relatively minimal conic bundle over a smooth curve. This is the type (1) in Theorem.

If $L^{2} \leq 3$ and $h^{0}(L) \geq 4$, then we get a contradiction as in (I-2-2). So we may assume that $L^{2} \leq 3$ and $h^{0}(L)=3$.

If $L^{2}=3$, then $K_{X} L=3$ and there is a triple covering $\varphi_{|L|}: X \rightarrow \mathbb{P}^{2}$ which is defined by $|L|$. Since $\chi\left(\mathcal{O}_{X}\right)=-1$, we get that $K_{X}^{2}=-12$ by Lemma 3.2 in $[\mathrm{Be}]$. Here we calculate $\left(K_{X}+L\right)^{2}$;

$$
\left(K_{X}+L\right)^{2}=K_{X}^{2}+2 K_{X} L+L^{2}=-12+6+3<0 .
$$

But this is a contradiction because $K_{X}+L$ is nef.
If $L^{2}=2$, then there is a double covering $\varphi_{|L|}: X \rightarrow \mathbb{P}^{2}$ which is defined by $|L|$. But then $q(X)=0$ and this is a contradiction.
(III-2) The case in which $q(X)=1$.
Then $g(L)=3$. Here we use the classification of polarized surfaces with sectional genus three by [LL].
Claim. The case in which $L^{2}=3$ cannot occur.
Proof. If $L^{2}=3$ and $h^{0}(L) \geq 4$, then $g(L)>1 \geq \Delta(L)$ and $L^{2} \geq 2 \Delta(L)+1$. But this is impossible because $q(X)=1$. So we may assume that $h^{0}(L)=3$. Then there is a triple covering $\varphi_{|L|}: X \rightarrow \mathbb{P}^{2}$ which is defined by $|L|$. Since $\chi\left(\mathcal{O}_{X}\right)=0$, we get $K_{X}^{2}=-7$ by Lemma 3.2 in [Be]. But in the table II of [LL], the case in which $L^{2}=3$ cannot occur.

Next we prove that the following case cannot occur (see (2.6) in [LL]):
$X$ is an elliptic $\mathbb{P}^{1}$-bundle $X_{\sharp}$ of invariant $e=0$, blown up at a single point $p$ not lying on a curve $D \in|m \sigma|, m \leq 2$ and $L=\eta^{*}[4 \sigma+(2 e+1) f] \otimes[E]^{-2}$. (Here we use the same notations as in [LL].)

Let $\sigma^{\prime}$ be the strict transform of $\sigma$ under $\eta$. Since

$$
0<L \sigma^{\prime}=(4 \sigma+f) \sigma-2 E \sigma^{\prime}=1-2 E \sigma^{\prime},
$$

we see that $E \sigma^{\prime}=0$ and $L \sigma^{\prime}=1$. It follows that $\sigma \cong \sigma^{\prime} \cong \mathbb{P}^{1}$ since $L$ is spanned. This is a contradiction.

By the above argument, we obtain the type (2) in Theorem by the classification of polarized surfaces with sectional genus three (see [LL]).
(III-3) The case in which $q(X)=0$.
Then $g(L)=2$. So by Theorem 3.1 in $[\mathbf{L P}]$ we get the type (3) and (4) in Theorem.
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## $L^{2}$ SPECTRAL DECOMPOSITION ON THE HEISENBERG GROUP ASSOCIATED TO THE ACTION OF $U(p, q)$

T. Godoy and L. SaAL

Here we consider the Heisenberg group $H_{n}=C^{n} \times \Re$. $U(p, q), p+q=n$, acts by automorphism on $H_{n}$ by $g \cdot(z, t)=$ $(g z, t)$.

Let $\left\{X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n}, T\right\}$ be the standard basis of the Lie algebra of $H_{n}$ and let

$$
L=\sum_{j=1}^{p}\left(X_{j}^{2}+Y_{j}^{2}\right)-\sum_{j=p+1}^{n}\left(X_{j}^{2}+Y_{j}^{2}\right)
$$

Via the Plancherel inversion formula, we obtain the joint spectral decomposition of $L^{2}\left(H_{n}\right)$ with respect to $L$ and $T$

$$
f=\sum_{k \in Z} \int_{-\infty}^{+\infty} f * S_{\lambda, k}|\lambda|^{n} d \lambda, \quad f \in S\left(H_{n}\right)
$$

where each $S_{\lambda . k}$ is a tempered distribution $U(p, q)$ invariant satisfying $i T S_{\lambda, k}=\lambda S_{\lambda, k}, L S_{\lambda, k}=-|\lambda|(2 k+p-q) S_{\lambda, k}$. We compute explicitly the distributions $S_{\lambda, k}$ and the integral $\mu_{k}=$ $\int_{-\infty}^{+\infty} f * S_{\lambda, k}|\lambda|^{n} d \lambda$.

## 1. Introduction.

Let $H_{n}=C^{n} \times \Re$ with law group $(z, t)\left(z^{\prime}, t^{\prime}\right)=\left(z+z^{\prime}, t+t^{\prime}-\frac{1}{2} \operatorname{Im} B\left(z, z^{\prime}\right)\right)$, where $B(z, w)=\sum_{j=1}^{p} z_{j} \overline{w_{j}}-\sum_{j=p+1}^{n} z_{j} \overline{w_{j}}$. Then $H_{n}$ can be viewed as the $2 n+1$ dimensional Heisenberg group. Indeed, if $n=p+q, Q(z, w)=$ $-\operatorname{Im} B(z, w)$ is the standard symplectic form on $\Re^{2(p+q)}$ via the identification $\Psi: \Re^{2(p+q)} \rightarrow C^{n}$ given by

$$
\begin{equation*}
\Psi\left(x^{\prime}, x^{\prime \prime}, y^{\prime}, y^{\prime \prime}\right)=\left(x^{\prime}+i y^{\prime}, x^{\prime \prime}-i y^{\prime \prime}\right), \quad x^{\prime}, y^{\prime} \in \Re^{p} ; x^{\prime \prime}, y^{\prime \prime} \in \Re^{q} \tag{1.1}
\end{equation*}
$$

Moreover, $\Psi$ provides a global coordinate system $(x, y, t)$ with $x=\left(x^{\prime}, x^{\prime \prime}\right)$, $y=\left(y^{\prime}, y^{\prime \prime}\right)$. The vector fields $X_{j}=-\frac{1}{2} y_{j} \frac{\partial}{\partial t}+\frac{\partial}{\partial x_{j}}, Y_{j}=\frac{1}{2} x_{j} \frac{\partial}{\partial t}+\frac{\partial}{\partial y_{j}}$, $j=1, \ldots, n$ and $T=\frac{\partial}{\partial t}$ form a basis for the Lie algebra $h_{n}$ of $H_{n}$. As usual, $\mathcal{U}\left(h_{n}\right)$ will denote its universal enveloping algebra, which can be identified with the algebra of left invariant differential operators on $H_{n}$.
$U(p, q)=\{g \in G L(n, \mathbb{C}): B(g z, g w)=B(z, w)\}$ acts by automorphism on $H_{n}$ by

$$
\begin{equation*}
g \cdot(z, t)=(g z, t), \quad g \in U(p, q),(z, t) \in H_{n} . \tag{1.2}
\end{equation*}
$$

It is well known that the subalgebra $\mathcal{U}\left(h_{n}\right)^{U(n)}$ of the elements which commute with the action of $U(n)=U(n, 0)$ given by (1.2), is generated by $T$ and the Heisenberg Laplacian $\sum_{j=1}^{n}\left(X_{j}^{2}+Y_{j}^{2}\right)$. The spherical functions associated with the Gelfand pair $\left(U(n), H_{n}\right)$ have been obtained independently by many authors (see e.g., $[\mathbf{H}-\mathbf{R}]$, $[\mathbf{K o}],[\mathbf{S t}]$ ). Moreover in $[\mathbf{B}-\mathbf{J}-\mathbf{R}]$ it is developed a general calculus to provide the bounded $K$ - spherical functions for a Gelfand pair $\left(K, H_{n}\right), K \subset U(n)$.

For general $p, q, p+q=n$, let

$$
L=\sum_{j=1}^{p}\left(X_{j}^{2}+Y_{j}^{2}\right)-\sum_{j=p+1}^{n}\left(X_{j}^{2}+Y_{j}^{2}\right) .
$$

Then

$$
\begin{align*}
L= & \left(\sum_{j=1}^{p}\left(x_{j}^{2}+y_{j}^{2}\right)-\sum_{j=p+1}^{n}\left(x_{j}^{2}+y_{j}^{2}\right)\right) \frac{\partial^{2}}{\partial t^{2}}+\sum_{j=1}^{p}\left(\frac{\partial^{2}}{\partial x_{j}{ }^{2}}+\frac{\partial^{2}}{\partial y_{j}^{2}}\right)  \tag{1.3}\\
& -\sum_{j=p+1}^{n}\left(\frac{\partial^{2}}{\partial x_{j}{ }^{2}}+\frac{\partial^{2}}{\partial y_{j}{ }^{2}}\right)+\frac{\partial}{\partial t} \sum_{j=1}^{n}\left(x_{j} \frac{\partial}{\partial y_{j}}-y_{j} \frac{\partial}{\partial x_{j}}\right) .
\end{align*}
$$

It is easy to see, reasoning as in the case $p=n, q=0$, (see Lemma 2.1 below), that the subalgebra $\mathcal{U}\left(h_{n}\right)^{U(p, q)}$, of the left invariant differential operators which commute with the action of $U(p, q)$ is generated by $T$ and $L$. So, it is natural to ask for the joint eigendistributions of $L$ and $T$ and the associated decomposition of $L^{2}\left(H_{n}\right)$. In order to do this, we will use, following $[\mathbf{S t}]$, the Plancherel inversion formula to decompose $f \in S\left(H_{n}\right)$ as

$$
f=\sum_{k \in Z} \int_{-\infty}^{+\infty} f * S_{\lambda, k}|\lambda|^{n} d \lambda
$$

where each $S_{\lambda, k}$ is a tempered and $U(p, q)$ invariant distribution satisfying $i T S_{\lambda, k}=\lambda S_{\lambda, k}, L S_{\lambda, k}=-|\lambda|(2 k+p-q) S_{\lambda, k}$.

Next we will study the confluent hypergeometric equation in a suitable distribution space in order to obtain that, for $k \geq q$

$$
\begin{aligned}
\left\langle S_{\lambda, k}, f\right\rangle= & c \sum_{j=0}^{n-2} c_{j}(\lambda) \int_{\Re} e^{-i \lambda t} \delta_{B}^{j}(f(., t)) d t \\
& +c \int_{C^{n} \times \Re} e^{-i \lambda t} e^{-\frac{|\lambda|}{4} B(z)} L_{k-q}^{n-1}\left(\frac{|\lambda|}{2} B(z)\right) H(|\lambda| B(z)) f(z, t) d z d t
\end{aligned}
$$

where $B(z)=B(z, z), H$ is the Heaviside function, $\delta_{B}^{j}$ are canonical distributions associated to the quadratic form $B$ defined as in [G-Sh], supported on $\left\{z \in C^{n}: B(z)=0\right\}$ and where $L_{k-q}^{n-1}$ denotes, as usual, a Laguerre polynomial. The various constants $c, c_{j}(\lambda)$ are explicitly computed. Similar formulas are obtained if $k \leq-p$. If $-p<k<q, S_{\lambda, k}$ is written as a finite sum in terms of the distributions $\delta_{B}^{j}, j=1, \ldots, n-2$. Finally, we compute $\mu_{k}=\int_{\Re} S_{\lambda, k}|\lambda|^{n} d \lambda$ and so the projections $\wp_{k} f=f * \mu_{k}, k \in Z$. In particular we recover the projections onto the kernel of $L+i(2 k+p-q) T$, extending the formula given in $[\mathbf{M}-\mathbf{R}, 2]$ for $n=2, p=q=1$, to arbitrary $n, p, q$.
Acknowledgments. We express our thanks to Fulvio Ricci who introduced and guides us in this beautiful subject and to Jorge Vargas for many useful conversations.

## 2. Some preliminaries.

As in the case $p=n, q=0$ we have that $\mathcal{U}\left(h_{n}\right)^{U(p, q)}$ is generated by $T$ and $L$ and the proof follows the same lines but we add it for the sake of completeness.
Lemma 2.1. $\mathcal{U}\left(h_{n}\right)^{U(p, q)}$ is generated by $T$ and $L$.
Proof. Let $S\left(h_{n}\right)$ be the symmetric algebra generated by the set

$$
\left\{X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n}, T\right\}
$$

and let $\Lambda: S\left(h_{n}\right) \rightarrow \mathcal{U}\left(h_{n}\right)$ be the symmetrizer map. Since $U(p, q)$ acts on $S\left(h_{n}\right)$ and on $\mathcal{U}\left(h_{n}\right)$ by automorphism, the following diagram is commutative (see [V], Th. 3.3.4)

$$
\begin{aligned}
& \begin{array}{ll}
S\left(h_{n}\right) \xrightarrow{\Lambda} & \mathcal{U}\left(h_{n}\right) \\
\downarrow g & \downarrow g, \quad g \in U(p, q) .
\end{array} \\
& S\left(h_{n}\right) \xrightarrow{\Lambda} \mathcal{U}\left(h_{n}\right)
\end{aligned}
$$

$\Lambda$ is a linear isomorphism, thus $\Lambda$ maps $S\left(h_{n}\right)^{U(p, q)}$ onto $\mathcal{U}\left(h_{n}\right)^{U(p, q)}$. Since the action of $U(p, q)$ preserves degree on $S\left(h_{n}\right)$, the lines of Theorem 3.3.8 in $[\mathbf{V}]$ say that if $\left\{1, u_{1}, \ldots, u_{m}\right\}$ is a set of generators of $S\left(h_{n}\right)^{U(p, q)}$, then $\left\{1, \Lambda\left(u_{1}\right), \ldots, \Lambda\left(u_{m}\right)\right\}$ generates $\mathcal{U}\left(h_{n}\right)^{U(p, q)}$. If $u \in S\left(h_{n}\right)^{U(p, q)}$ then $u=$ $\sum P_{j}\left(X_{1}, \ldots, X_{n}, Y_{1}, \ldots, Y_{n},\right) T^{j}$ where the sum is finite and each $P_{j}$ is a polynomial $U(p, q)$ invariant. Decomposing $P_{j}$ as a sum of homogeneous polynomials, the same is true for all of them. Since $S U(p, q)$ acts transitively on

$$
S_{1}=\left\{(x, y) \in \Re^{2 n}: \sum_{j=1}^{p}\left(x_{j}^{2}+y_{j}^{2}\right)-\sum_{j=p+1}^{n}\left(x_{j}^{2}+y_{j}^{2}\right)=1\right\}
$$

each $P_{j}$ must be a polynomial in $\sum_{j=1}^{p}\left(x_{j}^{2}+y_{j}^{2}\right)-\sum_{j=p+1}^{n}\left(x_{j}^{2}+y_{j}^{2}\right)$. This ends the proof.

We recall that for $\lambda \in \Re \lambda \neq 0$, the Schrödinger's representation $\pi_{\lambda}$ of the Heisenberg group $\Re^{n} \times \Re^{n} \times \Re$ is defined on $L^{2}\left(\Re^{n}\right)$ by

$$
\begin{equation*}
\pi_{\lambda}(x, y, t) h(\zeta)=e^{-i\left(\lambda t+s g(\lambda) \sqrt{|\lambda|} x \cdot \zeta+\frac{1}{2} \lambda x \cdot y\right)} h(\zeta+\sqrt{|\lambda|} y) \tag{2.1}
\end{equation*}
$$

We denote by $E_{\lambda}\left(h_{1}, h_{2}\right)$ the matrix entry associated to $\pi_{\lambda}$ and the vectors $h_{1}, h_{2}$, given by

$$
E_{\lambda}\left(h_{1}, h_{2}\right)(x, y, t)=\left\langle\pi_{\lambda}(x, y, t) h_{1}, h_{2}\right\rangle
$$

We also denote by $d \pi_{\lambda}$ the infinitesimal representation defined on the space of $C^{\infty}$ vectors for $\pi_{\lambda}$, which is, in this case, the space of the rapidly decreasing functions

$$
d \pi_{\lambda}(X) h=\frac{d}{d t}_{\mid t=0} \pi_{\lambda}(\exp t X) h
$$

We still denote by $\pi_{\lambda}$ the corresponding representation of $H_{n}=C^{n} \times$ $\Re$ and by $E_{\lambda}\left(h_{1}, h_{2}\right), d \pi_{\lambda}$ its associated matrix entries and infinitesimal representation respectively.

It is remarked in $[\mathbf{S t}]$ that

$$
X E_{\lambda}\left(h_{1}, h_{2}\right)=E_{\lambda}\left(d \pi_{\lambda}(X) h_{1}, h_{2}\right), \quad X \in \mathcal{U}\left(h_{n}\right)
$$

It follows that $i T E_{\lambda}=\lambda E_{\lambda}$ and that, in order to obtain matrix entries eigenfuntions of $L$, we must look for eigenvectors of $d \pi_{\lambda}(L)$ in $L^{2}\left(\Re^{n}\right)$.

Thus we pick the orthonormal basis of $L^{2}\left(\Re^{n}\right)$ given by the Hermite functions: For $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in(N \cup\{0\})^{n}$, let

$$
h_{\alpha}(\zeta)=\left(2^{|\alpha|} \alpha!\sqrt{\pi}\right)^{-\frac{n}{2}} e^{-\frac{|\zeta|^{2}}{2}} \prod_{j=1}^{n} H_{\alpha_{j}}\left(\zeta_{j}\right)
$$

with $|\alpha|=\alpha_{1}+\cdots+\alpha_{n}, \alpha!=\alpha_{1}!\ldots \alpha_{n}!$ and where

$$
H_{k}(s)=(-1)^{k} e^{s^{2}} \frac{d^{k}}{d s^{k}}\left(e^{-s^{2}}\right)
$$

is the $k-t h$ Hermite polynomial.
It follows from (2.1) that

$$
d \pi_{\lambda}(L)=-|\lambda|\left(B(\zeta)-\left(\sum_{j=1}^{p} \frac{\partial^{2}}{\partial \zeta_{j}^{2}}-\sum_{j=p+1}^{n} \frac{\partial^{2}}{\partial \zeta_{j}^{2}}\right)\right)
$$

where $B(\zeta)=\sum_{j=1}^{p} \zeta_{j}^{2}-\sum_{j=p+1}^{n} \zeta_{j}^{2}$.

For $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ we set $\|\alpha\|=\sum_{j=1}^{p} \alpha_{j}-\sum_{j=p+1}^{n} \alpha_{j}$. Since $\left(\zeta_{j}^{2}-\frac{\partial^{2}}{\partial \zeta_{j}^{2}}\right) h_{\alpha_{j}}$ $=\left(2 \alpha_{j}+1\right) h_{\alpha_{j}}$, we have that $d \pi_{\lambda}(L) h_{\alpha}=-|\lambda|(2\|\alpha\|+p-q) h_{\alpha}$. Thus

$$
\begin{equation*}
d \pi_{\lambda}(L) E_{\lambda}\left(h_{\alpha}, h_{\alpha}\right)=-|\lambda|(2\|\alpha\|+p-q) E_{\lambda}\left(h_{\alpha}, h_{\alpha}\right) \tag{2.2}
\end{equation*}
$$

(2.2) and the Plancherel inversion formula lead us to the joint spectral resolution of $i T$ and $L$.

The inversion formula asserts that, for $f \in S\left(H_{n}\right)$

$$
f(x, y, t)=\frac{1}{(2 \pi)^{n+1}} \int_{-\infty}^{+\infty} \operatorname{tr}\left(\pi_{\lambda}(f) \pi_{\lambda}(x, y, t)\right)|\lambda|^{n} d \lambda
$$

where $\pi_{\lambda}(f)=\int_{H_{n}} f(x, y, t) \pi_{\lambda}(x, y, t)^{-1} d x d y d t$. Moreover, for $f \in S\left(H_{n}\right)$, $(x, y, t) \in H_{n}$, we have that

$$
\begin{equation*}
\sum_{\alpha} \int_{-\infty}^{+\infty}\left|\left\langle\pi_{\lambda}(x, y, t) \pi_{\lambda}(f) h_{\alpha}, h_{\alpha}\right\rangle\right||\lambda|^{n} d \lambda \leq M<\infty \tag{2.3}
\end{equation*}
$$

with $M$ independent of $(x, y, t)$ (see [R], Th. 10.1).
Taking account of that

$$
\left\langle\pi_{\lambda}(x, y, t) \pi_{\lambda}(f) h_{\alpha}, h_{\alpha}\right\rangle=\left(E_{\lambda}\left(h_{\alpha}, h_{\alpha}\right) * f\right)(x, y, t)
$$

and that

$$
E_{\lambda}\left(h_{\alpha}, h_{\alpha}\right)\left((x, y, t)^{-1}\right)=\overline{E_{\lambda}\left(h_{\alpha}, h_{\alpha}\right)(x, y, t)}
$$

we have

$$
\begin{aligned}
f(x, y, t) & =\frac{1}{(2 \pi)^{n+1}} \int_{-\infty}^{+\infty} \sum_{\alpha}\left\langle\pi_{\lambda}(x, y, t) \pi_{\lambda}(f) h_{\alpha}, h_{\alpha}\right\rangle|\lambda|^{n} d \lambda \\
& =\frac{1}{(2 \pi)^{n+1}} \sum_{\alpha} \int_{-\infty}^{+\infty}\left(f * E_{\lambda}\left(h_{\alpha}, h_{\alpha}\right)\right)(x, y, t)|\lambda|^{n} d \lambda \\
& =\frac{1}{(2 \pi)^{n+1}} \sum_{k \in Z} \int_{-\infty}^{+\infty} \sum_{\|\alpha\|=k}\left(f * E_{\lambda}\left(h_{\alpha}, h_{\alpha}\right)\right)(x, y, t)|\lambda|^{n} d \lambda .
\end{aligned}
$$

Lemma 2.2. Let $\mu_{k}: S\left(H_{n}\right) \rightarrow C$ be defined by

$$
\mu_{k}(f)=\int_{-\infty}^{+\infty} \sum_{\|\alpha\|=k}\left\langle f, E_{\lambda}\left(h_{\alpha}, h_{\alpha}\right)\right\rangle|\lambda|^{n} d \lambda, \quad f \in S\left(H_{n}\right) .
$$

Then $\mu_{k} \in S^{\prime}\left(H_{n}\right)$.
Proof. For $k \in Z$, let $H_{k}$ be the closed subspace of $L^{2}\left(\Re^{n}\right)$ generated by $\left\{h_{\alpha}:\|\alpha\|=k\right\}$, thus $L^{2}\left(\Re^{n}\right)=\bigoplus_{k \in Z} H_{k}$. Let $P_{k}$ be the orthogonal projection from $L^{2}\left(\Re^{n}\right)$ onto $H_{k}$. Now, for $f \in S\left(H_{n}\right)$, we define $\wp_{k} f$ by

$$
\begin{equation*}
\pi_{\lambda}\left(\wp_{k} f\right)=P_{k} \pi_{\lambda}(f) \tag{2.4}
\end{equation*}
$$

It follows from (2.3) that

$$
\int_{-\infty}^{+\infty} \sum_{\alpha}\left|\left\langle\pi_{\lambda}\left(\wp_{k} f\right) \pi_{\lambda}(x, y, t) h_{\alpha}, h_{\alpha}\right\rangle\right||\lambda|^{n} d \lambda<\infty
$$

and so

$$
\wp_{k} f(x, y, t)=\frac{1}{(2 \pi)^{n+1}} \int_{-\infty}^{+\infty} \sum_{\|\alpha\|=k}\left(f * E_{\lambda}\left(h_{\alpha}, h_{\alpha}\right)\right)(x, y, t)|\lambda|^{n} d \lambda .
$$

$\wp_{k} f$ commutes with left translations and by (2.4) and the Plancherel formula it extends to a bounded operator on $L^{2}\left(H_{n}\right)$. So, there exists a unique tempered distribution, which is $\mu_{k}$ such that $\wp_{k} f=f * \mu_{k}$.

We set, for $\lambda \in \Re-\{0\}$ and $f \in S\left(H_{n}\right)$

$$
\begin{equation*}
S_{\lambda, k}(f)=\sum_{\|\alpha\|=k}\left\langle f, E_{\lambda}\left(h_{\alpha}, h_{\alpha}\right)\right\rangle . \tag{2.5}
\end{equation*}
$$

We claim that $S_{\lambda, k}$ is well defined and belongs to $S^{\prime}\left(H_{n}\right)$. In order to see this, we consider $\overline{H_{n}}=H_{n} / N$ where $N=\{0\} \times\{0\} \times 2 \pi Z$. Then $\overline{H_{n}}=\Re^{n} \times \Re^{n} \times$ $S^{1}$, where $S^{1}=\left\{e^{i \theta}: \theta \in \Re\right\}$. Each irreducible unitary representation of $\overline{H_{n}}$ is unitarily equivalent to one and only one of the following representations: The representations $\pi_{m}$ acting on $L^{2}\left(\Re^{n}\right)$ corresponding to $\lambda=2 \pi m, m \in Z$ and the one dimensional representations $\sigma_{a, b}(x, y, t)=e^{i(a x+b y)},(a, b) \in$ $\Re^{n} \times \Re^{n}$. For $f$ nice enough, $\pi_{m}(f)$ is a Hilbert Schmidt operator. We have also $\sigma_{a, b}(f)=\int_{\Re^{n} \times \Re^{n} \times S^{1}} f(x, y, t) e^{-i(a x+b y)} d x d y d t=\widehat{f}(a, b, \overline{0})$, where $\widehat{f}$ denotes the euclidean Fourier transform and $\overline{0}$ is the identity in $N$. The Plancherel identity asserts that

$$
\|f\|_{L^{2}\left(\overline{H_{n}}\right)}^{2}=\sum_{m \neq 0}\left\|\pi_{m}(f)\right\|_{H S}^{2}|m|^{n}+\int_{\Re^{n} \times \Re^{n}}\left|\sigma_{a, b}(f)\right|^{2} d a d b .
$$

Also, setting $\phi(a, b)=\sigma_{a, b}(f)$, the inversion formula is in this case

$$
f(x, y, t)=\sum_{m \neq 0} \operatorname{tr}\left(\pi_{m}(f) \pi_{m}(x, y, t)^{-1}\right)|m|^{n}+\widehat{\phi}(-x,-y) .
$$

So we can consider $L, T=\frac{\partial}{\partial \theta}$ and $\wp_{k}$ as above, and repeat all the arguments for $\overline{H_{n}}$ instead of $H_{n}$ to obtain that $\nu_{k}(f)=\sum_{m \neq 0}|m|^{n} \sum_{\|\alpha\|=k}\left\langle f, E_{m}\left(h_{\alpha}, h_{\alpha}\right)\right\rangle$ defines a tempered distribution on $S\left(\Re^{n} \times \Re^{n} \times S^{1}\right)$. Furthermore, the analogous of (2.3) says that the last double series converges absolutely. Now, for $\lambda \in \Re-\{0\},(z, t) \in C^{n} \times \Re$, we can write (see, for example [Fo]), $E_{\lambda}\left(h_{\alpha}, h_{\alpha}\right)(z, t)$ in terms of Laguerre polynomials as

$$
\begin{equation*}
E_{\lambda}\left(h_{\alpha}, h_{\alpha}\right)(z, t)=e^{-i \lambda t} e^{-\frac{1}{4}|\lambda||z|^{2}} \prod_{j=1}^{n} L_{\alpha_{j}}^{0}\left(\frac{1}{2}|\lambda|\left|z_{j}\right|^{2}\right) \tag{2.6}
\end{equation*}
$$

For $f \in S\left(\Re^{2 n}\right)$, we set $\nu_{k, l}(f)=\nu_{k}\left(g_{l}(f)\right)$, where $g_{l}(f)(z, t)=e^{i l t} f(z)$, $(z, t) \in C^{n} \times \Re$ and where we use the identification of $C^{n}$ with $\Re^{2 n}$ given by (1.1). Then $\nu_{k, l} \in S^{\prime}\left(\Re^{2 n}\right)$ if $l \in Z-\{0\}$. In particular, we have that the series

$$
\begin{equation*}
e^{-\frac{1}{4}|z|^{2}} \sum_{\|\alpha\|=k} \prod_{j=1}^{n} L_{\alpha_{j}}^{0}\left(\frac{1}{2}\left|z_{j}\right|^{2}\right) \tag{2.7}
\end{equation*}
$$

defines an element in $S^{\prime}\left(\Re^{2 n}\right)$ and so $S_{1, k} \in S^{\prime}\left(H_{n}\right)$.
We set, for $\mu \in S^{\prime}\left(H_{n}\right), \lambda \in \Re-\{0\}$

$$
\begin{equation*}
\left\langle\delta_{\lambda} \mu, f\right\rangle=|\lambda|^{-n-1}\left\langle\mu, \delta_{\lambda^{-1}} f\right\rangle \tag{2.8}
\end{equation*}
$$

where $\delta_{\lambda} f(z, t)=f(\sqrt{|\lambda|} z, \lambda t)$.
Lemma 2.3. $S_{\lambda, k} \in S^{\prime}\left(H_{n}\right)$ for all $\lambda \in \Re-\{0\}, k \in Z$.
Proof. $S_{\lambda, k}=\delta_{\lambda}\left(S_{1, k}\right)$ and $S_{1, k} \in S^{\prime}\left(H_{n}\right)$.
Remark 2.4. Since the series (2.7) belongs to $S^{\prime}\left(\Re^{2 n}\right)$, the same dilation argument shows that the series $e^{-\frac{1}{4}|\lambda||z|^{2}} \sum_{\|\alpha\|=k} \prod_{j=1}^{n} L_{\alpha_{j}}^{0}\left(\frac{1}{2}|\lambda|\left|z_{j}\right|^{2}\right)$ defines a tempered distribution $F_{\lambda, k}$ on $\Re^{2 n}$ for $\lambda \in \Re-\{0\}, k \in Z$.

For $g \in U(p, q)$, let $S_{\lambda, k}^{g}$ be defined by $S_{\lambda, k}^{g}(f)=S_{\lambda, k}\left(f^{g}\right)$, where $f^{g}(z, t)=f(g z, t)$. We have

Lemma 2.5. $S_{\lambda, k}$ is a $U(p, q)$ invariant distribution for all $\lambda \in \Re-\{0\}, k \in$ $Z$.

Proof. Let $w$ be the metaplectic representation of $S U(p, q)$ on $L^{2}\left(\Re^{n}\right)$. Then, for $g \in S U(p, q),(z, t) \in H_{n}$, we have that

$$
\begin{equation*}
\pi_{\lambda}(g z, t)=w(g) \pi_{\lambda}(z, t) w\left(g^{-1}\right) \tag{2.9}
\end{equation*}
$$

Furthermore, $L^{2}\left(\Re^{n}\right)=\bigoplus_{k \in Z} H_{k}$, where $H_{k}$ is, as in Lemma 2.2, the closed subspace generated by $\left\{h_{\alpha}:\|\alpha\|=k\right\}$. It is known that $\left(w, H_{k}\right)$ is $S U(p, q)$ irreducible (see 1.12, 2.7 and 2.8, Ch.VIII in $[\mathbf{B}-\mathbf{W}]$ ).

We denote by $I_{k}: H_{k} \rightarrow L^{2}\left(\Re^{n}\right)$ the inclusion map and by $P_{k}: L^{2}\left(\Re^{n}\right) \rightarrow$ $H_{k}$ the orthogonal projection. We also set $T_{z, t}=P_{k} \pi_{\lambda}(z, t) I_{k}$. Then, for $f \in S\left(H_{n}\right)$, the operator $T=\int_{H_{n}} f(z, t) T_{z, t} d z d t$ is a trace class operator. Now, by (2.9)

$$
\begin{aligned}
\left\langle S_{\lambda, k}^{g}, f\right\rangle & =\sum_{\|\alpha\|=k_{H_{n}}} \int_{H^{\prime}} f(z, t)\left\langle\pi_{\lambda}(g z, t) h_{\alpha}, h_{\alpha}\right\rangle d z d t \\
& =\sum_{\|\alpha\|=k_{H_{n}}} \int_{H^{\prime}} f(z, t)\left\langle\pi_{\lambda}(z, t) w\left(g^{-1}\right) h_{\alpha}, w\left(g^{-1}\right) h_{\alpha}\right\rangle d z d t
\end{aligned}
$$

$$
=\sum_{\beta}\left\langle T \theta_{\beta}, \theta_{\beta}\right\rangle=\left\langle S_{\lambda, k}, f\right\rangle
$$

with $\theta_{\beta}=w\left(g^{-1}\right) h_{\beta}$ and where we use that $\left\{\theta_{\beta}\right\}_{\beta}$ is another orthonormal basis of $H_{k}$. Then $S_{\lambda, k}$ is $S U(p, q)$ invariant. Finally, we note also that if $g=z_{0} I,\left|z_{0}\right|=1, I$ the $n \times n$ identity matrix, it is clear from (2.6) that $S_{\lambda, k}^{g}=S_{\lambda, k}$ and so $S_{\lambda, k}$ is a $U(p, q)$ invariant distribution.

Remark 2.6. By the inversion Plancherel formula and Lemmas (2.2), (2.3) and (2.5) we have $f=\sum_{k \in Z} \int_{-\infty}^{+\infty} f * S_{\lambda, k}|\lambda|^{n} d \lambda, f \in S\left(H_{n}\right)$.

Let $F_{\lambda, k} \in S^{\prime}\left(\Re^{2 n}\right)$ be the distribution defined in Remark 2.4. Since $F_{\lambda, k} \otimes 1=e^{i \lambda t} S_{\lambda, k}$ we have that $F_{\lambda, k}$ is $U(p, q)$ invariant. Then

$$
\sum_{j=1}^{n}\left(x_{j} \frac{\partial}{\partial y_{j}}-y_{j} \frac{\partial}{\partial x_{j}}\right) F_{\lambda, k}=0
$$

From $L S_{\lambda, k}=-|\lambda|(2 k+p-q) S_{\lambda, k}$ and (1.3) we have that

$$
\begin{equation*}
\left(-\frac{1}{4} \lambda^{2} B(z)+\square\right) F_{\lambda, k}=-|\lambda|(2 k+p-q) F_{\lambda, k} \tag{2.10}
\end{equation*}
$$

where $\square=\sum_{j=1}^{p}\left(\frac{\partial^{2}}{\partial x_{j}{ }^{2}}+\frac{\partial^{2}}{\partial y_{j}{ }^{2}}\right)-\sum_{j=p+1}^{n}\left(\frac{\partial^{2}}{\partial x_{j}{ }^{2}}+\frac{\partial^{2}}{\partial y_{j}{ }^{2}}\right)$ and $B(z)=B(z, z)$ for $z=x+i y, x, y \in \Re^{n}$.

Now, according with $[\mathbf{T}]$, the space of the $U(p, q)$ invariant tempered distributions can be described as the dual of the space of the functions in $C^{\infty}(\Re-\{0\})$ with some kind of singularity at the origin. In order to describe them, we introduce polar coordinates on $\Re^{2 n}$ as follows. For $x, y \in$ $\Re^{n}$ we set $\sigma=\sum_{j=1}^{p}\left(x_{j}^{2}+y_{j}^{2}\right)-\sum_{j=p+1}^{n}\left(x_{j}^{2}+y_{j}^{2}\right), \rho=\sum_{j=1}^{n}\left(x_{j}^{2}+y_{j}^{2}\right), u=$ $\left(\frac{\rho+\sigma}{2}\right)^{\frac{1}{2}} w_{u}, v=\left(\frac{\rho-\sigma}{2}\right)^{\frac{1}{2}} w_{v}$ where $w_{u}$ belongs to the $2 p-1$ dimensional sphere $S^{2 p-1}$ and $w_{v} \in S^{2 q-1}$.

For $f \in S\left(\Re^{2 n}\right)$ and for $\rho, \sigma \in \Re, \rho \geq \sigma, \rho \geq 0$, let

$$
(M f)(\rho, \sigma)=\int_{S^{2 p-1} \times S^{2 q-1}} f\left(\left(\frac{\rho+\sigma}{2}\right)^{\frac{1}{2}} w_{u},\left(\frac{\rho-\sigma}{2}\right)^{\frac{1}{2}} w_{v}\right) d w_{u} d w_{v}
$$

and let, for $\tau \in \Re$,

$$
\begin{equation*}
(N f)(\tau)=\int_{\rho>|\tau|}(M f)(\rho, \tau)(\rho+\tau)^{p-1}(\rho-\tau)^{q-1} d \rho \tag{2.11}
\end{equation*}
$$

We note that

$$
\begin{equation*}
\int_{\Re^{2 n}} f(x) d x=\frac{1}{2^{n}} \int_{\Re} N f(\sigma) d \sigma \tag{2.12}
\end{equation*}
$$

Let $H$ be the Heaviside function, defined by $H(\tau)=1$ if $\tau \geq 0$ and $H(\tau)=0$ if $\tau<0$. Let $\mathcal{H}_{0}$ the space of the functions $\varphi: \Re \rightarrow C$ such that $\varphi(\tau)=$ $\varphi_{1}(\tau)+H(\tau) \varphi_{2}(\tau) \tau^{n-1}, \varphi_{1}, \varphi_{2} \in D(\Re)$, where $D(\Re)$ denotes the space of the functions in $C^{\infty}(\Re)$ with compact support and let $\mathcal{H}$ be the space defined analogously, but where now we require $\varphi_{1}, \varphi_{2} \in S(\Re)$.

If $\varphi \in \mathcal{H}$, then it is regular out of the origin and $\varphi \in C^{n-2}(\Re)$. Moreover, for each $m \geq n-1$, there exists $P_{m}(\varphi)$, polynomial of degree $m$, such that $\varphi-H P_{m}(\varphi) \in C^{m}(\Re)$. So, for $m \in N, \varphi$ admits an expansion

$$
\begin{equation*}
\varphi(\tau)=\sum_{j=0}^{m} B_{j}(\varphi) \tau^{j}+H(\tau) \sum_{j=0}^{m} A_{j}(\varphi) \tau^{j}+o\left(\tau^{m}\right) \tag{2.13}
\end{equation*}
$$

with $A_{j}(\varphi)=0$ for $j<n-1$.
Remark 2.7. $\mathcal{H}_{0}$ and $\mathcal{H}$, with the topology given in [T], are Frechet spaces and $N: S\left(\Re^{2 n}\right) \rightarrow \mathcal{H}, N: D\left(\Re^{2 n}\right) \rightarrow \mathcal{H}_{0}$ are linear, continuous and surjective maps. Moreover, their adjoints $N^{\prime}: \mathcal{H}^{\prime} \rightarrow S^{\prime}\left(\Re^{2 n}\right)^{U(p, q)}, N^{\prime}$ : $\mathcal{H}_{0}^{\prime} \rightarrow D^{\prime}\left(\Re^{2 n}\right)^{U(p, q)}$ are linear homeomorphisms. (see 2.1, 4.3, 5.1 and some remarks at the beginning of $\S 7$ in $[\mathbf{T}]$ ). (We also remark that 5.1 in [ $\mathbf{T}]$ holds for $U(p, q)$ instead of $S O(p, q)$ with the obvious changes.)

It is also proved in $[\mathbf{T}]$ that

$$
\begin{equation*}
N(\square f)=D(N f), f \in S\left(\Re^{2 n}\right) \tag{2.14}
\end{equation*}
$$

where the differential operator $D$ is defined by

$$
\begin{equation*}
D=4\left(\tau \frac{\partial^{2}}{\partial \tau^{2}}+(2-n) \frac{\partial}{\partial \tau}\right) \tag{2.15}
\end{equation*}
$$

so the adjoint of $D$ is given by $D^{\prime} T=4\left(\tau T^{\prime \prime}+n T^{\prime}\right), T \in \mathcal{H}^{\prime}$.
We say that $T \in \mathcal{H}^{\prime}$ is a solution of $D^{\prime} T=0$ if $\left\langle D^{\prime} T, \varphi\right\rangle=0$ for all $\varphi \in \mathcal{H}$. It is easy to see that $T \in \mathcal{H}^{\prime}$ is a solution of

$$
\begin{equation*}
\frac{\lambda^{2}}{4} \tau T+4\left(\tau T^{\prime \prime}+n T^{\prime}\right)=-|\lambda|(2 k+p-q) T \tag{2.16}
\end{equation*}
$$

if and only if $N^{\prime} T$ is a solution of (2.10). The same assertion is true for solutions in $\mathcal{H}_{0}^{\prime}$.

Setting $b=-|\lambda|(2 k+p-q), \quad(2.16)$ becomes $16 \tau T^{\prime \prime}+16 n T^{\prime}-$ $\left(\lambda^{2} \tau+4 b\right) T=0$. As in $[\mathbf{K o}]$, we note that if $\beta= \pm \frac{\lambda}{4}, \frac{\beta}{\alpha}=-\frac{1}{2}$ and $l=\frac{4 n \beta-b}{4 \alpha}$ and if $w(t)=e^{\beta t} v(\alpha t)$, then $w$ is a solution of $16 \tau w^{\prime \prime}+16 n w^{\prime}-$
$\left(\lambda^{2} \tau+4 b\right) w=0$ if and only if $v$ is a solution of the confluent hypergeometric equation (C.H.E) $t v^{\prime \prime}+(n-t) v^{\prime}+l v=0$.

For $T \in \mathcal{H}^{\prime}$ and for $k \in Z, \lambda \in \Re-\{0\}$ we set

$$
\begin{equation*}
\left\langle T_{\lambda, k}, \varphi\right\rangle=\left\langle\delta_{\frac{|\lambda|}{2}} T, \psi_{\lambda}(\varphi)\right\rangle, \psi_{\lambda}(\varphi)(t)=e^{-\frac{|\lambda|}{4} t} \varphi(t) \tag{2.17}
\end{equation*}
$$

for $k \geq 0$, where $\delta_{\lambda} \varphi(t)=\varphi(\lambda t)$ and $\left\langle\delta_{\lambda} T, \varphi\right\rangle=|\lambda|^{-1}\left\langle T, \delta_{\lambda^{-1}} \varphi\right\rangle$.
We also set

$$
\begin{equation*}
\left\langle T_{\lambda, k}, \varphi\right\rangle=\left\langle\delta_{-\frac{|\lambda|}{2}} T, \psi_{\lambda}(\varphi)\right\rangle, \psi_{\lambda}(\varphi)(t)=e^{\frac{|\lambda|}{4} t} \varphi(t) \tag{2.18}
\end{equation*}
$$

if $k<0$.
We note that if $k \geq 0$ then $T \in \mathcal{H}_{0}^{\prime}$ is a solution of the C.H.E. with parameter $l=k-q$ if and only if $T_{\lambda, k}$ is a solution in $\mathcal{H}_{0}^{\prime}$ of (2.16). If $k<0$ then $T \in \mathcal{H}_{0}^{\prime}$ solves the C.H.E. with parameter $l=-k-p$ if and only if $T_{\lambda, k}$ solves (2.16).

Our aim is to find all the solutions in $\mathcal{H}^{\prime}$ of (2.16). We note that if $S$ is such a solution, then $S=T_{\lambda, k}$ for some solution $T \in \mathcal{H}_{0}^{\prime}$ of the C.H.E. with parameter $l=k-q$ if $k \geq 0$ and $l=-k-p$ if $k<0$. This leads us to determine all the solutions in $\mathcal{H}_{0}^{\prime}$ of C.H.E. with parameter $l \geq-n+1$ such that the corresponding $T_{\lambda, k} \in \mathcal{H}^{\prime}$.

## 3. About the confluent hypergeometric equation.

As in $[\mathbf{S z}]$, if $m, \beta$ are non negative integers, we denote by $\left\{L_{m}^{\beta}\right\}$, the Laguerre polynomials. Then $L_{m}^{\beta}(x)$ is defined as the only polynomial solution of

$$
t v^{\prime \prime}+(\beta+1-t) v^{\prime}+m v=0
$$

and normalized by the condition

$$
\begin{equation*}
\int_{0}^{\infty} e^{-x} x^{\beta} L_{m}^{\beta}(x) L_{m^{\prime}}^{\beta}(x) d x=\Gamma(\beta+1)\binom{m+\beta}{m} \delta_{m, m^{\prime}} \tag{3.1}
\end{equation*}
$$

We have that

$$
\begin{equation*}
L_{m}^{0}(t)=\sum_{j=0}^{m}\binom{m}{j}(-1)^{j} \frac{x^{j}}{j!} \tag{3.2}
\end{equation*}
$$

and that $\frac{d}{d t} L_{m}^{\beta}=-L_{m-1}^{\beta+1}$.
Let $D_{l}$ be the differential operator on $\mathcal{H}$ given by

$$
\begin{equation*}
D_{l} \varphi(\tau)=\tau \varphi^{\prime \prime}+(2-n) \varphi^{\prime}+\tau \varphi^{\prime}+(l+1) \varphi \tag{3.3}
\end{equation*}
$$

Then its adjoint $D_{l}^{\prime}$ is $D_{l}^{\prime} T=t T^{\prime \prime}+(n-t) T^{\prime}+l T$. We recall that $A_{j}(\varphi)=0$ for $\varphi \in \mathcal{H}, j \leq n-2$. It is easy to see that if $\varphi$ admits an asymptotic development

$$
\sum_{j \geq 0} B_{j}(\varphi) \tau^{j}+H \sum_{j \geq 0} A_{j}(\varphi) \tau^{j}
$$

then the expansion around $\tau=0$ of $D_{l} \varphi$ is

$$
\begin{align*}
& \sum_{j \geq 0}\left[(l+1+j) B_{j}(\varphi)+(j+1)(j+2-n) B_{j+1}(\varphi)\right] \tau^{j}  \tag{3.4}\\
& \quad+H \sum_{j \geq 0}\left[(l+1+j) A_{j}(\varphi)+(j+1)(j+2-n) A_{j+1}(\varphi)\right] \tau^{j}
\end{align*}
$$

With the natural restrictions on $f$, integration by parts gives

$$
\begin{equation*}
\int_{a}^{b} f(t)\left(D_{l} \varphi\right)(t) d t=\int_{a}^{b}\left(D_{l}^{\prime} f\right)(t) \varphi(t) d t+R(b, \varphi)-R(a, \varphi) \tag{3.5}
\end{equation*}
$$

where $-\infty \leq a<b \leq+\infty$ and

$$
\begin{equation*}
R(b, \varphi)=(1-n+b) f(b) \varphi(b)+b f(b) \varphi^{\prime}(b)-b f^{\prime}(b) \varphi(b) . \tag{3.6}
\end{equation*}
$$

Proposition 3.1. For $l \geq 0, T=\left(L_{l+n-1}^{0} H\right)^{(n-1)}$ is a solution in $\mathcal{H}_{0}^{\prime}$ of $D_{l}^{\prime} T=0$.
Proof. Let $c_{j, l}=\left(L_{l+n-1}^{0}\right)^{(n-2-j)}(0), 0 \leq j \leq n-2$. Then a computation shows that

$$
T=\left(L_{l+n-1}^{0}\right)^{(n-1)} H+\sum_{j=0}^{n-2} c_{j, l} \delta^{(j)}
$$

and so $T \in \mathcal{H}^{\prime}$ since every $\varphi \in \mathcal{H}$ is in $C^{n-2}(\Re)$. Also

$$
\begin{aligned}
\left\langle D_{l}^{\prime} T, \varphi\right\rangle & =\left\langle T, D_{l} \varphi\right\rangle \\
& =\int_{0}^{\infty}\left(L_{l+n-1}^{0}\right)^{(n-1)}(t)\left(D_{l} \varphi\right)(t) d t+\left\langle\sum_{j=0}^{n-2} c_{j, l} \delta^{(j)}, D_{l} \varphi\right\rangle .
\end{aligned}
$$

By (3.4), (3.5) and (3.6) we have

$$
\int_{0}^{\infty}\left(L_{l+n-1}^{0}\right)^{(n-1)}(t)\left(D_{l} \varphi\right)(t) d t=(n-1)\left(L_{l+n-1}^{0}\right)^{(n-1)}(0) B_{0}(\varphi)
$$

and by (3.4)

$$
\begin{aligned}
& \left\langle\sum_{j=0}^{n-2} c_{j, l} \delta^{(j)}, D_{l} \varphi\right\rangle \\
& =\sum_{j=0}^{n-2} c_{j, l}(-1)^{j} j!B_{j}\left(D_{l} \varphi\right) \\
& =\sum_{j=0}^{n-2} c_{j, l}(-1)^{j} j!\left((l+1+j) B_{j} \varphi+(j+1)(j+2-n) B_{j+1}(\varphi)\right) \\
& =\sum_{j=0}^{n-2} d_{j, l} B_{j}(\varphi)
\end{aligned}
$$

where $d_{0, l}=(l+1) c_{0, l}$ and $d_{j, l}=(-1)^{j} j!\left((l+1+j) c_{j, l}+(n-j-1) c_{j-1, l}\right)$ if $1 \leq j \leq n-2$. Since $c_{j, l}=(-1)^{n-j}\binom{l+n-1}{n-j-2}$ the lemma follows.

Now, it is proved in $[\mathbf{T}]$ that if $S \in \mathcal{H}^{\prime}$ and $\operatorname{supp}(S)=\{0\}$ then there exists $m_{1}, m_{2} \in N \cup\{0\} \alpha_{0}, \ldots \alpha_{m_{1}}, \alpha_{0}^{\prime}, \ldots \alpha_{m_{2}}^{\prime} \in C$ such that

$$
S(\varphi)=\sum_{j=0}^{m_{1}} \alpha_{j} B_{j}(\varphi)+\sum_{j=0}^{m_{2}} \alpha_{j}^{\prime} A_{j}(\varphi), \quad \varphi \in \mathcal{H}
$$

We will need the following:
Lemma 3.2. Assume $l \geq-n+1$. If $S \in \mathcal{H}^{\prime}, \operatorname{supp} S=\{0\}$ and if

$$
D_{l}^{\prime} S=c_{n-1} B_{n-1}+d_{n-1} A_{n-1}+\sum_{j=0}^{n-2} c_{j} B_{j}
$$

with $c_{0}, \ldots, c_{n-1}, d_{n-1} \in C$, then $c_{n-1}=d_{n-1}=0$.
Proof. We write $S=\sum_{j=0}^{m_{1}} \alpha_{j} B_{j}+\sum_{j=0}^{m_{2}} \alpha_{j}^{\prime} A_{j}$. Suppose $c_{n-1} \neq 0$. By (3.4) the coefficient of $B_{j}(\varphi)$ in the expansion of $D_{l}(\varphi)$ is $(l+1+j) \alpha_{j}$ $+j(j+1-n) \alpha_{j-1}$ and so $c_{n-1}=(l+n) \alpha_{n-1}$ and $\alpha_{j}=-\frac{j(j+1-n)}{l+1+j} \alpha_{j-1}$ for $j \geq-l$. Then $\alpha_{j} \neq 0$ if $j \geq n$. Contradiction. Analogously $d_{n-1} \neq 0$ would imply $\alpha_{j}^{\prime} \neq 0$ for $j \geq n$.

If $l \geq 0$, a solution of the C.H.E. is the function $f_{1}(t)=L_{l}^{n-1}(t)$. Another solution $f_{2} \in C^{2}((-\infty, 0))$ of the C.H.E., linearly independent with $f_{1}$, is obtained setting $f_{2}(t)=c(t) f_{1}(t)$ where $c(t)$ satisfy

$$
t f_{1}(t) c^{\prime \prime}(t)+\left[2 t f_{1}^{\prime}(t)+(n-t) f_{1}(t)\right] c^{\prime}(t)=0
$$

Then for $t<0$,

$$
\begin{equation*}
f_{2}(t)=f_{1}(t) \int_{-\infty}^{t} f_{1}(s)^{-2} s^{-n} e^{s} d s \tag{3.7}
\end{equation*}
$$

is well defined since the zeros of the Laguerre's polynomials are in $(0,+\infty)$. Also

$$
\begin{array}{r}
f_{2}(t)=o\left(e^{t}\right) \\
t \rightarrow-\infty  \tag{3.8}\\
f_{2}^{\prime}(t)=o\left(e^{t}\right) \\
t \rightarrow-\infty
\end{array}, \begin{aligned}
& f_{2}(t) \backsim-\frac{1}{f_{1}(0)(n-1)} t^{-n+1} \quad \text { as } t \rightarrow 0 .
\end{aligned}
$$

Lemma 3.3. Let for $\varphi \in \mathcal{H}$,

$$
\left\langle P f\left(f_{2}\right), \varphi\right\rangle=\lim _{\epsilon \rightarrow 0^{+}} \int_{-\infty}^{-\epsilon} f_{2}(t)\left(\varphi(t)-\sum_{j=0}^{n-2} \frac{\varphi^{(j)}(0)}{j!} t^{j}\right) d t .
$$

Then $\operatorname{Pf}\left(f_{2}\right) \in \mathcal{H}^{\prime}$ and $D_{l}^{\prime} \operatorname{Pf}\left(f_{2}\right)=-\frac{1}{f_{1}(0)} B_{n-1}(\varphi)$.
Proof. Pf $\left(f_{2}\right) \in \mathcal{H}^{\prime}$ by Lemma 3.3 in [T]. On the other hand, from (3.4) it follows that if $\psi(t)=\sum_{j=0}^{n-2} \frac{\varphi^{(j)}(0)}{j!} t^{j}$ then $D_{l} \psi=\sum_{j=0}^{n-2} \frac{\left(D_{l} \varphi\right)^{(j)}(0)}{j!} t^{j}$. Thus

$$
\begin{aligned}
\left\langle D_{l}^{\prime} P f\left(f_{2}\right), \varphi\right\rangle & =\left\langle\operatorname{Pf}\left(f_{2}\right), D_{l}^{\prime} \varphi\right\rangle \\
& =\lim _{\epsilon \rightarrow 0^{+}} \int_{-\infty}^{-\epsilon} f_{2}(t)\left(\left(D_{l} \varphi\right)(t)-\sum_{j=0}^{n-2} \frac{\left(D_{l} \varphi\right)^{(j)}(0)}{j!} t^{j}\right) d t \\
& =\lim _{\epsilon \rightarrow 0^{+}} \int_{-\infty}^{-\epsilon} f_{2}(t) D_{l}(\varphi-\psi)(t) d t=\lim _{\epsilon \rightarrow 0^{+}} R\left(-\epsilon, \varphi_{1}\right)
\end{aligned}
$$

where $\varphi_{1}=\varphi-\psi$ and $R\left(-\epsilon, \varphi_{1}\right)$ is given by (3.6).
As by (3.8)

$$
\begin{aligned}
& \lim _{s \rightarrow 0^{-}}(1-n+s) f_{2}(s) \varphi_{1}(s)=(1-n) \frac{1}{f_{1}(0)(1-n)} B_{n-1}(\varphi), \\
& \lim _{s \rightarrow 0^{-}} s f_{2}(s) \varphi_{1}^{\prime}(s)=\frac{1}{f_{1}(0)} \lim _{s \rightarrow 0^{-}} \frac{s^{-n+2}}{1-n}\left((n-1) B_{n-1} s^{n-2}+\ldots\right) \\
& =-\frac{1}{f_{1}(0)} B_{n-1}
\end{aligned}
$$

and

$$
\lim _{s \rightarrow 0^{-}} s f_{2}^{\prime}(s) \varphi_{1}(s)=\frac{1}{f_{1}(0)} B_{n-1}
$$

the lemma follows.
Proposition 3.4. Let $T$ be in $\mathcal{H}_{0}^{\prime}$. Suppose that either $k \geq q$ or $k \leq-p$ and $\lambda \in \Re-\{0\}$, let $T_{\lambda, k}$ be defined as in (2.17) and (2.18). If $T_{\lambda, k}$ is a tempered solution (i.e., $\left.T_{\lambda, k} \in \mathcal{H}^{\prime}\right)$ of (2.16) then $T$ is a multiple of $\left(L_{l+n-1}^{0} H\right)^{(n-1)}$ where $l=k-q$ if $k \geq q$ and $l=-k-p$ if $k \leq-p$.
Proof. We know that there exists a basis of the solution space in $C^{2}(0,+\infty)$ given by $f_{1}(t)$ and a certain function $g(t)$ where $g(t) \backsim e^{t}$ as $t \rightarrow+\infty[\mathbf{S e}]$. In particular when we write $T$ restricted to $(0,+\infty)$, as a linear combination $a f_{1}+b g$, the condition $T_{\lambda, k} \in \mathcal{H}^{\prime}$ implies $b=0$.

We now consider $S=T-a\left(L_{l+n-1}^{0} H\right)^{(n-1)}$. Then $\operatorname{supp} S \subset(-\infty, 0]$, $D_{l}^{\prime} S=0$ and the corresponding $S_{\lambda, k} \in \mathcal{H}^{\prime}$.

Writing $S$ restricted to $(-\infty, 0)$ as a linear combination $\alpha f_{1}+\beta f_{2}$ we obtain that $\alpha=0$. Thus $S-\beta P f\left(f_{2}\right)$ has support at $t=0$ and by Lemma 3.3

$$
D_{l}^{\prime}\left(S-\beta P f\left(f_{2}\right)\right)=-\beta \frac{1}{f_{1}(0)} B_{n-1} .
$$

If $\beta \neq 0$, this contradicts Lemma 3.2. Thus supp $S=\{0\}$. But, from (3.4), it is easy to see that there is not nontrivial solution $S$ supported at the origin of $D_{l}^{\prime} S=0$ if $l \geq 0$. So $S=0$ and the proof is complete.

To state a similar result for $-p<k<q$ we will need some facts about the equation

$$
\begin{equation*}
t v^{\prime \prime}+(n-t) v^{\prime}-l v, \quad l=1, \ldots, n-1 . \tag{3.9}
\end{equation*}
$$

Lemma 3.5. For $l=1, \ldots, n-1$ there exists a polynomial $P_{l-1}$ of degree $l-$ 1 with $P_{l-1}(0)=1$ such that for all open interval $I \subset \Re-\{0\}$ (not necessarily finite) two linearly independent solutions in $C^{2}(I)$ are given by $g_{1}(t)=$ $t^{1-n} P_{l-1}(t) e^{t}$ and $g_{2}(t)=t^{1-n} T_{n-2}\left(P_{l-1}(t) e^{t}\right)$ where $T_{n-2}(g)$ denotes the Taylor polynomial of degree $n-2$ around the origin for the function $g$.

Proof. Following the notation of [Se], we can write every solution of (3.9) belonging to $C^{2}(I)$ as $\alpha .{ }_{1} F_{1}(l, n, t)+\beta t^{1-n}{ }_{\cdot 1} F_{1}(1+l-n, 2-n, t)$ where

$$
\begin{equation*}
{ }_{1} F_{1}(a, c, t)=\sum_{j=0}^{\infty} \frac{(a)_{j}}{(c)_{j}} \frac{t^{j}}{j!} \tag{3.10}
\end{equation*}
$$

and $(a)_{j}=a(a+1) \ldots(a+j-1)$.
By (3.10) ${ }_{1} F_{1}(1+l-n, 2-n, t)=\sum_{j=0}^{\infty} p_{l-1}(j) \frac{t^{j}}{j!}$ where $p_{l-1}(j)=$ $\sum_{k=0}^{l-1} a_{k} j^{k}$ for some $a_{1}, \ldots, a_{k-1} \in \Re$ and $a_{0}=1$. Induction on $k$ shows that $\sum_{j=0}^{\infty} j^{k} \frac{t^{j}}{j!}=q_{k}(t) e^{t}$ with $q_{k}$ a polynomial of degree $k$ such that $q_{k}(0)=0$ for $k>0$. So $g_{1}(t)=t^{1-n}{ }_{\cdot 1} F_{1}(1+l-n, 2-n, t)$ is a solution of the desired form.

Also

$$
\begin{aligned}
& { }_{1} F_{1}(l, n, t) \\
& =\sum_{j=0}^{\infty} \frac{(l)_{j}}{(n)_{j}} \frac{t^{j}}{j!}=\frac{(n-1)!}{(l-1)!} \sum_{j=0}^{\infty} \frac{(j+1) \ldots(j+l-1)}{(n+j-1)!} t^{j} \\
& =\frac{(n-1)!}{(l-1)!} \sum_{j=0}^{\infty} \frac{(j+(n-1)+(2-n)) \ldots((j+n-1)+(l-n))}{(n+j-1)!} t^{j}
\end{aligned}
$$

$$
\begin{aligned}
= & \frac{(n-1)!}{(l-1)!} \frac{1}{t^{n-1}} \sum_{j=n-1}^{\infty}(j+2-n) \ldots(j+l-n) \frac{t^{j}}{j!} \\
= & \frac{(n-1)!}{(l-1)!}(2-n) \ldots(l-n) \\
& \quad \cdot \frac{1}{t^{n-1}}\left({ }_{1} F_{1}(1+l-n, 2-n, t)-T_{n-2}\left({ }_{1} F_{1}(1+l-n, 2-n, t)\right)\right)
\end{aligned}
$$

So we can take $g_{2}(t)=t^{1-n} T_{n-2}\left({ }_{1} F_{1}(1+l-n, 2-n, t)\right)$.
Lemma 3.6. For $\varphi \in \mathcal{H}$, let $P f^{-}\left(g_{1}\right)$ and $\operatorname{Pf}^{+}\left(g_{2}\right)$ be defined by

$$
\begin{aligned}
\left\langle P f^{-}\left(g_{1}\right), \varphi\right\rangle= & \lim _{\epsilon \rightarrow 0^{+}} \int_{-\infty}^{-\epsilon} g_{1}(t)\left(\varphi(t)-\sum_{j=0}^{n-2} \frac{\varphi^{(j)}(0)}{j!} t^{j}\right) d t \\
\left\langle P f^{+}\left(g_{2}\right), \varphi\right\rangle= & \lim _{\epsilon \rightarrow 0^{+}} \int_{\epsilon}^{1} g_{2}(t)\left(\varphi(t)-\sum_{j=0}^{n-2} \frac{\varphi^{(j)}(0)}{j!} t^{j}\right) d t \\
& +\int_{1}^{\infty} g_{2}(t) \varphi(t) d t
\end{aligned}
$$

Then $P f^{-}\left(g_{1}\right)$ and $P f^{+}\left(g_{2}\right)$ belong to $\mathcal{H}^{\prime}$ and they satisfy:
(i) $D_{l}^{\prime}\left(P f^{-}\left(g_{1}\right)\right)=(n-1) B_{n-1}$,
(ii) $D_{l}^{\prime}\left(P f^{+}\left(g_{2}\right)\right)=-(n-1)\left(B_{n-1}+A_{n-1}\right)+\sum_{j=0}^{n-2} \beta_{j} B_{j}$ for some constants $\beta_{1}, \ldots, \beta_{n-2}$.
Proof. The proof follows similar lines those of Lemma 3.3, but now, to prove (i) we take account of that $P_{l-1}(0)=1$ where $P_{l-1}$ is as in Lemma 3.5. For (ii) we observe that if $\varphi \in \mathcal{H}$ and if $\psi(t)=\sum_{j=0}^{n-2} B_{j}(\varphi) t^{j}$, we have $R(1, \varphi-\psi)-R(1, \varphi)=-(2-n) \psi(1)-\psi^{\prime}(1) f_{2}(1)+f_{2}^{\prime}(1) \psi(1)$.

The constants $\beta_{j}$ are determined by $f_{2}(1)$ and $f_{2}^{\prime}(1)$.
Lemma 3.7. For each $l=-1,-2, \ldots,-n+1$, the space of the solutions $T \in \mathcal{H}_{0}^{\prime}$ which are supported at the origin of the equation $D_{l}^{\prime} T=0$ is one dimensional.
Proof. For such a $T$ we write $T=\sum_{j=0}^{m_{1}} \alpha_{j} B_{j}+\sum_{j=n-1}^{m_{2}} \alpha_{j}^{\prime} A_{j}$. From $\left\langle T, D_{l} \varphi\right\rangle=0$ and (3.4) we obtain that $\alpha_{j}(l+1+j)+\alpha_{j-1}(j+1-n)=0$ for all $j$. If $j=n-1$, this implies that $\alpha_{n-1}(l+n)=0$ and so $\alpha_{j}=0$ for all $j \geq n-1$. The same argument says that $\alpha_{j}^{\prime}=0, j \geq n-1$ and thus $T=\sum_{j=0}^{n-2} \alpha_{j} B_{j}$. Let
$j_{0}=-l-1$. Then $\alpha_{j_{0}-1}=0$. . Since

$$
\begin{equation*}
\alpha_{j}=-\frac{j+1-n}{l+1+j} \alpha_{j-1} \tag{3.11}
\end{equation*}
$$

for $j \neq j_{0}$ we have $\alpha_{0}=\alpha_{1}=\cdots=\alpha_{j_{0}-1}=0$. So $T$ is completely determined by $\alpha_{j_{0}}$. On the other hand, it is clear that for each $\alpha_{j_{0}}$ we obtain in this way a solution supported at $\{0\}$.

Remark 3.8. Let $l, T$ be as in Lemma 3.7. If we write $T=\sum_{j=0}^{n-2} \gamma_{j, l} \delta^{(j)}$ instead of $\sum_{j=0}^{n-2} \alpha_{j} B_{j}$, by (3.11) we see that $\left\{\gamma_{j, l}\right\}$ satisfy

$$
(l+1+j) \gamma_{j, l}+(n-j-1) \gamma_{j-1, l}=0
$$

for $0 \leq j \leq n-2$. But this is also the recurrence relation for the successive derivatives at the origin of the polynomial $L_{l+n-1}^{0}$, so we can choose a nontrivial solution as $T_{0}=\sum_{j=0}^{n-2} \gamma_{j, l} \delta^{(j)}$ with $\gamma_{j, l}=\left(L_{l+n-1}^{0}\right)^{(n-j-2)}(0)$, $0 \leq j \leq n-2$. Now, a computation shows that $T_{0}=\left(L_{l+n-1}^{0} H\right)^{(n-1)}$.

Proposition 3.9. Let $T$ be in $\mathcal{H}_{0}^{\prime}$. Suppose $-p<k<q, \lambda \in \Re-\{0\}$, let $T_{\lambda, k}$ be defined as in (2.17) and (2.18). If $T_{\lambda, k}$ is a tempered solution (i.e., $T_{\lambda, k} \in \mathcal{H}^{\prime}$ ) of (2.16) then $T$ is a multiple of the distribution $T_{0}$ defined in Remark 3.8.

Proof. We argue as in Proposition 3.4. Suppose $0 \leq k<q$. So $T_{\lambda, k}$ is given by (2.17). Now, $T_{\lambda, k} \in \mathcal{H}^{\prime}$ implies that $T$ restricted to $(0,+\infty)$ agrees with $\alpha g_{2}$ and $T$ restricted to ( $-\infty .0$ ) agrees with $\beta g_{1}$, for some $\alpha, \beta \in C$ and where $g_{1}, g_{2}$ are defined as in Lemma 3.5. So $S=T-\beta P f^{-}\left(g_{1}\right)-$ $\alpha P f^{+}\left(g_{2}\right)$ has support at the origin and, by Lemma 3.6, it satisfies $D_{l}^{\prime}(S)=$ $-\beta(n-1) B_{n-1}+\alpha(n-1)\left(B_{n-1}+A_{n-1}\right)+\sum_{j=0}^{n-2} \beta_{j} B_{j}$. But, by Lemma 3.2 $\alpha=\beta=0$ and so $T$ has support at the origin and the lemma follows from Lemma 3.7. The case $-p<k<0$ is analogous.

## 4. Determination of $S_{\lambda, k}$ and $\wp_{k}$.

In this section we compute explicitly the distributions $S_{\lambda, k}$ and $\mu_{k}$. Taking account of Remark 3.8 and Proposition 3.1, we consider the particular distribution $T$ given by $T=\left(L_{l+n-1}^{0} H\right)^{(n-1)}$ where $l=k-q$ if $k \geq 0$ and $l=-k-p$ if $k<0$. Let $F_{\lambda, k} \in S^{\prime}\left(\Re^{2 n}\right)$ be defined as in Remark 2.4. Since $F_{\lambda, k} \in S^{\prime}\left(H_{n}\right)^{U(p, q)}$ and satisfies (2.10), the considerations in Remark 2.7 and Propositions 3.4 and 3.9 imply that $F_{\lambda, k}=c_{\lambda, k} N^{\prime}\left(T_{\lambda, k}\right)$ for
some $c_{\lambda, k} \in C$. In order to compute $c_{\lambda, k}$ we apply both distributions to the function

$$
\begin{equation*}
f_{\lambda}(z)=f_{\lambda}\left(z_{1}, \ldots z_{n}\right)=e^{-\frac{|\lambda|}{4}|z|^{2}} \sum_{\substack{\beta_{1}+\cdots+\beta_{n}=|k|, \beta_{1} \geq 0, \ldots \beta_{n} \geq 0}} \prod_{j=1}^{n} L_{\beta_{1}}^{0}\left(\frac{1}{2}|\lambda|\left|z_{j}\right|^{2}\right) . \tag{4.1}
\end{equation*}
$$

By (3.1) we have that, if $k \geq 0$

$$
\begin{equation*}
\left\langle F_{\lambda, k}, f_{\lambda}\right\rangle=2^{n} \pi^{n}|\lambda|^{-n} \sum_{\substack{\beta_{1}+\cdots+\beta_{p}=|k|, \beta_{1} \geq 0, \ldots \beta_{p} \geq 0}} 1=2^{n} \pi^{n}|\lambda|^{-n}\binom{p+k-1}{p-1} \tag{4.2}
\end{equation*}
$$

and if $k<0$

$$
\begin{equation*}
\left\langle F_{\lambda, k}, f_{\lambda}\right\rangle=2^{n} \pi^{n}|\lambda|^{-n} \sum_{\substack{\beta_{1}+\cdots+\beta_{q}=|k|, \beta_{1} \geq 0, \ldots \beta_{q} \geq 0}} 1=2^{n} \pi^{n}|\lambda|^{-n}\binom{q-k-1}{q-1} . \tag{4.3}
\end{equation*}
$$

On the other hand, by well known properties of the Laguerre polynomials,

$$
\begin{equation*}
f_{\lambda}(z)=e^{-\frac{|\lambda|}{4}|z|^{2}} L_{|k|}^{n-1}\left(\frac{1}{2}|\lambda||z|^{2}\right) . \tag{4.4}
\end{equation*}
$$

So, for $t \geq 0$, and taking account of that the volume of the $n$ dimensional sphere is $2 \pi^{\frac{n+1}{2}} / \Gamma\left(\frac{n+1}{2}\right)$, we have

$$
\begin{align*}
& N f_{\lambda}\left(2|\lambda|^{-1} t\right)  \tag{4.5}\\
& =\frac{4 \pi^{p+q}}{(p-1)!(q-1)!} \int_{2|\lambda|^{-1} t}^{\infty} e^{-\frac{|\lambda|}{4} \rho} L_{|k|}^{n-1}\left(\frac{|\lambda| \rho}{2}\right) \\
& \quad \cdot\left(\rho+2|\lambda|^{-1} t\right)^{p-1}\left(\rho-2|\lambda|^{-1} t\right)^{q-1} d \rho \\
& =\frac{4 \pi^{p+q}}{(p-1)!(q-1)!} 2^{n-1}|\lambda|^{-(n-1)} \int_{t}^{\infty} e^{-\frac{s}{2}} L_{|k|}^{n-1}(s)(s+t)^{p-1}(s-t)^{q-1} d s
\end{align*}
$$

Now,

$$
\left\langle F_{\lambda, k}, f_{\lambda}\right\rangle=c_{\lambda, k}\left\langle N^{\prime}\left(T_{\lambda, k}\right), f_{\lambda}\right\rangle=c_{\lambda, k}\left\langle T_{\lambda, k}, N\left(f_{\lambda}\right)\right\rangle .
$$

From (4.5), the definition of $T_{\lambda, k}$ and (4.2) we obtain that $c_{\lambda, k}$ is independent of $\lambda$. In order to compute $c_{\lambda, k}$ we consider first the case $k \geq 0$. By

$$
\begin{equation*}
\left.\left\langle T_{\lambda, k}, N\left(f_{\lambda}\right)\right\rangle=\left.\langle 2| \lambda\right|^{-1} \delta_{\frac{|\lambda|}{2}} T, t \rightarrow e^{-\frac{|\lambda|}{4} t} N\left(f_{\lambda}\right)(t)\right\rangle \tag{2.17}
\end{equation*}
$$

$$
=2|\lambda|^{-1}\left\langle T, t \rightarrow e^{-\frac{t}{2}} N\left(f_{\lambda}\right)\left(2|\lambda|^{-1} t\right)\right\rangle
$$

thus, by (4.5), we need to evaluate $T\left(\psi_{0}\right)$ where $T=\left(L_{k-q+n-1}^{0} H\right)^{(n-1)}$ and $\psi_{0}(t)=e^{-\frac{t}{2}} \varphi_{0}(t)$ with

$$
\varphi_{0}(t)=e^{-\frac{t}{2}} \int_{0}^{\infty} e^{-\frac{\rho}{2}} L_{k}^{n-1}(\rho+t)(\rho+2 t)^{p-1} \rho^{q-1} d \rho .
$$

Since $k-q+n-1=k+p-1$ and $L_{k}^{n-1}(\rho+t)(\rho+2 t)^{p-1}$ is a polynomial in $t$ of degree $k+p-1$ we can use the Leibnitz formula for the derivatives of a product, the fact that every polynomial can be written as a linear combination of the Laguerre polynomials and the orthogonality relations (3.1) to obtain that

$$
\begin{aligned}
& T\left(\psi_{0}\right) \\
& =(-1)^{n-1} \int_{0}^{\infty} L_{k+p-1}^{0}(t) \int_{0}^{\infty} e^{-\frac{\rho}{2}} \rho^{q-1} e^{-t} L_{k}^{n-1}(\rho+t)(\rho+2 t)^{p-1} d \rho d t .
\end{aligned}
$$

Since $L_{k}^{n-1}(\rho+t)=\sum_{m+j=k} L_{m}^{n-2}(\rho) L_{j}^{0}(t)$, we repeat the same argument to obtain that

$$
\begin{aligned}
& T\left(\psi_{0}\right) \\
& =2^{p-1}(-1)^{n-1} \int_{0}^{\infty} L_{k+p-1}^{0}(t)\left[\int_{0}^{\infty} e^{-\frac{\rho}{2}} \rho^{q-1} L_{0}^{n-2}(0) d \rho\right] e^{-t} L_{k}^{0}(t) t^{p-1} d t \\
& =(-1)^{n-1} 2^{p-1}(-1)^{q} 2^{q}(q-1)!\int_{0}^{\infty} e^{-t} L_{k+p-1}^{0}(t) \frac{(-1)^{k}}{k!} t^{k+p-1} d t \\
& =(-1)^{n+q-1} 2^{n-1}(q-1)!\frac{(-1)^{k}}{k!}(-1)^{k+p-1}(k+p-1)!
\end{aligned}
$$

where we have used (3.1) and (3.2).
Finally, by (4.2), we find that

$$
2^{n} \pi^{n} \frac{(p+k-1)!}{k!(p-1)!}=c_{\lambda, k} 2^{n} \frac{4 \pi^{n}}{(p-1)!(q-1)!} 2^{n-1} \frac{(k+p-1)!}{k!}(q-1)!
$$

and so

$$
c_{\lambda, k}=\frac{1}{2^{n+1}} .
$$

If $k<0$, we can repeat the above computation, using (2.18) instead of (2.17) and replacing $L_{k-q+n-1}^{0}$ by $L_{-k-p+n-1}^{0}$. In this case we also find $c_{\lambda, k}=\frac{1}{2^{n+1}}$.
Theorem 4.1. If $k \geq q, \lambda \in \Re-\{0\}, f \in S\left(C^{n}\right)$, then

$$
\left\langle F_{\lambda, k}, f\right\rangle=\frac{1}{2} \int_{B(z) \geq 0} e^{-\frac{|\lambda|}{4} B(z)} L_{k-q}^{n-1}\left(\frac{|\lambda|}{2} B(z)\right) f(z) d z
$$

$$
+\frac{1}{2^{n}} \sum_{l=0}^{n-2} 4^{l}|\lambda|^{-(l+1)} \sum_{j=l}^{n-2} \frac{1}{2^{j}}\binom{j}{l}(-1)^{n-j}\binom{n+k-q-1}{k-q+j+1}\left\langle\delta_{B}^{l}, f\right\rangle
$$

where $\delta_{B}^{l}=N^{\prime}\left(\delta^{(l)}\right)$.
Proof.

$$
\begin{aligned}
\left\langle F_{\lambda, k}, f\right\rangle & =\frac{1}{2^{n+1}}\left\langle N^{\prime} T_{\lambda, k}, f\right\rangle=\frac{1}{2^{n+1}}\left\langle T_{\lambda, k}, N f\right\rangle \\
& \left.=\left.\frac{1}{2^{n+1}}\langle T, t \rightarrow 2| \lambda\right|^{-1} e^{-\frac{t}{2}} N f\left(2|\lambda|^{-1} t\right)\right\rangle .
\end{aligned}
$$

Now, as at the beginning of the proof of Proposition 3.1,

$$
T=L_{k-q}^{n-1} H+\sum_{j=0}^{n-2}\left(L_{k-q+n-1}^{0}\right)^{(n-2-j)}(0) \delta^{(j)} .
$$

But

$$
\begin{aligned}
& 2|\lambda|^{-1} \int_{0}^{\infty} L_{k-q}^{n-1}(t) e^{-\frac{t}{2}} N f\left(2|\lambda|^{-1} t\right) d t \\
& =\int_{0}^{\infty} L_{k-q}^{n-1}\left(\frac{|\lambda| t}{2}\right) e^{-\frac{|\lambda| t}{4}} N f(t) d t \\
& =2^{n} \int_{B(z) \geq 0} e^{-\frac{|\lambda|}{4} B(z)} L_{k-q}^{n-1}\left(\frac{|\lambda|}{2} B(z)\right) f(z) d z
\end{aligned}
$$

where the last equality follows from (2.12) applied to the function

$$
F(z)=L_{k-q}^{n-1}\left(\frac{|\lambda| B(z)}{2}\right) e^{-\frac{|\lambda| B(z)}{4}} f(z) .
$$

On the other hand, a computation shows that

$$
\begin{aligned}
& \left.\left.\left\langle\sum_{j=0}^{n-2}\left(L_{k-q+n-1}^{0}\right)^{(n-2-j)}(0) \delta^{(j)}, t \rightarrow 2\right| \lambda\right|^{-1} e^{-\frac{t}{2}} N f\left(2|\lambda|^{-1} t\right)\right\rangle \\
& =2 \sum_{l=0}^{n-2} 4^{l}|\lambda|^{-(l+1)} \sum_{j=l}^{n-2}\binom{j}{l}\left(L_{k-q+n-1}^{0}\right)^{(n-2-j)}(0) \frac{1}{2^{j}}\left\langle\delta_{B}^{l}, f\right\rangle
\end{aligned}
$$

and the theorem follows.
Remark 4.2. Theorem 4.1 remains true for $k \leq-p$, with the obvious changes in the proof, if we replace $L_{k-q}^{n-1}$ by $L_{-k-p}^{n-1},\binom{n+k-q-1}{k-q+j+1}$ by $\binom{n-k-p-1}{-k-p+j+1}$
and the integration region $\{z: B(z) \geq 0\}$ by $\{z: B(z) \leq 0\}$. It is also immediate to see that if $-p<k<q, \lambda \in \Re-\{0\}, f \in S\left(C^{n}\right)$, then

$$
\left\langle F_{\lambda, k}, f\right\rangle=\frac{1}{2^{n}} \sum_{l=0}^{n-2} 4^{l}|\lambda|^{-(l+1)} \sum_{j=l}^{n-2} \frac{1}{2^{j}}\binom{j}{l} \gamma_{j, k}\left\langle\delta_{B}^{l}, f\right\rangle
$$

with $\gamma_{j, l}$ as in Remark 3.8, i.e.,

$$
\gamma_{j, k}=\left(L_{k-q+n-1}^{0}\right)^{(n-j-2)}(0)=(-1)^{n-j}\binom{n+k-q-1}{n-j-2}
$$

for $q-k-1 \leq j \leq n-2$ and $\gamma_{j, k}=0$ if $j<q-k-1$ and where $\delta_{B}^{l}$ is as in Theorem 4.1.

Remark 4.3. We have computed the distributions $F_{\lambda, k}$ and the constant $c_{\lambda, k}$, and so also $S_{\lambda, k}=e^{-i \lambda t} F_{\lambda, k}$.

Next, we compute $\mu_{k}$. We first assume $k \geq q$. Taking account of Theorem 4.1. We recall that for $f=f(z, t) \in S^{\prime}\left(H_{n}\right)$

$$
\left\langle\mu_{k}, f\right\rangle=\int_{-\infty}^{\infty}\left\langle e^{-i \lambda t} F_{\lambda, k}, f\right\rangle|\lambda|^{n} d \lambda .
$$

By Theorem $4.1|\lambda|^{n} e^{-i \lambda t}\left\langle F_{\lambda, k}, f(., t)\right\rangle=J_{1}(f)(\lambda, t)+J_{2}(f)(\lambda, t), t \in \Re$, where

$$
J_{1}(f)(\lambda, t)=\frac{1}{2}|\lambda|^{n} e^{-i \lambda t} \int_{B(z) \geq 0} e^{-\frac{|\lambda|}{4} B(z)} L_{k-q}^{n-1}\left(\frac{|\lambda|}{2} B(z)\right) f(z, t) d z
$$

and

$$
\begin{aligned}
& J_{2}(f)(\lambda, t) \\
& =\frac{1}{2^{n}} e^{-i \lambda t} \sum_{l=0}^{n-2} 4^{l}|\lambda|^{n-(l+1)} \sum_{j=l}^{n-2} \frac{1}{2^{j}}\binom{j}{l}\left(L_{k-q+n-1}^{0}\right)^{(n-j-2)}(0)\left\langle\delta_{B}^{l}, f(., t)\right\rangle .
\end{aligned}
$$

So, by well known properties of the Fourier transform on $S^{\prime}(\Re)$,

$$
\begin{align*}
& \int_{\Re}\left(\int_{\Re} J_{2}(f)(\lambda, t) d t\right) d \lambda  \tag{4.6}\\
& =\frac{1}{2^{n}} \sum_{l=0}^{n-2} 4^{l}(-i)^{n-l-1} \sum_{j=l}^{n-2} \frac{1}{2^{j}}\binom{j}{l} \gamma_{j, k}\left\langle\nu_{l}, \frac{\partial^{n-l-1} f}{\partial t^{n-l-1}}\right\rangle
\end{align*}
$$

where $\nu_{l}=\delta_{B}^{l} \otimes p v\left(\frac{1}{t}\right)$ if $n-l-1$ is odd and $\nu_{l}=\delta_{B}^{l} \otimes \delta$ if $n-l-1$ is even. Let $I_{1}(f)=\int_{\Re}\left(\int_{\Re} J_{1}(f)(\lambda, t) d t\right) d \lambda$. The properties of the Fourier
transform in $S^{\prime}(\Re)$ imply that

$$
\begin{align*}
I_{1}(f) & =\int_{\Re}\left\langle e^{-\lambda i t} e^{-\frac{|\lambda|}{4} B(z)} L_{k-q}^{n-1}\left(\frac{|\lambda|}{2} B(z)\right) H(B(z)), f\right\rangle|\lambda|^{n} d \lambda  \tag{4.7}\\
& =i \int_{\Re}\left\langle e^{-\lambda i t} e^{-\frac{|\lambda|}{4} B(z)} L_{k-q}^{n-1}\left(\frac{|\lambda|}{2} B(z)\right) H(B(z)), h\right\rangle|\lambda|^{n-1} d \lambda
\end{align*}
$$

where $h(z, t)=\frac{\partial\left(p v\left(\frac{1}{t} * f\right)\right)}{\partial t}(z, t)$.
Now, following [St], we will compute (4.7).
Lemma 4.4. For $f \in S\left(C^{n} \times \Re\right)$ there exists $\int_{C^{n} \times \Re} \frac{H(B(z))}{B(z)+i t} f(z, t) d z d t$ and

$$
\lim _{\epsilon \rightarrow 0} \int_{C^{n} \times \Re} \frac{H(B(z))}{B(z)+\epsilon+i t} f(z, t) d z d t=\int_{C^{n} \times \Re} \frac{H(B(z))}{B(z)+i t} f(z, t) d z d t .
$$

Proof. We write

$$
\frac{1}{B(z)+\epsilon+i t}=P(t, B(z)+\epsilon)-i Q(t, B(z)+\epsilon)
$$

where $P(t, s)=\frac{s}{s^{2}+t^{2}}, Q(t, s)=\frac{t}{s^{2}+t^{2}}, t, s \in \Re$. Thus, for $s \in$ $\Re\|P(., s)\|_{L^{1}(\Re)}=\pi$. So

$$
\int_{\Re}|P(t, B(z)+\epsilon) f(z, t)| d t \leq \pi\|f(z, .)\|_{L^{\infty}(\Re)}, \quad z \in C^{n} .
$$

Also, for $B(z) \neq 0$, we have

$$
\lim _{\epsilon \rightarrow 0}(P(., B(z)+\epsilon) * f(z, .))(0)=(P(., B(z)) * f(z, .))(0) .
$$

Since $\sup _{t \in \Re}|f(z, t)| \in L^{1}\left(C^{n}\right)$, the dominated convergence theorem implies that $P(t, B(z)) f(z, t) \in L^{1}\left(C^{n} \times \Re\right)$ and

$$
\begin{aligned}
& \lim _{\epsilon \rightarrow 0} \int_{C^{n} \times \Re} P(t, B(z)+\epsilon) H(B(z)) f(z, t) d z d t \\
& =\int_{C^{n} \times \Re} P(t, B(z)) H(B(z)) f(z, t) d z d t .
\end{aligned}
$$

On the other hand, let $G_{\epsilon}(z)=\int_{\Re} Q(t, B(z)+\epsilon) f(z, t) d t$. So

$$
G_{\epsilon}(z)=\int_{|t|<1} Q(t, B(z)+\epsilon)[f(z, t)-f(z, 0)] d t
$$

$$
+\int_{|t| \geq 1} Q(t, B(z)+\epsilon) f(z, t) d t
$$

Now, for $|t|<1$

$$
\left|\frac{f(z, t)-f(z, 0)}{t}\right|=\left|\frac{\partial f}{\partial t}(z, \zeta(z, t))\right| \leq \sup _{|u|<1}\left|\frac{\partial f}{\partial t}(z, u)\right|
$$

Also

$$
\sup _{|t|<1}|t Q(t, B(z)+\epsilon)| \leq 1, \quad \sup _{|t| \geq 1}|Q(t, B(z)+\epsilon)| \leq 1
$$

Thus $\left|G_{\epsilon}(z)\right| \leq \sup _{|u|<1}\left|\frac{\partial f}{\partial t}(z, u)\right|+\|f(z, .)\|_{L^{1}(\Re-[-1,1])}$. So, as above, we can use the dominated convergence theorem to obtain that $Q(t, B(z)) H(B(z)) f(z, t) \in L^{1}\left(C^{n} \times \Re\right)$ and

$$
\begin{aligned}
& \lim _{\epsilon \rightarrow 0} \int_{C^{n} \times \Re} Q(t, B(z)+\epsilon) H(B(z)) f(z, t) d z d t \\
& =\int_{C^{n} \times \Re} Q(t, B(z)) H(B(z)) f(z, t) d z d t
\end{aligned}
$$

Following [ $\mathbf{S t}$ ], we use the generatrix identity for the Laguerre polynomials

$$
\begin{equation*}
\sum_{s=0}^{\infty} L_{s}^{n-1}(t) r^{s}=(1-r)^{-n} e^{-\frac{r}{1-r} t} \tag{4.8}
\end{equation*}
$$

to obtain, for $\epsilon>0$

$$
\begin{align*}
& \int_{0}^{\infty} e^{-\epsilon \lambda} e^{-i \lambda t} e^{-\frac{\lambda}{4} B(z)} L_{k-q}^{n-1}\left(\frac{\lambda}{2} B(z)\right) H(B(z)) \lambda^{n-1} d \lambda  \tag{4.9}\\
& =\alpha_{k} \frac{[B(z)-4 \epsilon-4 i t]^{k-q}}{[B(z)+4 \epsilon+4 i t]^{k+p}} H(B(z))
\end{align*}
$$

where

$$
\begin{equation*}
\alpha_{\kappa}=4^{n}(n-1)!\binom{p+k-1}{k-q}(-1)^{k-q} \tag{4.10}
\end{equation*}
$$

Indeed, by (4.8), we can write, for $|r|<1, B(z) \geq 0, t \in \Re, \epsilon>0$

$$
\begin{aligned}
& \sum_{k=q}^{\infty} r^{k-q} \int_{0}^{\infty} e^{-\epsilon \lambda} e^{-i \lambda t} e^{-\frac{\lambda}{4} B(z)} L_{k-q}^{n-1}\left(\frac{\lambda}{2} B(z)\right) \lambda^{n-1} d \lambda \\
& =\sum_{s=0}^{\infty} r^{s} \int_{0}^{\infty} e^{-\epsilon \lambda} e^{-i \lambda t} e^{-\frac{\lambda}{4} B(z)} L_{s}^{n-1}\left(\frac{\lambda}{2} B(z)\right) \lambda^{n-1} d \lambda
\end{aligned}
$$

$$
\begin{aligned}
& =(1-r)^{-n} \int_{0}^{\infty} \exp \left(-\lambda\left(\frac{B(z)(1+r)+4(\epsilon+i t)(1-r)}{4(1-r)}\right)\right) \lambda^{n-1} d \lambda \\
& =\frac{4^{n}(n-1)!}{[B(z)+4 \epsilon+4 i t+r(B(z)-4 \epsilon-4 i t)]^{n}}
\end{aligned}
$$

Now, we compare the Taylor developments to obtain (4.9).
Write

$$
\frac{B(z)-i t}{B(z)+i t}=\frac{2 B(z)}{B(z)+i t}-1
$$

Now, letting $\epsilon \rightarrow 0^{+}$, and taking account of Lemma 4.4, we have

$$
\begin{align*}
& \int_{0}^{\infty}\left\langle e^{-i \lambda t} e^{-\frac{\lambda}{4} B(z)} L_{k-q}^{n-1}\left(\frac{\lambda}{2} B(z)\right) H(B(z)) \lambda^{n-1}, f\right\rangle d \lambda  \tag{4.11}\\
& =\alpha_{k} \lim _{\epsilon \rightarrow 0}\left\langle\frac{[B(z)-4 \epsilon-4 i t]^{k-q}}{[B(z)+4 \epsilon+4 i t]^{k+p}} H(B(z)), f\right\rangle
\end{align*}
$$

Now, this limit is

$$
\begin{aligned}
& \alpha_{k} \lim _{\epsilon \rightarrow 0}\left\langle\left[\frac{2 B(z)}{B(z)+4 \epsilon+4 i t}-1\right]^{k-q} \frac{H(B(z))}{[B(z)+4 \epsilon+4 i t]^{n}}, f\right\rangle \\
& =\alpha_{k} \lim _{\epsilon \rightarrow 0} \sum_{l=0}^{k-q}\binom{k-q}{l}(-1)^{k-q-l} 2^{l}\left\langle\frac{B(z)^{l} H(B(z))}{[B(z)+4 \epsilon+4 i t]^{n+l}}, f\right\rangle \\
& =\alpha_{k} \sum_{l=0}^{k-q}\binom{k-q}{l}(-1)^{k-q-l} \frac{2^{l}(-4 i)^{n+l-1}}{(n+l-1)!}\left\langle\frac{B(z)^{l} H(B(z))}{B(z)+4 i t}, \frac{\partial^{n+l-1} f}{\partial t^{n+l-1}}\right\rangle
\end{aligned}
$$

So

$$
\begin{align*}
& \int_{0}^{\infty}\left\langle e^{-i \lambda t} e^{-\frac{\lambda}{4} B(z)} L_{k-q}^{n-1}\left(\frac{\lambda}{2} B(z)\right) H(B(z)) \lambda^{n-1}, f\right\rangle d \lambda  \tag{4.12}\\
& =\alpha_{k} \sum_{l=0}^{k-q} \beta_{k, l}\left\langle\frac{B(z)^{l} H(B(z))}{B(z)+4 i t}, \frac{\partial^{n+l-1} f}{\partial t^{n+l-1}}\right\rangle
\end{align*}
$$

where

$$
\begin{equation*}
\beta_{k, l}=\binom{k-q}{l}(-1)^{k-q-l} \frac{2^{l}(-4 i)^{n+l-1}}{(n+l-1)!} \tag{4.13}
\end{equation*}
$$

From (4.11) a change of variable gives

$$
\begin{align*}
& \left.\left.\int_{-\infty}^{0}\left\langle e^{-i \lambda t} e^{-\frac{|\lambda|}{4} B(z)} L_{k-q}^{n-1}\left(\frac{|\lambda|}{2} B(z)\right) H(B(z))\right| \lambda\right|^{n-1}, f\right\rangle d \lambda  \tag{4.14}\\
& =\alpha_{k} \sum_{l=0}^{k-q} \bar{\beta}_{k, l}\left\langle\frac{B(z)^{l} H(B(z))}{B(z)-4 i t}, \frac{\partial^{n+l-1} f}{\partial t^{n+l-1}}\right\rangle
\end{align*}
$$

where, by (4.13), $\bar{\beta}_{k, l}=(-1)^{n+l-1} \beta_{k, l}$. So we have:
Theorem 4.5. For $k \geq q$ and $0 \leq l \leq k-q$, let $\alpha_{k}, \beta_{k, l}$ defined by (4.10) and (4.13) respectively. Then we have $\mu_{k}(f)=I_{1}(f)+I_{2}(f)$ where $I_{1}(f)$

$$
=\frac{i \alpha_{k}}{2} \sum_{l=0}^{k-q} \beta_{k, l}\left\langle\left(\frac{B(z)^{l} H(B(z))}{B(z)+4 i t}+(-1)^{n+l-1} \frac{B(z)^{l} H(B(z))}{B(z)-4 i t}\right), \frac{\partial^{n+l}\left(p v\left(\frac{1}{t} * f\right)\right)}{\partial t^{n+l}}\right\rangle
$$

and
$I_{2}(f)$

$$
=\frac{1}{2^{n}} \sum_{l=0}^{n-2} 4^{l} \sum_{j=l}^{n-2}(-i)^{n-l-1} \frac{1}{2^{j}}\binom{j}{l}\left(L_{k-q+n-1}^{0}\right)^{(n-j-2)}(0)\left\langle\nu_{l}, \frac{\partial^{n-l-1} f}{\partial t^{n-l-1}}\right\rangle
$$

where $\nu_{l}=\delta_{B}^{l} \otimes p v\left(\frac{1}{t}\right)$ if $n-l-1$ is odd and $\nu_{l}=\delta_{B}^{l} \otimes \delta$ if $n-l-1$ is even. Proof. It follows from (4.12), (4.14), (4.7) and (4.6).

Remark 4.6. If $k \leq-p$, Theorem 4.5 remains true if we replace $k-q$ by $-k-p$ and $H(B(z))$ by $H(-B(z))$ with the same proof, using (2.18) instead of (2.17). If $-p<k<q$ the same arguments give us $\mu_{k}(f)=I_{2}(f)$, with

$$
I_{2}(f)=\frac{1}{2^{n}} \sum_{l=0}^{n-2} 4^{l} \sum_{j=l}^{n-2} \frac{1}{2^{j}}\binom{j}{l} \gamma_{j, k}\left\langle\nu_{l}, \frac{\partial^{n-l-1} f}{\partial t^{n-l-1}}\right\rangle
$$

where $\gamma_{j, k}$ is defined as in Remark 3.8.
Remark 4.7. Let $A=\left\{(z, t) \in C^{n} \times \Re: B(z)=0\right\}$. If $f \in S\left(H_{n}\right)$ and $\operatorname{supp}(f) \cap A=\emptyset$ thus $\operatorname{supp}\left(\frac{\partial}{\partial t}\left(\right.\right.$ p.v. $\left.\left.\left(\frac{1}{t}\right) * f\right)\right) \cap A=\emptyset$, then from (4.7) and (4.11) and taking account of that $I_{2}(f)=0$, we have

$$
\begin{aligned}
& \mu_{k}(f)=I_{1}(f) \\
& =i \alpha_{k} \lim _{\epsilon \rightarrow 0}\left\langle\frac{[B(z)-4 \epsilon-4 i t]^{k-q}}{[B(z)+4 \epsilon+4 i t]^{k+p}} H(B(z)), \frac{\partial}{\partial t}\left(\text { p.v. }\left(\frac{1}{t}\right) * f\right)\right\rangle \\
& =i \alpha_{k}\left\langle\frac{[B(z)-4 i t]^{k-q}}{[B(z)+4 i t]^{k+p}} H(B(z)), \frac{\partial}{\partial t}\left(\text { p.v. }\left(\frac{1}{t}\right) * f\right)\right\rangle \\
& =i \alpha_{k}\left\langle-\frac{\partial}{\partial t}\left(\frac{[B(z)-4 i t]^{k-q}}{[B(z)+4 i t]^{k+p}}\right) H(B(z)), p \cdot v \cdot\left(\frac{1}{t}\right) * f\right\rangle .
\end{aligned}
$$

This is an analogous expression to those obtained in [St], p. 362 .
Remark 4.8. For $\epsilon= \pm 1, k \in Z$, we set $R_{k, \epsilon}=\{\epsilon \rho, \rho(2 k+p-q): \rho>0\}$. The rays $R_{k, \epsilon}$ are closely related to the study of the kernels of the operators $L-i \alpha T$, $\alpha \in C$. In order to describe $\operatorname{ker}(L-i \alpha T)$, with $\alpha \in$
$2 Z$ for $n$ even and $\operatorname{ker}(L-i \alpha T)$, with $\alpha \in 1+2 Z$ for $n$ odd, we define $\wp_{k}^{+}, \wp_{k}^{-}: L^{2}\left(H_{n}\right) \rightarrow L^{2}\left(H_{n}\right)$ via the Plancherel inversion formula requiring that for $\lambda \in \Re-\{0\}, \pi_{\lambda} \wp_{k}^{+}=\chi_{(0, \infty)}(\lambda) P_{k} \pi_{\lambda}$ and $\pi_{\lambda} \wp_{k}^{-}=$ $\chi_{(-\infty, 0)}(\lambda) P_{k} \pi_{\lambda}$, where $P_{k}$ is define as at the beginning of the proof of Lemma 2.2. Thus $\wp_{k}^{+}, \wp_{k}^{-}$are orthogonal projections over certain subspaces of $L^{2}\left(H_{n}\right)$. As in Lemma 2.2 we have $\wp_{k}^{+} f=\int_{0}^{+\infty} f * S_{\lambda, k}|\lambda|^{n} d \lambda$, $f \in S\left(H_{n}\right)$ (and the analogous formula for $\wp_{k}^{-}$). If $m$ has the same parity than $n$, we define $k_{1}(m)=-\frac{1}{2}(m+p-q)$ and $k_{2}(m)=\frac{1}{2}(m-p+q)$. Thus $k_{1}(m), k_{2}(m) \in Z$. We observe that $R\left(\wp_{k_{1}(m)}^{+}\right) \subset \operatorname{ker}(L-i m T) \cap$ $L^{2}\left(H_{n}\right)$, where ker $(L-i m T)=\left\{S \in S^{\prime}\left(H_{n}\right):(L-i m T) S=0\right\}$. In order to see this inclusion, we proceed as follows. As in Lemma 2.2 we construct $\mu_{k_{1}(m)}^{ \pm} \in S^{\prime}\left(H_{n}\right)$ such that $\wp_{k_{1}(m)}^{ \pm} f=f * \mu_{k_{1}(m)}^{ \pm}$. As there, we have

$$
\begin{aligned}
\left\langle\mu_{k_{1}(m)}^{+}, \varphi\right\rangle= & \int_{0}^{+\infty}\left\langle S_{\lambda . k_{1}(m)}, \varphi\right\rangle|\lambda|^{n} d \lambda, \varphi \in S^{\prime}\left(H_{n}\right) . \text { Then } \\
& \left\langle(L-i m T)\left(\mu_{k_{1}(m)}^{+}\right), \varphi\right\rangle \\
& =\left\langle\mu_{k_{1}(m)}^{+},(L+i m T)(\varphi)\right\rangle \\
& =\int_{0}^{+\infty}\left\langle S_{\lambda . k_{1}(m)},(L+i m T)(\varphi)\right\rangle|\lambda|^{n} d \lambda \\
& =\int_{0}^{+\infty}\left\langle(L-i m T) S_{\lambda . k_{1}(m)}, \varphi\right\rangle|\lambda|^{n} d \lambda=0 .
\end{aligned}
$$

Now, since $L, T$ commute with left translations $(L-i m T)\left(f * \mu_{k_{1}(m)}^{+}\right)=$ $f *\left((L-i m T) \mu_{k_{1}(m)}^{+}\right)=0$. So $R\left(\wp_{k_{1}(m)}^{+}\right) \subset \operatorname{ker}(L-i m T) \cap L^{2}\left(H_{n}\right)$. Similarly, $R\left(\wp_{k_{2}(m)}^{-}\right) \subset \operatorname{ker}(L-i m T) \cap L^{2}\left(H_{n}\right)$. So $R\left(\wp_{k_{1}(m)}^{+}\right) \oplus R\left(\wp_{k_{2}(m)}^{-}\right) \subset$ $\operatorname{ker}(L-i m T) \cap L^{2}\left(H_{n}\right)$. On the other hand, Plancherel theorem implies that $R\left(\wp_{k}^{ \pm}\right) \perp R\left(\wp_{s}^{ \pm}\right)$if $k \neq s$ and $R\left(\wp_{k}^{+}\right) \perp R\left(\wp_{k}^{-}\right), k \in \dot{Z}$. We know also that, as operator on $L^{2}\left(H_{n}\right), i L T^{-1}$ has a closed and self-adjoint extension (see $[\mathbf{M}-\mathbf{R}, \mathbf{1}]$, Th. 7.4) that we still denote by $i L T^{-1}$. We have $\operatorname{ker}(L-i \alpha T) \cap L^{2}\left(H_{n}\right)=\operatorname{ker}\left(L T^{-1}-i \alpha\right), \alpha \in C($ see [M-R,2], Proposition 1.4). Since $i L T^{-1}$ is a self adjoint operator, we have $\operatorname{ker}\left(L T^{-1}-i m\right) \perp$ $\operatorname{ker}\left(L T^{-1}-i \widetilde{m}\right)$ for $m \neq \widetilde{m}$. Now, $L^{2}\left(H_{n}\right)=\bigoplus_{k \in Z} R\left(\wp_{k}\right)$. Thus we have the direct orthogonal sum

$$
L^{2}\left(H_{n}\right)=\bigoplus_{m \in Z}\left(R\left(\wp_{k_{1}(m)}^{+}\right) \bigoplus R\left(\wp_{k_{2}(m)}^{-}\right)\right) .
$$

Then we conclude that

$$
\operatorname{ker}(L-i m T) \cap L^{2}\left(H_{n}\right)=R\left(\wp_{k_{1}(m)}^{+}\right) \bigoplus R\left(\wp_{k_{2}(m)}^{-}\right)
$$

and that if $n$ is even then $\operatorname{ker}(L-i \alpha T) \cap L^{2}\left(H_{n}\right)=0$ if $\alpha \notin 2 Z$ and that if $n$ is odd then $\operatorname{ker}(L-i \alpha T) \cap L^{2}\left(H_{n}\right)=0$ if $\alpha \notin 1+2 Z$.

The projectors $\wp_{k}^{ \pm}, k \in Z$ can be computed proceeding as in the determination of $\wp_{k}$. As in Lemma 2.2 we construct $\mu_{k}^{ \pm} \in S^{\prime}\left(H_{n}\right)$ such that $\wp_{k}^{ \pm} f=f * \mu_{k}^{ \pm}$, and then, with the same arguments used for $\mu_{k}$, we decompose $\mu_{k}^{+}(f)=I_{1}^{+}(f)+I_{2}^{+}(f)$, where

$$
I_{1}^{+}(f)=\int_{0}^{\infty}\left\langle e^{-\lambda i t} e^{-\frac{\lambda}{4} B(z)} L_{k-q}^{n-1}\left(\frac{\lambda}{2} B(z)\right) H(B(z)), f\right\rangle \lambda^{n} d \lambda
$$

and

$$
\begin{aligned}
I_{2}^{+}(f)= & \int_{\Re} \int_{\Re} \frac{1}{2^{n}} e^{-i \lambda t} H(\lambda) \sum_{l=0}^{n-2} 4^{l} \lambda^{-(l+1)} \\
& \cdot \sum_{j=l}^{n-2} \frac{(-1)^{n-j}}{2^{j}}\binom{j}{l}\binom{n+l-1}{l+j+1}\left\langle\delta_{B}^{l}, f(., t)\right\rangle d t d \lambda
\end{aligned}
$$

thus, using the properties of the Fourier transform and taking account of that $\widehat{H}=\delta-i p . v .\left(\frac{1}{t}\right)$ we can obtain explicit formulas for $\mu_{k}^{+}$of similar type those given for $\mu_{k}$. Since $\mu_{k}^{-}=\mu_{k}-\mu_{k}^{+}$we obtain also an explicit description for $\mu_{k}^{-}$.
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# AN ELECTROSTATICS MODEL FOR ZEROS OF GENERAL ORTHOGONAL POLYNOMIALS 

Mourad E.H. Ismail


#### Abstract

We prove that the zeros of general orthogonal polynomials, subject to certain integrability conditions on their weight functions determine the equilibrium position of movable $n$ unit charges in an external field determined by the weight function. We compute the total energy of the system in terms of the recursion coefficients of the orthonormal polynomials and study its limiting behavior as the number of particles tends to infinity in the case of Freud exponential weights.


## 1. Introduction.

Stieltjes [24], [25] considered the following electrostatic model. Fix two charges $(\alpha+1) / 2$ and $(\beta+1) / 2$ at $x=1$ and $x=-1$, respectively, then put $n$ movable unit charges at distinct points in $(-1,1)$. The question is to determine the equilibrium position of the movable charges when the interaction forces arise from a logarithmic potential. Stieltjes proved that the equilibrium position is attained at the zeros of the Jacobi polynomial $P_{n}^{(\alpha, \beta)}(x)$. For a proof see Szegő's book [26]. Another electrostatic problem is to have a fixed point charge $(\alpha+1) / 2$ at $x=0$ and $n$ movable unit point charges at distinct points in $[0, \infty)$. The state of equilibrium in the presence of an additional external potential $v(x)=x$ is now reached at the zeros of the Laguerre polynomial $L_{n}^{(\alpha)}(x)$ provided that the point charges interact according to a logarithmic potential. Stieltjes [24], [25] stated evaluations of the discriminants of the classical orthogonal polynomials of Hermite, Laguerre and Jacobi and his results explicitly give the minimum energy for the Stieltjes electrostatic model, which is the energy of the system at the equilibrium position. Later Hilbert [11] proved Stieltjes statements and Schur gave a very elegant proof in [22]. Recently Forrester and Rogers [9] considered similar problems on the unit circle. In a very recent work, Grünbaum [10] gave an electrostatic interpretation of the zeros of the KoornwinderKrall polynomials. The latter polynomials are orthogonal with respect to a measure with an absolutely continuous component supported on $[-1,1]$ and two discrete masses at the end points $\pm 1$.

In this paper we extend the Stieltjes models to general orthogonal polynomials. In the latter part of this section we remind the reader of some
definitions, some basic facts, and recent related results. In Section 2 we shall describe the new model, state and prove our first main results concerning this model. We also give an explicit formula for the total energy at the equilibrium position of our model in terms of the recursion coefficients of orthonormal polynomials associated with the model. This is formula (2.17) and we hope it will have some applications to statistical mechanics. In another work, in collaboration with Yang Chen, formula (2.17) will be analyzed further and combined with the Coulomb fluid method of F. Dyson to discuss certain models in statistical mechanics, a continuation of [7]. In Section 2 we consider an explicit example worked out to independently verify our results. Section 4 contains a derivation of the limiting behavior of the total energy of the $n$ particle system as $n \rightarrow \infty$ in cases of potentials associated with Freud type weights. In Section 3 we comment on electrostatic interpretation for the Freud weights and Selberg-type integrals. We also mention how the differential equation (1.9) gives information on the Bethe Ansatz for general systems of polynomials orthogonal with respect to an absolutely continuous measure supported on an interval. This also relates to systems of nonlinear equations for the zeros such general orthogonal polynomials and extends earlier work of Ahmed, Bruschi, Calegro, Olshantsky and Perelomov [1], and Mehta [18]. The related and later work of Ahmed and Muldoon [2] also contains a detailed bibiolography on the subject.

Let $\left\{p_{n}(x)\right\}$ be polynomials orthonormal with respect to a weight function $w$ supported on $[a, b]$, finite or infinite and $w(x)>0$ for $x \in(a, b)$. In other words

$$
\begin{equation*}
\int_{a}^{b} p_{m}(x) p_{n}(x) w(x) d x=\delta_{m, n} . \tag{1.1}
\end{equation*}
$$

We associate with $w(x)$ an external potential $v(x)$,

$$
\begin{equation*}
w(x)=e^{-v(x)}, \quad x \in(a, b) . \tag{1.2}
\end{equation*}
$$

We shall normalize $w$ by $\int_{a}^{b} w(x) d x=1$. The initial values and three term recurrence relation of $\left\{p_{n}(x)\right\}$ take the form

$$
\begin{align*}
p_{0}(x) & =1, \quad p_{1}(x)=\left(x-b_{0}\right) / a_{1},  \tag{1.3}\\
x p_{n}(x) & =a_{n+1} p_{n+1}(x)+b_{n} p_{n}(x)+a_{n} p_{n-1}(x), \quad n>0 . \tag{1.4}
\end{align*}
$$

Assuming $v$ is twice differentiable and convex function on $[a, b]$ we define $A_{n}(x)$ and $B_{n}(x)$ via

$$
A_{n}(x)=\frac{a_{n} w\left(b^{-}\right) p_{n}^{2}(b)}{b-x}+\frac{a_{n} w\left(a^{+}\right) p_{n}^{2}(a)}{x-a}
$$

$$
\begin{align*}
& +a_{n} \int_{a}^{b} \frac{v^{\prime}(x)-v^{\prime}(y)}{x-y} p_{n}^{2}(y) w(y) d y  \tag{1.5}\\
B_{n}(x)= & \frac{a_{n} w\left(a^{+}\right) p_{n}(a) p_{n-1}(a)}{x-a}+\frac{a_{n} w\left(b^{-}\right) p_{n}(b) p_{n-1}(b)}{b-x} \\
& +a_{n} \int_{a}^{b} \frac{v^{\prime}(x)-v^{\prime}(y)}{x-y} p_{n}(y) p_{n-1}(y) w(y) d y . \tag{1.6}
\end{align*}
$$

In (1.5) and (1.6) it is assumed that

$$
\begin{equation*}
y^{n} \frac{v^{\prime}(x)-v^{\prime}(y)}{x-y} w(y), \quad n=0,1, \ldots \tag{1.7}
\end{equation*}
$$

are integrable over $(a, b)$ and the boundary terms in (1.5) and (1.6) exist. Under the latter assumptions the orthonormal polynomials $p_{n}$ 's satisfy the differential recurrence relation [3], [4], [5],

$$
\begin{equation*}
p_{n}^{\prime}(x)=A_{n}(x) p_{n-1}(x)-B_{n}(x) p_{n}(x), \tag{1.8}
\end{equation*}
$$

and the differential second order equation

$$
\begin{equation*}
p_{n}^{\prime \prime}(x)+R_{n}(x) p_{n}^{\prime}(x)+S_{n}(x) p_{n}(x)=0, \tag{1.9}
\end{equation*}
$$

where

$$
\begin{align*}
R_{n}(x):= & -\left[v^{\prime}(x)+\frac{A_{n}^{\prime}(x)}{A_{n}(x)}\right],  \tag{1.10}\\
S_{n}(x): & =B_{n}^{\prime}(x)-B_{n}(x) \frac{A_{n}^{\prime}(x)}{A_{n}(x)}-B_{n}(x)\left[v^{\prime}(x)+B_{n}(x)\right]  \tag{1.11}\\
& +\frac{a_{n}}{a_{n-1}} A_{n}(x) A_{n-1}(x) .
\end{align*}
$$

The representations (1.5) and (1.6) of the $A_{n}$ 's and $B_{n}$ 's are in [5] but earlier versions are in [4] and [3].

It is important to note that (1.9) follows from (1.8) and, (1.3) and (1.4), so (1.9) with $R_{n}$ and $S_{n}$ given by (1.10) and (1.11) may hold for polynomials orthogonal with respect to a measure with discrete part. Indeed this is the case, for example, for the Koornwinder polynomials in [14] and [10]. All we need is to eliminate $v^{\prime}$ in (1.10) and (1.11) by using

$$
\begin{equation*}
B_{n}(x)+B_{n+1}(x)=\frac{x-b_{n}}{a_{n}} A_{n}(x)-v^{\prime}(x) . \tag{1.12}
\end{equation*}
$$

Observe that $v^{\prime}$ when obtained via (1.12) may depend on $n$ and as such can be thought of as a varying weight. It is clear from (1.3) and (1.4) that

$$
\begin{equation*}
p_{n}(x)=\frac{x^{n}}{a_{1} a_{2} \ldots a_{n}}+\text { lower order terms } \tag{1.13}
\end{equation*}
$$

The discriminant $D_{n}$ of a polynomial $g_{n}$,

$$
\begin{equation*}
g_{n}(x):=\gamma x^{n}+\text { lower order terms, } \tag{1.14}
\end{equation*}
$$

is defined by

$$
\begin{equation*}
D_{n}=D\left(g_{n}\right):=\gamma^{2 n-2} \prod_{1 \leq j<k \leq n}\left(x_{j}-x_{k}\right)^{2} \tag{1.15}
\end{equation*}
$$

where $x_{1}, x_{2}, \ldots, x_{n}$ are the zeros of $g_{n}$, see [8].
Although we shall not use potential theory in this work, the reader may be interested in consulting Lubinski's publications [15], [16], [17] and the recent book by Saff and Totik [21]. A noteworthy reference is the very influential paper of Nevai [19] on Freud's mathematical legacy.

## 2. The Interacting Particle Model.

We propose that a weight function $w(x)$ creates two external fields. One is a long range field whose potential at a point $x$ is $v(x)$ of (1.2). In addition in the presence of $n$ unit charges $w$ produces a short range field whose potential is $\ln \left(A_{n}(x) / a_{n}\right)$. Thus the total external potential $V(x)$ is the sum of the short and long range potentials, that is

$$
\begin{equation*}
V(x)=v(x)+\ln \left(A_{n}(x) / a_{n}\right) \tag{2.1}
\end{equation*}
$$

The potential energy at $x$ of a point charge $e$ located at $c$ is $-2 e \ln |x-c|$. We shall refer to this potential as a logarithmic potential. Consider the system of $n$ movable unit charges in $[a, b]$ in the presence of the external potential $V(x)$ of (2.1). Let

$$
\begin{equation*}
\mathbf{x}:=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \tag{2.2}
\end{equation*}
$$

where $x_{1}, \ldots, x_{n}$ are the positions of the particles arranged in decreasing order. The total energy of the system is

$$
\begin{equation*}
E(\mathbf{x})=\sum_{k=1}^{n} V\left(x_{k}\right)-2 \sum_{1 \leq j<k \leq n} \ln \left|x_{j}-x_{k}\right| \tag{2.3}
\end{equation*}
$$

Let

$$
\begin{equation*}
T(\mathbf{x}):=\exp (-E(\mathbf{x})) \tag{2.4}
\end{equation*}
$$

Theorem 2.1. Assume $w(x)>0, x \in(a, b)$ and let $v(x)$ of (1.2) and $v(x)+\ln A_{n}(x)$ be twice continuously differentiable functions whose second derivative is nonnegative on $(a, b)$. Then the equilibrium position of $n$ movable unit charges in $[a, b]$ in the presence of the external potential $V(x)$ of
(2.1) is unique and attained at the zeros of $p_{n}(x)$, provided that the particle interaction obeys a logarithmic potential and that $T(\mathbf{x}) \rightarrow 0$ as $\mathbf{x}$ tends to any boundary point of $[a, b]^{n}$, where

$$
\begin{equation*}
T(\mathbf{x})=\left[\prod_{j=1}^{n} \frac{\exp \left(-v\left(x_{j}\right)\right)}{A_{n}\left(x_{j}\right) / a_{n}}\right] \prod_{1 \leq l<k \leq n}\left(x_{l}-x_{k}\right)^{2} \tag{2.5}
\end{equation*}
$$

Before proving Theorem 2.1, observe that finding the equilibrium distribution of the charges in Theorem 2.1 is equivalent to finding the maximum of $T(\mathbf{x})$ in (2.4). The reason is that at interior points of $[a, b]^{n}$, the gradient of $T$ vanishes if and only if the gradient of $E$ vanishes. Furthermore at such points of vanishing gradients the Hessians of $T$ and $E$ have opposite signs. There is no loss of generality in assuming

$$
\begin{equation*}
x_{1}>x_{2}>\cdots>x_{n} \tag{2.6}
\end{equation*}
$$

a convention we shall follow throughout this work.
Proof of Theorem 2.1. The assumption $v^{\prime \prime}(x)>0$ ensures the positivity of $A_{n}(x)$. To find an equilibrium position we solve

$$
\frac{\partial}{\partial x_{j}} \ln T(\mathbf{x})=0, \quad j=1,2, \ldots, n
$$

This system is

$$
\begin{equation*}
-v^{\prime}\left(x_{j}\right)-\frac{A_{n}^{\prime}\left(x_{j}\right)}{A_{n}\left(x_{j}\right)}+2 \sum_{1 \leq k \leq n, k \neq j} \frac{1}{x_{j}-x_{k}}=0, \quad j=1,2, \ldots, n \tag{2.7}
\end{equation*}
$$

Let

$$
\begin{equation*}
f(x):=\prod_{j=1}^{n}\left(x-x_{j}\right) \tag{2.8}
\end{equation*}
$$

It is clear that

$$
\begin{aligned}
\sum_{1 \leq k \leq n, k \neq j} \frac{1}{x_{j}-x_{k}} & =\lim _{x \rightarrow x_{j}}\left[\frac{f^{\prime}(x)}{f(x)}-\frac{1}{x-x_{j}}\right] \\
& =\lim _{x \rightarrow x_{j}}\left[\frac{\left(x-x_{j}\right) f^{\prime}(x)-f(x)}{\left(x-x_{j}\right) f(x)}\right]
\end{aligned}
$$

and L'Hôspital's rule implies

$$
\begin{equation*}
2 \sum_{1 \leq k \leq n, k \neq j} \frac{1}{x_{j}-x_{k}}=\frac{f^{\prime \prime}\left(x_{j}\right)}{f^{\prime}\left(x_{j}\right)} \tag{2.9}
\end{equation*}
$$

Now (2.7), (2.8) and (2.9) imply

$$
\begin{equation*}
-v^{\prime}\left(x_{j}\right)-\frac{A_{n}^{\prime}\left(x_{j}\right)}{A_{n}\left(x_{j}\right)}+\frac{f^{\prime \prime}\left(x_{j}\right)}{f^{\prime}\left(x_{j}\right)}=0 \tag{2.10}
\end{equation*}
$$

or equivalently

$$
f^{\prime \prime}(x)+R_{n}(x) f^{\prime}(x)=0, \quad x=x_{1}, \ldots, x_{n},
$$

with $R_{n}$ as in (1.10). In other words

$$
\begin{equation*}
f^{\prime \prime}(x)+R_{n}(x) f^{\prime}(x)+S_{n}(x) f(x)=0, \quad x=x_{1}, \ldots, x_{n} . \tag{2.11}
\end{equation*}
$$

To check for local maxima and minima consider the Hessian matrix

$$
\begin{equation*}
H=\left(h_{i j}\right), \quad h_{i j}=\frac{\partial^{2} \ln T(\mathbf{x})}{\partial x_{i} \partial x_{j}} . \tag{2.12}
\end{equation*}
$$

It readily follows that

$$
\begin{aligned}
& h_{i j}=2\left(x_{i}-x_{j}\right)^{-2}, \quad i \neq j, \\
& h_{i i}=-v^{\prime \prime}\left(x_{i}\right)-\frac{\partial}{\partial x_{i}}\left(\frac{A_{n}^{\prime}\left(x_{i}\right)}{A_{n}\left(x_{i}\right)}\right)-2 \sum_{1 \leq j \leq n, j \neq i} \frac{1}{\left(x_{i}-x_{j}\right)^{2}} .
\end{aligned}
$$

This shows that the matrix $-H$ is positive definite because it is real, symmetric, strictly diagonally dominant and its diagonal terms are positive, [12, Cor. 7.2.2]. Therefore $\ln T$ has no relative minima nor saddle points. Thus any solution of (2.10) will provide a local maximum of $\ln T$ or $T$. There cannot be more than one local maximum since $T(\mathbf{x}) \rightarrow 0$ as $\mathbf{x} \rightarrow$ any boundary point along a path in the region defined in (2.6). Thus the system (2.7) has at most one solution. On the other hand (1.9) and (2.11) show that the zeros of

$$
\begin{equation*}
f(x)=a_{1} a_{2} \ldots, a_{n} p_{n}(x), \tag{2.13}
\end{equation*}
$$

satisfy (2.7), hence the zeros of $p_{n}(x)$ solve (2.7). This completes the proof of Theorem 2.1.

Let

$$
\begin{equation*}
x_{1 n}>x_{2 n}>\cdots>x_{n n} \tag{2.14}
\end{equation*}
$$

be the zeros of $p_{n}(x)$. In [13] we used an idea from Schur [22] to prove that the discriminant of $p_{n}(x)$ is given by

$$
\begin{equation*}
D_{n}=\left\{\prod_{j=1}^{n} \frac{A_{n}\left(x_{j n}\right)}{a_{n}}\right\}\left[\prod_{k=1}^{n} a_{k}^{2 k-2 n+2}\right] . \tag{2.15}
\end{equation*}
$$

Our next result gives a representation for the maximum value of $T$ in terms of the recursion coefficients $\left\{a_{n}\right\}$.

Theorem 2.2. Let $T_{\max }$ and $E_{n}$ be the maximum value of $T(\mathbf{x})$ and the equilibrium energy of the $n$ particle system. Then

$$
\begin{align*}
T_{\max } & =\exp \left(-\sum_{j=1}^{n} v\left(x_{j n}\right)\right) \prod_{k=1}^{n} a_{k}^{2 k},  \tag{2.16}\\
E_{n} & =\sum_{j=1}^{n} v\left(x_{j n}\right)-2 \sum_{j=1}^{n} j \ln a_{j} .
\end{align*}
$$

Proof. Since $T_{\text {max }}$ is

$$
\begin{equation*}
\left[\prod_{j=1}^{n} \frac{\exp \left(-v\left(x_{j n}\right)\right)}{A_{n}\left(x_{j n}\right) / a_{n}}\right] \gamma^{2-2 n} D_{n}\left(p_{n}\right), \tag{2.18}
\end{equation*}
$$

then (2.16) follows from (1.15) and (2.15). We also used $\gamma a_{1} \cdots a_{n}=1$. Now (2.17) holds because $E_{n}$ is $-\ln \left(T_{\max }\right)$. This completes the proof.

It is important to observe that if we only know the differential recurrence relation (1.8) and the pure three term recurrence relation (1.3)-(1.4) then using (1.12) Theorem 2.1 can be recast in the following form:

Theorem 2.3. Let $\left\{p_{n}(x)\right\}$ be orthonormal with respect to a positive measure supported on $[a, b]$ and assume that $A_{n}(x)>0$ on $(a, b)$. Define $v^{\prime}$, which may depend on $n$ (up to an additive constant), through (1.12). If $v+\ln \left(A_{n}(x) / a_{n}\right)$ is convex then the equilibrium position described in Theorem 2.1 is unique and is attained at the zeros of $p_{n}(x)$. Furthermore the minimum energy is given by (2.17).

Theorem 2.4. Theorem 2.1 holds if instead of $v^{\prime \prime}(x)>0$ we require $A_{n}(x)$ to have a fixed sign in ( $a, b$ ) and $A_{n}(x)$ in (2.1) and (2.4) is replaced by $\left|A_{n}(x)\right|$.

Proof. The assumption $v^{\prime \prime}(x)>0$ was only used to guarantee the positivity of $A_{n}(x)$ in $(a, b)$. The rest of the proof remains the same. In the case of Laguerre polynomials [13]

$$
\begin{equation*}
w(x)=\frac{x^{\alpha} \exp (-x)}{\Gamma(\alpha+1)}, \quad \frac{A_{n}(x)}{a_{n}}=\frac{1}{x}, \tag{2.19}
\end{equation*}
$$

and Stieltjes electrostatic interpretation of the zeros of Laguerre polynomials follows from Theorem 2.1. For the Jacobi polynomials

$$
\begin{equation*}
w(x)=\frac{(1-x)^{\alpha}(1+x)^{\beta} \Gamma(\alpha+\beta+2)}{2^{\alpha+\beta+1} \Gamma(\alpha+1) \Gamma(\beta+1)}, \quad \frac{A_{n}(x)}{a_{n}}=\frac{\alpha+\beta+1+2 n}{1-x^{2}}, \tag{2.20}
\end{equation*}
$$

[13]. This gives Stieltjes result concerning the electrostatics of zeros of Jacobi polynomials. Observe that the assumption $T(\mathbf{x}) \rightarrow 0$ as $\mathbf{x}$ tends to
a boundary point of $[0, \infty]^{n}$ in the Laguerre case, or a boundary point of $[-1,1]^{n}$ in the Jacobi case is automatically satisfied.

The quantity $E_{n}$ is related to what was denoted by $F_{n}$ in $[7]$. The first sum in (2.17) is twice the interaction energy while $E_{n}$ is the free energy, [7].

It is worth pointing out that Theorems 2.2 and 2.3 give closed forms for the energy at the equilibrium position in terms of the recursion coefficients. This gives an exactly solvable model in contrast with the earlier models where the location of the moving charges is only found approximately and has no analytic expression other than being the equilibrium position (Fekete points). In a future work we will show that for large $n$ the first two terms in the asymptotics of the energy $E_{n}$ agrees with the corresponding terms of the free energy of the system $[7]$ in several models.

Let us consider the example

$$
\begin{equation*}
w(x)=\frac{2 \exp \left(-x^{4}\right)}{\Gamma(1 / 4)}, \quad \text { or } \quad v(x)=x^{4}+\ln (\Gamma(1 / 4))-\ln 2 . \tag{2.21}
\end{equation*}
$$

In the case we have the Freud nonlinear recurrences

$$
\begin{equation*}
n=4 a_{n}^{2}\left(a_{n-1}^{2}+a_{n}^{2}+a_{n+1}^{2}\right), \tag{2.22}
\end{equation*}
$$

[19] and $A_{n}(x)$ is given by, [5],

$$
\begin{equation*}
A_{n}(x)=4 a_{n}\left[x^{2}+a_{n}^{2}+a_{n+1}^{2}\right] . \tag{2.23}
\end{equation*}
$$

In (2.22) $a_{0}:=0$. We now consider the case $n=3$, so

$$
\begin{equation*}
a_{1} a_{2} a_{3} p_{3}(x)=x\left(x^{2}-a_{1}^{2}-a_{2}^{2}\right) . \tag{2.24}
\end{equation*}
$$

Since $v$ is even then the unknowns in (2.7) are $\pm x_{1}$ and zero. The only information we get from (2.7) is that $x_{1}$ must satisfy

$$
\begin{equation*}
4 x^{3}+\frac{2 x}{x^{2}+a_{3}^{2}+a_{4}^{2}}=\frac{3}{x} . \tag{2.25}
\end{equation*}
$$

From (2.22) we get

$$
a_{2}^{2}+a_{3}^{2}+a_{4}^{2}=\frac{3}{4 a_{3}^{2}}=\frac{3 a_{2}^{2}}{2\left[1-2 a_{2}^{2}\left(a_{1}^{2}+a_{2}^{2}\right)\right]} .
$$

Now (2.22) gives $a_{1}^{2}+a_{2}^{2}=1 /\left(4 a_{1}^{2}\right)$ and (2.25) becomes

$$
4 x^{4}+\frac{2 x^{2}}{x^{2}-\frac{1}{4 a_{1}^{2}}+\frac{2 a_{1}^{2}}{12 a_{1}^{4}-1}}=\frac{3}{x},
$$

and it can be factored as

$$
\begin{equation*}
\left(x^{2}-\frac{1}{4 a_{1}^{2}}\right)\left(2 x^{4}+\frac{4 a_{1}^{2} x^{2}}{12 a_{1}^{4}-1}+\frac{1}{12 a_{1}^{4}-1}-\frac{1}{2}\right)=0 . \tag{2.26}
\end{equation*}
$$

Clearly (2.24) has solutions $\pm\left(2 a_{1}\right)^{-1}$ which are $\pm \sqrt{a_{1}^{2}+a_{2}^{2}}$, as predicted by Theorem 2.1 and the definition of $p_{3}$ in (2.24). To see that (2.24) has no other
real solutions it suffices to show $12 a_{1}^{4}-1<2$ which will make the second factor on left-hand side of (2.24) strictly positive. Now $\int_{-\infty}^{\infty} p_{1}^{2}(x) w(x) d x=1$ and $p_{1}(x)=x / a_{1}$ give $a_{1}^{2}=\Gamma(3 / 4) / \Gamma(1 / 4)$ and all we need to show is equivalent to

$$
\begin{equation*}
\frac{4 \Gamma^{2}(7 / 4)}{9 \Gamma^{2}(5 / 4)}<1 \tag{2.27}
\end{equation*}
$$

But $\Gamma(7 / 4)(=0.91906)$ and $\Gamma(5 / 4)(=0.90640)$ are nearly equal, so $(2.25)$ holds and we have no other real solutions of (2.24) other than $\pm \sqrt{a_{1}^{2}+a_{2}^{2}}$.

## 3. Remarks.

It is known that the zeros $\left\{x_{j n}\right\}$ of the Hermite polynomials satisfy the Bethe Ansatz:

$$
\begin{equation*}
x_{j n}=\sum_{1 \leq k \leq n, k \neq j} \frac{1}{x_{j n}-x_{k n}} \tag{3.1}
\end{equation*}
$$

A similar property also holds for the Jacobi and Laguerre polynomials, [1], [2]. We now show that this property has analogues for general polynomials orthogonal with respect to a weight function. Let $\left\{x_{j n}\right\}$ be the zeros of $p_{n}(x)$. One can express the sums $\sum_{1 \leq k \leq n, k \neq j}\left(x_{j n}-x_{k n}\right)^{-i}$ for fixed $j$ in terms of the values of $v^{\prime}, A_{n}, B_{n}$ and their derivatives at the zeros $\left\{x_{j n}\right\}$. For $i=1$, use (2.9) and (2.10) to get

$$
\begin{equation*}
2 \sum_{1 \leq k \leq n, k \neq j} \frac{1}{x_{j n}-x_{k n}}=v^{\prime}\left(x_{j n}\right)+\frac{A_{n}^{\prime}\left(x_{j n}\right)}{A_{n}\left(x_{j n}\right)} \tag{3.2}
\end{equation*}
$$

For Hermite polynomials (3.2) reduces to (3.1) since $v(x)=x^{2}$ and $A_{n}^{\prime}(x)=$ 0 . As an example consider the Freud weight $w(x)=\exp \left(-x^{4}\right)$ so that $v(x)=x^{4}$. Here $A_{n}(x)$ is $4 a_{n}\left(x^{2}+a_{n}^{2}+a_{n+1}^{2}\right)$ and (3.2) becomes

$$
\begin{equation*}
\sum_{1 \leq k \leq n, k \neq j} \frac{1}{x_{j n}-x_{k n}}=2 x_{j n}^{3}+\frac{x_{j n}}{x_{j n}^{2}+a_{n}^{2}+a_{n+1}^{2}} \tag{3.3}
\end{equation*}
$$

To find $\sum_{1 \leq k \leq n, k \neq j}\left(x_{j n}-x_{k n}\right)^{-2}$ in the general case we use

$$
\begin{aligned}
\sum_{1 \leq k \leq n, k \neq j} \frac{1}{\left(x_{j n}-x_{k n}\right)^{2}} & =\lim _{x \rightarrow x_{j n}}\left[-\frac{d}{d x} \frac{p_{n}^{\prime}(x)}{p_{n}(x)}-\frac{1}{\left(x-x_{j n}\right)^{2}}\right] \\
& =\lim _{x \rightarrow x_{j n}}\left[\left(\frac{p_{n}^{\prime}(x)}{p_{n}(x)}\right)^{2}-\frac{p_{n}^{\prime \prime}(x)}{p_{n}(x)}-\frac{1}{\left(x-x_{j n}\right)^{2}}\right]
\end{aligned}
$$

After some simplification we get

$$
\begin{equation*}
\sum_{1 \leq k \leq n, k \neq j} \frac{1}{\left(x_{j n}-x_{k n}\right)^{2}}=\left[\frac{p_{n}^{\prime \prime}\left(x_{j n}\right)}{2 p_{n}^{\prime}\left(x_{j n}\right)}\right]^{2}-\frac{p_{n}^{\prime \prime \prime}\left(x_{j n}\right)}{3 p_{n}^{\prime}\left(x_{j n}\right)} \tag{3.4}
\end{equation*}
$$

In terms of the coefficients $R_{n}$ and $S_{n}$ in the differential equation (1.9) the above sum is
$\sum_{1 \leq k \leq n, k \neq j} \frac{1}{\left(x_{j n}-x_{k n}\right)^{2}}=\frac{1}{4} R_{n}^{2}\left(x_{j n}\right)-\frac{1}{3} R_{n}\left(x_{j n}\right)+\frac{1}{3}\left[R_{n}^{\prime}\left(x_{j n}\right)+S_{n}^{\prime}\left(x_{j n}\right)\right]$.
Similarly we can generate sums of higher powers of differences of zeros.
In the remainder of this section we shall concentrate on the case

$$
\begin{equation*}
v(x)=c_{2 m} x^{2 m}+\text { lower order terms }, \quad m=2,3, \ldots, \tag{3.6}
\end{equation*}
$$

and $-a=b=\infty$.
Lemma 3.1. If $v$ is as in (3.6), and is convex then $A_{n}(x)$ is of degree $2 m-2$ and has only complex zeros.

The proof follows from (1.5).
Let $z_{1}, z_{2}, \ldots, z_{2 m-2}$ be the zeros of $A_{n}(x)$.
Theorem 3.2. Under the assumptions of Theorem 2.1 the electrostatic system has $n$ movable unit charges, external field

$$
\begin{equation*}
v(x)+\ln \left(2 m c_{2 m}\right)+V_{1}(x) \tag{3.7}
\end{equation*}
$$

where $V_{1}$ is the potential due to $2 m-2$ unit charges at $z_{1}, z_{2}, \ldots, z_{2 m-2}$.
Proof. Clearly (1.5) implies

$$
\begin{equation*}
A_{n}(x) / a_{n}=2 m c_{2 m} \prod_{j=1}^{2 m-2}\left(z-z_{j}\right) \tag{3.8}
\end{equation*}
$$

The electrostatic interpretation now follows from (1.5) and (3.8).
Selberg [23] proved

$$
\begin{array}{r}
\int_{[0,1]^{n}}\left\{\prod_{j=1}^{n} t_{j}^{x-1}\left(1-t_{j}\right)^{y-1}\right\} \prod_{1 \leq i<k \leq n}\left|t_{i}-t_{k}\right|^{2 z} d t_{1} \ldots d t_{n}  \tag{3.9}\\
=\prod_{j=1}^{n} \frac{\Gamma(x+(n-j) z) \Gamma(y+(n-j) z) \Gamma(j z+1)}{\Gamma(x+y+(2 n-j-1) z) \Gamma(z+1)}
\end{array}
$$

for $\operatorname{Re}(x)>0, \operatorname{Re}(y)>0$, and $\operatorname{Re}(z)>-\min \{1 / n, \operatorname{Re}(x) / n-1, \operatorname{Re}(y) /(n-$ $1)\}$. Here $[0,1]^{n}$ is the unit cube in $R^{n}$. This integral is the multivariate generalization of the beta integral and is now called the Selberg integral. It is important to note that if we normalize the Jacobi polynomials to be
orthogonal on $[0,1]$ then the Stieltjes-Hilbert results provide the $L_{\infty}$ norm of

$$
\begin{equation*}
\left\{\prod_{j=1}^{n} t_{j}^{\alpha}\left(1-t_{j}\right)^{\beta}\right\} \prod_{1 \leq i<k \leq n}\left|t_{i}-t_{k}\right|^{2} . \tag{3.10}
\end{equation*}
$$

On the other hand the Selberg integral (3.9) essentially gives the $L_{p}$ norm of the expression in (3.10). One is then led to view the Stieltjes-Hilbert results as limiting cases of the Selberg integral. Our Theorem 2.2 extends the Stieltjes-Hilbert results from Jacobi polynomials to general orthogonal polynomials, so it would be of interest to explore the analogue of the Selberg integral and evaluate the integrals

$$
\begin{equation*}
\int_{[a, b]^{n}}\left(\prod_{j=1}^{n} \frac{\exp \left(-v\left(t_{j}\right)\right)}{A_{n}\left(t_{j}\right) / a_{n}}\right)^{p} \prod_{1 \leq i<k \leq n}\left(t_{i}-t_{k}\right)^{2 p} d t_{1} \ldots d t_{n} \tag{3.11}
\end{equation*}
$$

In particular for $v(x)$ as in (2.21) the integral in (3.11) is

$$
\begin{equation*}
\int_{R^{n}} \frac{\exp \left(-p \sum_{j=1}^{n} t_{j}^{4}\right)}{\prod_{j=1}^{n}\left(t_{j}^{2}+a_{n}^{2}+a_{n+1}^{2}\right)^{p}} \prod_{1 \leq i<k \leq n}\left(t_{i}-t_{k}\right)^{2 p} d t_{1} \ldots d t_{n} . \tag{3.12}
\end{equation*}
$$

The $a_{n}$ 's can be generated from (2.22) with the initial values

$$
\begin{equation*}
a_{0}=0, \quad a_{1}^{2}=\frac{\Gamma(3 / 4)}{\Gamma(1 / 4)}, \quad a_{2}^{2}=\frac{\Gamma(5 / 4)}{\Gamma(3 / 4)}-\frac{\Gamma(3 / 4)}{\Gamma(1 / 4)} . \tag{3.13}
\end{equation*}
$$

It must be emphasized that the $a_{n}$ 's in (3.12) are not arbitrary but are the recursion coefficients of the Freud polynomials.

## 4. Energy Asymptotics.

In this section we first discuss the large $n$ asymptotics of $E_{n}$ in the potential model of the Freud weights. We use the approximation

$$
\begin{equation*}
\sum_{j=1}^{n} v\left(x_{j n}\right) \sim \int_{x_{n n}}^{x_{1 n}} v(x) \sigma(x) d x, \quad n \rightarrow \infty \tag{4.1}
\end{equation*}
$$

where $\sigma(x)$ is the density of the zeros. In (4.1) $f_{n} \sim g_{n}$ as $n \rightarrow \infty$ means $f_{n} / g_{n} \rightarrow 1$ as $n \rightarrow \infty$. In the literature on potential theory the measure $\sigma(x) d x$ is called the equilibrium measure. Consider the Freud weight function

$$
\begin{equation*}
w_{F}(x ; \alpha):=\frac{\exp \left(-|x|^{\alpha}\right)}{2 \Gamma(1+1 / \alpha)}, \quad \alpha \geq 1 . \tag{4.2}
\end{equation*}
$$

This case is well studied in the literature but we will use the special form of $\sigma$ from [6] because we need the same normalization. We have

$$
\begin{equation*}
\sigma=\sigma(x, \alpha)=\frac{\alpha}{\pi} \frac{2^{1-\alpha} \Gamma(\alpha)}{[\Gamma(\alpha / 2)]^{2}} b^{\alpha-2} \sqrt{b^{2}-x^{2}}{ }_{2} F_{1}\left(1-\alpha / 2,1 ; 3 / 2 ; 1-(x / b)^{2}\right) \tag{4.3}
\end{equation*}
$$

where

$$
\begin{equation*}
b:=x_{1 n}=-x_{n n} \tag{4.4}
\end{equation*}
$$

Furthermore from the Freud conjectures

$$
\begin{equation*}
b^{\alpha} \sim \frac{[\Gamma(\alpha / 2)]^{2} 2^{\alpha-1} n}{\Gamma(\alpha)} \tag{4.5}
\end{equation*}
$$

The $A_{n}(x)$ is now defined by (1.5) with vanishing boundary terms. Using the beta function integral [20], the fact

$$
\begin{equation*}
(a)_{n}=\Gamma(a+n) / \Gamma(a) \tag{4.6}
\end{equation*}
$$

and the Gauss sum for a hypergeometric function of unit argument, [20], we get

$$
\begin{aligned}
& \int_{-b}^{b} \sigma(x ; \alpha) v(x) d x \\
&= \frac{\alpha}{\pi} \frac{2^{2-\alpha} \Gamma(\alpha)}{[\Gamma(\alpha / 2)]^{2}} b^{2 \alpha} \\
& \cdot \int_{0}^{1}|x|^{\alpha} \sqrt{1-x^{2}}{ }_{2} F_{1}\left(1-\alpha / 2,1 ; 3 / 2 ; 1-x^{2}\right) d x \\
&= \frac{\alpha}{\pi} \frac{2^{1-\alpha} \Gamma(\alpha)}{[\Gamma(\alpha / 2)]^{2}} b^{2 \alpha} \sum_{k=0}^{\infty} \frac{(1-\alpha / 2)_{k}}{(3 / 2)_{k}} \int_{0}^{1} t^{(\alpha-1) / 2}(1-t)^{k+1 / 2} d t \\
&= \frac{\alpha}{\pi} \frac{2^{1-\alpha} \Gamma(\alpha)}{[\Gamma(\alpha / 2)]^{2}} b^{2 \alpha} \sum_{k=0}^{\infty} \frac{(1-\alpha / 2)_{k} \Gamma(k+3 / 2) \Gamma((\alpha+1) / 2)}{(3 / 2)_{k} \Gamma(k+2+\alpha / 2)} \\
&= \frac{2^{1-\alpha} \Gamma(3 / 2) \Gamma(\alpha+1) \Gamma((\alpha+1) / 2)}{\pi \Gamma^{2}(\alpha / 2) \Gamma(2+\alpha / 2) b^{-2 \alpha}} F_{1}(1-\alpha / 2,1 ; 2+\alpha / 2 ; 1) \\
&= \frac{2^{1-\alpha} b^{2 \alpha} \Gamma(\alpha) \Gamma((\alpha+1) / 2)}{\sqrt{\pi} \alpha \Gamma^{3}(\alpha / 2)}
\end{aligned}
$$

The above calculation and the duplication formula for the gamma function and (4.5) give

$$
\begin{equation*}
\sum_{j=1}^{n} v\left(x_{j n}\right) \sim \int_{-b}^{b} \sigma(x ; \alpha) v(x) d x \sim \frac{n^{2}}{\alpha}, \tag{4.7}
\end{equation*}
$$

as $n \rightarrow \infty$. It is also known that $a_{n} \sim b / 2$. Therefore (4.5) gives

$$
\begin{equation*}
\sum_{j=1}^{n} j \ln a_{j} \sim \frac{1}{2} n^{2} \ln n \tag{4.8}
\end{equation*}
$$

and we have proved

$$
\begin{equation*}
E_{n} \sim-\frac{n^{2}}{\alpha} \ln n . \tag{4.9}
\end{equation*}
$$

This is the same as the main term in the large $n$ form of the free energy in [7]. More precise asymptotics will be developed in a future work. In some cases it is possible to express $E_{n}$ entirely in terms of the recursion coefficients. This is certainly the case when $v(x)=x^{2 m}$ and $m$ is a positive integer. We illustrate this for $v(x)=x^{4}$. Since $v$ is even the $p_{n}$ 's satisfy $p_{n}(-x)=(-)^{n} p_{n}(x)$, so that (1.12) imply

$$
\begin{equation*}
a_{1} a_{2} \ldots a_{n} p_{n}(x)=x^{n}-c_{n, 1} x^{n-2}+c_{n, 2} x^{n-4}+\cdots . \tag{4.10}
\end{equation*}
$$

From (1.3) and (1.4) it follows that

$$
\begin{equation*}
c_{n+1,1}=c_{n, 1}+a_{n}^{2} \quad \text { and } \quad c_{n+1,2}=c_{n, 2}+a_{n}^{2} c_{n-1,1}, \tag{4.11}
\end{equation*}
$$

hence

$$
\begin{equation*}
c_{n, 1}=\sum_{j=1}^{n-1} a_{j}^{2}, \quad \text { and } \quad c_{n, 2}=\sum_{k=3}^{n-1} a_{k}^{2}\left(\sum_{j=1}^{k-2} a_{j}^{2}\right) . \tag{4.12}
\end{equation*}
$$

Now

$$
\begin{equation*}
\sum_{j=1}^{n} v\left(x_{j n}\right)=\sum_{j=1}^{n} x_{j n}^{4}=\left[\sum_{j=1}^{n} x_{j n}^{2}\right]^{2}-2 \sum_{1 \leq j<k \leq n} x_{j n}^{2} x_{k n}^{2} . \tag{4.13}
\end{equation*}
$$

Formula (4.10) and $p_{n}(-x)=(-1)^{n} p_{n}(x)$ imply

$$
\begin{equation*}
c_{n, 1}=\sum_{j=1}^{n} x_{j n}^{2}, \quad c_{n, 2}=\sum_{1 \leq j<k \leq n} x_{j n}^{2} x_{k n}^{2}, \tag{4.14}
\end{equation*}
$$

hence

$$
\begin{equation*}
E_{n}=c_{n, 1}^{2}-2 c_{n, 2}-2 \sum_{k=1}^{n} k \ln a_{k}, \tag{4.15}
\end{equation*}
$$

and $c_{n, 1}$ and $c_{n, 2}$ are given by (4.12).
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# STEINITZ CLASS OF MORDELL-WEIL GROUPS OF ELLIPTIC CURVES WITH COMPLEX MULTIPLICATION 

Tong Liu and Xianke Zhang

Let $E$ be an elliptic curve having Complex Multiplication by the ring $\mathcal{O}_{K}$ of integers of $K=\mathrm{Q}(\sqrt{-D})$, let $H=K(j(E))$ be the Hilbert class field of $K$. Then the Mordell-Weil group $E(H)$ is an $\mathcal{O}_{K}$-module. Its Steinitz class $\operatorname{St}(E)$ is studied here. In particular, when $D$ is a prime number, $\operatorname{St}(E)$ is determined: If $D \equiv 3(\bmod 4)$ then $\operatorname{St}(E)=1$; if $D \equiv 1$ $(\bmod 4)$ then $\mathrm{S} t(E)=[\mathcal{P}]^{t}$, where $\mathcal{P}$ is any prime-ideal factor of 2 in $K,[\mathcal{P}]$ the ideal class of $K$ represented by $\mathcal{P}, t$ is a fixed integer. In addition, general structure for modules over Dedekind domain is also discussed. These results develop the results by $D$. Dummit and W. Miller for $D=10$ and specific elliptic curves to more general $D$ and general elliptic curves.

## 1. Introduction.

Let $K=\mathbf{Q}(\sqrt{-D})$ be an imaginary quadratic number field, $\mathcal{O}_{K}$ the ring of all integers of $K$. Let $E$ be an elliptic curve having Complex Multiplication by the ring $\mathcal{O}_{K}$. Then $E$ is defined over the field $F=\mathbf{Q}(j(E))$, where $j(E)$ denotes the $j$-invariant of $E$. So $H=K(j(E))$ is the Hilbert class field of $K,[4]$, and the Mordell-Weil group $E(H)$ (i.e., all the $H$-rational points of $E)$ is naturally a module over the Dedekind domain $\mathcal{O}_{K}$ (operation is the complex multiplication). By the structural theorem for finitely generated modules over Dedekind domain we have

$$
E(H) \cong E(H)_{\mathrm{tor}} \oplus \mathcal{O}_{K} \oplus \cdots \oplus \mathcal{O}_{K} \oplus \mathcal{A}=E(H)_{\mathrm{tor}} \oplus \mathcal{O}_{K}^{s-1} \oplus \mathcal{A}
$$

where $\mathcal{A}$ is an ideal of $\mathcal{O}_{K}$ which is uniquely determined by $E(H)$ up to a multiplication by a number from $K$. Thus $E(H)$ determines uniquely an ideal class $[\mathcal{A}]$ of $K$ represented by $\mathcal{A} ;[\mathcal{A}]$ is said to be the Steinitz class of $E$ and denoted by $\operatorname{St}(E)$. (Similarly, any module $M$ over a Dedekind domain $R$ defines an ideal class of $R$, which is said to be the Steinitz class of $M$ and denoted by $\operatorname{St}(M)$.) So the structure of the Mordell-Weil group $E(H)$, as a module over the Dedekind domain $\mathcal{O}_{K}$, is uniquely determined by its Steinitz class, rank $s$, and its torsion part. Therefore, it is important to determine the Steinitz class. D. Dummit and W. Miller, [1] in 1996
determined the Steinitz class of some specific elliptic curves when $D=10$ and found some of their properties.

Since the Steinitz class $\operatorname{St}(E)$ is essentially concerned only with the free part of $E(H)$, we denote

$$
E(\cdot)_{f}=E(\cdot) / E(\cdot)_{\mathrm{tor}},
$$

that is, the quotient group of the Mordell group $E(\cdot)$ modulo its torsion part. Note that $E(\cdot)_{f}$ is isomorphic to the free part of $E(\cdot)$. This notation will be used also for any subgroup I of $E(\cdot)$ to define $I_{f}$. Also we can assume the Weierstrass equation of the elliptic curve $E$ to be ([5])

$$
E: y^{2}=f(x)=x^{3}+a_{2} x^{2}+a_{4} x+a_{6}
$$

with $a_{2}, a_{4}, a_{6} \in F$.
We will first analyze the interior structure of $E(H)$, give a general theorem for the structure of modules over Dedekind domain, and then determine Steinitz classes $\operatorname{St}(E)$ for some types of elliptic curves. In particular, when $D=p$ is a prime number and $p \equiv 3(\bmod 4)$, we will prove that $\operatorname{St}(E)$ is the principal class of $K$; And when $D=p$ is a prime number and $p \equiv 1$ $(\bmod 4)$, we will show that

$$
\operatorname{St}(E)=[\mathcal{P}]^{t}, \quad \text { with } t=l+\log \left|H^{1}\left(G, E(H)_{f}\right)\right|,
$$

where $\mathcal{P}$ is any prime factor of 2 in $K, l=\operatorname{rank}_{\mathbf{Z}}(E(F))$ is the $\mathbf{Z}$-rank of $E(F),\left|H^{1}\left(G, E(H)_{f}\right)\right|$ is the order of the first cohomology group $H^{1}\left(G, E(H)_{f}\right)$, and $G=\operatorname{Gal}(H / F)$.

## 2. The Structure of the Mordell group $E(H)$.

Lemma 1. The degree of the extension $H / F$ is $[H: F]=2$, where $F=$ $\mathbf{Q}(j(E)), H=K(j(E)), j(E)$ is the $j$-invariant of $E$.

Proof. Obviously we have $[H: F] \leq 2$. If $[H: F]=1$, then $K \subset F$. By a result in page 12-13 of [2] we know that $F=\mathbf{Q}(j(E))$ has a real embedding into the complex field $\mathbf{C}$. Since $K$ is totally imaginary, $K \subset F$ is impossible. Thus $[H: F]=2$. This proves the lemma.

Based on Lemma 1, we assume throughout the Galois group of $H / F$ to be $G=\operatorname{Gal}(H / F)=\{1, \sigma\}$. For any $\alpha \in \mathcal{O}_{K}$, let $[\alpha]$ denote the endomorphism of $E$ corresponding to the multiplication by $\alpha$. The multiplication by $\sqrt{-D}$ will be important to our following proof. Associating with $E: y^{2}=f(x)$, we consider the following elliptic curve

$$
E_{D}:-D y^{2}=f(x)
$$

Note that $E_{D}$ and $E$ are isomorphic via the map

$$
i: E_{D}(\mathbf{C}) \rightarrow E(\mathbf{C}), \quad(x, y) \mapsto(x, \sqrt{-D} y)
$$

Therefore we know that

$$
\operatorname{End}\left(E_{D}\right) \cong \operatorname{End}(E)
$$

So $E_{D}$ also has complex multiplication by $\mathcal{O}_{K}$, and is defined over $F$. Also via the isomorphism $i$ of $E$ and $E_{D}$, we have

$$
E_{D}(F) \cong I
$$

where

$$
I=\{(x, \sqrt{-D} y) \mid(x, \sqrt{-D} y) \in E(H), x, y \in F\}
$$

The subgroup $I$ of $E(H)$ defined here will be very important in the following analysis.

Lemma 2. The map $i \circ[\sqrt{-D}]$ is an $F$-isogeny of $E_{D}$ to $E$. Thus

$$
\operatorname{rank}_{\mathbf{Z}}\left(E_{D}(F)\right)=\operatorname{rank}_{\mathbf{Z}}(E(F))=l
$$

Proof. By [1] we have

$$
[\sqrt{-D}](x, y)=(a(x), y \sqrt{-D} b(x))
$$

with $a(x), b(x) \in F(x)$. So $i \circ[\sqrt{-D}]$ is an $F$-isogeny of $E_{D}$ to $E$.
Lemma 3. $\left(I_{f}:[\sqrt{-D}] E(F)_{f}\right)\left(E(F)_{f}:[\sqrt{-D}] I_{f}\right)=D^{l}$.
Proof.

$$
\begin{aligned}
D^{l} & =\left(E(F)_{f}:[D] E(F)_{f}\right) \\
& =\left(E(F)_{f}:[\sqrt{-D}] I_{f}\right)\left([\sqrt{-D}] I_{f}:[D] E(F)_{f}\right) \\
& =\left(E(F)_{f}:[\sqrt{-D}] I_{f}\right)\left(I_{f}:[\sqrt{-D}] E(F)_{f}\right)
\end{aligned}
$$

Lemma 4. $2 E(H)_{f} \subset E(F)_{f} \oplus I_{f} \subset E(H)_{f}$, $\operatorname{rank}_{\mathbf{Z}}(E(H))=\operatorname{rank}_{\mathbf{Z}}(E(F))+\operatorname{rank}_{\mathbf{Z}}\left(E_{D}(F)\right)=2 \operatorname{rank}_{\mathbf{Z}}(E(F))=2 l$.

Proof. If $P=(x, y) \in E(F)_{f}$ with $P \in I_{f}$, then $y=0$, which means that $P$ is a torsion point. So $P=O$ is the point at infinity, and $E(F)_{f} \oplus I_{f}=E(F)_{f}+$ $I_{f} \subset E(H)_{f}$. For any $Q \in E(H)_{f}$, we have $2 Q=\left(Q+Q^{\sigma}\right)+\left(Q-Q^{\sigma}\right)$, where $G=\operatorname{Gal}(H / F)=\{1, \sigma\}$. Via the definition of $E(F)_{f}$ and $I_{f}$, we have

$$
E(F)_{f}=\left\{P \mid P^{\sigma}=P, \forall P \in E(H)_{f}\right\}, \quad I_{f}=\left\{P \mid P^{\sigma}=-P, \forall P \in E(H)_{f}\right\}
$$

So $Q+Q^{\sigma} \in E(F)_{f}, Q-Q^{\sigma} \in I_{f}, 2 Q \in E(F)_{f} \oplus I_{f}$. Thus $2 E(H)_{f} \subset$ $E(F)_{f} \oplus I_{f} \subset E(H)_{f}$. This completes the proof.

As for the index of $E(F)_{f} \oplus I_{f}$ in $E(H)_{f}$, we have the following theorem, which could be also deduced from the cohomology theory of cyclic groups.

## Theorem 1.

$$
\left(E(H)_{f}: E(F)_{f} \oplus I_{f}\right)=\frac{2^{l}}{\left|H^{1}\left(G, E(H)_{f}\right)\right|},
$$

where $\left|H^{1}\left(G, E(H)_{f}\right)\right|$ is the order of the cohomology group $H^{1}\left(G, E(H)_{f}\right)$. Proof. Consider the colomology group

$$
H^{1}\left(G, E(H)_{f}\right)=Z^{1}\left(G, E(H)_{f}\right) / B^{1}\left(G, E(H)_{f}\right)
$$

Let $T=\left\{P-P^{\sigma} \mid P \in E(H)_{f}\right\}$. We will prove that $Z^{1}\left(G, E(H)_{f}\right) \cong I_{f}$, $B^{1}\left(G, E(H)_{f}\right) \cong T$. For any cocycle $\xi \in Z^{1}\left(G, E(H)_{f}\right)$, let $\xi \xrightarrow{\phi} \xi_{\sigma}$, where $\operatorname{Gal}(H / F)=\{1, \sigma\}$. By the definition of cocycle we have that $0=$ $\xi_{1}=\xi_{\sigma^{2}}=\left(\xi_{\sigma}\right)^{\sigma}+\xi_{\sigma}$, so $\left(\xi_{\sigma}\right)^{\sigma}=-\xi_{\sigma}$, thus $\xi_{\sigma} \in I_{f}$, and $\phi$ is a map of $Z^{1}\left(G, E(H)_{f}\right)$ to $I_{f}$. Via the map $\phi$ we could see that $Z^{1}\left(G, E(H)_{f}\right) \cong$ $I_{f}, B^{1}\left(G, E(H)_{f}\right) \cong T$. Now consider the homomorphism $E(H)_{f} \xrightarrow{\psi=P-P^{\sigma}}$ $T$. Obviously $2 I_{f} \subset T$. Since $\psi^{-1}\left(2 I_{f}\right)=E(F)_{f} \oplus I_{f}$, so

$$
\begin{aligned}
\left(E(H)_{f}: E(F)_{f} \oplus I_{f}\right)=\left(T: 2 I_{f}\right) & =\left(I_{f}: 2 I_{f}\right) /\left(I_{f}: T\right) \\
& =2^{l} /\left|H^{1}\left(G, E(H)_{f}\right)\right|
\end{aligned}
$$

## 3. Main Results and Their Proofs.

We will first give a general theorem on a finitely-generated module over a Dedekind domain, which establishes a relationship between the Steinitz class and the index of the module in its corresponding free module. This theorem is the key to our final results about Steinitz class.

Theorem 2. Suppose that $L$ is a free $\mathcal{O}_{K}$-module, and $M \subset L$ is a submodule with $(L: M)<+\infty$. Then there is an integral $\mathcal{O}_{K}$-ideal $\mathcal{A}$ such that $[\mathcal{A}]$ is the Steinitz class of $M$, and $N_{\mathbf{Q}}^{K}(\mathcal{A})=(L: M)$, where $N_{\mathbf{Q}}^{K}(\cdot)$ denotes the norm map of ideals from $K$ to the rationals $\mathbf{Q}$.
Proof. Let $L=\bigoplus_{i=1}^{n} \mathcal{O}_{K} e_{i}$, so $\left\{e_{1}, \ldots, e_{n}\right\}$ is an $\mathcal{O}_{K}$-basis for $L$. We will inductively prove that there are $\mathcal{O}_{K}$-ideals $\mathcal{B}_{i}(i=1, \ldots, n)$ such that $M \cong \bigoplus_{i=1}^{n} \mathcal{B}_{i}$, and $(L: M)=\prod_{i=1}^{n}\left(\mathcal{O}_{K}: \mathcal{B}_{i}\right)$.

When $n=1$, everything is obvious. Assume then the statement is true for $n-1$ and consider the module-homomorphism $\rho: L \rightarrow \mathcal{O}_{K}, \rho\left(\sum_{i=1}^{n} r_{i} e_{i}\right)=$ $r_{n}$. Then $\mathcal{B}=\rho(M)$ is an ideal of $\mathcal{O}_{K}$, and the sequence

$$
0 \rightarrow N \rightarrow M \xrightarrow{\rho} \mathcal{B} \rightarrow 0
$$

is exact, where $N=\operatorname{ker}(\rho) \cap M$. Since $\mathcal{B}$ is a projective $\mathcal{O}_{K}$-module, there exists $\mathcal{O}_{K}$-module $\mathcal{C} \subset M$ such that $\mathcal{C} \cong \mathcal{B}, \rho(\mathcal{C})=\mathcal{B}, M=N \oplus \mathcal{C} \cong N \oplus \mathcal{B}$. Thus

$$
(L: M)=(L: N \oplus \mathcal{C})=\left(L: \bigoplus_{i=1}^{n-1} \mathcal{O}_{K}+\mathcal{C}\right)\left(\bigoplus_{i=1}^{n-1} \mathcal{O}_{K}+\mathcal{C}: N \oplus \mathcal{C}\right)
$$

where $\left(L: \bigoplus_{i=1}^{n-1} \mathcal{O}_{K}+\mathcal{C}\right)=\left(\rho^{-1}\left(\mathcal{O}_{K}\right): \rho^{-1}(\mathcal{B})\right)=\left(\mathcal{O}_{K}: \mathcal{B}\right)$.
Consider $\mathcal{C} \cap \bigoplus_{i=1}^{n-1} \mathcal{O}_{K}=\mathcal{C} \cap \operatorname{ker}(\rho)$. When restricted on $\mathcal{C}$, the map $\rho$ is injective, so we have

$$
\begin{aligned}
\bigoplus_{i=1}^{n-1} \mathcal{O}_{K}+\mathcal{C} & =\bigoplus_{i=1}^{n-1} \mathcal{O}_{K} \oplus \mathcal{C} \\
\left(\bigoplus_{i=1}^{n-1} \mathcal{O}_{K}+\mathcal{C}: N \oplus \mathcal{C}\right) & =\left(\bigoplus_{i=1}^{n-1} \mathcal{O}_{K} \oplus \mathcal{C}: N \oplus \mathcal{C}\right) \\
& =\left(\bigoplus_{i=1}^{n-1} \mathcal{O}_{K}: N\right)
\end{aligned}
$$

Note that $N \subset \bigoplus_{i=1}^{n-1} \mathcal{O}_{K}$. So via the hypothesis of our induction, we know that there are $\mathcal{O}_{K}$-ideals $\mathcal{B}_{i}(i=1, \ldots, n-1)$ such that $N \cong \bigoplus_{i=1}^{n-1} \mathcal{B}_{i}$, and $\left(\bigoplus_{i=1}^{n-1} \mathcal{O}_{K}: N\right)=\prod_{i=1}^{n-1}\left(\mathcal{O}_{K}: \mathcal{B}_{i}\right)$. Thus we have $M \cong \bigoplus_{i=1}^{n} \mathcal{B}_{i}$ and $(L: M)=$ $\prod_{i=1}^{n}\left(\mathcal{O}_{K}: \mathcal{B}_{i}\right)=\prod_{i=1}^{n} N_{\mathbf{Q}}^{K}\left(\mathcal{B}_{i}\right)=N_{\mathbf{Q}}^{K}\left(\prod_{i=1}^{n} \mathcal{B}_{i}\right)$, where $\mathcal{B}_{n}=\mathcal{B}$. Now the proof is completed by the following lemma.

Lemma 5. Assume $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ are two nonzero ideals of the Dedekind domain $R$, then we have isomorphism of $R$-modules: $\mathcal{A}_{1} \oplus \mathcal{A}_{2} \cong R \oplus \mathcal{A}_{1} \mathcal{A}_{2}$.

Proof. See Lemma 13 in page 168 of [3].
We now intend to prove our main results via our Theorem 2. To use Theorem 2, we need first to find the corresponding $L$ and $M$ in the Mordell group $E(H)$. The corresponding $L$ is given in Lemma 6. While the corresponding $M$ is given in the proofs of Theorem 4 and 5, i.e., $M=[\sqrt{-D}] E(H)_{f}$ if $D \equiv 3(\bmod 4) ; M=[2 \sqrt{-D}] E(H)_{f}$ if $D \equiv 1(\bmod 4)$.

Lemma 6. $L=\mathcal{O}_{K} \cdot E(F)_{f}$ is a free $\mathcal{O}_{K}$-module of rank $l$.

Proof. Assume $P_{1}, \ldots, P_{l}$ form a $\mathbf{Z}$-basis of $E(F)_{f}$. We will prove

$$
L=\mathcal{O}_{K} \cdot E(F)_{f}=\bigoplus_{i=1}^{l} \mathcal{O}_{K} P_{i}
$$

Now we suppose that $\sum_{i=1}^{l}\left[\alpha_{i}\right] P_{i}=0$ for some $\alpha_{i} \in \mathcal{O}_{K}(i=1, \ldots, l)$. When $D \equiv 3(\bmod 4)$, we have $\alpha_{i}=s_{i}+t_{i}(1+\sqrt{-D}) / 2\left(s_{i}, t_{i} \in \mathbf{Z}, i=1, \ldots, l\right)$, then via $\sum_{i=1}^{l}\left[\alpha_{i}\right] P_{i}=0$ we have $\sum_{i=1}^{l}\left[2 s_{i}+t_{i}\right] P_{i}=0$ and $\sum_{i=1}^{l}\left[\sqrt{-D} t_{i}\right] P_{i}=0$. Thus $t_{i}=0, s_{i}=0, \alpha_{i}=0(i=1, \ldots, l)$. This proves the theorem when $D \equiv 3(\bmod 4)$. The case $D \equiv 1(\bmod 4)$ goes in the same way.

To determine our corresponding $M$ in the case $D \equiv 3(\bmod 4)$, we need the following theorem.

Theorem 3. For $D \equiv 3(\bmod 4)$, we have $\left|H^{1}\left(G, E(H)_{f}\right)\right|=1$, and $E(H)_{f}$ $=\mathcal{O}_{K} \cdot E(F)_{f}+I_{f}$.

Proof. Let $P_{1}, \ldots, P_{l}$ form a Z-basis of $E(F)_{f}$, and $Q_{1}, \ldots, Q_{l}$ form a Z-basis of $I_{f}$. Put $\alpha=(1+\sqrt{-D}) / 2$. We need only to prove that $E(H)_{f} /\left(E(F)_{f} \oplus I_{f}\right)=C_{1} \oplus \cdots \oplus C_{l}$, where $C_{i}=\left(\overline{[\alpha] P_{i}}\right)$ is subgroup of order 2 generated by $\overline{[\alpha] P_{i}}$ in the quotient group $E(H)_{f} /\left(E(F)_{f} \oplus I_{f}\right)$. (Here $\bar{a}$ denotes the residue class of $a$ in this quotient group.) Obviously we have $\overline{[\alpha] P_{i}} \neq \overline{0}$; otherwise there would be $t_{j}, s_{j} \in \mathbf{Z}(j=1, \ldots, l)$ such that $[\alpha] P_{i}=\sum_{j=1}^{l}\left[t_{j}\right] P_{j}+\sum_{j=1}^{l}\left[s_{j}\right] Q_{j}$, then $[1+\sqrt{-D}] P_{i}=\sum_{j=1}^{l}\left[2 t_{j}\right] P_{j}+\sum_{j=1}^{l}\left[2 s_{j}\right] Q_{j}$, and $P_{i}=\sum_{j=1}^{l}\left[2 t_{j}\right] P_{j}$, giving a contradiction.

Furthermore, if $\sum_{i=1}^{l}\left[u_{i}\right] \overline{[\alpha] P_{i}}=\overline{0}$ for some $u_{i} \in \mathbf{Z}(i=1, \ldots, l)$, then there are $t_{i}, s_{i} \in \mathbf{Z}(i=1, \ldots, l)$ such that $\sum_{i=1}^{l}\left[u_{i} \alpha\right] P_{i}=\sum_{i=1}^{l}\left[t_{i}\right] P_{i}+\sum_{i=1}^{l}\left[s_{i}\right] Q_{i}$, so

$$
\sum_{i=1}^{l}\left[u_{i}\right] P_{i}+\sum_{i=1}^{l}\left[u_{i} \sqrt{-D}\right] P_{i}=\sum_{i=1}^{l}\left[2 t_{i}\right] P_{i}+\sum_{i=1}^{l}\left[2 s_{i}\right] Q_{i} .
$$

Thus $\sum_{i=1}^{l}\left[u_{i}\right] P_{i}=\sum_{i=1}^{l}\left[2 t_{i}\right] P_{i}$, which gives $u_{i}=2 t_{i}(i=1, \ldots, l)$. Hence $\left[u_{i}\right] \overline{[\alpha] P_{i}}=\overline{\left[t_{i}\right][2 \alpha] P_{i}}=\overline{\left[t_{i}(1+\sqrt{-D})\right] P_{i}}=\overline{0}$. This completes the proof.

Now we can prove our main results via Theorem 2.

Theorem 4. Suppose that $D=p \equiv 3(\bmod 4)$ is a prime number, and $E$ is an elliptic curve having complex multiplication by the full ring $\mathcal{O}_{K}$ of integers of $K=\mathbf{Q}(\sqrt{-D})$. Then the Steinitz class of $E$ is the principal class, i.e., $\operatorname{St}(E)=1$.
Proof. Let $L=\mathcal{O}_{K} \cdot E(F)_{f}, M=[\sqrt{-p}] E(H)_{f}$. Since $M \cong E(H)_{f}$, we need only to prove $\operatorname{St}(M)$ is the principal class.

By Theorem 3 we have $E(H)_{f}=\mathcal{O}_{K} \cdot E(F)_{f}+I_{f}$. Thus

$$
\begin{aligned}
& M=[\sqrt{-p}] E(H)_{f}=E(F)_{f} \cdot\left(\sqrt{-p} \mathcal{O}_{K}\right)+[\sqrt{-p}] I_{f} \subset \mathcal{O}_{K} \cdot E(F)_{f}=L \\
&(L: M)=\left(\mathcal{O}_{K} \cdot E(F)_{f}:[\sqrt{-p}] E(H)_{f}\right) \\
&=\frac{\left(E(H)_{f}:[\sqrt{-p}] E(H)_{f}\right)}{\left(E(H)_{f}: \mathcal{O}_{K} \cdot E(F)_{f}\right)} \\
&=\frac{p^{l}}{\left(E(H)_{f}: \mathcal{O}_{K} \cdot E(F)_{f}\right)}
\end{aligned}
$$

Since $p$ is a prime number, so $(L: M)=p^{t}$ for some $t(0 \leq t \leq l)$. By Theorem 2, the Steinitz class of $M$ is equal to $[\mathcal{A}]$ for some $\mathcal{O}_{K}$-ideal $\mathcal{A}$, and $p^{t}=(L: M)=N_{\mathbf{Q}}^{K}(\mathcal{A})$. Since $p$ is a prime number, $\mathcal{A}=\left(\sqrt{-p} \mathcal{O}_{K}\right)^{t}$ is principal. Thus $\operatorname{St}(E)=\operatorname{St}(M)$ is the principal class.
Theorem 5. Suppose that $D=p \equiv 1(\bmod 4)$ is a prime number, and $E$ is an elliptic curve having complex multiplication by the ring $\mathcal{O}_{K}$ of all integers of $K=\mathbf{Q}(\sqrt{-D})$. Then the Steinitz class of $E$ is $\operatorname{St}(E)=[\mathcal{P}]^{t}$, where $[\mathcal{P}]$ is the ideal class of $K$ represented by $\mathcal{P}$ the prime factor of 2 in $\mathcal{O}_{K}, 2^{t}=2^{l}\left|H^{1}\left(G, E(H)_{f}\right)\right|$. In particular, the parity of $t$ determines $\operatorname{St}(E)$, since $\mathcal{P}$ is not principal while $\mathcal{P}^{2}=2 \mathcal{O}_{K}$ is principal.
Proof. Let $L=\mathcal{O}_{K} \cdot E(F)_{f}, M=[2 \sqrt{-p}] E(H)_{f}$. Since $M \cong E(H)_{f}$, so $\operatorname{St}(E)=\operatorname{St}(M)$. Note that $[2 \sqrt{-p}] E(H)_{f} \subset[\sqrt{-p}]\left(E(F)_{f} \oplus I_{f}\right),[\sqrt{-p}] I_{f} \subset$ $E(F)_{f}$. Thus we have $M \subset \mathcal{O}_{K} \cdot E(F)_{f}=L$, and

$$
\begin{aligned}
(L: M) & =\left(\mathcal{O}_{K} \cdot E(F)_{f}:[2 \sqrt{-p}] E(H)_{f}\right) \\
& =\frac{\left(E(H)_{f}:[2 \sqrt{-p}] E(H)_{f}\right)}{\left(E(H)_{f}: \mathcal{O}_{K} \cdot E(F)_{f}\right)} \\
& =\frac{(4 p)^{l}}{\left(E(H)_{f}: E(F)_{f} \oplus I_{f}\right)\left(E(F)_{f} \oplus I_{f}: \mathcal{O}_{K} \cdot E(F)_{f}\right)} \\
& =\frac{(4 p)^{l}}{2^{l}\left|H^{1}\left(G, E(H)_{f}\right)\right|^{-1}\left(I_{f}:[\sqrt{-p}] E(F)_{f}\right)} \\
& =2^{l}\left|H^{1}\left(G, E(H)_{f}\right)\right| \cdot p^{l} /\left(I_{f}:[\sqrt{-p}] E(F)_{f}\right)
\end{aligned}
$$

Thus $(L: M)=2^{t} p^{r}$ for some $t, r \geq 0$, since $p$ is a prime number. By Theorem 2 we know that $N_{\mathbf{Q}}^{K}(\mathcal{A})=2^{t} p^{r}$ for some $\mathcal{O}_{K^{K}}$-ideal $\mathcal{A}$. Therefore $\mathcal{A}=\mathcal{P}^{t}\left([\sqrt{-p}] \mathcal{O}_{K}\right)^{r}, \operatorname{St}(E)=[\mathcal{A}]=\left[\mathcal{P}^{t}\right]$. This proves the theorem.

Corollary 1. Suppose as in Theorem 5. If $l=\operatorname{rank}_{\mathbf{Z}}(E(F))=1$, then $H^{1}\left(G, E(H)_{f}\right)$ determines the Steinitz class of $E$.

Now we analyze the examples of Dummit and Miller in [1] by utilizing the above method. For these examples, we have $K=\mathbf{Q}(\sqrt{-10}), D=10$, $H=K(\sqrt{5})=\mathbf{Q}(\sqrt{-10}, \sqrt{5})$. We consider the $\mathcal{O}_{K}$-module $L=\mathcal{O}_{K} \cdot E(F)_{f}$ and $M=2[\sqrt{-10}] E(H)_{f}$. Then via the same idea in the proof of Theorem 5 we have similar ratiocination for $D=10$ :

$$
\begin{aligned}
(L: M) & =\frac{\left(E(H)_{f}: 2[\sqrt{-10}] E(H)_{f}\right)}{\left(E(H)_{f}: \mathcal{O}_{K} \cdot E(F)_{f}\right)} \\
& =\frac{(4 \cdot 10)^{l}}{\left(E(H)_{f}: E(F)_{f} \oplus I_{f}\right)\left(E(F)_{f} \oplus I_{f}: \mathcal{O}_{K} \cdot E(F)_{f}\right)} \\
& =\frac{(40)^{l}}{2^{l}\left|H^{1}\left(G, E(H)_{f}\right)\right|^{-1}\left(I_{f}:[\sqrt{-10}] E(F)_{f}\right)} \\
& =2^{l}\left|H^{1}\left(G, E(H)_{f}\right)\right| 10^{l} /\left(I_{f}:[\sqrt{-10}] E(F)_{f}\right)
\end{aligned}
$$

Thus the Steinitz class of $E$ is determined by the 2-exponent of

$$
2^{l}\left|H^{1}\left(G, E(H)_{f}\right)\right|\left(I_{f}:[\sqrt{-10}] E(F)_{f}\right)
$$

(DM1) Consider the following elliptic curve of Dummit and Miller in [1]:

$$
E_{1}: \quad y^{2}=x^{3}+(6+6 \sqrt{5}) x^{2}+(7-3 \sqrt{5})
$$

Then $l=1,\left|H^{1}\left(G, E(H)_{f}\right)\right|=2,\left(I_{f}:[\sqrt{-10}] E(F)_{f}\right)=1$. Therefore we know that $2^{l}\left|H^{1}\left(G, E(H)_{f}\right)\right|\left(I_{f}:[\sqrt{-10}] E(F)_{f}\right)=4$. Thus the Steinitz class of $E_{1}$ is the principal class, i.e., $\operatorname{St}\left(E_{1}\right)=1$.
(DM2) Consider the following elliptic curve in [1]:

$$
E_{1, \text { isog }}: y^{2}=x^{3}-(912+12 \sqrt{5}) x^{2}+(188+84 \sqrt{5}) x
$$

We have $l=1, \quad\left|H^{1}\left(G, E(H)_{f}\right)\right|=2, \quad\left(I_{f}:[\sqrt{-10}] E(F)_{f}\right)=2$, and $2^{l}\left|H^{1}\left(G, E(H)_{f}\right)\right|\left(I_{f}:[\sqrt{-10}] E(F)_{f}\right)=2^{3}$. Thus the Steinitz class $\operatorname{St}\left(E_{1, \text { isog }}\right)=[\mathcal{P}]$, where $\mathcal{P}$ is a prime factor of 2 in $\mathcal{O}_{K}$.
(DM3) For $E_{3}: y^{2}=x^{3}+36 x^{2}+(162-72 \sqrt{5}) x$, in [1] , we have $l=$ 2, $\left|H^{1}\left(G, E(H)_{f}\right)\right|=2, \quad\left(I_{f}:[\sqrt{-10}] E(F)_{f}\right)=1,2^{l}\left|H^{1}\left(G, E(H)_{f}\right)\right|\left(I_{f}:\right.$ $\left.[\sqrt{-10}] E(F)_{f}\right)=2^{3}$. Thus $\operatorname{St}\left(E_{3}\right)=[\mathcal{P}], \mathcal{P}$ a prime factor of 2 in $\mathcal{O}_{K}$.

There are still many open problems about the Steinitz classes of elliptic curves. For example, we have the following conjecture.
Conjecture. Both the cases $\operatorname{St}(E)=1$ and $\operatorname{St}(E) \neq 1$ exist for some elliptic curves $E$ having complex multiplication by $\mathcal{O}_{K}$, where $K=\mathbf{Q}(\sqrt{-D})$ with prime number $D \equiv 1(\bmod 4)$.
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# TOROIDAL SURGERY ON PERIODIC KNOTS 

Katura Miyazaki and Kiminiko Motegi


#### Abstract

We show that $r$-Dehn surgery on a hyperbolic, periodic knot $K$ with period $p>2$ yields a hyperbolic manifold unless $p=3, r=0$ and the genus of $K$ is one. Regarding hyperbolic, periodic knots with period 2, we show that only integral Dehn surgeries can yield toroidal manifolds.


## 1. Introduction.

A 3-manifold is toroidal if it contains an essential torus, i.e., an incompressible torus not parallel to a boundary component. A knot $K$ in $S^{3}$ is called a periodic knot with period $p$ if there is a homeomorphism $f: S^{3} \rightarrow S^{3}$ such that $f(K)=K, \operatorname{Fix}(f) \cap K=\emptyset$, and $\operatorname{Fix}(f)$ is a circle. We call $f$ a periodic map of $K$. For a knot $K$ in a 3 -manifold $M \subset S^{3}$ we denote by $M(K ; r)$ the manifold obtained by $r$-Dehn surgery of $M$ on $K$, where $r \in \mathbf{Q} \cup\{1 / 0\}$; if $M=S^{3}$, simply we denote $M(K ; r)$ by $(K ; r)$.

The hyperbolic Dehn surgery theorem of Thurston [25] shows that for hyperbolic knots $K,(K ; r)$ is non-hyperbolic only for finitely many $r \in \mathbf{Q}$. In this paper we consider when Dehn surgery on a hyperbolic, periodic knot yields a non-hyperbolic, in particular toroidal, manifold. For example, the figure eight knot $4_{1}$, which has period 2 , has exactly 10 surgeries producing non-hyperbolic manifolds [25]; if $\left(4_{1} ; r\right)$ is toroidal, then $r=0, \pm 4$.

Theorem 1.1. If $K$ is a hyperbolic, periodic knot with period 2 and ( $K ; r$ ) is toroidal, then $r$ is an integer.

Remark. Gordon and Luecke proved that the denominator of a toroidal surgery slope is at most two for hyperbolic knots [11], and furthermore if the denominator is two then the knot is strongly invertible [12]. EudaveMuñoz [5] constructed an infinite family of strongly invertible hyperbolic knots having non-integral, toroidal surgeries. Theorem 1.1 shows that none of his knots has period 2.

Then, does a hyperbolic, periodic knot with period greater than 2 have a non-hyperbolic Dehn surgery? Our answer is "no except for a special case" (Corollary 1.4). Before giving the statement let us review what nonhyperbolic manifolds are like. Each of the following cases is an obstruction to a closed orientable manifold $M$ being hyperbolic:
(1) $M$ is reducible;
(2) $M$ is a Seifert fibered manifold with a finite fundamental group;
(3) $\pi_{1}(M)$ has a subgroup isomorphic to $\mathbf{Z} \times \mathbf{Z}$.

In 1981, Thurston announced the Symmetry Theorem [26]: If $M$ admits an action by a finite group $G$ such that a fixed point set of some nontrivial element of $G$ has dimension at least one, then $M$ has a $G$-invariant geometric decomposition such that $G$ acts on each piece by isometries. The theorem implies that (1)-(3) are the only obstructions to such $M$ being hyperbolic. Recently, the Symmetry Theorem is proved in the case when the union of fixed point sets of nontrivial elements of $G$ is a 1-manifold by Cooper, Hodgson and Kerckhoff [3], and Boileau and Porti [1]; this case of the theorem is what we need and referred to below as the Symmetry Theorem. On the other hand, if $M$ is irreducible, condition (3) implies ( $3^{\prime}$ ) below [7, Corollary 8.6].
$\left(3^{\prime}\right) M$ is either toroidal or a Seifert fibered manifold with an infinite fundamental group.

If $K$ is a hyperbolic, periodic knot, $(K ; r)$ does not fall under case (1) by the Cabling Conjecture for symmetric knots (Hayashi and Shimokawa [17], Gordon and Luecke). Since the periodic map of $K$ extends to a periodic map on $(K ; r)$, the Symmetry Theorem applies to $(K ; r)$. Regarding (2) and $\left(3^{\prime}\right)$, the authors proved that:
Theorem 1.2 ([21, Theorem 1.5 and Proposition 5.6]). If $K$ is a hyperbolic, periodic knot with period greater than 2, then $(K ; r)$ is not Seifert fibered for any $r \in \mathbf{Q}$. (Without using the Symmetry Theorem we show that $M$ is not a Seifert fibered manifold with an infinite fundamental group.)

Without assuming the Symmetry Theorem, we shall prove:
Theorem 1.3. Let $K$ be a hyperbolic, periodic knot with period $p>2$. Then $(K ; r)$ is toroidal if and only if $p=3, r=0$, and the genus of $K$ is one.

Remark. The $(3,3,3)$ pretzel knot is an example of a genus one, hyperbolic, periodic knot with period 3 .

Theorems 1.2 and 1.3 preclude the possibility of cases (2) and (3'). Then the Symmetry Theorem implies that:
Corollary 1.4. Let $K$ be a hyperbolic, periodic knot with period $p>2$. Then $(K ; r)$ is hyperbolic for any $r \in \mathbf{Q}$ except when $p=3, r=0$, and the genus of $K$ is one.

The if part of Theorem 1.3 is proved below. The only if part is proved in $\S \S 3,4$. Theorem 1.1 is proved in $\S 5$ by graph-theoretic arguments.
Proof of the if part of Theorem 1.3. If $K$ has an incompressible Seifert surface of genus one, then $(K ; 0)$ contains a non-separating torus obtained from the

Seifert surface by attaching a meridian disk of the glued solid torus. Gabai [6] shows that such a torus is incompressible.

## 2. Preliminaries.

### 2.1. Dehn surgery on a factor knot.

Let $K$ be a periodic knot, and $f$ a periodic map of $K$ with period $p$. Set $C=\operatorname{Fix}(f)$, which is a trivial knot in $S^{3}$ by the positive solution to the Smith Conjecture [22]. Then $f$ induces the $p$-fold cyclic covering $\pi$ from $S^{3}$ to the quotient space $S^{3} /\langle f\rangle=S^{3}$ branched along the trivial knot $C_{f}=\pi(C)$. We denote the factor knot $\pi(K)$ by $K_{f}$. Dehn surgeries on $K$ and $K_{f}$ are related as follows.

Take an $f$-invariant tubular neighborhood $N(K)$ of $K$. We can extend $f \mid S^{3}-\operatorname{int} N(K)$ over $(K ; m / n)$ periodically. Denote by $\bar{f}$ the resulting periodic map on ( $K ; m / n$ ); the period of $\bar{f}$ is $p$. We may assume that $\bar{f}$ preserves the core $K^{*}$ of the reglued solid torus. Note that for any $0<i<p, \operatorname{Fix}\left(\bar{f}^{i}\right)$ is either $C$ or $C \cup K^{*}$. The projection $\pi^{\prime}:(K ; m / n) \rightarrow$ $(K ; m / n) /\langle\bar{f}\rangle$ is a $p$-fold cyclic branched covering. Then $(K ; m / n) /\langle\bar{f}\rangle$ is identified with $\left(K_{f} ; m /(n p)\right)$ such that $\pi^{\prime}\left(K^{*}\right)$ is a core of the reglued solid torus in $\left(K_{f} ; m /(n p)\right)$. So denote $\pi^{\prime}\left(K^{*}\right)=K_{f}^{*}$; see Diagram 2.1.


Diagram 2.1. The vertical and the slanted arrows mean Dehn surgeries.
Now choosing an $f$-invariant tubular neighborhood $N(C)$ of $C$, set $V=$ $S^{3}-\operatorname{int} N(C)$ and $V_{f}=V /\langle f\rangle=S^{3}-\operatorname{int} N\left(C_{f}\right)$. Just as above a Dehn surgery of $V$ on $K$ and that of $V_{f}$ on $K_{f}$ are related (Diagram 2.2).

$$
\begin{array}{cll}
V & \xrightarrow{\pi} \quad V /\langle f\rangle=V_{f} \\
\downarrow & & \\
V\left(K ; \frac{m}{n}\right) & \xrightarrow{\pi^{\prime}} \quad V\left(K ; \frac{m}{n}\right) /\langle\bar{f}\rangle & =V_{f}\left(K_{f} ; \frac{m}{n p}\right)
\end{array}
$$

Diagram 2.2. The vertical and the slanted arrows mean Dehn surgeries.
Suppose $K \subset V$ is a hyperbolic knot. Since $\pi: V-K \rightarrow V_{f}-K_{f}$ is an unbranched covering, $V_{f}-K_{f}$ is neither toroidal nor Seifert fibered. Thus $K_{f}$ is hyperbolic in $V_{f}[\mathbf{2 2}]$. In the next subsection, we shall show that this hypothesis is satisfied if $K$ is hyperbolic in $S^{3}$.

### 2.2. Hyperbolic, periodic knots.

Proposition 2.1. Let $K \subset S^{3}$ be a hyperbolic, periodic knot. Let $C=$ $\operatorname{Fix}(f)$, where $f$ is a periodic map of $K$. Then $K \cup C$ is a hyperbolic link in $S^{3}$.

Proof. $N(K)$ and $N(C)$ denote disjoint tubular neighborhoods of $K$ and $C$ which are preserved by $f$, respectively. Set $V=S^{3}-\operatorname{int} N(C)$, an unknotted solid torus. Let $\mathcal{T}$ be a characteristic family of tori for $V-\operatorname{int} N(K)$ whose union is invariant under $f[19$, Theorem 8.6]. It suffices to prove $\mathcal{T}=\emptyset$. Note that since $K \subset S^{3}$ is hyperbolic, any torus in $\mathcal{T}$ is compressible in $S^{3}-K$; in particular, any compressing disk meets $C$.

Assume for a contradiction that there is a torus in $\mathcal{T}$ which separates $\partial N(K)$ and $\partial V$. Among such tori let $T$ be the one closest to $\partial V$. Let $V^{\prime}$ be the solid torus in $V$ such that $\partial V^{\prime}=T$. Note $f\left(V^{\prime}\right)=V^{\prime}$, and $T=\partial V^{\prime}$ is compressible in $S^{3}-K$. It follows that $V^{\prime}$ is unknotted in $S^{3}$. By the equivariant loop theorem $[\mathbf{2 0}]$ there is a meridian disk $D$ of $S^{3}-\operatorname{int} V^{\prime}$ such that $f(D)=D$ or $f(D) \cap D=\emptyset$. Since $C \cap D \neq \emptyset$, we have $f(D)=D$. Hence, $D$ meets $C=\operatorname{Fix}(f)$ in a single point. This together with the unknottedness of $C$ in $S^{3}$ shows that $C$ is a core of the unknotted solid torus $S^{3}-\operatorname{int} V^{\prime}$. A core of $V^{\prime}$ and $C$ then form a Hopf link, so that $T$ and $\partial V$ bounds $T^{2} \times I$. This contradicts the minimality of $\mathcal{T}$.

Hence, if $\mathcal{T} \neq \emptyset$, each torus in $\mathcal{T}$ would not separate $\partial N(K)$ and $\partial V$. Let $T$ be a torus in $\mathcal{T}$ such that the manifold $E \subset V-\operatorname{int} N(K)$ bounded by $T$ does not contain a torus in $\mathcal{T}-\{T\}$. Then for any $i$ either $f^{i}(E)=E$ or $f^{i}(E) \cap E=\emptyset$. Set $X=S^{3}-\operatorname{int}\left(N(K) \cup \bigcup_{i \geq 0} f^{i}(E)\right)$. Since $T$ is compressible in $S^{3}-K, T$ is compressible in $S^{3}-\operatorname{int}(N(K) \cup E)$ and thus in $X$. Let $D$ be a compressing disk for $T \subset X$ such that $f(D)=D$ or $f(D) \cap D=\emptyset[\mathbf{2 0}]$. Just as above, the fact $C \cap D \neq \emptyset$ implies that $D$ meets $C$ in a single point. Hence $C$ winds around the knotted solid torus $S^{3}-\operatorname{int} E$ geometrically once, which contradicts that $C$ is unknotted in $S^{3}$.

## 3. Proof of Theorem 1.3: Case when $(m, p)=1$ or $p$.

In this section and the next, we prove the only if part of Theorem 1.3.
Let $K$ be a hyperbolic, periodic knot, and $f$ a periodic map of $K$ with period $p>2$. We use the notation in $\S 2.1$ in what follows.

Assume that $(K ; m / n)$ is toroidal. Note that $(K ; m / n)$ is irreducible and not Seifert fibered (Theorem 1.2). By the equivariant torus decomposition theorem [19], $(K ; m / n)$ contains an incompressible torus $T$ such that for any $i, \bar{f}^{i}(T)=T$ or $\bar{f}^{i}(T) \cap T=\emptyset$. By rechoosing $T$, if necessary, the $\langle\bar{f}\rangle$-equivariant torus $T$ meets $C \cup K^{*}$ transversely, and $N(C)$ and $N\left(K^{*}\right)$ in (possibly empty) meridian disks. Note $T \cap K^{*} \neq \emptyset$.

The proof is divided into three cases: (1) $(m, p)=1,(2)(m, p)=p$, (3) $1<(m, p)<p$, where $(m, p)$ is the greatest common divisor of $m$ and $p$.

The first two cases are dealt with in this section. Cases 1 and 3 will lead to contradictions.

Case 1. $(m, p)=1$; then $\operatorname{Fix}\left(\bar{f}^{i}\right)=C$ for $0<i<p$.
Claim 3.1. $T \cap C=\emptyset$.
Proof. Assume that $T$ intersects $C$ in $k(>0)$ points. Then $f(T)=T$. Moreover, since $f$ fixes $C$ pointwise, $\bar{f}$ preserves the orientation of $T$, and thus $T /\langle\bar{f}\rangle$ is an orientable surface. The assumption $(m, p)=1$ implies $m \neq 0$, and then any closed orientable surface in $(K ; m / n)$ is separating. Thus $k$ is even. The projection $\pi^{\prime}: T \rightarrow T /\langle\bar{f}\rangle=\pi^{\prime}(T)$ is a $p$-fold cyclic branched covering along $k$ branch points of index $p$. The Riemann-Hurewitz formula gives

$$
\begin{equation*}
0=\chi(T)=p\left(\chi\left(\pi^{\prime}(T)\right)-k\left(1-\frac{1}{p}\right)\right) . \tag{1}
\end{equation*}
$$

It follows $\chi\left(\pi^{\prime}(T)\right)>0$. Since $\pi^{\prime}(T)$ is a closed, orientable surface, $\chi\left(\pi^{\prime}(T)\right)$ must be 2 . Hence, $2=k(1-1 / p)$. We then obtain $(p-1)(k-2)=2$. The solution sets in positive integers are $(k, p)=(3,3),(4,2)$. The former contradicts the fact that $k$ is even; the latter does the assumption $p>2$.

By Claim $3.1 \pi^{\prime}: T \rightarrow \pi^{\prime}(T)$ is an unbranched covering, thus $\pi^{\prime}(T)$ is a Klein bottle or a torus. Hence, the $m /(n p)$-surgery of the solid torus $V_{f}$ on $K_{f}$ contains a Klein bottle or a torus. Note that $K_{f}$ is a hyperbolic knot in $V_{f}$, for $K$ is hyperbolic in $V$ (Proposition 2.1). Then, if $\pi^{\prime}(T)$ is a Klein bottle, by [11] $|n p|=1$. This contradicts $p>1$. It follows that $\pi^{\prime}(T)$ is a torus. The fact that $\pi^{\prime}: V(K ; m / n) \rightarrow V_{f}\left(K_{f} ; m /(n p)\right)$ is an unbranched covering implies that $\pi^{\prime}(T)$ is an essential torus in $V_{f}\left(K_{f} ; m /(n p)\right)$. For hyperbolic knots in $S^{3}$, Gordon and Luecke [11] proved that the denominator of a toroidal surgery slope is at most 2 . As pointed out in [13], their proof works also for hyperbolic knots in a solid torus. Hence $|n p| \leq 2$, a contradiction.

Case 2. $(m, p)=p$; then $\operatorname{Fix}\left(\bar{f}^{i}\right)=C \cup K^{*}$ for $1<i<p$.
Let $k=\left|T \cap\left(C \cup K^{*}\right)\right|$. The projection $\pi^{\prime}: T \rightarrow T /\langle\bar{f}\rangle$ is a $p$-fold cyclic branched covering along $k$ branch points of index $p$. As in Case 1 we obtain Equation (1), and the relevant solution set is $(k, p)=(3,3)$. This implies that $T$ intersects $C$ or $K^{*}$ in an odd number of points, so $T$ is a non-separating incompressible torus in $(K ; m / n)$. By considering the first homology group we see $m=0$. [6, Corollary 8.3] shows if $(K ; 0)$ contains such a torus, then the genus of $K$ is one as desired.

## 4. Proof of Theorem 1.3: Case when $1<(m, p)<p$.

In this case, $\operatorname{Fix}(\bar{f})=C, \bar{f} \mid K^{*}$ has period $p /(m, p)$, and $\bar{f} \mid S^{3}-\operatorname{int} N\left(K^{*} \cup C\right)$ has period $p$. Note that $(K ; m / n)$ and $\left(K_{f} ; m /(n p)\right)$ do not contain nonseparating closed surfaces because $m \neq 0$. Set $n_{1}=|T \cap C|$ and $n_{2}=$ $\left|T \cap K^{*}\right|$. Then $n_{i}$ are even numbers, and $n_{2}>0$.

Subcase 1. $T \cap C \neq \emptyset$.
Then $\left.\bar{f} \frac{p}{(m, p)} \right\rvert\, T$ has $n_{1}+n_{2}$ fixed points. This implies that $\pi^{\prime}: T \rightarrow$ $T /\langle\bar{f}\rangle=\pi^{\prime}(T)$ is a $p$-fold cyclic branched covering along $n_{1}$ branch points of index $p$ and $n_{2}(m, p) / p$ branch points of index $(m, p)$. Note $n_{2}(m, p) / p=$ $\left|\pi^{\prime}(T) \cap K_{f}^{*}\right|$.

Claim 4.1. $n_{1}=n_{2}=2$.
Proof. The Riemann-Hurewitz formula to the covering above gives:

$$
\begin{equation*}
0=\chi(T)=p\left(\chi\left(\pi^{\prime}(T)\right)-n_{1}\left(1-\frac{1}{p}\right)-\frac{n_{2}(m, p)}{p}\left(1-\frac{1}{(m, p)}\right)\right) \tag{2}
\end{equation*}
$$

As in the proof of Claim 3.1, we obtain $\chi\left(\pi^{\prime}(T)\right)=2$. It follows:

$$
\begin{equation*}
2=n_{1}\left(1-\frac{1}{p}\right)+\frac{n_{2}(m, p)}{p}\left(1-\frac{1}{(m, p)}\right) . \tag{3}
\end{equation*}
$$

The right hand side of (3) is greater than $n_{1} / 2$, therefore $4>n_{1}$. Since $n_{1}(>0)$ is even, $n_{1}=2$ as claimed.

Multiplying (3) by $p$ and substituting $n_{1}=2$, we obtain $2 p=2 p-2+$ $n_{2}(m, p)-n_{2}$. Thus $2+n_{2}=n_{2}(m, p) \geq 2 n_{2}$. It follows that the even number $n_{2}$ must be 2 .

Since $(m, p)<p$, we have $n_{2}(m, p) / p<n_{2}=2$. Hence $n_{2}(m, p) / p=1$. This implies that the 2 -sphere $\pi^{\prime}(T)$ in $\left(K_{f} ; m /(n p)\right)$ meets $K_{f}^{*}$ in a single point, a contradiction.

Subcase 2. $T \cap C=\emptyset$.
Then the closed surface $\pi^{\prime}(T)$ is contained in $V_{f}\left(K_{f} ; m /(n p)\right)$.
Claim 4.2. (1) $\pi^{\prime}(T)$ is a 2 -sphere.
(2) $K_{f}^{*}$ meets $\pi^{\prime}(T)$ in 4 points.

Proof. Let $i$ be the least positive integer such that $\bar{f}^{i}(T)=T$; then $\pi^{\prime}$ : $T \rightarrow T /\left\langle\bar{f}^{i}\right\rangle=\pi^{\prime}(T)$ is a $p / i$-fold cyclic branched covering along $i n_{2}(m, p) / p$ branch points of index $(m, p)$. For simplicity set $k=i n_{2}(m, p) / p$. We then have:

$$
\begin{equation*}
0=\chi(T)=\frac{p}{i}\left(\chi\left(\pi^{\prime}(T)\right)-k\left(1-\frac{1}{(m, p)}\right)\right) . \tag{4}
\end{equation*}
$$

This shows $\chi\left(\pi^{\prime}(T)\right)>0$, so $\pi^{\prime}(T)$ is $\mathbf{R} P^{2}$ or $S^{2}$. If the orientable manifold $V_{f}\left(K_{f} ; m /(n p)\right)$ contains $\mathbf{R} P^{2}$, it has a $\mathbf{R} P^{3}$ factor in its prime decomposition. This is absurd because no surgery on a hyperbolic knot in a solid torus yields a reducible manifold [23]. Therefore $\pi^{\prime}(T)$ is a 2 -sphere as claimed.

Letting $\chi\left(\pi^{\prime}(T)\right)=2$ in (4), we obtain $2=k(1-1 /(m, p))$. The right hand side is smaller than $k$ and greater than or equal to $k / 2$, so that $2<k \leq 4$. Since $k=\left|\pi^{\prime}(T) \cap K_{f}^{*}\right|$ is even, it must be 4 .

Claim 4.3. The 2-sphere $\pi^{\prime}(T)$ in $V_{f}\left(K_{f} ; m /(n p)\right)$ gives an essential tangle decomposition (defined below) of $K_{f}^{*}$.

Definition. Let $K$ be a knot in a 3 -manifold $M$. A separating 2 -sphere $\widehat{S} \subset M$ gives an essential tangle decomposition of $K$ if $\widehat{S}$ meets $K$ in 4 points and $S=\widehat{S}-\operatorname{int} N(K)$ is incompressible in $M-\operatorname{int} N(K)$. Note that such an $S$ is boundary-incompressible in $M-\operatorname{int} N(K)$.

Proof. By Claim 4.2 it suffices to see $S=\pi^{\prime}(T)-\operatorname{int} N\left(K_{f}^{*}\right)$ is incompressible in $V_{f}\left(K_{f} ; m /(n p)\right)-\operatorname{int} N\left(K_{f}^{*}\right)$. Assume for a contradiction that $S$ has a compressing disk $D$. Under the unbranched cyclic covering $\pi^{\prime}: V(K ; m / n)-$ $\operatorname{int} N\left(K^{*}\right) \rightarrow V_{f}\left(K_{f} ; m /(n p)\right)-\operatorname{int} N\left(K_{f}^{*}\right), \pi^{\prime-1}(D)$ consists of disks. Since $T$ is incompressible in $V(K ; m / n)$, each component of $\pi^{\prime-1}(\partial D) \cap T$ bounds a unique disk in $T$ which meets $K^{*}$. Let $\Delta$ be an innermost one among such disks. Recall $\bar{f} \mid K^{*}$ has period $p /(m, p)$. Then $g=\bar{f}^{\frac{p}{(m, p)}}$ preserves $\Delta$, and thus $g(\partial \Delta)=\partial \Delta$. This contradicts that $\bar{f}$ permutes the $p$ components of $\pi^{\prime-1}(D)$ cyclically.

The following proposition is essentially proved in Wu [27, Theorem 4.4]. We say that a Dehn surgery on a knot $K$ is integral if the surgery slope on $\partial N(K)$ meets a meridian of $K$ in a single point.

Proposition 4.4. Let $K$ be a knot in an irreducible 3-manifold M. Suppose that $K \subset M$ admits an essential tangle decomposition. Then $M-\operatorname{int} N(K)$ contains an incompressible, closed orientable surface of genus 1 or 2 which remains incompressible after any non-integral, nontrivial surgery on $K \subset$ $M$.

In our setting, $M=V_{f}\left(K_{f} ; m /(n p)\right)$ is irreducible by [23], and $K_{f}^{*} \subset M$ admits an essential tangle decomposition. The solid torus $V_{f}=V_{f}\left(K_{f} ; 1 / 0\right)$ contains no incompressible closed surface. But the $1 / 0$-slope of $K_{f} \subset V_{f}$ does not meet a meridian of $K_{f}^{*} \subset M$ in a single point by $\left|\begin{array}{ll}1 & m /(m, n p) \\ 0 & n p /(m, n p)\end{array}\right|=$ $n p /(m, n p)=n p /(m, p) \neq \pm 1$. This contradicts Proposition 4.4. Hence, Subcase 2 does not occur (Theorem 1.3).

Proof of Proposition 4.4. Let $\widehat{S}$ be a 2 -sphere giving an essential tangle decomposition of $K \subset M$, and set $S=\widehat{S}-\operatorname{int} N(K)$. Let $B$ be a 3 -ball in $M$ bounded by $\widehat{S}$, and let $B \cap K=t_{1} \cup t_{2}$, two arcs properly embedded in $B$.

If $E=B-\operatorname{int} N\left(t_{1} \cup t_{2}\right)$ contains an incompressible torus $F$, then it is incompressible in $M-\operatorname{int} N(K)$. Assume for a contradiction that $F$ compresses after a non-integral, nontrivial surgery on $K \subset M$. We can apply [4, Theorem 2.4.4] after cutting $M-\operatorname{int} N(K)$ along $F$. Then we obtain an annulus $A \subset M-\operatorname{int} N(K)$ such that $\partial A$ consists of an essential loop on $F$ and a longitude of $\partial N(K)$. Isotop $A$ so as to meet $S$ transversely and to minimize $|A \cap S|$. Each component of $A \cap S$ is an arc whose ends are in the longitude. An outermost disk of the components of $A-S$ is then a boundary-compressing disk for $S$. This contradicts the definition of an essential tangle decomposition. Hence, we may assume that $E$ does not contain an incompressible torus.

Claim 4.5 (Hayashi [14]). $M-\operatorname{int} N(K)$ contains an incompressible, closed orientable surface $F$ of genus 2 which has a compressing disk in $M$ intersecting $K$ in a single point.

By applying [4, Lemma 2.5.3] or the arguments in [24] to $M-\operatorname{int} N(K)$ cut along $F$, it follows that $F$ remains incompressible after any non-integral, nontrivial surgery on $K \subset M$. This completes the proof of Proposition 4.4.

Proof of Claim 4.5. The arcs $t_{i}(i=1,2)$ are attached to $\widehat{S}$ such that $t_{i} \cap \widehat{S}=\partial t_{i}$. First surger $\widehat{S}$ along a 1-handle $N\left(t_{i}\right)$ attached to $\widehat{S}$; we obtain a torus meeting $K$ in 2 points. Then surger the torus along a 1 -handle $N\left(\overline{K-t_{j}}\right)$ where $i \neq j$. Let $F_{i}(i=1,2)$ be the resulting closed surface of genus 2; see Figure 4.1. A cocore $D$ of the 1 -handle $N\left(\overline{K-t_{j}}\right)$ is a compressing disk for $F_{i} \subset M$ meeting $K$ in a single point, as desired.

The closed surface $F_{i}$ splits $M-\operatorname{int} N(K)$ into two components. Let $X$ be the one containing $\partial N(K)$, and $Y$ the other. To prove the claim it suffices to see that either $F_{1}$ or $F_{2}$ is incompressible in both $X$ and $Y$. If $F_{i}$ compresses in $X$, the intersection of the compressing disk and $D$ can be eliminated by a cut and paste argument, so $F_{i}-\partial D$ is compressible in $X-D$. This implies that $S$ surgered along $t_{i}$ is compressible in $E=B-\operatorname{int} N\left(t_{1} \cup t_{2}\right)$. However, [27, Lemma 2.2] shows that for the atoroidal nontrivial tangle $\left(B, t_{1} \cup t_{2}\right)$, $S$ surgered along $t_{i}$ is incompressible in $E$ for $i=1$ or 2 . Hence, either $F_{1}$ or $F_{2}$ is incompressible in $X$.


Figure 4.1.
Assume for a contradiction that there is a compressing disk $\Delta$ for $F_{i} \subset Y$, where $i=1$ or 2 . Let $A \subset Y$ be an annulus such that $\partial A$ consists of meridians of the 1-handles $N\left(t_{i}\right)$ and $N\left(\overline{K-t_{j}}\right)$ (the shaded annulus in Figure 4.1). By isotopy we may assume that $\Delta$ meets $A$ transversely in arcs. Let $\Delta_{0}$ be the closure of an outermost component in $\Delta-A$. If $\partial \Delta_{0} \cap A$ is an arc connecting distinct components of $\partial A$, then $S$ is boundary-compressible in $M-\operatorname{int} N(K)$, a contradiction. If $\partial \Delta_{0} \cap A$ is an arc connecting the same component of $\partial A$, then $F_{i}-\partial A$ is compressible in $Y-A$. This implies that $S$ is compressible in $M-\operatorname{int} N(K)$, a contradiction.

## 5. Proof of Theorem 1.1.

Although Boyer and Zhang [2] showed the theorem when ( $K ; m / n$ ) is Seifert fibered, we proceed without assuming their result.

Let $K$ be a hyperbolic, periodic knot, and $f$ a periodic map of $K$ with period 2. Assume that $(K ; m / n)$ is toroidal. If $m$ is even, then [11] implies that $|n|=1$ as desired. In the following we assume that $m$ is odd.

Lemma 5.1. There is an incompressible torus $T$ in $(K ; m / n)$ meeting $C=$ $\operatorname{Fix}(f)=\operatorname{Fix}(\bar{f})$ transversely such that $\bar{f}(T)=T$ or $\bar{f}(T) \cap T=\emptyset$.

Proof. The lemma follows from the equivariant torus theorem for involutions [18, Corollary 4.6] unless ( $K ; m / n$ ) is a Seifert fibered manifold over $S^{2}$ with four exceptional fibers. If $(K ; m / n)$ is such a Seifert fibered manifold, first choose an $\bar{f}$-invariant Seifert fibration $p:(K ; m / n) \rightarrow B=S^{2}[\mathbf{1 9 ]}$ (see also [21, Lemma 5.4]). By [21, Proposition 5.1] $C$ cannot be a fiber of ( $K ; m / n$ );
then $\bar{f}$ preserves each fiber meeting $C$ but reverses the orientation of it. It follows that $\bar{f}$ induces an orientation reversing involution, $\varphi$, of $B$ which fixes each point on $p(C)$. Then, $\varphi$ is a reflection about the embedded circle $p(C)$. Let $l$ be a $\varphi$-invariant circle in $B$ which meets $p(C)$ transversely and encloses two cone points in each side (Figure 5.1). Then $p^{-1}(l)$ is an $\bar{f}$-invariant incompressible torus meeting $C$ transversely.
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Let $T$ be the torus in Lemma 5.1.
Case 1. $T \cap C=\emptyset$.
The argument in the paragraph just after the proof of Claim 3.1 shows that $|n|=1$.

Case 2. $T \cap C \neq \emptyset$.
Lemma 5.2. If $|n| \geq 2$, then $\left(K_{f} ; m /(2 n)\right)$ has two lens space summands.
Theorem 1.1 readily follows from this lemma. If $|n| \geq 2$, then by Lemma 5.2 the non-integral surgery $\left(K_{f} ; m /(2 n)\right)$ would be reducible, contradicting [9, Theorem 1] (Theorem 1.1).

The rest of this section is devoted to proving Lemma 5.2 by graphtheoretic technique. The arguments are variants of those in Hayashi and Motegi [16, §4].

From the argument in the proof of Claim 3.1, $T /\langle\bar{f}\rangle \cong S^{2}$ and $T$ meets $C$ in four points. Consider the unbranched covering $\pi^{\prime}: V(K ; m / n) \rightarrow$ $V_{f}\left(K_{f} ; m /(2 n)\right)$. We set $S=\pi^{\prime}(T-\operatorname{int} N(C))$, a 2 -sphere with four open disks removed; $S$ is properly embedded in $V_{f}\left(K_{f} ; m /(2 n)\right)$ with components of $\partial S$ preferred longitudes of $V_{f}\left(\subset S^{3}\right)$. Since $T$ is separating in $(K ; m / n)$, $T /\langle\bar{f}\rangle$ is separating in $\left(K_{f} ; m /(2 n)\right)$ and hence $S$ separates $V_{f}\left(K_{f} ; m /(2 n)\right)$.
Claim 5.3. $S$ is essential in $V_{f}\left(K_{f} ; m /(2 n)\right)$.
Proof. (Cf. the proof of Claim 4.3.) If $D$ is a compressing disk of $S$ in $V_{f}\left(K_{f} ; m /(2 n)\right), \pi^{\prime-1}(D)$ consists of two compressing disks of $T-\operatorname{int} N(C)$ in $V(K ; m / n)$. However $T$ is incompressible, so each component of $\pi^{\prime-1}(\partial D)$
bounds a disk in $T$ which meets $C$. Since $C=\operatorname{Fix}(\bar{f})$, each such disk is preserved by $\bar{f}$. This contradicts that $\bar{f}$ exchanges the components of $\pi^{\prime-1}(D)$.

In the following we write $M=V_{f}-\operatorname{int} N\left(K_{f}\right)$, which is hyperbolic (Proposition 2.1).

Isotoping $S$ so as to minimize $q_{S}=\left|S \cap K_{f}^{*}\right|$, we obtain an essential (i.e., incompressible and boundary-incompressible) planar surface $P_{S}=S \cap M$ in $M$. Since $q_{S}$ is even and $(K ; m / n)-\operatorname{int} N\left(K^{*}\right)$ is atoroidal, we have $q_{S} \geq 2$. Let $D$ be a meridian disk of $V_{f}$ such that $q_{D}=\left|D \cap K_{f}\right|$ is minimal. Then we have an essential planar surface $P_{D}=D \cap M$ in $M$. Since $K$ has period 2, the linking number $l k\left(C_{f}, K_{f}\right)=l k(C, K)$ is odd, so $q_{D}$ is odd. If $q_{D}=1$, then $K$ is a trivial knot or a composite knot, contradicting the hyperbolicity of $K$. Thus $q_{D} \geq 3$.

We define graphs in $D$ and $S$ as in [4] and introduce the concepts of (great) $x$-edge cycles and $[x, x+1]$-Scharlemann cycles as in [16]. By an isotopy we may assume that $\partial P_{D}$ and $\partial P_{S}$ intersect in minimum number of points, and $P_{D} \cap P_{S}$ consists of loops and arcs which are essential in both $P_{D}$ and $P_{S}$. We define $\Gamma_{D}$ to be the graph in $D$ such that its (fat) vertices are the disks $D \cap N\left(K_{f}\right)$ and its edges are the arc components $e$ of $P_{D} \cap P_{S}$ with at least one endpoint of $e$ in a fat vertex. Similarly, we define the graph $\Gamma_{S}$ in $S$. An edge with one endpoint in $\partial D$ or $\partial S$ is a boundary edge.

Number the fat vertices of $\Gamma_{D}\left(\right.$ resp. $\left.\Gamma_{S}\right) 1,2, \ldots, q_{D}\left(\right.$ resp. $\left.1,2, \ldots, q_{S}\right)$ in the order of appearence on $K_{f}$ (resp. $K_{f}^{*}$ ). We next define a sign of a vertex of $\Gamma_{D}$ to be the sign of the corresponding intersection point of $K_{f}$ with $D$ with respect to some chosen orientations of $D, K_{f}$ and $M$. Similarly, give a sign to each vertex of $\Gamma_{S}$. An edge of $\Gamma_{\alpha}(\alpha=D, S)$ joining vertices of $\Gamma_{\alpha}$ with the same sign is a positive edge, and an edge joining the opposite signs is a negative edge.

Let $p$ be some edge's endpoint at a fat vertex of $\Gamma_{D}$ labelled $x$. Then $p$ is in the boundary of some fat vertex of $\Gamma_{S}$ labelled $y$ (say). We label the edge-endpoint at the fat vertex $x$ with $y$. Around each fat vertex of $\Gamma_{D}$ the edge-endpoint labels occur in order $1,2, \ldots, q_{S}, \ldots, 1,2, \ldots, q_{S}$ repeated $2|n|$ times; the ordering is, without loss of generality, anticlockwise (resp. clockwise) at a positive (resp. negative) vertex. Label edge-endpoints at fat vertices of $\Gamma_{S}$, similarly. An edge with label $x$ at one endpoint is an $x$-edge.

For a subgraph $\sigma$ of $\Gamma_{D}\left(\operatorname{resp} . \Gamma_{S}\right)$, we call components of $D-\sigma$ (resp. $S-\sigma)$ faces of $\sigma$. For a face $P$ of a subgraph $\sigma \subset \Gamma_{\alpha}(\alpha=D$ or $S)$, $\partial P$ denotes the subgraph of $\sigma$ which consists of vertices and edges of $\sigma$ meeting the closure of $P$ in $\alpha$. A subgraph $\sigma$ of $\Gamma_{\alpha}$ is an $x$-edge cycle if its edges are positive $x$-edges, and there is a disk face $P$ of $\sigma$ such that $\sigma=\partial P$. Furthermore, if all the vertices of $\Gamma_{\alpha}$ in $P$ have the same sign as the vertices of $\sigma$, then $\sigma$ is a great $x$-edge cycle. A Scharlemann cycle is
an $x$-edge cycle for some label $x$ which bounds a disk face of $\Gamma_{\alpha}$. In our setting $\Gamma_{\alpha}$ does not contain a Scharlemann cycle with only one edge. Note that a Scharlemann/ $x$-edge cycle $\sigma$ is not necessarily a "cycle", i.e., $\sigma$ with its vertices regarded as points may not be homeomorphic to a circle; see Figure 5.2. The above definition of a Scharlemann cycle is a mild extension of the definition by Gordon and Luecke [4], but the same as in Gordon [8]. We orient a Scharlemann cycle $\sigma \subset \Gamma_{\alpha}$ anticlockwise (resp. clockwise) if the sign of the vertices of $\sigma$ is positive (resp. negative). Then, if an edge of $\sigma$ has a label $x$ at its tail, then its head has the label $x+1\left(\bmod q_{\alpha}\right)$. (Cf. Figure 5.2.) We say that $\sigma$ is a Scharlemann cycle for the interval $[x, x+1]$, or simply $[x, x+1]$-Scharlemann cycle.


Figure 5.2.
Lemma 5.4. The graph $\Gamma_{S}$ does not contain a Scharlemann cycle.
Proof. If $\Gamma_{S}$ contains a Scharlemann cycle, then by [8, Theorem 4.1] we have a lens space summand in the solid torus $V_{f}$. This is a contradiction.

Lemma 5.5. If the graph $\Gamma_{D}$ contains Scharlemann cycles for distinct intervals, then $\left(K_{f} ; m /(2 n)\right)$ has at least two lens space summands.
Proof. Let $\sigma_{i}$ be $\left[x_{i}, y_{i}\right]$-Scharlemann cycles for $i=1,2$ such that $\left[x_{1}, y_{1}\right] \neq$ $\left[x_{2}, y_{2}\right]$. Let $E_{i} \subset D$ be the disk face of $\sigma_{i}$. Then $E_{i}$ is disjoint from the separating 2 -sphere $\widehat{S}=T /\langle\bar{\gamma}\rangle$ in $\left(K_{f} ; m /(2 n)\right)$. There are three posibilities:
$\left\{x_{1}, y_{1}\right\} \cap\left\{x_{2}, y_{2}\right\}$ is empty, consists of one element, or two elements. (The last case occurs only when $q_{S}=2,\left[x_{1}, y_{1}\right]=[1,2]$ and $\left[x_{2}, y_{2}\right]=[2,1]$.) Except for the first case, $E_{1}$ and $E_{2}$ are contained in the opposite sides of $\widehat{S}$, thus $\left(K_{f} ; m /(2 n)\right)$ contains two disjoint punctured lens spaces by $[\mathbf{8}$, Theorem 4.1].

Assume the first case happens. We consider the subgraph $\widehat{\sigma}_{i}$ of $\Gamma_{S}$ consisting of two vertices of labels $x_{i}, y_{i}$ and the edges of $\sigma_{i}$. Then $\widehat{S}-\widehat{\sigma}_{1}$ consists of open disks; $\widehat{\sigma}_{2}$ is contained in one of such disks because $\widehat{\sigma}_{1} \cap \widehat{\sigma}_{2}=\emptyset$. Hence we can choose disjoint disks $D_{1}$ and $D_{2}$ so that $\widehat{\sigma}_{i}$ lies in $D_{i}$. Thus there are two disjoint punctured lens spaces in $\left(K_{f} ; m /(2 n)\right)$.

Remark. Since $m$ is assumed to be odd, $H_{1}\left(\left(K_{f} ; m /(2 n)\right)\right)$ has odd order. This implies that each Scharlemann cycle in $\Gamma_{D}$ has an odd number of edges.
Lemma 5.6 ([15, Proposition 5.1]). If $\Gamma_{\alpha}$ contains a great x-edge cycle $\sigma$, then the disk face of $\sigma$ contains a Scharlemann cycle.

Claim 5.7. $\Gamma_{S}$ contains at most $q_{D}\left(q_{S}+2\right) / 2$ positive edges.
Proof. First we show that $\Gamma_{S}$ contains at most $q_{S}+2$ positive $x$-edges for every label $x$. Let $x$ be an arbitrary label of fat vertices of $\Gamma_{D}$. Let $\Lambda$ be the subgraph of $\Gamma_{S}$ consisting of all positive $x$-edges and all vertices of $\Gamma_{S}$. (The graph $\Lambda$ may have an isolated vertex.) Note that if $\Lambda$ has a disk face, its boundary is a great $x$-edge cycle of $\Gamma_{S}$. Let $f_{d}$ be the number of disk faces of $\Lambda$. Applying Euler's formula to the graph $\Lambda$ on $S$, we have $q_{S}-k+\Sigma \chi($ face $)=\chi(S)=-2$, where $k$ is the number of edges of $\Lambda$. Thus if $k \geq q_{S}+3$, then $f_{d} \geq \Sigma \chi($ face $) \geq 1$, so that $\Gamma_{S}$ contains a great $x$-edge cycle. Hence, $\Gamma_{S}$ contains a Scharlemann cycle by Lemma 5.6. This contradicts Lemma 5.4.

Assume for a contradiction that $\Gamma_{S}$ contains more than $q_{D}\left(q_{S}+2\right) / 2$ positive edges. Then the number of their endpoints is more than $q_{D}\left(q_{S}+2\right)$. By the parity rule $[4, \S 2.5]$ every positive edge has distinct labels at its two endpoints. Since there are $q_{D}$ kinds edge-endpoint labels in $\Gamma_{S}$, there are more than $q_{S}+2$ positive $x$-edges for some label $x$. This contradicts what we show above.

Claim 5.8. If $\Gamma_{D}$ has at least $\left(q_{D}-1\right) q_{S}$ positive edges, then $\Gamma_{D}$ has Scharlemann cycles for distinct intervals.

Proof. We first show that $\Gamma_{D}$ contains at least $q_{D}-1$ Scharlmann cycles by the arguments in the proof of Claim 5.7 or [16, Lemmas 4.5, 4.6]. In fact, using the arguments in the second paragraph of the proof of Claim 5.7, we see that $\Gamma_{D}$ has at least $2\left(q_{D}-1\right)$ positive $x$-edges for some label $x$. Then, as in the first paragraph of the proof, apply Euler's formula to the graph $\Lambda$ on $D$ consisting of all vertices of $\Gamma_{D}$ and all positive $x$-edges of $\Gamma_{D}$. It follows that the Euler number of the faces of $\Lambda$ is at least $\chi(D)-q_{D}+2\left(q_{D}-1\right)=q_{D}-1$.

This implies that $\Gamma_{D}$ contains at least $q_{D}-1$ great $x$-edge cycles bounding mutually disjoint disk faces. The claimed result then follows from Lemma 5.6.

Following the proof of [10, Theorem 2.3] ([16, Lemma 4.4]), we find Scharlemann cycles for distinct intervals. Assume for a contradiction that $\Gamma_{D}$ contains Scharlemann cycles only for the interval (say) $[x, x+1]$. Let $k$ be the number of Scharlemann cycles in $\Gamma_{D}$. As in Figure 8 in [16], we form a dual graph $\Lambda \subset D$ for Scharlemann cycles. First take one dual (fat) vertex in the disk face of each Scharlemann cycle in $\Gamma_{D}$, and then draw edges from each dual vertex to the vertices of the corresponding Scharlemann cycle. The vertices of $\Lambda$ consist of $q_{D}$ vertices of $\Gamma_{D}$ and $k$ dual vertices; the edges of $\Lambda$ consist of the edges defined above. We apply Euler's formula to the graph $\Lambda$ in $D$. The number of the vertices is $q_{D}+k$; the number of the edges is at least $3 k$ by Remark after the proof of Lemma 5.5. It follows that the Euler number of the faces of $\Lambda$ is at least $\chi(D)-\left(q_{D}+k\right)+3 k=2 k+1-q_{D} \geq q_{D}-1>0$. This implies that there is a disk face of $\Lambda$, which contains a great $x$-edge cycle of $\Gamma_{D}$ as shown in [16, Figure 9] and thus a Scharlemann cycle (Lemma 5.6). Hence, $\Gamma_{D}$ contains more than $k$ Scharlemann cycles, a contradiction.

Proof of Lemma 5.2. Since each component of $\partial S$ is a longitude of $V_{f}$, the graph $\Gamma_{S}$ has at most four boundary edges. Each vertex of $\Gamma_{S}$ has $|2 n| q_{D}(\geq$ $4 q_{D}$ ) edge-endpoints; $\Gamma_{S}$ has at most $q_{D}\left(q_{S}+2\right) / 2$ positive edges (Claim 5.7). Thus, the number of endpoints of the negative edges of $\Gamma_{S}$ is at least

$$
\begin{aligned}
& 4 q_{D} q_{S}-4-q_{D}\left(q_{S}+2\right) \\
& =3 q_{D} q_{S}-2 q_{D}-4 \\
& =2\left(q_{D}-1\right) q_{S}+\left(q_{S}-2\right) q_{D}+2 q_{S}-4 .
\end{aligned}
$$

Since $q_{S} \geq 2$, this number is greater than or equal to $2\left(q_{D}-1\right) q_{S}$. By the parity rule $\Gamma_{D}$ then has at least $\left(q_{D}-1\right) q_{S}$ positive edges. Hence $\Gamma_{D}$ contains Scharlemann cycles for distinct intervals (Claim 5.8). Lemma 5.2 now follows from Lemma 5.5.
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# TOPOLOGICAL DYNAMICS ON MODULI SPACES, I 

Joseph P. Previte and Eugene Z. Xia

Let $M$ be a one-holed torus with boundary $\partial M$ (a circle) and $\Gamma$ the mapping class group of $M$ fixing $\partial M$. The group $\Gamma$ acts on $\mathcal{M}_{\mathcal{C}}(\mathrm{SU}(2))$ which is the space of $\mathrm{SU}(2)$-gauge equivalence classes of flat $\mathrm{SU}(2)$-connections on $M$ with fixed holonomy on $\partial M$. We study the topological dynamics of the $\Gamma$-action and give conditions for the individual $\Gamma$-orbits to be dense in $\mathcal{M}_{\mathcal{C}}(\mathrm{SU}(2))$.

## 1. Introduction.

Let $M$ be a Riemann surface of genus $g$ with $m$ boundary components (circles). Let

$$
\left\{\gamma_{1}, \gamma_{2}, \ldots, \gamma_{m}\right\} \subset \pi_{1}(M)
$$

be the elements in the fundamental group corresponding to these $m$ boundary components. The space of $\mathrm{SU}(2)$-gauge equivalence classes of $\mathrm{SU}(2)$ connections, $Y M_{2}(\mathrm{SU}(2))$, is the well-known Yang-Mills two space of quantum field theory. Inside $Y M_{2}(\mathrm{SU}(2))$ is the moduli space $\mathcal{M}(\mathrm{SU}(2))$ of flat SU(2)-connections.

The moduli space $\mathcal{M}(\mathrm{SU}(2))$ has an interpretation that relates to the representation space $\operatorname{Hom}\left(\pi_{1}(X), \mathrm{SU}(2)\right)$ which is a real algebraic variety. The group $\mathrm{SU}(2)$ acts on $\operatorname{Hom}\left(\pi_{1}(M), \mathrm{SU}(2)\right)$ by conjugation, and the resulting quotient space is precisely

$$
\mathcal{M}(\mathrm{SU}(2))=\operatorname{Hom}\left(\pi_{1}(M), \mathrm{SU}(2)\right) / \mathrm{SU}(2)
$$

Conceptually, the moduli space $\mathcal{M}(\mathrm{SU}(2))$ relates to the semi-classical limit of $Y M_{2}(\mathrm{SU}(2))$.

Assign each $\gamma_{i}$ a conjugacy class $C_{i} \subset \mathrm{SU}(2)$ and let

$$
\mathcal{C}=\left\{C_{1}, C_{2}, \ldots, C_{m}\right\} .
$$

Definition 1.1. The relative character variety with respect to $\mathcal{C}$ is

$$
\mathcal{M}_{\mathcal{C}}(\mathrm{SU}(2))=\left\{[\rho] \in \mathcal{M}: \rho\left(\gamma_{i}\right) \in C_{i}, 1 \leq i \leq m\right\} .
$$

The space $\mathcal{M}_{\mathcal{C}}(\mathrm{SU}(2))$ is compact, but possibly singular. The set of smooth points of $\mathcal{M}_{\mathcal{C}}(\mathrm{SU}(2))$ possesses a natural symplectic structure $\omega$ which gives rise to a finite measure $\mu$ on $\mathcal{M}_{\mathcal{C}}(\mathrm{SU}(2))$ (see $[\mathbf{2}, \mathbf{3}, \mathbf{5}]$ ).

Let $\operatorname{Diff}(M, \partial M)$ be the group of diffeomorphisms fixing $\partial M$. The mapping class group $\Gamma$ is defined to be $\pi_{0}(\operatorname{Diff}(M, \partial M))$. The group $\Gamma$ acts on $\pi_{1}(M)$ fixing the $\gamma_{i}$ 's. It is known that $\omega$ (hence $\mu$ ) is invariant with respect to the $\Gamma$-action. In [2], Goldman showed that with respect to the measure $\mu$ :
Theorem 1.2 (Goldman). The the mapping class group $\Gamma$ acts ergodically on $\mathcal{M}_{\mathcal{C}}(\mathrm{SU}(2))$.

Since $\mathcal{M}_{\mathcal{C}}(\mathrm{SU}(2))$ is a variety, one may also study the topological dynamics of the mapping class group action. The topological-dynamical problem is considerably more delicate. To begin, not all orbits are dense in $\mathcal{M}_{\mathcal{C}}(\mathrm{SU}(2))$. If $\sigma \in \operatorname{Hom}\left(\pi_{1}(M), G\right)$ where $G$ is a proper closed subgroup of $\mathrm{SU}(2)$ and $\tau \in \Gamma$, then $\tau(\sigma) \in \operatorname{Hom}\left(\pi_{1}(M), G\right)$. In other words, $\mathcal{M}_{\mathcal{C}}(G) \subset$ $\mathcal{M}_{\mathcal{C}}(\mathrm{SU}(2))$ is invariant with respect to the $\Gamma$-action. The main result of this paper is the following:
Theorem 1.3. Suppose $M$ is a torus with one boundary component and $\sigma \in \operatorname{Hom}\left(\pi_{1}(M), \mathrm{SU}(2)\right)$ such that $\sigma\left(\pi_{1}(M)\right)$ is dense in $\mathrm{SU}(2)$. Then the $\Gamma$-orbit of the conjugacy class $[\sigma] \in \mathcal{M}_{\mathcal{C}}(\mathrm{SU}(2))$ is dense in $\mathcal{M}_{\mathcal{C}}(\mathrm{SU}(2))$.

The group $\mathrm{SU}(2)$ is a double cover of $\mathrm{SO}(3)$ :

$$
p: \mathrm{SU}(2) \longrightarrow \mathrm{SO}(3)
$$

The group $\mathrm{SO}(3)$ contains $\mathrm{O}(2)$, and the symmetry groups of the regular polyhedra: $T^{\prime}$ (the tetrahedron), $C^{\prime}$ (the cube), and $D^{\prime}$ (the dodecahedron). Let $\operatorname{Pin}(2), T, C$, and $D$ denote the groups $p^{-1}(\mathrm{O}(2)), p^{-1}\left(T^{\prime}\right), p^{-1}\left(C^{\prime}\right)$, and $p^{-1}\left(D^{\prime}\right)$, respectively. The proper closed subgroups of $\mathrm{SU}(2)$ consist of $T$, $C, D$, and the closed subgroups of $\operatorname{Pin}(2)$. In particular, $T \subset C$ and $T \subset D$. Suppose $\sigma \in \operatorname{Hom}\left(\pi_{1}(X), \mathrm{SU}(2)\right)$. Denote $[\sigma]$ the corresponding $\mathrm{SU}(2)$ conjugacy class in $\mathcal{M}_{\mathcal{C}}(\mathrm{SU}(2))$. Theorem 1.3 implies that if $\sigma\left(\pi_{1}(M)\right)$ is not contained in a group isomorphic to $C, D$, or $\operatorname{Pin}(2)$, then the $\Gamma$-orbit of the conjugacy class $[\sigma] \in \mathcal{M}_{\mathcal{C}}(\mathrm{SU}(2))$ is dense in $\mathcal{M}_{\mathcal{C}}(\mathrm{SU}(2))$.

A conjugacy class in $\mathrm{SU}(2)$ is determined by its trace. For $M$ a torus with one boundary component, the moduli space $\mathcal{M}(\mathrm{SU}(2))$ is a topological ball while $\mathcal{M}_{\mathcal{C}}(\mathrm{SU}(2))$ is generically a smooth 2 -sphere. The mapping class group $\Gamma$ is generated by two Dehn twists $\tau_{X}, \tau_{Y}$. With a proper change of coordinates, $\tau_{X}$ and $\tau_{Y}$ act on $\mathcal{M}_{\mathcal{C}}(\mathrm{SU}(2))$ by rotations along two axes. The angle of rotation depends on the latitude of the circle along the respective axis. The ergodicity theorem for $\mathcal{M}_{\mathcal{C}}(\mathrm{SU}(2))$ follows since almost all the rotations are irrational multiples of $2 \pi$. However, in the context of topological dynamics, one must analyze the orbit of each class $[\rho] \in \mathcal{M}_{\mathcal{C}}(\mathrm{SU}(2))$ upon which one or both of the $\tau_{X}, \tau_{Y}$ actions are rotations of rational multiples of $2 \pi$.

The proof of Theorem 1.3 consists of two steps. The first is purely topological-dynamical in nature, concerning the case when the $\Gamma$-orbit is
infinite. The second step deals with the cases where the $\Gamma$-orbits are potentially finite and involves the theory of trigonometric Diophantine equations. All in all, the proof is a delicate interplay of ideas in geometric invariant theory $[6,7]$, topological dynamics, and Diophantine equations. Incidentally, the proof also yields the well-known result that the only proper closed subgroups $\mathrm{SU}(2)$ are the closed subgroups of $\operatorname{Pin}(2)$ and the double covers of the automorphism groups of the Platonic solids.

The following conjecture is the analogue of Theorem 1.2 in the category of topological dynamics. Theorem 1.3 is a major stepping stone in the search of a proof for this conjecture.

Conjecture 1.4. Suppose that $M$ is a Riemann surface with boundary and $\sigma \in \operatorname{Hom}\left(\pi_{1}(M), \mathrm{SU}(2)\right)$ such that $\sigma\left(\pi_{1}(M)\right)$ is dense in $\mathrm{SU}(2)$. Then the $\Gamma$-orbit of the conjugacy class $[\sigma] \in \mathcal{M}_{\mathcal{C}}(\mathrm{SU}(2))$ is dense in $\mathcal{M}_{\mathcal{C}}(\mathrm{SU}(2))$.
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## 2. Coordinates on the Moduli Space.

For the rest of this paper, fix $M$ to be a torus with one boundary component. We write $E$ for $\mathcal{M}(\mathrm{SU}(2))$ and $E_{k}$ for $\mathcal{M}_{\mathcal{C}}(\mathrm{SU}(2))$ such that $k=\operatorname{tr}(C)$, where $C$ is the sole element in $\mathcal{C}$. In this section, we briefly summarize some general properties of $E$. Consult [2] for details.

The fundamental group $\pi_{1}(M)$ has a presentation

$$
\pi_{1}(M)=\left\langle X, Y, K \mid K=X Y X^{-1} Y^{-1}\right\rangle
$$

where $K$ represents the element generated by the boundary component. In particular, $\pi_{1}(M)$ is the free group generated by $X$ and $Y$. Note

$$
E=\operatorname{Hom}\left(\pi_{1}(M), \mathrm{SU}(2)\right) / \mathrm{SU}(2)
$$

The $\mathrm{SU}(2)$-invariant polynomials [7] on $\operatorname{Hom}\left(\pi_{1}(M), \mathrm{SU}(2)\right)$ are generated by the traces of the representations. In particular, a point $[\sigma] \in E$ is determined by

$$
x=\operatorname{tr}(\sigma(X)), y=\operatorname{tr}(\sigma(Y)), z=\operatorname{tr}(\sigma(X Y))
$$

This provides a global coordinate chart:

$$
\begin{gathered}
F: E \longmapsto \mathbb{R}^{3} \\
{[\sigma] \stackrel{F}{\longmapsto}(\operatorname{tr}(\sigma(X)), \operatorname{tr}(\sigma(Y)), \operatorname{tr}(\sigma(X Y))) .}
\end{gathered}
$$

In addition, $k=\operatorname{tr}(\sigma(K))$ is given by the formula

$$
\begin{equation*}
k=\operatorname{tr}(\sigma(K))=x^{2}+y^{2}+z^{2}-x y z-2 . \tag{1}
\end{equation*}
$$

The trace of every element in $\operatorname{SU}(2)$ is in $[-2,2]$. In fact, one can show that

$$
E=\left\{(x, y, z) \in[-2,2]^{3}:-2 \leq k \leq 2\right\} .
$$

Let $f$ be the map

$$
\begin{aligned}
f: E & \longrightarrow[-2,2] \\
f([\sigma]) & =\operatorname{tr}(\sigma(K)) .
\end{aligned}
$$

The fibre $f^{-1}(k)$ is precisely $E_{k}$ and is a smooth 2-sphere for each $-2<k<$
2. The fibre $f^{-1}(2)$ is a singular sphere while $f^{-1}(-2)$ consists of one point. The mapping class group $\Gamma$ is generated by the maps $\tau_{X}$ and $\tau_{Y}$ :

$$
\begin{aligned}
& \tau_{X}(X)=X \text { and } \tau_{X}(Y)=Y X \\
& \tau_{Y}(X)=X Y \text { and } \tau_{Y}(Y)=Y .
\end{aligned}
$$

The induced action of $\Gamma$ on $E$ preserves $E_{k}$.
With respect to the global coordinate, the actions of $\tau_{X}$ and $\tau_{Y}$ can be described explicitly:

$$
\begin{aligned}
& \tau_{X}(x, y, z)=(x, z, x z-y) \\
& \tau_{Y}(x, y, z)=(z, y, y z-x)
\end{aligned}
$$

The action of $\tau_{X}$ fixes $x$ and $k$, and preserves the ellipse

$$
E_{x, k}=\{x\} \times\left\{(y, z): \frac{2+x}{4}(y+z)^{2}+\frac{2-x}{4}(y-z)^{2}=2+k-x^{2}\right\} .
$$

The topological sphere $f^{-1}(1)$ is pictured below, decomposed into ellipses.


Figure 1. The topological sphere $E_{1}$.
The change of coordinates

$$
\left\{\begin{array}{l}
\tilde{x}=x \\
\tilde{y}=\frac{\sqrt{2-x}+\sqrt{2+x}}{2 \sqrt{2}} y+\frac{\sqrt{2-x}-\sqrt{2+x}}{2 \sqrt{2}} z \\
\tilde{z}=\frac{\sqrt{2-x}-\sqrt{2+x}}{2 \sqrt{2}} y+\frac{\sqrt{2-x}+\sqrt{2+x}}{2 \sqrt{2}} z
\end{array}\right.
$$

transforms $E_{x, k}$ into the circle

$$
E_{x, k}=\{\tilde{x}\} \times\left\{(\tilde{y}, \tilde{z}): \tilde{y}^{2}+\tilde{z}^{2}=2+k-\tilde{x}^{2}\right\} .
$$

In this new coordinate system, $\tau_{X}$ acts as a rotation by $\cos ^{-1}(x / 2)$. In short, the sphere $E_{k}$ is the union of circles

$$
E_{k}=\bigcup_{x} E_{x, k},
$$

and $\tau_{X}$ rotates (up to a coordinate transformation) each level set $E_{x, k}$ by an angle of $\cos ^{-1}(x / 2)$.

Under an analogous coordinate transformation, the action $\tau_{Y}$ becomes a rotation of $E_{y, k}$ by an angle of $\cos ^{-1}(y / 2)$.

## 3. The Closed Subgroup Representations.

All closed proper subgroups of $\mathrm{SU}(2)$ are contained in $\operatorname{Pin}(2), C$, or $D$, where $C$ and $D$ are the double covers of the isometry groups of the cube and dodecahedron, respectively. In this section, we classify the $\operatorname{Pin}(2)$ representation classes and produce a list of global coordinates for some $C, D$ representation classes. We shall prove later that the list is complete up to some simplifying assumptions and the variations allowed by the following proposition:

Proposition 3.1. Suppose $\sigma$ is a $G$ representation such that $G \subset \mathrm{SU}(2)$. If $(x, y, z)$ are the global coordinates of $[\sigma]$, then any permutation of $(x, y, z)$ also corresponds to a $G$ representation class. In addition, if $-I \in G$, then the triples $(-x, y,-z),(x,-y,-z),(-x,-y, z)$ also correspond to $G$ representation classes.

Proof. Suppose $\sigma$ is a $G$ representation such that $[\sigma]$ has global coordinates $(x, y, z)$. Since $G$ is a group, the representation $\sigma^{\prime}$, with

$$
\sigma^{\prime}(X)=\sigma(X Y), \quad \sigma^{\prime}(Y)=\sigma\left(X^{-1}\right)
$$

is also a $G$ representation. Moreover $\left[\sigma^{\prime}\right]$ has global coordinates $(z, x, y)$. The other permutations of coordinates are handled similarly.

Suppose $\sigma$ is a $G$ representation. Since $-I \in G$, the representation $\sigma^{\prime}$, with

$$
\sigma^{\prime}(X)=-\sigma(X), \quad \sigma^{\prime}(Y)=\sigma(Y)
$$

is also a $G$ representation and the global coordinates of $\left[\sigma^{\prime}\right]$ is $(-x, y,-z)$. The other cases are handled similarly.

If $-I \in G$, then two classes

$$
[\sigma],\left[\sigma^{\prime}\right] \in \operatorname{Hom}\left(\pi_{1}(M), G\right) / G
$$

are called $S$-equivalent if their global coordinates differ from one another as prescribed by Proposition 3.1. If $-I$ is not in $G$, then two classes $[\sigma],\left[\sigma^{\prime}\right]$
are called $S$-equivalent if their global coordinates differ from one another by a permutation.
3.1. The $\operatorname{Pin}(2)$ Representations. The group $\operatorname{Pin}(2)$ has two components, and we write

$$
\operatorname{Pin}(2)=\operatorname{Spin}(2) \cup \operatorname{Spin}_{-}(2),
$$

where $\operatorname{Spin}(2)$ is the identity component of $\operatorname{Pin}(2)$.
Proposition 3.2. A representation $\sigma$ is a $\operatorname{Spin}(2)$ representation if and only if $\operatorname{tr}(\sigma(K))=2$.

Proof. If $\sigma$ is a $\operatorname{Spin}(2)$ representation, then

$$
\sigma(K)=\sigma\left(X Y X^{-1} Y^{-1}\right)=I,
$$

since $\operatorname{Spin}(2)$ is abelian. Hence,

$$
k=\operatorname{tr}(\sigma(K))=\operatorname{tr}(I)=2 .
$$

If $k=\operatorname{tr}(\sigma(K))=2$, then

$$
I=\sigma(K)=\sigma(X) \sigma(Y) \sigma(X)^{-1} \sigma(Y)^{-1} .
$$

This implies that the image of $\sigma$ is abelian, hence, is contained in $\operatorname{Spin}(2)$.

Proposition 3.3. A representation $\sigma$ is a $\operatorname{Pin}(2)$ representation and not $a$ $\operatorname{Spin}(2)$ representation if and only if $k \neq 2$ and at least two of the three global coordinates of $[\sigma]$ are zero.

Proof. If $\sigma$ is a $\operatorname{Pin}(2)$ representation and not a $\operatorname{Spin}(2)$ representation, then at least two of the following

$$
\sigma(X), \sigma(Y), \sigma(X Y)
$$

are in Spin_(2). Since $A \in \operatorname{Spin}_{-}(2)$ implies $\operatorname{tr}(A)=0$, at least two of the three global coordinates of $[\sigma]$ must be zero.

Suppose two of the three global coordinates of $[\sigma]$ are zero, say $y, z=0$. One easily finds a $\operatorname{Pin}(2)$ representation $\sigma^{\prime}$ such that the global coordinates of $\left[\sigma^{\prime}\right]$ are $(x, 0,0)$ :

$$
\sigma^{\prime}(X)=\left(\begin{array}{cc}
\cos (\theta) & \sin (\theta) \\
-\sin (\theta) & \cos (\theta)
\end{array}\right), \sigma^{\prime}(Y)=\left(\begin{array}{cc}
0 & i \\
i & 0
\end{array}\right),
$$

where $x=2 \cos (\theta)$. If $x \neq \pm 2$, then $k \neq 2$ and $\sigma$ is not a $\operatorname{Spin}(2)$ representation. Since global coordinates are unique,

$$
[\sigma]=\left[\sigma^{\prime}\right] \in \operatorname{Hom}\left(\pi_{1}(M), \mathrm{SU}(2)\right) / \mathrm{SU}(2) .
$$

Thus, $\sigma$ is a $\operatorname{Pin}(2)$ representation but not a $\operatorname{Spin}(2)$ representation. The proofs for the other cases are similar.

This provides a complete characterization of the $\operatorname{Pin}(2)$ representation classes.

Corollary 3.4. The space of $\operatorname{Spin}(2)$ representation classes consists precisely of $E_{2}($ or $\partial E)$. The $\operatorname{Pin}(2)$ representation classes consist of $E_{2}$ and the intersections of the three axes with $E$. For $-2<k<2$, there are exactly six points corresponding to $\operatorname{Pin}(2)$ representation classes in $E_{k}$.
3.2. The $C$ and $D$ Representations. Since $C$ (respectively, $D$ ) is finite, the $\Gamma$-orbit of a $C$ (respectively, $D$ ) representation class is finite. One also notes that $-I$ is in $C$ and $D$.

We introduce the quaternionic model for $\mathrm{SU}(2)$, namely set $1, \mathrm{i}, \mathrm{j}, \mathrm{k}$ as

$$
\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], \quad\left[\begin{array}{cc}
i & 0 \\
0 & -i
\end{array}\right], \quad\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right], \quad\left[\begin{array}{cc}
0 & i \\
i & 0
\end{array}\right],
$$

respectively. Then $\mathrm{SU}(2)=\left\{x+y \mathrm{i}+z \mathrm{j}+w \mathrm{k}: x^{2}+y^{2}+z^{2}+w^{2}=1\right\}$, with the usual quaternionic multiplication.

For the rest of the paper, we fix the constants

$$
\left\{\begin{array}{l}
r=\frac{\sqrt{5}+1}{4} \\
s=\frac{\sqrt{5}-1}{4}
\end{array}\right.
$$

Let

$$
\begin{aligned}
& \left\{\begin{array}{l}
T=\frac{\sqrt{2}}{2}+\frac{\sqrt{2}}{2} \mathrm{i} \\
U=\frac{\sqrt{2}}{2}+\frac{\sqrt{2}}{2} \mathrm{j}
\end{array}\right. \\
& \left\{\begin{array}{l}
A=r+s \mathrm{i}+\frac{1}{2} \mathrm{k} \\
B=-s+\frac{1}{2} \mathrm{i}-r \mathrm{k}
\end{array}\right.
\end{aligned}
$$

Then

$$
\langle T, U\rangle \cong C \text { and }\langle A, B\rangle \cong D
$$

|  |  | $S$-equivalence classes <br> $X$ |  |
| :---: | :---: | :---: | :---: |
| $T$ | $(T, y, z)$ | $k$ |  |
| $A^{3} B^{8}$ | $(A A B A)^{-1}$ | $(\sqrt{2}, 1, \sqrt{2})$ | 1 |
| $B^{-1}$ | $A A B$ | $(1,1,1)$ | 0 |
| $A B A^{3} B^{2}$ | $B$ | $(-2 s, 2 s, 2 s)$ | $\frac{1-\sqrt{5}}{2}$ |
| $A^{-1}$ | $A B B$ | $(2 r,-2 r,-2 r)$ | $\frac{1+\sqrt{5}}{2}$ |
| $A B A A B^{6}$ | $A A B A$ | $(2 r, 1,2 r)$ | $\frac{1+\sqrt{5}}{2}$ |
| $A B A A$ | $A$ | $(1,2 r, 1)$ | 1 |
| $A B^{-6}$ | $B^{-6}$ | $(1,2 s,-1)$ | 1 |
| $A B A A$ | $A^{-1}$ | $(1,2 r, 2 s)$ | 1 |

Table 1. Global coordinates for some $C$ and $D$ representation classes.
Table 1 is a list of $S$-equivalence classes that come from either $\langle T, U\rangle$ (cube) or $\langle A, B\rangle$ (dodecahedron) representation classes. We shall prove in Section 6 the following statement. Suppose $(x, y, z)$ is a $C$ or $D$ representation class, but not a $\operatorname{Pin}(2)$ representation class. Then there exists $\gamma \in \Gamma$ such that $\gamma(x, y, z)$ is in one of the $S$-equivalence classes in Table 1.

## 4. The Irrational Rotations and Infinite Orbits.

The Dehn twist $\tau_{Y}$ acts on the (transformed) subsets $E_{y, k}$ via a rotation of angle $\cos ^{-1}(y / 2)$. The $y$-coordinates that yield finite orbits under $\tau_{Y}$ create a filtration as follows: Let $Y_{n} \subset(-2,2)$ such that $y \in Y_{n}$ implies that if $(x, y, z) \in E$ are global coordinates of a representation class, then the $\tau_{Y^{-}}$ orbit of $(x, y, z)$ is periodic with period greater than one but less than or equal to $n$. This gives a filtration

$$
\emptyset=Y_{2} \subset Y_{3} \subset \ldots \subset Y_{n} \subset \ldots
$$

For example, $Y_{2}=\emptyset, Y_{3}=\{-1\}, Y_{4}=\{-1,0\}$, etc. In particular, $Y_{n}$ is a finite set for every $n$. By symmetry, there exists a similar filtration $X_{n}$, with $X_{n}=Y_{n}$ as sets.

Fix $-2<k<2$ and consider the two-dimensional sphere $E_{k}$. The global coordinates provide an embedding of $E_{k}$ in $\mathbb{R}^{3}$ as a submanifold. Hence $E_{k}$ inherits a metric from the flat Riemannian metric on $\mathbb{R}^{3}$. This provides a distance function (metric) $d$ on $E_{k}$. The metric $d$ generates the usual topology on $E_{k}$. Note that there are two points on $E_{k}$ that are fixed by $\tau_{Y}$. These points correspond to $\operatorname{Pin}(2)$ representation classes.

Definition 4.1. For $\epsilon>0$, a set $U$ is $\epsilon$-dense if for each $p \in U \subset E_{k}$, there exists a point $q \in U$ such that $0<d(p, q)<\epsilon$.

Let $\epsilon>0$. Since $E_{k}$ is compact, there is an $M(\epsilon)$ such that $n \geq M(\epsilon)$ implies that every $\tau_{Y}$-orbit $\mathcal{O}_{y}$ in $E_{y, k}$ is $\epsilon$-dense for any $y \notin Y_{M(\epsilon)}$. Let $N(\epsilon)$ be the cardinality of $Y_{M(\epsilon)}$.

Proposition 4.2. Let $\left(x_{0}, y_{0}, z_{0}\right) \in E_{k}$. Suppose that one of $\cos ^{-1}\left(x_{0} / 2\right)$ or $\cos ^{-1}\left(y_{0} / 2\right)$ is an irrational multiple of $\pi$. Then the $\Gamma$-orbit of $\left(x_{0}, y_{0}, z_{0}\right)$ is dense in $E_{k}$.

Proof. Suppose that $\cos ^{-1}\left(x_{0} / 2\right)$ is an irrational multiple of $\pi$. Let $\epsilon>0$ and $\left(x_{*}, y_{*}, z_{*}\right) \in E_{k}$ which does not correspond to a $\operatorname{Pin}(2)$ representation class. Since $\cos ^{-1}\left(x_{0} / 2\right)$ is an irrational multiple of $\pi, \tau_{X}$ acts on the (transformed) subset of $E_{x_{0}, k}$, by an irrational rotation. By the compactness of $E_{k}$, there exists a $y$-value, $y_{1} \neq y_{*}$ and $\delta>0$ such that $E_{y_{*}, k}$ is in the $\epsilon$-neighborhood of $E_{y_{1}, k}$ and $0<\delta<d\left(E_{y_{1}, k}, E_{y_{*}, k}\right)$. We first consider the special case where there exists an integer $J$ such that the $y$-coordinate of $\tau_{X}^{J}\left(x_{0}, y_{0}, z_{0}\right)$ is strictly between $y_{1}$ and $y_{*}$. Since $\cos ^{-1}\left(x_{0} / 2\right)$ is an irrational multiple of $\pi$, there are infinitely many integers $J_{i}$ such that the $y$-coordinate of $\tau_{X}^{J_{i}}\left(x_{0}, y_{0}, z_{0}\right)$ is strictly between $y_{1}$ and $y_{*}$. Choose $J_{i}$ such that the $y$ coordinate of $\left(\tau_{X}\right)^{J_{i}}\left(x_{0}, y_{0}, z_{0}\right)$ is not in $Y_{M(\epsilon)}$. By the triangle inequality, there is some point on the $\tau_{Y}$-orbit of $\left(\tau_{X}\right)^{J_{i}}\left(x_{0}, y_{0}, z_{0}\right)$ that is at most $2 \epsilon$ from $\left(x_{*}, y_{*}, z_{*}\right)$.

We now prove the proposition in general. Since $\left(x_{*}, y_{*}, z_{*}\right)$ satisfies Equation (1) and is not a $\operatorname{Pin}(2)$ representation class, $E_{y_{*}, k}$ is a circle. Hence, we must have that $\left(0, y_{*}, z^{\prime}\right) \in E_{y_{*}, k}$ for some $z^{\prime} \neq 0$. Therefore, there exists $x_{2} \neq 0$ such that $E_{x_{2}, k}$ intersects $E_{y_{*}, k}$.

Choose $\epsilon^{\prime}=\frac{\delta}{N(\epsilon)+2}$. By the filtration $X_{n}$, the set $X_{M\left(\epsilon^{\prime}\right)}$ contains all $x$-values that have the following properties:

1) $E_{x, k}$ intersects $E_{y_{*}, k}$.
2) There is a point in $E_{x, k}$ whose $\tau_{X}$-orbit has at most $N(\epsilon)$ points with distinct $y$-coordinates between $y_{1}$ and $y_{*}$.
Note that the $x$-coordinate of $\tau_{Y}\left(\tau_{X}\right)^{J}\left(x_{0}, y_{0}, z_{0}\right)$ is the $z$-coordinate of $\left(\tau_{X}\right)^{J}\left(x_{0}, y_{0}, z_{0}\right)$. Since $\cos ^{-1}\left(x_{0} / 2\right)$ is an irrational multiple of $\pi$, there is an infinite sequence of numbers $J_{i}$ such that $\left|x_{J_{i}}\right|<\left|x_{2}\right|$, where $x_{J_{i}}$ is the the $x$-coordinate of $\tau_{Y}\left(\tau_{X}\right)^{J_{i}}\left(x_{0}, y_{0}, z_{0}\right)$. This forces $E_{x_{J_{i}}, k}$ to intersect $E_{y_{*}, k}$. Of these, choose $J$ such that $x_{J}$ is not in $X_{M\left(\epsilon^{\prime}\right)}$. Thus, the $\tau_{X}$-orbit of $\tau_{Y}\left(\tau_{X}\right)^{J}\left(x_{0}, y_{0}, z_{0}\right)$ has at least $N(\epsilon)+1$ points with distinct $y$-coordinates between $y_{1}$ and $y_{*}$.

Now at most $N(\epsilon)$ values of $y$ yield $\tau_{Y}$-orbits that are not $\epsilon$-dense. Thus, there exists a point $(\hat{x}, \hat{y}, \hat{z})$ on the $\tau_{X}$-orbit of $\tau_{Y}\left(\tau_{X}\right)^{J}\left(x_{0}, y_{0}, z_{0}\right)$ such that $\hat{y}$ is between $y_{1}$ and $y_{*}$, moreover, the $\tau_{Y}$-orbit of $(\hat{x}, \hat{y}, \hat{z})$ is $\epsilon$-dense. Since the
$\epsilon$-neighborhood of $E_{\hat{y}, k}$ covers $E_{y_{*}, k}$, some point in the $\tau_{Y}$-orbit of $(\hat{x}, \hat{y}, \hat{z})$ comes within $2 \epsilon$ of $\left(x_{*}, y_{*}, z_{*}\right)$. Finally, by Corollary 3.4 , the set of $\operatorname{Pin}(2)$ representation classes in $E_{k}$ consists of six discrete points. This implies there is no loss of generality in assuming that $\left(x_{*}, y_{*}, z_{*}\right)$ does not correspond to a $\operatorname{Pin}(2)$ representation class. A symmetric argument holds if $\cos ^{-1}\left(y_{0} / 2\right)$ is an irrational multiple of $\pi$.

Proposition 4.3. Suppose the $\Gamma$-orbit of $\left(x_{0}, y_{0}, z_{0}\right) \in E_{k}$ is infinite. Then the $\Gamma$-orbit of $\left(x_{0}, y_{0}, z_{0}\right)$ is dense in $E_{k}$.

Proof. Let $\left(x_{0}, y_{0}, z_{0}\right) \in E_{k}$ have infinite $\Gamma$-orbit and $\left(x_{*}, y_{*}, z_{*}\right) \in E_{k}$ which does not correspond to a $\operatorname{Pin}(2)$ representation class.

There are two cases. One possibility is that the $\Gamma$-orbit $\mathcal{O}$ has an infinite number of points on some circle $E_{y, k}$ (respectively, $E_{x, k}$ ). Hence, there is an infinite number of points on $\mathcal{O} \cap E_{y, k}$ that have distinct $x$-coordinates. However, a priori, these points may not be dense in $E_{y, k}$. One uses the infinite number of points on $\mathcal{O} \cap E_{y, k}$ with distinct $x$-coordinates as in the proof of Proposition 4.2.

The other possible case is that no circle $E_{x, k}$ (or $E_{y, k}$ ) has an infinite number of points on $\mathcal{O}$. As in the previous case, there are an infinite number of points on the $\Gamma$-orbit of $\left(x_{0}, y_{0}, z_{0}\right)$ having distinct $x$-coordinates. The proof again follows similarly to the proof of Proposition 4.2.

## 5. Trigonometric Diophantine Equations.

It remains for us to classify the finite $\Gamma$-orbits. These orbits exist and can be constructed by taking $G$-representation classes where $G$ is a closed proper subgroup of $\mathrm{SU}(2)$ as described in Section 3.

The problem amounts to considering cases where the rotations generated by $\tau_{X}$ and $\tau_{Y}$ are both rational. In such cases, an additional iteration is made as follows. By assumption, both $\cos ^{-1}(x / 2)$ and $\cos ^{-1}(y / 2)$ are rational multiples of $\pi$. Also, $\cos ^{-1}(z / 2)$ is a rational multiple of $\pi$ since the $x$ coordinate of $\tau_{Y}(x, y, z)$ is $z$. Since $\tau_{X}(x, y, z)=(x, z, x z-y)$, in order for the orbit to be finite, $\cos ^{-1}\left(\frac{x z-y}{2}\right)$ must be a rational multiple of $\pi$. In particular, $x=2 \cos \left(\theta_{x}\right), y=2 \cos \left(\theta_{y}\right), z=2 \cos \left(\theta_{z}\right)$ and $x z-y=2 \cos \left(\theta_{x z-y}\right)$, where all angles are rational multiples of $\pi$ in $[0, \pi]$. Hence,

$$
2 \cos \left(\theta_{x}\right) \cos \left(\theta_{z}\right)-\cos \left(\theta_{y}\right)=\cos \left(\theta_{x z-y}\right)
$$

or

$$
\begin{equation*}
\cos \left(\theta_{x}+\theta_{z}\right)+\cos \left(\theta_{x}-\theta_{z}\right)-\cos \left(\theta_{y}\right)=\cos \left(\theta_{x z-y}\right) \tag{2}
\end{equation*}
$$

where all angles are rational multiples of $\pi, 0 \leq \theta_{x}+\theta_{z} \leq 2 \pi$, and $-\pi \leq$ $\theta_{x}-\theta_{z} \leq \pi$. Similarly, the action of $\tau_{Y}$ gives

$$
\begin{equation*}
\cos \left(\theta_{y}+\theta_{z}\right)+\cos \left(\theta_{y}-\theta_{z}\right)-\cos \left(\theta_{x}\right)=\cos \left(\theta_{y z-x}\right) \tag{3}
\end{equation*}
$$

where all angles are rational multiples of $\pi, 0 \leq \theta_{y}+\theta_{z} \leq 2 \pi$, and $-\pi \leq$ $\theta_{y}-\theta_{z} \leq \pi$. Equations (2) and (3) are referred to as the $\tau_{X}$-equation and $\tau_{Y}$-equation at $(x, y, z)$ (or at $\left(\theta_{x}, \theta_{y}, \theta_{z}\right)$ ), respectively.

Proposition 5.1. Let $(x, y, z) \in E_{k}$ with $x, y, z$ all nonzero. Suppose that two terms appearing in Equation (2) cancel one another. Then $k=2$.

Proof. Suppose $\cos \left(\theta_{y}\right)=-\cos \left(\theta_{x z-y}\right)$. Then $x z-y=-y$ which implies that $x=0$ or $z=0$, a contradiction to the assumption that $x, y, z$ are all nonzero.

Suppose $\cos \left(\theta_{y}\right)=\cos \left(\theta_{x}+\theta_{z}\right)$. Recall that $(x, y, z)$ satisfies Equation (1). Thus,

$$
\begin{aligned}
k= & 4 \cos \left(\theta_{x}\right)^{2}+4 \cos \left(\theta_{x}+\theta_{z}\right)^{2}+4 \cos \left(\theta_{z}\right)^{2} \\
& -8 \cos \left(\theta_{x}\right) \cos \left(\theta_{x}+\theta_{z}\right) \cos \left(\theta_{z}\right)-2 \\
= & 4 \cos \left(\theta_{x}\right)^{2}+4 \cos \left(\theta_{z}\right)^{2}-4 \cos \left(\theta_{x}-\theta_{z}\right) \cos \left(\theta_{x}+\theta_{z}\right) \\
= & 2 \cos \left(2 \theta_{x}\right)+2+2 \cos \left(2 \theta_{z}\right)-2 \cos \left(2 \theta_{x}\right)-2 \cos \left(2 \theta_{z}\right)=2 .
\end{aligned}
$$

A similar argument applies in the case $\cos \left(\theta_{y}\right)=\cos \left(\theta_{x}-\theta_{z}\right)$.

A symmetric argument shows that if two terms appearing in Equation (3) cancel one another, then $k=2$. For the remainder of this paper, we assume that $(x, y, z) \in E$ does not correspond to a $\operatorname{Pin}(2)$ representation class. This implies that $k \neq 2$. In addition, we may assume that all coordinates of $(x, y, z) \in E_{k}$ are nonzero: For if $x=0$, then $y, z$ must both be nonzero by Proposition 3.3. The point $\tau_{Y}(0, y, z)=(z, y, y z)$ has all nonzero entries.

Equation (2) is an at most four-term Diophantine equation, the solutions to which are few as shown by Conway and Jones.

Theorem 5.2 (Conway, Jones, [1]). Suppose that we have at most four distinct rational multiples of $\pi$ lying strictly between 0 and $\pi / 2$ for which some linear combination of their cosines is rational, but no proper subset has this property. That is,

$$
A \cos (a)+B \cos (b)+C \cos (c)+D \cos (d)=E
$$

for $A, B, C, D, E$ rational and $a, b, c, d \in(0, \pi / 2)$ rational multiples of $\pi$. Then the appropriate linear combination is proportional to one from the
following list:

$$
\begin{aligned}
\cos (\pi / 3) & =1 / 2 \\
\cos (t+\pi / 3)+\cos (\pi / 3-t)-\cos (t) & =0 \quad(0<t<\pi / 6) \\
\cos (\pi / 5)-\cos (2 \pi / 5) & =1 / 2 \\
\cos (\pi / 7)-\cos (2 \pi / 7)+\cos (3 \pi / 7) & =1 / 2 \\
\cos (\pi / 5)-\cos (\pi / 15)+\cos (4 \pi / 15) & =1 / 2 \\
-\cos (2 \pi / 5)+\cos (2 \pi / 15)-\cos (7 \pi / 15) & =1 / 2 \\
\cos (\pi / 7)+\cos (3 \pi / 7)-\cos (\pi / 21)+\cos (8 \pi / 21) & =1 / 2 \\
\cos (\pi / 7)-\cos (2 \pi / 7)+\cos (2 \pi / 21)-\cos (5 \pi / 21) & =1 / 2 \\
-\cos (2 \pi / 7)+\cos (3 \pi / 7)+\cos (4 \pi / 21)+\cos (10 \pi / 21) & =1 / 2 \\
-\cos (\pi / 15)+\cos (2 \pi / 15)+\cos (4 \pi / 15)-\cos (7 \pi / 15) & =1 / 2 .
\end{aligned}
$$

The nonzero cosine terms in Equation (2) are not necessarily in $(0, \pi / 2)$. By applying the identities $\cos (\pi / 2-t)=-\cos (\pi / 2+t)$ and $\cos (\pi-t)=$ $\cos (\pi+t)$, we derive from Equation (2) a new four-term cosine equation whose arguments are in $[0, \pi / 2]$. That is, by a possible change of sign, each term in Equation (2) may be rewritten with angle in $[0, \pi / 2]$.

Equation (2) cannot correspond to the last four equations appearing in Theorem 5.2 since these equations have five nonzero terms. By Proposition 5.1, we may assume that the angles appearing in Equation (2) are all distinct. For if two or more angles are the same, then after combining terms, the resulting equation must be proportional to the first equation in Theorem 5.2. This leads to $k=2$ by Proposition 5.1.

Proposition 5.3. Suppose $(x, y, z) \in E_{k}$ are not the global coordinates of a $\operatorname{Pin}(2)$ representation class with $x, y, z$ all nonzero. Suppose that the $\Gamma$-orbit of ( $x, y, z$ ) is finite and that some angle in Equation (2) or Equation (3) is an integer multiple of $\pi$. Then $(x, y, z)$ is $S$-equivalent to a triple appearing in Table 1.

Proof. By the assumption $k \neq 2$, the only way that Equation (2) can have angles equal to an integer multiple of $\pi$ is if $\theta_{x}-\theta_{z}=0$ or $\theta_{x}+\theta_{z}=\pi$, i.e., $x=z$ or $x=-z$. Note that both cannot happen simultaneously.

Suppose $\theta_{x}+\theta_{z}=\pi$. Then Equation (2) becomes

$$
\begin{equation*}
\cos \left(\theta_{x}-\theta_{z}\right)-\cos \left(\theta_{y}\right)-\cos \left(\theta_{x z-y}\right)=1 . \tag{4}
\end{equation*}
$$

Theorem 5.2 and the assumption $y \neq 0$ lead to the following cases:
(A) Two terms in Equation (4) correspond to the first equation of Theorem 5.2, with one term equal to zero (angle $\pi / 2$ ).

Since $y \neq 0$, we must have that $\cos \left(\theta_{y}\right)=-\frac{1}{2}$, so $y=-1$. Now either $\cos \left(\theta_{x z-y}\right)=0$ or $-\frac{1}{2}$. If $\cos \left(\theta_{x z-y}\right)=0$, then $x z=-1$, hence $x^{2}=1$ which yields the triples $(1,-1,-1)$ and $(-1,-1,1)$. If $\cos \left(\theta_{x z-y}\right)=\frac{1}{2}$, then
$x z=-2$, or $x= \pm \sqrt{2}$. The resulting triples $(x, y, z)$ are $(\sqrt{2},-1,-\sqrt{2})$ and $(-\sqrt{2},-1, \sqrt{2})$. Note that all of the above triples belong to an $S$-equivalence class appearing in Table 1.
(B) Two terms in Equation (4) correspond to the third equation of Theorem 5.2 while the remaining term corresponds to the first equation in Theorem 5.2 . The resulting triples are:

$$
\begin{gathered}
(-2 s, 2 s, 2 s),(2 s, 2 s,-2 s),(-2 s,-1,2 s),(2 s,-1,-2 s) \\
(-2 r,-2 r, 2 r),(2 r,-2 r,-2 r),(-2 r,-1,2 r),(2 r,-1,-2 r) \\
\quad(-1,-2 r, 1),(1,-2 r,-1),(-1,2 s, 1),(1,2 s,-1)
\end{gathered}
$$

Note that all above triples belong to an $S$-equivalence class appearing in Table 1.

Suppose $\theta_{x}-\theta_{z}=0$. Then Equation (2) becomes

$$
\begin{equation*}
\cos \left(\theta_{x}+\theta_{z}\right)-\cos \left(\theta_{y}\right)-\cos \left(\theta_{x z-y}\right)=-1 \tag{5}
\end{equation*}
$$

Theorem 5.2 and the assumption $y \neq 0$ lead to the following cases.
(A) Two terms in Equation (5) correspond to the first equation of Theorem 5.2, with one term equal to zero (angle $\pi / 2$ ). The various possibilities lead to the triples:

$$
(1,1,1),(-1,1,-1),(\sqrt{2}, 1, \sqrt{2}),(-\sqrt{2}, 1,-\sqrt{2})
$$

(B) Two terms in Equation (5) correspond to the third equation of Theorem 5.2 while the other corresponds to the first equation. The various possibilities lead to the triples:

$$
\begin{gathered}
(2 r, 2 r, 2 r),(-2 r, 2 r,-2 r),(2 r, 1,2 r),(-2 r, 1,-2 r) \\
(1,2 r, 1),(-1,2 r,-1),(1,-2 s, 1),(-1,-2 s,-1) \\
(2 s,-2 s, 2 s),(-2 s,-2 s,-2 s),(2 s, 1,2 s),(-2 s, 1,-2 s)
\end{gathered}
$$

Again, the $S$-equivalence classes of these triples appear in Table 1. A similar argument holds if some angle in Equation (3) is an integer multiple of $\pi$, i.e., $y= \pm z$.

Henceforth, we assume that all angles in nonzero cosine terms appearing in Equation (2) are distinct and not integer multiples of $\pi$. Under these assumptions, Equation (2) can be rewritten as an equation that satisfies the hypotheses of the following which is a special case of Theorem 5.2:

Theorem 5.4 (Conway, Jones, [1]). Suppose that we have at most four distinct rational multiples of $\pi$ lying strictly between 0 and $\pi / 2$ for which some linear combination of their cosines is zero, but no proper subset has this property. That is,

$$
A \cos (a)+B \cos (b)+C \cos (c)+D \cos (d)=0
$$

for $A, B, C, D$ rational and $a, b, c, d \in(0, \pi / 2)$ rational multiples of $\pi$. Then the linear combination is proportional to one from the following list:

$$
\begin{aligned}
\cos (t+\pi / 3)+\cos (\pi / 3-t)-\cos (t) & =0 \quad(0<t<\pi / 6) \\
\cos (\pi / 5)-\cos (2 \pi / 5)-\cos (\pi / 3) & =0 \\
\cos (\pi / 7)-\cos (2 \pi / 7)+\cos (3 \pi / 7)-\cos (\pi / 3) & =0 \\
\cos (\pi / 5)-\cos (\pi / 15)+\cos (4 \pi / 15)-\cos (\pi / 3) & =0 \\
-\cos (2 \pi / 5)+\cos (2 \pi / 15)-\cos (7 \pi / 15)-\cos (\pi / 3) & =0
\end{aligned}
$$

## 6. Proof of Theorem 1.3.

In this section we prove the following proposition which in turn proves Theorem 1.3:

Proposition 6.1. Let $(x, y, z) \in E_{k}$ with $x, y, z$ nonzero. Then the $\Gamma$-orbit of $(x, y, z)$ is infinite or there is $\gamma \in \Gamma$ such that $\gamma(x, y, z)$ is $S$-equivalent to a triple in Table 1.

An immediate consequence of Proposition 6.1 is:
Corollary 6.2. Suppose $(x, y, z)$ is a $C$ or $D$ representation class, but not $a \operatorname{Pin}(2)$ representation class. Then there exists $\gamma \in \Gamma$ such that $\gamma(x, y, z)$ is in one of the $S$-equivalence classes in Table 1.

The proof of Proposition 6.1 presented here is lengthy and highly computational. We begin by outlining the overall strategy. Consider all triples $(x, y, z)$ that arise from the solutions of Equation (2) provided by Theorem 5.4. For a triple $(x, y, z)$ to have a finite $\Gamma$-orbit, the four-term trigonometric equations that arise from repeated applications of $\tau_{X}$ or $\tau_{Y}$ must have solutions provided by Theorem 5.4 or violate the hypotheses of Theorem 5.4. We prove Proposition 6.1 by showing that all triples $(x, y, z)$ that arise from the solutions of Equation (2) provided by Theorem 5.4 fall into one of the following three categories:

1) ( $x, y, z$ ) has $k \geq 2$ or one of the global coordinates $(x, y, z)$ is zero.
2) ( $x, y, z$ ) belongs to one of the $S$-equivalence classes in Table 1. Hence, corresponds to a $C$ or a $D$ representation class.
3) $(x, y, z)$ has infinite $\Gamma$-orbit with $-2<k<2$. Hence, has dense $\Gamma$-orbit by Proposition 4.3.

Definition 6.3. The pairs of angles $\left(\theta_{z}, \theta_{x}\right),\left(\pi-\theta_{x}, \pi-\theta_{z}\right)$, and $\left(\pi-\theta_{z}, \pi-\right.$ $\theta_{x}$ ) are called the symmetric, dual, and dual-symmetric pairs of $\left(\theta_{x}, \theta_{z}\right)$, respectively.

Recall that by a possible change of sign, each term in Equation (2) may be rewritten with angle in $[0, \pi / 2]$. Therefore, for fixed $a, b \in[0, \pi / 2]$, we
obtain the following eight systems of equations

$$
\left\{\begin{array} { l } 
{ \operatorname { c o s } ( a ) = \pm \operatorname { c o s } ( \theta _ { x } + \theta _ { z } ) } \\
{ \operatorname { c o s } ( b ) = \pm \operatorname { c o s } ( \theta _ { x } - \theta _ { z } ) }
\end{array} \quad \left\{\begin{array}{r}
\cos (b)= \pm \cos \left(\theta_{x}+\theta_{z}\right) \\
\cos (a)= \pm \cos \left(\theta_{x}-\theta_{z}\right)
\end{array}\right.\right.
$$

for $\theta_{x}, \theta_{z} \in(0, \pi)$. The following, together with their dual, symmetric, and dual-symmetric pairs, are all possible pairs $\left(\theta_{x}, \theta_{z}\right)$ that satisfy one of the above eight systems of equations:

$$
\begin{gathered}
\left(\frac{a+b}{2},\left|\frac{a-b}{2}\right|\right),\left(\pi-\frac{a+b}{2},\left|\frac{a-b}{2}\right|\right) \\
\left(\pi / 2-\frac{a+b}{2}, \pi / 2+\frac{a-b}{2}\right),\left(\pi / 2-\frac{a+b}{2}, \pi / 2+\frac{b-a}{2}\right)
\end{gathered}
$$

We prove in detail the cases in which Equation (2) corresponds to Equation 2 or 3 in Theorem 5.4. The argument for Equation 3 is the simplest and exemplifies the primary techniques used in the other cases. The case of Equation 2 involves a free parameter $t$, hence, is somewhat more involved than the others. For the other cases, we simply enumerate all the possible solutions and categorize them according to the above mentioned categories.

We first consider the case of

$$
\cos (\pi / 7)-\cos (2 \pi / 7)+\cos (3 \pi / 7)-\cos (\pi / 3)=0
$$

in detail. Consider $a=\pi / 7$ and $b=2 \pi / 7$. As given above, the possibilities for $\left(\theta_{x}, \theta_{z}\right)$ are

$$
(3 \pi / 14, \pi / 14),(11 \pi / 14, \pi / 14),(2 \pi / 7,3 \pi / 7),(2 \pi / 7,4 \pi / 7)
$$

along with their symmetric, dual, and dual-symmetric pairs. Suppose first that $\theta_{y}=\pi / 3$ (respectively, $2 \pi / 3$ ). Then the angles $\theta_{y} \pm \theta_{z}$ are rationally related to $\pi$ by reduced rationals with denominators 21 or 42 . Thus, for $(x, y, z)$ to have a finite $\Gamma$-orbit, the $\tau_{Y}$-equation at $\left(\theta_{x}, \theta_{y}, \theta_{z}\right)$ must correspond to Equation 1. Since $x \neq 0$ this equation can be rewritten as Equation 1 only if $y z-x=0$, or $y=\frac{x}{z}$. Then $y \neq \frac{x}{z}$ for $\theta_{y}=\pi / 3$ (or $2 \pi / 3$ ), and $x, z$ as given by the four pairs listed above (as well as their dual, symmetric, and dual-symmetric pairs). Thus the $\tau_{Y}$-equation at $\left(\theta_{x}, \theta_{y}, \theta_{z}\right)$ must violate the hypotheses of Theorem 5.4.

If $\theta_{x z-y}=\pi / 3$ or $2 \pi / 3$ then, consider the point $\tau_{X}\left(\theta_{x}, \theta_{y}, \theta_{z}\right)=$ $\left(\theta_{x}, \theta_{z}, \theta_{x z-y}\right)$ (in angle notation). The $\tau_{Y}$-equation at $\left(\theta_{x}, \theta_{z}, \theta_{x z-y}\right)$ is

$$
\cos \left(\theta_{z}+\theta_{x z-y}\right)+\cos \left(\theta_{z}-\theta_{x z-y}\right)-\cos \left(\theta_{x}\right)=\cos \left(\theta_{z(x z-y)-x}\right)
$$

but here $x z-y$ is playing the role of $y$ in the argument given above.
This type of argument works for the other five cases (e.g., $a=\pi / 7, \quad b=$ $3 \pi / 7$, etc.).

Now we cover the case

$$
\cos (t+\pi / 3)+\cos (\pi / 3-t)-\cos (t)=0 \quad(0<t<\pi / 6) .
$$

Recall that we are under the standing assumption $x, y, z \neq 0$. There are six cases.

Case 1: For $a=t+\pi / 3$, and $b=\pi / 3-t$, the possibilities are:

$$
(\pi / 3, t),(2 \pi / 3, t),(\pi / 6, \pi / 2+t),(\pi / 6, \pi / 2-t),
$$

and their dual, symmetric, and dual-symmetric pairs. Since $y \neq 0, \theta_{y}$ corresponds to $t$ and $x z-y=0$.

The first two pairs, together with their duals $(\pi / 3, \pi-t),(2 \pi / 3, \pi-t)$, yield $y= \pm z$. By Proposition 5.3, these triples are either $S$-equivalent to those appearing in Table 1 or have infinite $\Gamma$-orbits.

In the above symmetric (dual-symmetric) pairs, we have $y= \pm x$ and $z=$ 1. The $\tau_{X}$ preimage of $(x, \pm x, 1)$ is $\left(x, \pm x^{2}-1, \pm x\right)$ (signs taken together). Since $\pm x^{2}-1 \neq 0$, we may apply Proposition 5.3 to this triple as above. The same holds for $z=-1$.

Now consider the last two pairs. Note that the angle $\theta_{x}=\pi / 6$ does not appear in Equations 1-5. Therefore, any triple associated with these pairs will have an infinite $\Gamma$-orbit. For the symmetric pairs, i.e., $\theta_{z}=$ $\pi / 6$ (respectively, $5 \pi / 6$ ), note that $\tau_{X}\left(\theta_{x}, \theta_{y}, \theta_{z}\right)=\left(\theta_{x}, \theta_{z}, \theta_{x z-y}\right)$. The $\tau_{Y}-$ equation at $\left(\theta_{x}, \theta_{z}, \theta_{x z-y}\right)$ cannot be put into the form of Equations 1-5, as above. This argument also applies to the duals of all such pairs.
Case 2: For $a=t+\pi / 3$, and $b=t$, the possibilities are:

$$
(t+\pi / 6, \pi / 6),(5 \pi / 6-t, \pi / 6),(\pi / 3-t, 2 \pi / 3),(\pi / 3-t, \pi / 3),
$$

and their dual, symmetric, and dual-symmetric pairs. Since $y \neq 0, \theta_{y}$ corresponds to $\pi / 3-t$ and $x z-y=0$.

As in the previous case, the last two pairs together with their dual, symmetric, and dual-symmetric pairs yield triples (or triples whose $\tau_{X}$ preimage) are either $S$-equivalent to those appearing in Table 1 or have infinite $\Gamma$-orbits. The argument for the first two pairs is also similar to that in the previous case.

Case 3: For $a=\pi / 3-t$, and $b=t$, the possibilities are:

$$
(\pi / 6, \pi / 6-t),(5 \pi / 6, \pi / 6-t),(\pi / 3,2 \pi / 3-t),(\pi / 3, t+\pi / 3),
$$

together with their dual, symmetric, and dual-symmetric pairs. An argument similar to the one given in case 1 holds.
Case 4: For $a=\pi / 3+t$, and $b=\pi / 2$, the possibilities are:

$$
\begin{aligned}
& (5 \pi / 12+t / 2, \pi / 12-t / 2),(7 \pi / 12-t / 2, \pi / 12-t / 2), \\
& (\pi / 12-t / 2,5 \pi / 12+t / 2),(\pi / 12-t / 2,7 \pi / 12-t / 2),
\end{aligned}
$$

and their duals. Note that the last two pairs are the symmetric pairs of the first two. As in previous arguments, it is enough to consider $\theta_{y}=t$ or $\pi-t$.

We first handle the triple (in angle notation) $(5 \pi / 12+t / 2, t, \pi / 12-t / 2)$. Note that three of the angles in the $\tau_{Y}$-equation of this point (all angles
rewritten in $[0, \pi / 2]$ ) are: $5 \pi / 12+t / 2, \pi / 12+t / 2$, and $|\pi / 12-3 t / 2|$. However, both $|\pi / 12-3 t / 2|$ and $\pi / 12+t / 2$ correspond to angles in $[0, \pi / 6)$. If $\mid \pi / 12-$ $3 t / 2 \mid$ is nonzero, then the $\tau_{Y}$-equation of this point cannot correspond to Equations $1-5$ since no equation in Theorem 5.4 has two angles in $[0, \pi / 6)$. If $|\pi / 12-3 t / 2|=0$, then Proposition 5.3 applies. For $(5 \pi / 12+t / 2, \pi-$ $t, \pi / 12-t / 2$ ), the angles in the $\tau_{Y}$-equation of this point (all angles rewritten in $[0, \pi / 2]$ ) are again: $5 \pi / 12+t / 2,|-\pi / 12+3 t / 2|$, and $\pi / 12+t / 2$.

The dual of the pair $(5 \pi / 12+t / 2, \pi / 12-t / 2)$ is $(7 \pi / 12-t / 2,11 \pi / 12+t / 2)$. Three of the angles in the $\tau_{Y}$-equation of ( $7 \pi / 12-t / 2, t, 11 \pi / 12+t / 2$ ) are: $7 \pi / 12-t / 2,11 \pi / 12+3 t / 2$, and $11 \pi / 12-t / 2$, which, when rewritten in $[0, \pi / 2]$, become: $5 \pi / 12+t / 2,|\pi / 12-3 t / 2|$, and $\pi / 12+t / 2$. These are the same angles as before, thus the same argument applies. The same argument also holds for $(7 \pi / 12-t / 2, \pi-t, 11 \pi / 12+t / 2)$.

Consider the symmetric pair ( $\pi / 12-t / 2,5 \pi / 12+t / 2$ ). For the triple $(\pi / 12-t / 2, t, 5 \pi / 12+t / 2)$, three of the angles in the $\tau_{Y}$-equation of this point are: $\pi / 12-t / 2,5 \pi / 12+3 t / 2$, and $5 \pi / 12-t / 2$. Note that the angle $5 \pi / 12+3 t / 2$, rewritten in $[0, \pi / 2]$, is:

$$
\begin{cases}5 \pi / 12+3 t / 2 & t \in(0, \pi / 18] \\ 7 \pi / 12-3 t / 2 & t \in[\pi / 18, \pi / 6)\end{cases}
$$

This angle is in $(\pi / 3, \pi / 2]$. Further note that the angle $5 \pi / 12-t / 2$ is in $(\pi / 3, \pi / 2)$. A calculation rules out Equation 1 . Now of the remaining equations, the angle $\pi / 12-t / 2$ can only correspond to the angle $\pi / 15$ in Equation 4. However, Equation 4 does not have any angles inside $(\pi / 3, \pi / 2)$. The same argument holds for the triple $(\pi / 12-t / 2, \pi-t, 5 \pi / 12+t / 2)$.

The dual of the pair $(\pi / 12-t / 2,5 \pi / 12+t / 2)$ is $(11 \pi / 12+t / 2,7 \pi / 12-$ $t / 2)$ and the $\tau_{Y}$-equation of the triples $(11 \pi / 12+t / 2, t, 7 \pi / 12-t / 2)$ and $(11 \pi / 12+t / 2, \pi-t, 7 \pi / 12-t / 2)$ have the same three angles (in $[0, \pi / 2]$ ) as above.

A similar argument holds for for the triples associated with the pairs $(7 \pi / 12-t / 2, \pi / 12-t / 2)$ and $(\pi / 12-t / 2,7 \pi / 12-t / 2)$.
Case 5: For $a=\pi / 3-t$, and $b=\pi / 2$, the possibilities are:

$$
\begin{aligned}
& (5 \pi / 12-t / 2, \pi / 12+t / 2),(7 \pi / 12+t / 2, \pi / 12+t / 2), \\
& (\pi / 12+t / 2,5 \pi / 12-t / 2),(\pi / 12+t / 2,7 \pi / 12+t / 2),
\end{aligned}
$$

and their duals. Note that the two last pairs are the symmetric pairs of the first two. As in previous arguments, it is enough to consider $\theta_{y}=t$ or $\pi-t$.

We first handle the triple (in angle notation) ( $5 \pi / 12-t / 2, t, \pi / 12+t / 2$ ). Note that three of the angles in the $\tau_{Y}$-equation of this point are: $5 \pi / 12-t / 2$, $\pi / 12+3 t / 2$, and $\pi / 12-t / 2$. A calculation shows that Equation 1 is ruled out. Thus, $\pi / 12-t / 2$ can only correspond to the angle $\pi / 15$ in Equation 4 , while $5 \pi / 12-t / 2$ is in $(\pi / 3, \pi / 2)$ which rules out Equation 4. The same
holds for the triple $(5 \pi / 12-t / 2, \pi-t, \pi / 12+t / 2)$ and those associated with the dual of ( $5 \pi / 12-t / 2, \pi / 12+t / 2$ ).

We now consider the triples associated with the symmetric pair ( $\pi / 12+$ $t / 2,5 \pi / 12-t / 2)$. Consider the triple $(\pi / 12+t / 2, t, 5 \pi / 12-t / 2)$. Three of the angles in the $\tau_{Y}$-equation of this point are: $\pi / 12+t / 2,5 \pi / 12-3 t / 2$, and $5 \pi / 12+t / 2$. One can check that Equation 1 is ruled out. Now $5 \pi / 12+t / 2$ can only correspond to the angles $7 \pi / 15$ and $3 \pi / 7$ in Equations 3 and 5. That is, $t=\pi / 10$ or $\pi / 42$. But in either case, the angle $\pi / 12+t / 2$ will not appear in any of Equations 2-5. The same holds for the triple $(\pi / 12+t / 2, \pi-$ $t, 5 \pi / 12-t / 2)$ and those associated with the dual of $(\pi / 12+t / 2,5 \pi / 12-t / 2)$.

Similar arguments hold for triples associated with the pairs $(7 \pi / 12+$ $t / 2, \pi / 12+t / 2)$ and $(\pi / 12+t / 2,7 \pi / 12+t / 2)$.
Case 6: For $a=t$, and $b=\pi / 2$, the possibilities are:

$$
\begin{aligned}
& (\pi / 4+t / 2, \pi / 4-t / 2),(3 \pi / 4-t / 2, \pi / 4-t / 2), \\
& (\pi / 4-t / 2, \pi / 4+t / 2),(\pi / 4-t / 2,3 \pi / 4-t / 2),
\end{aligned}
$$

and their duals. Note that the two last pairs are the symmetric pairs of the first two. As before, it is enough to consider $\theta_{y}=\pi / 3-t$ or $2 \pi / 3+t$.

We first handle the triple (in angle notation) ( $\pi / 4+t / 2, \pi / 3-t, \pi / 4-t / 2$ ). Note that three of the angles in the $\tau_{Y}$-equation are: $\pi / 4+t / 2,7 \pi / 12-3 t / 2$, and $\pi / 12-t / 2$. It is clear that Equation 1 is ruled out. The angle $\pi / 12-t / 2$ can only correspond to the angle $\pi / 15$ in Equation 4, while $7 \pi / 12-3 t / 2$, when rewritten in $[0, \pi / 2]$, corresponds to an angle in $(\pi / 3, \pi / 2]$, which rules out Equation 4. The same holds for the triple $(\pi / 4+t / 2,2 \pi / 3+t, \pi / 4-t / 2)$ and those associated with the dual of $(\pi / 4+t / 2, \pi / 4-t / 2)$.

Consider the symmetric pair $(\pi / 4-t / 2, \pi / 4+t / 2)$. For the triple $(\pi / 4-$ $t / 2, \pi / 3+t, \pi / 4+t / 2$ ), three of the angles (rewritten in $[0 \pi / 2]$ ) in the $\tau_{Y^{-}}$ equation are: $\pi / 4-t / 2, \pi / 12+t / 2$, and $5 \pi / 12-3 t / 2$. Note that both $\pi / 4-t / 2$ and $\pi / 12+t / 2$ are less than $\pi / 4$, leaving only Equations 1 and 4. However, a calculation rules out Equation 4, while Equation 1 is clearly ruled out. The same holds for the triple $(\pi / 4-t / 2,2 \pi / 3+t, \pi / 4+t / 2)$ and those associated with the dual of $(\pi / 4-t / 2, \pi / 4+t / 2)$.

Similar arguments hold for triples associated with the pairs ( $3 \pi / 4-$ $t / 2, \pi / 4-t / 2)$ and ( $\pi / 4-t / 2,3 \pi / 4-t / 2$ ).

For the other three equations, we simply list the solutions $\left(\theta_{x}, \theta_{y}, \theta_{z}\right)$ in their respective category. For simplicity, we do not list the solutions correspond to the $\operatorname{Pin}(2)$ representations and those with one global coordinate equal to zero. Note that the complete set of solutions include the dual, symmetric, and dual-symmetric solutions in the first and third coordinates to those listed below.

$$
\cos (\pi / 5)-\cos (2 \pi / 5)-\cos (\pi / 3)=0
$$

1) $(k \geq 2)(\pi / 5, \pi / 3,3 \pi / 5),(\pi / 5,2 \pi / 3,2 \pi / 5)$.
2) Triples appearing in Table 1: $(\pi / 5,2 \pi / 3,3 \pi / 5),(\pi / 5, \pi / 3,2 \pi / 5)$.
3) Triples with an angle not appearing in Theorem 5.4:
$(3 \pi / 10, \pi / 3, \pi / 10),(3 \pi / 10,2 \pi / 3, \pi / 10),(7 \pi / 10, \pi / 3, \pi / 10)$,
$(7 \pi / 10,2 \pi / 3, \pi / 10),(7 \pi / 30,2 \pi / 5,13 \pi / 30),(7 \pi / 30,3 \pi / 5,13 \pi / 30)$,
$(7 \pi / 30,2 \pi / 5,17 \pi / 30),(7 \pi / 30,3 \pi / 5,17 \pi / 30),(7 \pi / 20,2 \pi / 5,3 \pi / 20)$,
( $7 \pi / 20,3 \pi / 5,3 \pi / 20),(7 \pi / 20, \pi / 3,3 \pi / 20),(7 \pi / 20,2 \pi / 3,3 \pi / 20)$,
$(3 \pi / 20,2 \pi / 5,13 \pi / 20),(3 \pi / 20,3 \pi / 5,13 \pi / 20),(3 \pi / 20, \pi / 3,13 \pi / 20)$,
$(3 \pi / 20,2 \pi / 3,13 \pi / 20),(11 \pi / 30, \pi / 5, \pi / 30),(11 \pi / 30,4 \pi / 5, \pi / 30)$,
$(19 \pi / 30, \pi / 5, \pi / 30),(19 \pi / 30,4 \pi / 5, \pi / 30),(9 \pi / 20, \pi / 5, \pi / 20)$,
$(9 \pi / 20,4 \pi / 5, \pi / 20),(9 \pi / 20, \pi / 3, \pi / 20),(9 \pi / 20,2 \pi / 3, \pi / 20)$,
$(11 \pi / 20, \pi / 5, \pi / 20),(11 \pi / 20,4 \pi / 5, \pi / 20),(11 \pi / 20, \pi / 3, \pi / 20)$,
$(11 \pi / 20,2 \pi / 3, \pi / 20),(5 \pi / 12, \pi / 5, \pi / 12),(5 \pi / 12,4 \pi / 5, \pi / 12)$,
$(5 \pi / 12,2 \pi / 5, \pi / 12),(5 \pi / 12,3 \pi / 5, \pi / 12),(7 \pi / 12, \pi / 5, \pi / 12)$,
$(7 \pi / 12,4 \pi / 5, \pi / 12),(7 \pi / 12,2 \pi / 5, \pi / 12),(7 \pi / 12,3 \pi / 5, \pi / 12)$.
Triples $(x, y, z)$ whose $\tau_{Y}$-equation does not correspond to any equation in Theorem 5.4:
$(4 \pi / 15,2 \pi / 5, \pi / 15),(4 \pi / 15,3 \pi / 5, \pi / 15),(11 \pi / 15,2 \pi / 5, \pi / 15)$,
$(11 \pi / 15,3 \pi / 5, \pi / 15),(2 \pi / 15, \pi / 5,8 \pi / 15),(2 \pi / 15,4 \pi / 5,8 \pi / 15)$,
$(2 \pi / 15, \pi / 5,7 \pi / 15),(2 \pi / 15,4 \pi / 5,7 \pi / 15)$.
Note that the categories above are not mutually exclusive.

$$
\cos (\pi / 5)-\cos (\pi / 15)+\cos (4 \pi / 15)-\cos (\pi / 3)=0
$$

1) $(k \geq 2)(\pi / 3,4 \pi / 5,2 \pi / 5),(3 \pi / 5, \pi / 5, \pi / 3)$.
2) Triples appearing in Table 1: $(\pi / 3, \pi / 5,2 \pi / 5),(\pi / 3, \pi / 3,2 \pi / 5)$, $(\pi / 3,2 \pi / 3,2 \pi / 5),(3 \pi / 5,4 \pi / 5, \pi / 3),(3 \pi / 5, \pi / 3, \pi / 3)$.
3) Triples with an angle not appearing in Theorem 5.4:
$(11 \pi / 30,4 \pi / 15,17 \pi / 30),(11 \pi / 30,11 \pi / 15,17 \pi / 30)$,
$(11 \pi / 30, \pi / 3,17 \pi / 30),(11 \pi / 30,2 \pi / 3,17 \pi / 30)$,
$(11 \pi / 30,4 \pi / 15,13 \pi / 30),(11 \pi / 30,11 \pi / 15,13 \pi / 30)$,
$(11 \pi / 30, \pi / 3,13 \pi / 30),(11 \pi / 30,2 \pi / 3,13 \pi / 30),(7 \pi / 30, \pi / 15, \pi / 30)$,
$(7 \pi / 30,14 \pi / 15, \pi / 30),(7 \pi / 30, \pi / 3, \pi / 30),(7 \pi / 30,2 \pi / 3, \pi / 30)$,
$(23 \pi / 30, \pi / 15, \pi / 30),(23 \pi / 30,14 \pi / 15, \pi / 30),(23 \pi / 30, \pi / 3, \pi / 30)$,
$(23 \pi / 30,2 \pi / 3, \pi / 30),(7 \pi / 30, \pi / 15,13 \pi / 30)$,
$(7 \pi / 30,14 \pi / 15,13 \pi / 30),(7 \pi / 30,4 \pi / 15,13 \pi / 30)$,
$(7 \pi / 30,11 \pi / 15,13 \pi / 30),(7 \pi / 30, \pi / 15,17 \pi / 30)$,
$(7 \pi / 30,14 \pi / 15,17 \pi / 30),(7 \pi / 30,4 \pi / 15,17 \pi / 30)$,
$(7 \pi / 30,11 \pi / 15,17 \pi / 30),(\pi / 6, \pi / 5, \pi / 10),(\pi / 6,4 \pi / 5, \pi / 10)$,
$(\pi / 6, \pi / 3, \pi / 10),(\pi / 6,2 \pi / 3, \pi / 10)$,
$(5 \pi / 6, \pi / 5, \pi / 10),(5 \pi / 6,4 \pi / 5, \pi / 10)$,
$(5 \pi / 6, \pi / 3, \pi / 10),(5 \pi / 6,2 \pi / 3, \pi / 10),(3 \pi / 10, \pi / 5,11 \pi / 30)$,
$(3 \pi / 10,4 \pi / 5,11 \pi / 30),(3 \pi / 10,4 \pi / 15,11 \pi / 30)$,
$(3 \pi / 10,11 \pi / 15,11 \pi / 30),(3 \pi / 10, \pi / 5,19 \pi / 30)$,
$(3 \pi / 10,4 \pi / 5,19 \pi / 30),(3 \pi / 10,4 \pi / 15,19 \pi / 30)$,
$(3 \pi / 10,11 \pi / 15,19 \pi / 30),(3 \pi / 10, \pi / 5, \pi / 30),(3 \pi / 10,4 \pi / 5, \pi / 30)$, ( $3 \pi / 10, \pi / 15, \pi / 30$ ), ( $3 \pi / 10,14 \pi / 15, \pi / 30$ ), $(7 \pi / 10, \pi / 5, \pi / 30)$, $(7 \pi / 10,4 \pi / 5, \pi / 30),(7 \pi / 10, \pi / 15, \pi / 30),(7 \pi / 10,14 \pi / 15, \pi / 30)$.
Triples ( $x, y, z$ ) whose $\tau_{Y}$-equation does not correspond to any equation in Theorem 5.4:
( $2 \pi / 15,4 \pi / 15, \pi / 15),(2 \pi / 15,11 \pi / 15, \pi / 15),(2 \pi / 15, \pi / 3, \pi / 15)$, $(2 \pi / 15,2 \pi / 3, \pi / 15),(13 \pi / 15,4 \pi / 15, \pi / 15),(13 \pi / 15,11 \pi / 15, \pi / 15)$, $(13 \pi / 15, \pi / 3, \pi / 15),(13 \pi / 15,2 \pi / 3, \pi / 15),(4 \pi / 15, \pi / 15,7 \pi / 15)$,
$(4 \pi / 15,14 \pi / 15,7 \pi / 15),(4 \pi / 15, \pi / 3,7 \pi / 15),(4 \pi / 15,2 \pi / 3,7 \pi / 15)$, $(4 \pi / 15, \pi / 15,8 \pi / 15),(4 \pi / 15,14 \pi / 15,8 \pi / 15),(4 \pi / 15, \pi / 3,8 \pi / 15)$, $(4 \pi / 15,2 \pi / 3,8 \pi / 15),(\pi / 5, \pi / 15,7 \pi / 15),(\pi / 5,14 \pi / 15,7 \pi / 15)$, $(\pi / 5,4 \pi / 15,2 \pi / 15),(\pi / 5,11 \pi / 15,2 \pi / 15),(8 \pi / 15, \pi / 15, \pi / 5)$, $(4 \pi / 5,11 \pi / 15,2 \pi / 15),(4 \pi / 5,4 \pi / 15,2 \pi / 15),(8 \pi / 15,14 \pi / 15, \pi / 5)$.
Triples with infinite orbits, by Proposition 5.3:
$(\pi / 5, \pi / 5,2 \pi / 15),(\pi / 5,4 \pi / 5,2 \pi / 15),(4 \pi / 5, \pi / 5,2 \pi / 15)$,
$(4 \pi / 5,4 \pi / 5,2 \pi / 15),(3 \pi / 5,2 \pi / 3, \pi / 3),(4 \pi / 15, \pi / 15, \pi / 15)$,
$(4 \pi / 15,14 \pi / 15, \pi / 15),(4 \pi / 15,4 \pi / 15, \pi / 15),(4 \pi / 15,11 \pi / 15, \pi / 15)$,
( $11 \pi / 15, \pi / 15, \pi / 15),(11 \pi / 15,14 \pi / 15, \pi / 15),(11 \pi / 15,4 \pi / 15, \pi / 15)$,
$(11 \pi / 15,11 \pi / 15, \pi / 15),(\pi / 5, \pi / 5,7 \pi / 15),(\pi / 5,4 \pi / 5,7 \pi / 15)$,
$(8 \pi / 15, \pi / 5, \pi / 5),(8 \pi / 15,4 \pi / 5, \pi / 5)$.

$$
-\cos (2 \pi / 5)+\cos (2 \pi / 15)-\cos (7 \pi / 15)-\cos (\pi / 3)=0
$$

1) $(k \geq 2)(\pi / 5,3 \pi / 5, \pi / 3),(\pi / 5,2 \pi / 3, \pi / 3),(2 \pi / 3,2 \pi / 5, \pi / 5)$, ( $2 \pi / 3, \pi / 3, \pi / 5$ ).
2) Triples appearing in Table 1:
$(\pi / 5,2 \pi / 5, \pi / 3),(2 \pi / 3,2 \pi / 3, \pi / 5)(\pi / 5, \pi / 3, \pi / 3),(2 \pi / 3,3 \pi / 5, \pi / 5)$.
3) Triples with an angle not appearing in Theorem 5.4:
$(7 \pi / 30,7 \pi / 15,19 \pi / 30),(7 \pi / 30, \pi / 3,19 \pi / 30),(7 \pi / 30,8 \pi / 15,19 \pi / 30)$,
( $7 \pi / 30,2 \pi / 3,19 \pi / 30),(7 \pi / 30,7 \pi / 15,11 \pi / 30),(7 \pi / 30, \pi / 3,11 \pi / 30)$,
$(7 \pi / 30,8 \pi / 15,11 \pi / 30),(7 \pi / 30,2 \pi / 3,11 \pi / 30),(13 \pi / 30,2 \pi / 15, \pi / 30)$,
( $13 \pi / 30, \pi / 3, \pi / 30$ ), ( $13 \pi / 30,13 \pi / 15, \pi / 30$ ), ( $13 \pi / 30,2 \pi / 3, \pi / 30$ ),
$(17 \pi / 30,2 \pi / 15, \pi / 30),(17 \pi / 30, \pi / 3, \pi / 30),(17 \pi / 30,13 \pi / 15, \pi / 30)$,
( $17 \pi / 30,2 \pi / 3, \pi / 30$ ), ( $11 \pi / 30,2 \pi / 15, \pi / 30$ ), ( $11 \pi / 30,7 \pi / 15, \pi / 30$ ),
$(11 \pi / 30,13 \pi / 15, \pi / 30),(11 \pi / 30,8 \pi / 15, \pi / 30),(19 \pi / 30,2 \pi / 15, \pi / 30)$, ( $19 \pi / 30,7 \pi / 15, \pi / 30),(19 \pi / 30,13 \pi / 15, \pi / 30),(19 \pi / 30,8 \pi / 15, \pi / 30)$,
$(3 \pi / 10,2 \pi / 5, \pi / 6),(3 \pi / 10, \pi / 3, \pi / 6),(3 \pi / 10,3 \pi / 5, \pi / 6)$,
$(3 \pi / 10,2 \pi / 3, \pi / 6),(7 \pi / 10,2 \pi / 5, \pi / 6),(7 \pi / 10, \pi / 3, \pi / 6)$,
( $7 \pi / 10,3 \pi / 5, \pi / 6),(7 \pi / 10,2 \pi / 3, \pi / 6),(7 \pi / 30,2 \pi / 5, \pi / 10)$,
$(7 \pi / 30,7 \pi / 15, \pi / 10),(7 \pi / 30,3 \pi / 5, \pi / 10),(7 \pi / 30,8 \pi / 15, \pi / 10)$,
( $23 \pi / 30,2 \pi / 5, \pi / 10$ ), $(23 \pi / 30,7 \pi / 15, \pi / 10),(23 \pi / 30,3 \pi / 5, \pi / 10)$,
$(23 \pi / 30,8 \pi / 15, \pi / 10),(\pi / 10,2 \pi / 5,17 \pi / 30),(\pi / 10,2 \pi / 15,17 \pi / 30)$,
$(\pi / 10,3 \pi / 5,17 \pi / 30),(\pi / 10,13 \pi / 15,17 \pi / 30),(\pi / 10,2 \pi / 5,13 \pi / 30)$,
$(\pi / 10,2 \pi / 15,13 \pi / 30),(\pi / 10,3 \pi / 5,13 \pi / 30),(\pi / 10,13 \pi / 15,13 \pi / 30)$.

Triples $(x, y, z)$ whose $\tau_{Y}$-equation does not correspond to any equation in Theorem 5.4:

$$
\begin{aligned}
& (4 \pi / 15,7 \pi / 15,2 \pi / 15),(4 \pi / 15, \pi / 3,2 \pi / 15),(4 \pi / 15,8 \pi / 15,2 \pi / 15), \\
& (4 \pi / 15,2 \pi / 3,2 \pi / 15),(11 \pi / 15,7 \pi / 15,2 \pi / 15),(11 \pi / 15, \pi / 3,2 \pi / 15), \\
& (11 \pi / 15,8 \pi / 15,2 \pi / 15),(11 \pi / 15,2 \pi / 3,2 \pi / 15),(\pi / 15,2 \pi / 15,7 \pi / 15), \\
& (\pi / 15, \pi / 3,7 \pi / 15),(\pi / 15,13 \pi / 15,7 \pi / 15),(\pi / 15,2 \pi / 3,7 \pi / 15) \\
& (\pi / 15,2 \pi / 15,8 \pi / 15),(\pi / 15, \pi / 3,8 \pi / 15),(\pi / 15,13 \pi / 15,8 \pi / 15) \\
& (\pi / 15,2 \pi / 3,8 \pi / 15),(4 \pi / 15,7 \pi / 15,2 \pi / 5),(4 \pi / 15,8 \pi / 15,2 \pi / 5) \\
& (4 \pi / 15,7 \pi / 15,3 \pi / 5),(4 \pi / 15,8 \pi / 15,3 \pi / 5),(2 \pi / 5,2 \pi / 15, \pi / 15) \\
& (2 \pi / 5,13 \pi / 15, \pi / 15),(3 \pi / 5,2 \pi / 15, \pi / 15),(3 \pi / 5,13 \pi / 15, \pi / 15)
\end{aligned}
$$

Triples with infinite orbits, by Proposition 5.3:
$(4 \pi / 15,3 \pi / 5,3 \pi / 5),(4 \pi / 15,2 \pi / 5,3 \pi / 5),(3 \pi / 5,3 \pi / 5, \pi / 15)$,
$(3 \pi / 5,2 \pi / 5, \pi / 15),(2 \pi / 5,3 \pi / 5, \pi / 15),(2 \pi / 5,2 \pi / 5, \pi / 15)$,
$(2 \pi / 15,13 \pi / 15,8 \pi / 15),(2 \pi / 15,13 \pi / 15,7 \pi / 15),(4 \pi / 15,3 \pi / 5,2 \pi / 5)$, $(4 \pi / 15,2 \pi / 5,2 \pi / 5),(2 \pi / 15,2 \pi / 15,7 \pi / 15),(2 \pi / 15,2 \pi / 15,8 \pi / 15)$, $(2 \pi / 15,7 \pi / 15,7 \pi / 15),(2 \pi / 15,8 \pi / 15,7 \pi / 15),(2 \pi / 15,8 \pi / 15,8 \pi / 15)$, $(2 \pi / 15,7 \pi / 15,8 \pi / 15)$.
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# ON THE ACTION SPECTRUM FOR CLOSED SYMPLECTICALLY ASPHERICAL MANIFOLDS 

Matthias Schwarz

Symplectic homology is studied on closed symplectic manifolds where the class of the symplectic form and the first Chern class vanish on the second homotopy group. Critical values of the action functional are associated to cohomology classes of the manifold. Those lead to continuous sections in the action spectrum bundle. The action of the cohomology ring via the cap-action and the pants-product on the set of critical values is studied and a bi-invariant metric on the group of Hamiltonian symplectomorphisms is defined and analyzed. Finally, a relative symplectic capacity is defined which is bounded below by the $\pi_{1}$-sensitive Hofer-Zehnder capacity. As an application it is proven that a Hamiltonian automorphism whose support has finite such capacity has infinitely many nontrivial geometrically distinct periodic points.

## 1. Overview of the Results.

It is a well-known problem in symplectic geometry and Hamiltonian dynamics to study the existence of fixed points of Hamiltonian diffeomorphisms and to relate them to invariants from symplectic topology. The aim of this paper is to study the existence of "homologically visible" critical values of the action functional and their dependence on the Hamiltonian automorphism in the case of symplectically aspherical closed manifolds. The methods are provided by the theory of Floer homology. The initial aim of this paper is to consider a version of Floer homology refined by a filtration via the action functional. This version has been introduced by Floer and Hofer as so-called symplectic homology for open subsets of $\mathbb{R}^{2 n},[4]$. Here we study its generalization for closed symplectic manifolds which satisfy the property that

$$
\begin{equation*}
\omega_{\mid \pi_{2}(M)}=0 \quad \text { and } \quad c_{1 \mid \pi_{2}}=0 \tag{A}
\end{equation*}
$$

This condition forms the simplest case for which Floer homology was studied initially. Note that, very recently, examples have been constructed of closed manifolds satisfying (A) but having nontrivial second homotopy group, [6], [ $\mathbf{9}]$. Observe that a closed symplectic manifold satisfying (A) is necessarily non-simply connected and $\pi_{1}(M)$ contains elements of infinite order. From
now on we call a symplectic manifold ( $M, \omega$ ) satisfying (A) symplectically aspherical.

In terms of Floer theory, condition (A) implies that for any given Hamiltonian $H:[0,1] \times M \rightarrow \mathbb{R}$, the associated action functional $\mathcal{A}_{H}$ on the space of free contractible loops is real-valued. Having in mind that the full Floer homology can already be uniquely associated to the time-1-map $\phi_{H}^{1}$ generated by the Hamiltonian $H$ one naturally asks how the action spectrum depends on the choice of $H$. By the action spectrum one denotes the set of critical values of the action functional. In fact, it is easy to prove that any two Hamiltonian functions $H$ and $K$ generating the same automorphism $\phi$ and homotopic to each other with respect to this property have the same action associated to the fixed points provided that they are normalized as follows
(norm)

$$
\int_{M} H(t, \cdot) \omega^{n}=0 \quad \text { for all } t
$$

However, in general, two different homotopy classes of Hamiltonians generating the same time-1-map might have action spectrum differing by a quantity $I\left([H][K]^{-1}\right)$ associated to the difference of the homotopy classes. In fact, one can define a group homomorphism

$$
I: \pi_{1}(\operatorname{Ham}(M, \omega)) \rightarrow \mathbb{R}
$$

describing this obstruction. Here, $\operatorname{Ham}(M, \omega)$ is the group of Hamiltonian automorphisms. For a definition of $I$ one considers $g \in \pi_{1}$ (Ham) and glues the trivial symplectic fibre bundles $D^{2} \times M$ with reversed orientations of the disk along their boundaries using a loop in $\operatorname{Ham}(M, \omega)$ representing $g$. The resulting symplectic fibre bundle $E$ over $S^{2}$ carries the so-called coupling form $\omega_{E}$ defined by $\omega$ on $D^{2} \times M$ and one defines

$$
I(g)=\int_{S^{2}} s^{*} \omega_{E}
$$

for any section $s$ of $E$. It follows from Floer theory that such a section exists and (A) implies that $I(g) \in \mathbb{R}$ does not depend on the choice of $s$. As an immediate consequence of a theorem by P. Seidel, [22], we observe:

Theorem 1.1. The obstruction homomorphism $I: \pi_{1}(\operatorname{Ham}(M, \omega)) \rightarrow \mathbb{R}$ vanishes if $(M, \omega)$ is a closed symplectically aspherical manifold.

We obtain for each $\phi \in \operatorname{Ham}(M, \omega)$ a well-defined action spectrum $\Sigma_{\phi}$ which as a whole provides the action spectrum bundle $\Sigma \rightarrow \operatorname{Ham}(M, \omega)$. The main result of this paper is a construction of continuous sections of this bundle associated to cohomology classes of $M$. Here the topology on $\operatorname{Ham}(M, \omega)$ is given by the bi-invariant Hofer-metric

$$
\begin{equation*}
d_{H}: \operatorname{Ham} \times \operatorname{Ham} \rightarrow[0, \infty), \quad d_{H}(\phi, \operatorname{id})=\inf \left\{\|H\| \mid \phi=\phi_{H}^{1}\right\} \tag{1}
\end{equation*}
$$

where $\|H\|=\int_{0}^{1} \operatorname{osc}_{M} H(t, \cdot) d t$.
The result of this paper was predominantly motivated by a remark by M. Bialy and L. Polterovich in [1], cf. 1.5.B. They already suggested a generalization of Hofer's minimax selector $\gamma$ from the theory on $\mathbb{R}^{2 n}$ to more general manifolds using Floer theory and an idea by C. Viterbo. An intrinsic motivation was the problem of infinitely many periodic points of a Hamiltonian automorphism, which is partly analyzed by Theorem 1.4 below.

Theorem 1.2. Let $(M, \omega)$ be symplectically aspherical. Then for each nonzero cohomology class $\alpha \in H^{*}(M)$ there exists a section $c(\alpha)$ of the action spectrum bundle $\Sigma \rightarrow \operatorname{Ham}(M, \omega)$ which is continuous with respect to the metric from (1). These sections satisfy:

1) $c(\lambda \alpha)=c(\alpha)$ for all $\lambda \in \mathbb{R}$ and $\alpha \in H^{*}(M)$ with $\lambda \alpha \neq 0$.
2) $c([M]) \leq c(\alpha) \leq c(1)$ for all $0 \neq \alpha \in H^{*}(M)$ where $[M]=\left[\omega^{n}\right] \in$ $H^{2 n}(M)$ and $1 \in H^{0}(M)$ are the canonical generators. If $\alpha \in H^{k}(M)$ for $0<k<2 n$ then we have strict inequality over the regular automorphisms.
3) $c(1 ; \phi)-c([M] ; \phi) \leq d_{H}(\phi, \operatorname{id})=\inf \left\{\|H\| \mid \phi=\phi_{H}^{1}\right\}, \phi \in \operatorname{Ham}(M, \omega)$.
4) If $\alpha \cup \beta \neq 0$ then $c(\alpha \cup \beta ; \psi \circ \phi) \leq c(\alpha ; \phi)+c(\beta ; \psi)$ for all $\phi, \psi \in$ $\operatorname{Ham}(M, \omega)$.
5) $c([M] ; \phi)=-c\left(1 ; \phi^{-1}\right)$ for all $\phi \in \operatorname{Ham}(M, \omega)$.

Note that the obstruction homomorphism $I$ can be viewed as the monodromy map of the action spectrum bundle with respect to any of the sections $c(\alpha)$. This observation should be relevant for a generalization to the non-aspherical situation which will be studied in a separate paper.

The construction of the sections $c(\alpha)$ is based on Viterbo's idea for generating functions defined in the context of a cotangent bundle $M=T^{*} P$, cf. [23]. There, $c(\alpha)$ is a critical value of a generating function. In our case of closed symplectically aspherical manifolds we use the construction of an explicit isomorphism between Floer homology and standard cohomology of $M$ which was introduced in [16]. A detailed description of this isomorphism will appear in $[\mathbf{1 8}]$. The critical values of the Hamiltonian action functional then are defined as the infimum of all action levels below which the specified Floer homology class is still nontrivial.

The problem of finding a nontrivial continuous section in the action spectrum bundle was first introduced and treated by Hofer and Zehnder [7] in the context of open subsets of $\mathbb{R}^{2 n}$ and a capacity for such symplectic manifolds. This so-called Hofer-Zehnder capacity, denoted by $c_{H Z}$ below, is defined in terms of periodic solutions for compactly supported Hamiltonians on $\mathbb{R}^{2 n}$. Using a variational minimax method for the associated action functional they constructed a so-called selector $\gamma: \operatorname{Ham}_{\mathrm{cpt}} \rightarrow \mathbb{R}$ which is continuous in the Hofer metric. For a detailed treatment see [8]. It is this continuous selector $\gamma$ in the context of compactly supported Hamiltonians
on $\mathbb{R}^{2 n}$ which Theorem 1.2 replaces by the family of continuous sections $c(\alpha)$ in the case of closed symplectically aspherical manifolds. In the case of the open symplectic manifold given by a cotangent bundle, the result corresponding to Theorem 1.2 has been obtained by Y.-G. Oh in [14], [15]. There the finite-dimensional concept of C . Viterbo from [23] finding critical levels of generating functions has been applied in Floer homological context replacing the action functional for the generating function.

As a consequence of Theorem 1.2 we can consider the difference between $c(1 ; \phi)$ and $c([M] ; \phi)$ which is a continuous function of $\phi \in \operatorname{Ham}(M, \omega)$.

Theorem 1.3. Given a closed symplectically aspherical manifold ( $M, \omega$ ) there exists a unique nonnegative function

$$
\gamma: \operatorname{Ham}(M, \omega) \rightarrow \mathbb{R}_{+}, \quad \text { such that } \gamma(\phi)=c(1 ; \phi)-c([M] ; \phi)
$$

for all $\phi \in \operatorname{Ham}(M, \omega)$ which is continuous in Hofer's metric. Moreover, $d_{\gamma}(\phi, \psi)=\gamma\left(\phi \psi^{-1}\right)$ is a bi-invariant metric on $\operatorname{Ham}(M, \omega)$ bounded above by Hofer's metric.

Since $\gamma$ measures the maximal action difference of homologically visible 1-periodic solutions of the Hamilton equation, this difference can be related to the oscillation of $H$ if there exists no non-constant 1-periodic solutions. We show in Theorem 5.11 below that $\gamma$ coincides with the Hofer distance $\|\cdot\|$ for quasi-autonomous Hamiltonians which are admissible in the sense that they admit no non-constant contractible periodic solutions which are "fast", i.e., of period $T \leq 1$. This shows the close relationship between $\gamma$ and the Hofer-Zehnder capacity defined via the maximal oscillation of an autonomous Hamiltonian admitting no non-constant periodic solutions, cf. [8]. Here, this capacity has to be refined as a $\pi_{1}$-sensitive capacity $c_{\mathrm{HZ}}^{o}$ with respect to the nontrivial fundamental group. We consider the larger set of admissible Hamiltonians which admit no non-constant contractible 1periodic solutions. Based on $\gamma$ we can define a relative capacity for subsets of $(M, \omega)$ which is monotone and invariant under global automorphisms of $(M, \omega)$. Defining a $\gamma$-capacity for subsets of $M$ by

$$
\begin{aligned}
c_{\gamma}(A)=\sup \{\gamma(\phi) \mid & \exists H \text { s.t. } \phi=\phi_{H}^{1}, \\
& \left.\operatorname{supp} X_{H}(t, \cdot) \subset A \text { for all } t \in[0,1]\right\},
\end{aligned}
$$

we have the estimate

$$
c_{\mathrm{HZ}}(U) \leq c_{\mathrm{HZ}}^{o}(U) \leq c_{\gamma}(U) \leq 2 e(U)
$$

for all open subsets $U \subset M$. Here, $e(U)$ is the displacement energy as considered in [11]. The idea of using symplectic homology in order to construct symplectic capacities was first carried out in the series of papers by Floer and Hofer et al., cf. [4], [5].

In the context of such a capacity based on the Floer homological approach we prove the following conditional existence result for infinitely many periodic points:
Theorem 1.4. Assume that $\phi \in \operatorname{Ham}(M, \omega)$ admits a Hamiltonian function $H$ such that $\phi=\phi_{H}^{1} \neq \mathrm{id}$ and there exists a uniform bound on the $\gamma$-capacity of the support for all $\phi_{H}^{t}, t \in[0,1]$,

$$
c_{\gamma}\left(\operatorname{supp} \phi_{H}^{t}\right) \leq m<\infty, \quad \text { for all } t \in[0,1] .
$$

Then $\phi$ has infinitely many geometrically distinct non-constant periodic points corresponding to contractible solutions.

There are clearly examples for such a bounded capacity of the support of $\phi_{H}^{t}$, for example if the support can be separated from itself by a Hamiltonian isotopy. However, in general, in view of Theorem 1.3 it is obvious that such a uniform bound cannot exist if $\gamma\left(\phi^{n}\right) \rightarrow \infty$ for $n \rightarrow \infty$. Hence our method of finding infinitely many periodic points via the action spectrum is closely related to the question of the diameter of $\operatorname{Ham}(M, \omega)$ in the Hofer-metric. It is in fact conjectured that this diameter should always be infinite. Using the methods developed in this paper we are also able to reproduce several known examples of such infinite diameter.

It is clearly an interesting question how far one obtains similar results if $\omega_{\left.\right|_{\pi_{2}}} \neq 0$. This will be studied in a sequel.
Organization of the paper. In Section 2 we present the construction of symplectic homology on a closed symplectically aspherical manifold for the purpose of this paper. For a more thorough exposition in the case of $\mathbb{R}^{2 n}$ see [4]. We associate critical levels of the Hamiltonian action functional to given cohomology classes of $M$ using the explicit isomorphism between standard cohomology of $M$ and Floer homology for a given Hamiltonian function $H$. It is shown that these homologically visible critical levels depend continuously on $H$ in the $C^{0}$-norm.

In Section 3 we analyze more closely the action spectrum, i.e., the critical levels of the action functional for a given Hamiltonian and we show that these levels are already uniquely associated to the Hamiltonian equivalence class $\phi=[H] \in \widetilde{\operatorname{Ham}}(M, \omega)$ and do not depend on the specific Hamiltonian provided that we use a suitable normalization. We consider a more intrinsic version of Floer homology. Namely, Floer homology is already canonically associated to the automorphism $\phi \in \widetilde{\operatorname{Ham}}_{\mathrm{reg}}(M, \omega)$ such that we still have the filtration by the action functional. This requires methods of $J$ holomorphic sections in symplectic fibre bundles over Riemann surface which are used by P. Seidel in [22], where a monodromy action of $\pi_{1}(\operatorname{Ham}(M, \omega))$ on this intrinsically defined Floer homology is analyzed.

Using these methods, we obtain in Section 4 a concise proof for the "sharp energy estimate" for the pair-of-pants multiplication on Floer homology.

This estimate expresses the compatibility of symplectic homology with this multiplication provided that it is viewed as a product

$$
H F_{*}(\phi) \times H F_{*}(\psi) \rightarrow H F_{*}(\phi \psi) .
$$

The result of this estimate is the nontrivial fact that the nonnegative function $\gamma: \operatorname{Ham}(M, \omega) \rightarrow \mathbb{R}$ satisfies the triangle inequality. As a consequence of the pair-of-pants multiplication we also obtain the continuity of the sections $c(\alpha)$ with respect to Hofer's metric.

In the last section we draw conclusions from the constructed metric $\gamma$. We define the $\gamma$-capacity, compare it to the $\pi_{1}$-sensitive Hofer-Zehnder capacity and deduce the results on the infinite number of periodic points.
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## 2. Symplectic homology and critical levels for the Hamiltonian action.

2.1. Symplectic homology. Let $(M, \omega)$ be a closed symplectically aspherical manifold, i.e., satisfying condition (A). Throughout this section we assume $H: S^{1} \times M \rightarrow \mathbb{R}$ to be a regular Hamiltonian, i.e., every fixed point $x \in \operatorname{Fix} \phi_{H}^{1}$ is non-degenerate, where $\phi_{H}^{1}: \mathbb{R} \times M \rightarrow M$ is the time-1-map for the flow of the non-autonomous Hamiltonian vector field $X_{H}$ defined by

$$
\omega\left(X_{H}, \cdot\right)=-d H
$$

Denoting the space of contractible free loops by $\Omega^{o}(M) \subset C^{\infty}(\mathbb{R} / \mathbb{Z}, M)$ we define the set of 1-periodic contractible solutions of the Hamilton equation by

$$
\mathcal{P}_{1}(H)=\left\{x \in \Omega^{o}(M) \mid \dot{x}(t)=X_{H}(t, x)\right\} .
$$

We have $\mathcal{P}_{1}(H)=\operatorname{Crit} \mathcal{A}_{H}$ for the action functional

$$
\mathcal{A}_{H}(x)=\int_{D^{2}} \bar{x}^{*} \omega-\int_{S^{1}} H(t, x) d t
$$

where $\bar{x}: D^{2} \rightarrow M$ is any extension of $x$ to the unit disk. Note that $\mathcal{A}_{H}$ is real-valued due to assumption (A). In view of the same condition we have the integral grading by the Conley-Zehnder index $\mu: \mathcal{P}_{1}(H) \rightarrow \mathbb{Z}$, where we choose the normalization such that for an autonomous $C^{2}$-small Morse function $H$ we have $\mu(x)=n-\mu_{\text {Morse }}(x)$ for stationary $x \in \mathcal{P}_{1}(H)=$ Crit $H$, cf. [17].

Given a generic $\omega$-compatible $S^{1}$-dependent almost complex structure $J(t, p),(t, p) \in S^{1} \times M$, i.e., $\omega \circ(\mathrm{id} \times J)=g_{J}$ is a Riemannian metric on $T M \rightarrow S^{1} \times M$, we obtain the moduli spaces of Floer trajectories with the component-wise structure of a smooth manifold

$$
\begin{gathered}
\mathcal{M}_{y, x}(J, H)=\left\{u: \mathbb{R} \times S^{1} \rightarrow M \mid \partial_{s} u+J(t, u)\left(\partial_{t} u-X_{H}(t, u)\right)=0\right. \\
u(-\infty, \cdot)=y, u(+\infty, \cdot)=x\}
\end{gathered}
$$

where $u( \pm \infty, \cdot)$ denotes the uniform limit in $C^{0}\left(S^{1}, M\right)$ as $s \rightarrow \pm \infty$. A standard computation in Floer theory is:

Lemma 2.1. The dimension satisfies $\operatorname{dim} \mathcal{M}_{y, x}(J, H)=\mu(x)-\mu(y)$ and for $u \in \mathcal{M}_{y, x}(J, H)$ we have

$$
E(u) \stackrel{\text { def }}{=} \int_{-\infty}^{\infty} \int_{0}^{1}\left|\partial_{s} u\right|^{2} d s d t=\mathcal{A}_{H}(x)-\mathcal{A}_{H}(y) \geq 0
$$

In particular, if the flow energy $E(u)$ vanishes then $x \equiv y$ and $u(s, t)=x(t)$ for all $(s, t) \in \mathbb{R} \times S^{1}$.

Heuristically, in view of the chosen sign conventions, the Floer trajectories correspond to the positive gradient flow of $\mathcal{A}_{H}$.

The full Floer homology is based on the chain complex obtained from the $\mathbb{Z}$-module $C_{*}(H)=\operatorname{Crit}_{*} \mathcal{A}_{H} \otimes \mathbb{Z}$ which is graded by $\mu$. The boundary operator is defined as

$$
\begin{gathered}
\partial: C_{k}(H) \rightarrow C_{k-1}(H), \\
\partial x=\sum_{\mu(y)=k-1} \#_{\mathrm{alg}} \widehat{\mathcal{M}}_{y, x}(J, H) y
\end{gathered}
$$

where $\#$ alg denotes counting the finitely many unparameterized Floer trajectories with sign determined by a coherent orientation, cf. [3]. Here, $\widehat{\mathcal{M}}_{y, x}=\mathcal{M}_{y, x} / \mathbb{R}$ is the space of unparameterized trajectories after dividing out the free $\mathbb{R}$-action from shifting the trajectories in the $s$-variable. Floer's central theorem is that $\partial \circ \partial=0$ and that the thus defined homology

$$
H F_{*}(J, H)=H_{*}\left(C_{*}(H), \partial(J, H)\right)
$$

is canonically isomorphic to the singular cohomology of $M$.
Symplectic homology was developed by Floer and Hofer, cf. [4] using the additional filtration of the complex $C_{*}(H)$ by the action functional.

Definition 2.2. For any $a \in \mathbb{R}$ we define the the $\mathbb{Z}$-module

$$
C_{k}^{a}(H)=\left\{\sum_{\mu(x)=k} a_{x} x \in C_{k}(H) \mid a_{x}=0 \quad \text { for } \quad \mathcal{A}_{H}(x)>a\right\}
$$

In view of Lemma 2.1, $\left(C_{*}^{a}(H), \partial\right)$ is obviously a sub-complex of $\left(C_{*}(H), \partial\right)$. Denoting $C_{*}^{(a, b]}(H)=C_{*}^{b}(H) / C_{*}^{a}(H)$ for $a<b$ we have the short exact sequence of chain complexes

$$
0 \rightarrow C_{*}^{a} \xrightarrow{i} C_{*}^{b} \xrightarrow{j} C_{*}^{(a, b]} \rightarrow 0, \quad a<b \leq \infty .
$$

We use the convention that $C_{*}^{\infty}(H)=C_{*}(H)$ and $C_{*}^{(-\infty, a]}=C_{*}^{a}$. Consequently we obtain for the homology groups

$$
H F_{*}^{(a, b]}=\left(C_{*}^{(a, b]}(H), \partial(J, H)\right)
$$

the long exact sequence associated to $-\infty \leq a<b<c \leq \infty$,

$$
\begin{equation*}
\ldots \rightarrow H F_{k+1}^{(b, c]} \xrightarrow{\partial_{*}} H F_{k}^{(a, b]} \xrightarrow{i_{*}} H F_{k}^{(a, c]} \xrightarrow{j_{*}} H F_{k}^{(b, c]} \xrightarrow{\partial_{*}} H F_{k-1}^{(a, b]} \rightarrow \ldots \tag{2}
\end{equation*}
$$

Lemma 2.3. It holds that $H F_{*}^{(-\infty, a]}(H)=\{0\}$ for $a \in \mathbb{R}$ small enough and $H F_{*}^{(b, \infty]}(H)=\{0\}$ for $b \in \mathbb{R}$ large enough.
Proof. This follows immediately from the regularity of $H$ which implies that $\mathcal{P}_{1}(H)$ is finite. So, choose $a<\min \left\{\mathcal{A}_{H}(x) \mid x \in \mathcal{P}_{1}(H)\right\}$ and $b>$ $\max \left\{\mathcal{A}_{H}(x) \mid x \in \mathcal{P}_{1}(H)\right\}$.

Let us now analyze within the context of symplectic homology the concrete realization of the canonical isomorphism between Floer homology and singular cohomology which was introduced in [16]. We first define the isomorphism

$$
\Phi: H^{k}(M) \stackrel{\cong}{\cong} H F_{n-k}^{(-\infty, \infty]}(H) .
$$

We represent the standard cohomology of $M$ in terms of Morse cohomology, see [19]. That is, let $f$ be an auxiliary Morse function on $M$ and $g$ a generic Riemannian metric. We choose a smooth cut-off function

$$
\beta^{-}(s)= \begin{cases}1, & s \leq-1 \\ 0, & s \geq-\frac{1}{2}\end{cases}
$$

and define the solution spaces of mixed type associated to $x \in \operatorname{Crit}_{k} f=$ $\left\{x \in \operatorname{Crit} f \mid \mu_{\text {Morse }}(x)=k\right\}$ and $y \in \mathcal{P}_{1}(H)$,

$$
\begin{aligned}
\mathcal{M}_{y ; x}^{-}(H, J ; f)=\{(u, \gamma) \mid & u: \mathbb{R} \times S^{1} \rightarrow M, \gamma:[0, \infty) \rightarrow M \\
& \partial_{s} u+J\left(\partial_{t} u-\beta^{-}(s) X_{H}(u)\right)=0 \\
& \int_{-\infty}^{\infty}\left|\partial_{s} u\right|^{2} d s d t<\infty, \dot{\gamma}+\nabla_{g} f \circ \gamma=0, \\
& u(-\infty)=y, \quad u(+\infty)=\gamma(0), \quad \gamma(+\infty)=x\}
\end{aligned}
$$

Note that the condition of finite flow energy of $u$ together with the cut-off function $\beta^{-}$in the perturbed Cauchy-Riemann equation implies by removable singularities that $u$ has a continuous extension to $u(+\infty)$. For regularity, we have to allow even explicit dependence of $J$ on the variable $s \in \mathbb{R}$ in order that for a generic $J, f$ and $g, \mathcal{M}_{y ; x}^{-}$is again component-wise a manifold of dimension

$$
\operatorname{dim} \mathcal{M}_{y ; x}^{-}(H, J ; f, g)=n-\mu_{\text {Morse }}(x)-\mu(y)
$$

(See also [20].) Moreover, in view of (A) and standard bubbling-off analysis these solution spaces are compact in dimension 0 , i.e., finite and the following $\mathbb{Z}$-module homomorphism is well-defined,

$$
\begin{align*}
& \Phi_{\bullet}: C^{k}(f) \rightarrow C_{n-k}(H) \\
& \Phi_{\bullet}(x)=\sum_{\mu(y)+\mu_{\text {Morse }}(x)=n} \# \operatorname{alg} \mathcal{M}_{y ; x}^{-}(H, J ; f, g) y . \tag{3}
\end{align*}
$$

A theorem analogous to Floer's central theorem states that $\Phi_{\bullet}$ commutes with the boundary operator $\partial(H, J)$ on $C_{*}(H)$ and the coboundary operator of the Morse cochain complex associated to $f$ and $g$. Hence we obtain the induced homomorphism

$$
\Phi: H^{k}(M) \rightarrow H F_{n-k}(H, J)
$$

Details are carried out in [18]. There it is shown that $\Phi$ is indeed an isomorphism. We have an analogous representation of $\Phi^{-1}$. Define in the reversed order for $x \in$ Crit $f$ and $y \in \mathcal{P}_{1}(H)$

$$
\begin{aligned}
\mathcal{M}_{x ; y}^{+}(H, J ; f)=\{(\gamma, u) \mid & u: \mathbb{R} \times S^{1} \rightarrow M, \gamma:(-\infty, 0] \rightarrow M \\
& \partial_{s} u+J\left(\partial_{t} u-\beta^{-}(-s) X_{H}(u)\right)=0 \\
& \int_{-\infty}^{\infty}\left|\partial_{s} u\right|^{2} d s d t<\infty, \dot{\gamma}+\nabla_{g} f \circ \gamma=0 \\
& \gamma(-\infty)=x, \quad \gamma(0)=u(-\infty), \quad u(+\infty)=y
\end{aligned}
$$

This implies for generic $J, f$ and $g$ manifolds of dimension $\mu(y)+\mu_{\text {Morse }}(x)-$ $n$, so that we obtain

$$
\begin{align*}
& \Psi_{\bullet}: C_{k}(H) \rightarrow C^{n-k}(f) \\
& \Psi_{\bullet}(y)=\sum_{\mu(y)+\mu_{\text {Morse }}(x)=n} \# \operatorname{alg} \mathcal{M}_{x ; y}^{+}(H, J ; f, g) x \tag{4}
\end{align*}
$$

In $[\mathbf{1 6}]$ it is shown that the induced homomorphism

$$
\Psi: H F_{k}(H) \rightarrow H^{n-k}(M)
$$

equals $\Phi^{-1}$.
2.2. Critical levels of the action functional. Following an idea of Viterbo, which in [23] was used to define symplectic capacities via generating functions, we will associate critical levels $c(\alpha ; H)$ for the action functional $\mathcal{A}_{H}$ associated to given cohomology classes $\alpha$ in $M$. The same idea was also employed in [14].
Definition 2.4. Given the Hamiltonian $H: S^{1} \times M \rightarrow \mathbb{R}$ we define

$$
\begin{aligned}
E_{+}(H) & =-\int_{0}^{1} \inf _{M} H(t, \cdot) d t, \\
E_{-}(H) & =-\int_{0}^{1} \sup _{M} H(t, \cdot) d t, \\
\text { and } \quad\|H\| & =E_{+}(H)-E_{-}(H) .
\end{aligned}
$$

Note that $\|H\|$ is a semi-norm with $\|H-K\| \leq\|H-K\|_{C^{0}\left(M \times S^{1}\right)}$. Consider now $x \in \operatorname{Crit}_{k}(f)$ and $\Phi_{\bullet}(x)=\sum_{\mu(y)=n-k} a_{y} y$. It is a straightforward computation (compare the energy estimate, Lemma 4.1 in [21] and the proof of Lemma 2.12) to show that

$$
\begin{equation*}
\mathcal{A}_{H}(y) \leq E_{+}(H) \quad \text { for } a_{y} \neq 0 \tag{5}
\end{equation*}
$$

Analogously, we have

$$
\begin{equation*}
\mathcal{A}_{H}(y) \geq E_{-}(H) \quad \text { whenever } \Psi \bullet(y) \neq 0 . \tag{6}
\end{equation*}
$$

This shows:
Lemma 2.5. The isomorphisms $\Phi$ and $\Psi$ factorize as
$\Phi: H^{k}(M) \xrightarrow{\tilde{\Phi}} H F_{n-k}^{\left(-\infty, E_{+}(H)\right]}(H) \xrightarrow{i_{*}} H F_{n-k}(H)$,
$\Psi: H F_{k}(H) \xrightarrow{j_{*}} H F_{k}^{(E-(H)-\epsilon, \infty]} \xrightarrow{\tilde{\Psi}} H^{n-k}(M)$, for all $\epsilon>0$.
Consider the diagram for given $a \in \mathbb{R}$

$$
H F_{n-k}^{(-\infty, a]}(H) \xrightarrow{H^{k}(M)} H F_{n-k}^{(-\infty, \infty]}(H) \xrightarrow{i_{*}^{a}} H F_{n-k}^{(a, \infty]}(H)
$$

In other terms, Lemma 2.5 says that

$$
\begin{cases}j_{*}^{a} \circ \Phi=0, \text { i.e., } \operatorname{im} \Phi \subset \operatorname{im} i_{*}^{a}, & \text { if } a \geq E_{+}(H),  \tag{7}\\ \Psi \circ i_{*}^{a}=0, \text { i.e., } \operatorname{im} \Phi \cap \operatorname{im} i_{*}^{a}=\{0\} & \text { if } a<E_{-}(H) .\end{cases}
$$

This lends itself to the following definition:

Definition 2.6. Given any nonzero cohomology class $\alpha \in H^{*}(M)$ we define

$$
c(\alpha ; H)=\inf \left\{a \in \mathbb{R} \mid j_{*}^{a}(\Phi(\alpha))=0\right\}
$$

In view of Lemma 2.5 and (7) the $c(\alpha ; H)$ are finite real numbers which are obviously critical values of $\mathcal{A}_{H}$. They satisfy

$$
\begin{equation*}
E_{-}(H) \leq c(\alpha ; H) \leq E_{+}(H) \quad \text { for all } 0 \neq \alpha \in H^{*}(M) \tag{8}
\end{equation*}
$$

In the following we discuss the behaviour of $c(\alpha ; H)$ with respect to variations of $H$ leading to first continuity properties, and with respect to variations of $\alpha$, in terms of the cohomology ring structure on $H^{*}(M)$.
2.3. The cap-action of $H^{*}(M)$. Let us recall from [2] the definition of the cap-action

$$
\begin{equation*}
\cap: H^{l}(M) \times H F_{k}(H) \rightarrow H F_{k-l}(H) \tag{9}
\end{equation*}
$$

Given a generic Morse function $f$ and a Riemannian metric $g$ as above we denote for a critical point $x \in \operatorname{Crit} f$

$$
W_{x}^{s}(f)=\left\{\gamma:[0, \infty) \rightarrow M \mid \dot{\gamma}+\nabla_{g} f \circ \gamma=0, \gamma(+\infty)=x\right\}
$$

Recall the definition of the Floer trajectory space $\mathcal{M}_{z, y}(J, H)$ from above. Given $y, z \in \mathcal{P}_{1}(H)$ we set

$$
\mathcal{M}_{z ; x ; y}(H, J ; f, g)=\left\{(u, \gamma) \in \mathcal{M}_{z, y} \times W_{x}^{s} \mid u(0,0)=\gamma(0)\right\}
$$

As before, for generic $J, f$ and $g$, this is a manifold of dimension

$$
\operatorname{dim} \mathcal{M}_{z ; x ; y}=\mu(y)-\mu(z)-\mu_{\mathrm{Morse}}(x)
$$

compact in dimension 0 . Thus, we can define

$$
\begin{gathered}
\cap: C^{l}(f) \times C_{k}(H) \rightarrow C_{k-l}(H), \\
x \cap y=\sum_{\mu(z)=\mu(y)-\mu_{\mathrm{Morse}}} \# \operatorname{alg} \mathcal{M}_{z ; x ; y}(H ; f) z .
\end{gathered}
$$

Again, $\cap$ commutes with the boundary operators in the standard way so that we obtain the cap-action (9) of the standard cohomology ring $H^{*}(M)$ on Floer homology. The first of the following crucial relations is essentially due to Floer and has been studied in full details in $[\mathbf{1 3}]$.

## Proposition 2.7.

1) The operation $\cap$ is a ring operation, i.e.,

$$
(u \cap \alpha) \cap \beta=u \cap(\alpha \cup \beta)
$$

for all $\alpha, \beta \in H^{*}(M), u \in H F_{*}(H)$.
2) It is compatible with the isomorphism $\Phi: H^{*}(M) \rightarrow H F_{*}(H)$,

$$
\Phi(\alpha) \cap \beta=\Phi(\alpha \cup \beta)
$$

The proof of the second property is carried out in [18].
It should be no surprise that this cap-action is also compatible with the refined structure as symplectic homology. We have:

Lemma 2.8. For generic $J, f$ and $g$ and $\mu_{\text {Morse }}(x)>0$, a non-empty solution space $\mathcal{M}_{z ; x ; y}(H, J ; f, g)$ implies

$$
\mathcal{A}_{H}(z) \leq \mathcal{A}_{H}(y)-\epsilon(H)
$$

with $0<\epsilon(H) \stackrel{\text { def }}{=} \min \left\{0<\mathcal{A}_{H}(y)-\mathcal{A}_{H}(z) \mid y, z \in \mathcal{P}_{1}(H)\right\}$.
Proof. Suppose the assertion is not true. By definition of $\epsilon(H)$ we have $\mathcal{A}_{H}(y)=\mathcal{A}_{H}(z)$. Hence, due to Lemma 2.1, $u \in \mathcal{M}_{z, y}$ must be constant, i.e., $u(0,0)=y(0)=z(0) \in \operatorname{Fix} \phi_{H}^{1}$. However, $u(0,0) \in W_{x}^{s}(f, g)$, but for generic $f$ and $g, W_{x}^{s}$ is a manifold of codimension at least 1 and does not intersect the finite set Fix $\phi_{H}^{1}$.

We obtain:
Proposition 2.9. Given $\alpha, \beta \in H^{*}(M)$ with $\alpha \cup \beta \neq 0$ and $\beta \neq 1$ we have the estimate

$$
c(\alpha \cup \beta ; H) \leq c(\alpha ; H)-\epsilon(H),
$$

in particular, $c(\alpha \cup \beta ; H)<c(\alpha ; H)$.
Proof. In view of the definition of $c(\cdot ; H)$ suppose that $j_{*}^{a}(\Phi(\alpha))=0$. Due to Lemma 2.8 it follows that $\Phi(\alpha) \cap \beta \in \operatorname{im} i_{*}^{a-\epsilon(H)}$. Hence by Proposition 2.7 we have $j_{*}^{a-\epsilon(H)}(\Phi(\alpha \cup \beta))$.

We have the following a priori estimate for the critical levels $c(\alpha ; H)$, compare (8).

Proposition 2.10. Let $1 \in H^{0}(M)$ and $[M] \in H^{2 n}(M)$ be the two canonical classes in the ring $H^{*}(M)$. We have

$$
E_{-}(H) \leq c([M] ; H)<c(1 ; H) \leq E_{+}(H),
$$

in particular,

$$
c([M] ; H)<c(\alpha ; H)<c(1 ; H) \quad \text { for any } \alpha \in H^{k}(M), 0<k<2 n .
$$

The upper estimate follows directly from Proposition 2.9, the lower estimate is due to the Poincaré duality which will be discussed below.

Following Viterbo in [23] we can make the following:
Definition 2.11. Given any regular Hamiltonian $H$ we define the positive number $\gamma(H)$,

$$
0<\epsilon(H) \leq \gamma(H) \stackrel{\text { def }}{=} c(1 ; H)-c([M] ; H) \leq\|H\| .
$$

2.4. First continuity properties. Let $H$ and $K$ be any two Hamiltonians and consider the associated canonical isomorphism between the associated Floer homologies (cf. [17], [20])

$$
\Phi_{K H}: H F_{*}(H) \xrightarrow{\cong} H F_{*}(K)
$$

Namely, we choose a monotone increasing smooth cut-off function $\beta(s)$, say $\beta(s)=0$ for $s \leq-1$ and $\beta(s)=1$ for $s \geq 1$, and we define the homotopy of Hamiltonians

$$
G_{s}(t, x)=K(t, x)+\beta(s)(H(t, x)-K(t, x))
$$

Given $y \in \mathcal{P}_{1}(K)$ and $x \in \mathcal{P}_{1}(H)$ we recall the associated moduli space of homotopy trajectories
$\mathcal{M}_{y, x}\left(G_{s}, J\right)=\left\{u \mid \partial_{s} u+J\left(\partial_{t} u-X_{G_{s}}(u)\right)=0, u(-\infty)=y, u(+\infty)=x\right\}$.
We have the following energy estimate.
Lemma 2.12. If $u \in \mathcal{M}_{y, x}\left(G_{s}\right)$ then

$$
\mathcal{A}_{K}(y) \leq \mathcal{A}_{H}(x)+E^{+}(H-K)
$$

Recall the definition of $E^{+}(f)=-E^{-}(-f)$ in 2.4.
Proof. A simple computation shows

$$
\begin{aligned}
0 & \leq \int_{-\infty}^{\infty} \int_{0}^{1}\left|\partial_{s} u\right|^{2} d s d t=\iint_{\mathbb{R} \times S^{1}} u^{*} \omega-\int_{-\infty}^{\infty} \int_{0}^{1} \omega\left(u_{s}, X_{G_{s}}\right) d s d t \\
& =\mathcal{A}_{H}(x)-\mathcal{A}_{K}(y)+\int_{-\infty}^{\infty} \beta^{\prime}(s) \int_{0}^{1}(H(t, u(s, t))-K(t, u(s, t))) d t d s \\
& \leq \mathcal{A}_{H}(x)-\mathcal{A}_{K}(y)+\int_{0}^{1} \sup _{p}(H(t, p)-K(t, p)) d t
\end{aligned}
$$

Thus it follows that the canonical homomorphism is already defined as

$$
\Phi_{K H}: H F_{*}^{(-\infty, a]}(H) \rightarrow H F_{*}^{\left(-\infty, a+E^{+}(H-K)\right]}(K)
$$

What is more, it is compatible with the long exact sequence of symplectic homology (2), i.e., we have the commutative diagram with $e^{+}=E^{+}(H-K)$,

$$
\begin{array}{cccc}
H F^{(-\infty, a]}(H) & \xrightarrow{i_{*}^{a}} H F^{(-\infty, \infty)}(H) \xrightarrow{j_{*}^{a}} & H F^{(a, \infty]}(H) & \xrightarrow{\partial_{*}}  \tag{10}\\
\Phi_{K H} & \cong \Phi_{K H} & & \\
H F^{\left(-\infty, a+e^{+}\right]}(K) \xrightarrow{i_{*}^{a+e^{+}}} H F^{(-\infty, \infty)}(K) \xrightarrow{j_{*}^{a+e^{+}}} & H F^{\left(a+e^{+}, \infty\right]}(K) \xrightarrow{\partial_{*}} .
\end{array}
$$

Moreover, recall from the explicit isomorphism between Morse homology and Floer homology that for $\Phi_{H}: H^{*}(M) \xrightarrow{\cong} H F_{n-*}(H)$ we have

$$
\begin{equation*}
\Phi_{K}=\Phi_{K H} \circ \Phi_{H} \tag{11}
\end{equation*}
$$

Thus, if $j_{*}^{a}\left(\Phi_{H}(\alpha)\right)=0$ for some $\alpha \in H^{*}(M)$ and $a \in \mathbb{R}$ it follows by (10) and (11) that also $j_{*}^{a+e^{+}}\left(\Phi_{K}(\alpha)\right)=0$. We obtain:

Lemma 2.13. For any two Hamiltonians $H$ and $K$ and any nonzero cohomology class $\alpha \in H^{*}(M)$ we have the estimate

$$
c(\alpha ; K) \leq c(\alpha ; H)+E^{+}(H-K) .
$$

This immediately implies the property that the map $H \mapsto c(\alpha ; H) \in$ $\sigma\left(\phi_{H}^{1}\right) \subset \mathbb{R}$ is continuous with respect to the semi-norm

$$
\|H\|=\int_{0}^{1} \operatorname{osc}_{x} H(t, x) d t=E_{+}(H)-E_{-}(H),
$$

namely

$$
\begin{equation*}
|c(\alpha ; H)-c(\alpha ; K)| \leq\|H-K\| \tag{12}
\end{equation*}
$$

for each $0 \neq \alpha \in H^{*}(M)$. By this first continuity result we see that $c(\alpha, H)$ is in fact well-defined for all Hamiltonians. Denoting by $\mathcal{H}$ the set of all Hamiltonians and by $\mathcal{H}_{\text {reg }}$ the dense subset of regular ones we have:

Proposition 2.14. We have a well-defined function

$$
c: H^{*}(M) \backslash\{0\} \times \mathcal{H} \rightarrow \mathbb{R}, \quad(\alpha, H) \mapsto c(\alpha, H)
$$

which is continuous in $H$ with respect to the semi-norm $\|H\|$.
Proof. This follows immediately from (12) recalling from [17] that $\mathcal{H}_{\text {reg }} \subset \mathcal{H}$ is $C^{0}$-dense

From now on we do not assume regularity of $H$ without further notice.

## 3. The action spectrum.

The fact known for $\left(\mathbb{R}^{2 n}, \omega_{o}\right)$ that the action spectrum is well-defined already for a Hamiltonian automorphism with compact support regardless of the chosen Hamiltonian will now be transfered to the case of a symplectically aspherical closed manifold. However, a priori we have to lift the analysis to the universal covering of $\operatorname{Ham}(M, \omega)$. Choosing a suitable normalization for the generating Hamiltonian functions $H$ we observe that the above functions $c(\alpha, \cdot)$ are uniquely defined on this covering group and we will finally show that they are continuous sections in the so-called action spectrum bundle
over $\widetilde{\operatorname{Ham}}(M, \omega)$ with respect to Hofer's bi-invariant metric. Recall the definition of this metric on $\operatorname{Ham}(M, \omega)$,

$$
\begin{gathered}
d_{H}(\phi, \psi)=d_{H}\left(\phi \psi^{-1}, \mathrm{id}\right), \quad d_{H}(\phi, \operatorname{id})=\inf \left\{\|H\| \mid \phi=\phi_{H}^{1}\right\}, \\
\|H\|=\int_{0}^{1} \underset{\substack{\text { osc } \\
x \in M}}{ } H(t, x) d t .
\end{gathered}
$$

From now on we assume that the symplectic manifold $M$ is connected and that $\left(\operatorname{Ham}(M, \omega), d_{H}\right)$ is the topological group with Hofer's bi-invariant metric.
3.1. The action spectrum bundle. Let $H$ and $K$ be two Hamiltonians which generate the same symplectomorphism,

$$
\phi_{H}^{1}=\phi_{K}^{1} \stackrel{\text { def }}{=} \phi .
$$

Without loss of generality we can assume that $H(1, \cdot)=K(1, \cdot)=0$. Namely, replace $H$ by $H_{\alpha}(t, \cdot)=\alpha^{\prime}(t) H(\alpha(t), \cdot)$ where $\alpha$ is any monotone map $\alpha:[0,1] \rightarrow[0,1]$ satisfying $\alpha(0)=0, \alpha(1)=1$ and $\alpha^{\prime}$ has compact support in $(0,1)$. Consider the loop in $\operatorname{Ham}(M, \omega)$ based at the identity

$$
g_{t}= \begin{cases}\phi_{H}^{t}, & 0 \leq t \leq 1,  \tag{13}\\ \phi_{K}^{2-t}, & 1 \leq t \leq 2 .\end{cases}
$$

Clearly, $g_{t}$ is the flow associated to the Hamiltonian

$$
\varphi^{t}=\phi_{G}^{t}, \quad G(t, \cdot)= \begin{cases}H(t, \cdot), & 0 \leq t \leq 1 \\ -K(2-t, \cdot), & 1 \leq t \leq 2\end{cases}
$$

Let $\chi: M \rightarrow \Omega(M)$ be the induced continuous map into the free loop space $\chi(p)=\left(g_{t}(p)\right)_{t \in[0,2]}$. Thus, $\chi\left(p_{o}\right)$ is contractible exactly if all $\chi(p)$ are contractible. From Floer theory we know that for any $k$-periodic Hamiltonian function $G(t+k, p)=G(t, p)$ there exists at least one contractible $k$-periodic solution of the associated Hamiltonian equation. Therefore the map $\chi$ has its image in the component of contractible loops and we obtain:

Proposition 3.1. Given any two Hamiltonians $H$ and $K$ generating the same symplectomorphism $\phi_{H}^{1}=\phi_{K}^{1}$, there is a canonical identification of the contractible 1-periodic solutions

$$
\mathcal{P}_{1}(H) \cong \mathcal{P}_{1}(K) \neq \emptyset .
$$

Hence, we can define for $\phi \in \operatorname{Ham}(M, \omega)$

$$
\begin{equation*}
\operatorname{Fix}^{o}(\phi)=\left\{x(0) \mid x \in \mathcal{P}_{1}(H), \phi=\phi_{H}^{1}\right\} . \tag{14}
\end{equation*}
$$

In the following we use the same notation for $x \in \operatorname{Fix}^{o}\left(\phi_{H}^{1}\right)$ and $x \in \mathcal{P}_{1}(H)$.

In order to associate a well-defined action already to the fixed point $x \in$ $\operatorname{Fix}^{o}(\phi)$ we consider the following function $I_{g}: M \rightarrow \mathbb{R}$. Let $g:[0,1] \rightarrow$ $\operatorname{Ham}(M, \omega)$ be a closed loop based at the identity

$$
g_{0}=g_{1}, \quad g_{t}=\phi_{G}^{t}, \quad G(t+1, p)=G(t, p) .
$$

Given any $p \in M$ denote by $\widetilde{g_{t}(p)}$ an extension of the contractible loop to the unit disk. Since $\omega_{\mid \pi_{2}}=0$, the function

$$
I(g, p)=\int_{D^{2}}{\widetilde{g_{t}(p)}}^{*} \omega-\int_{0}^{1} G\left(t, g_{t}(p)\right) d t
$$

is well-defined.
Definition 3.2. We call a Hamiltonian function $H: \mathbb{R} \times M \rightarrow \mathbb{R}$ normalized if

$$
\int_{M} H(t, \cdot) \omega^{n}=0 \quad \text { for all } t \in \mathbb{R}
$$

Obviously, for any Hamiltonian isotopy $\phi_{H}^{t}, H$ can be normalized,

$$
\begin{equation*}
H_{\mathrm{norm}}(t, x)=H(t, x)-\frac{1}{\int_{M} \omega^{n}} \int_{M} H(t, \cdot) \omega^{n}, \tag{15}
\end{equation*}
$$

and the action changes by a constant,

$$
\mathcal{A}_{H}=\mathcal{A}_{H_{\mathrm{norm}}}-\int_{0}^{1} \int_{M} H(t, x) \omega^{n} d t .
$$

Lemma 3.3. The function $I(g, p)$ does not depend on $p \in M$ and $I(g)$ is invariant under homotopies of the loopg if the Hamiltonian $G$ is homotoped through normalized functions.

Proof. Let $s \mapsto p(s), s \in(-\epsilon, \epsilon)$ be any differentiable arc with $p^{\prime}(0)=\xi$, then

$$
\begin{aligned}
\left.\frac{d}{d s}(I(g, p(s)))\right|_{s=0}= & \int_{0}^{1} \omega\left(D g_{t}(p) \xi, X_{G}\left(t, g_{t}(p)\right)\right) d t \\
& -\int_{0}^{1} d G\left(t, g_{t}(p)\right) \circ D g_{t}(p) \xi d t=0
\end{aligned}
$$

hence $I(g, p)=I(g)$ for all $p \in M$. Let $g_{s, t}=\phi_{G_{s}}^{t}, G(s, t+1, p)=G(s, t, p)$, $s \in(-\epsilon, \epsilon)$, be a 1-parameter family of Hamiltonian loops based at $\mathrm{id}_{M}$. Then a straightforward computation shows

$$
\frac{d}{d s}(I(g(s), p))=-\int_{0}^{1} \partial_{s} G\left(s, t, g_{s, t}(p)\right) d t \quad \text { f.a. } p \in M
$$

Integration over $M$ with respect to $\omega^{n}$ shows that $\frac{d}{d s} I(g(s))=0$.

Clearly, we obtain group homomorphisms

$$
\begin{equation*}
I: \pi_{1}(\operatorname{Ham}(M, \omega)) \rightarrow \mathbb{R} \tag{16}
\end{equation*}
$$

describing the obstruction to a well-defined action spectrum for each $\phi \in$ $\operatorname{Ham}(M, \omega)$.
Remark 3.4. If every element of $\pi_{1}(\operatorname{Ham}(M, \omega))$ is of finite order, then $I \equiv 0$. In general, if $\omega_{\mid \pi_{2}} \neq 0$, we only have $I: \pi_{1}(\operatorname{Ham}) \rightarrow \mathbb{R} / \omega\left(\pi_{2}(M)\right)$ and this argument fails.

Given any point $p_{o} \in M$ consider the evaluation map $\operatorname{ev}_{p_{o}}: \operatorname{Ham}(M, \omega) \rightarrow$ $M, \phi \mapsto \phi\left(p_{o}\right)$. Like in the proof of Proposition 3.1 we know that the induced homomorphism $\pi_{1}(\mathrm{Ham}, \mathrm{id}) \rightarrow \pi_{1}\left(M, p_{o}\right)$ vanishes, $\mathrm{ev}_{*}=0$. Moreover, $\mathrm{ev}_{p_{o}}$ is a locally trivial fibration with typical fibre $\operatorname{Ham}_{p_{o}}=\left\{\phi \in \operatorname{Ham} \mid \phi\left(p_{o}\right)=\right.$ $\left.p_{o}\right\}$. We obtain the exact homotopy sequence

$$
\ldots \rightarrow \pi_{2}\left(M, p_{o}\right) \rightarrow \pi_{1}\left(\operatorname{Ham}_{p_{o}}, \text { id }\right) \rightarrow \pi_{1}(\operatorname{Ham}, \mathrm{id}) \rightarrow 0
$$

We conclude:
Remark 3.5. For each $\{g\} \in \pi_{1}(\mathrm{Ham}, \mathrm{id})$ and $p_{o} \in M$ there exists a normalized generating Hamiltonian $G(t, p)$ such that $\nabla G\left(t, p_{o}\right)=0$ for all $t \in S^{1}$ and thus

$$
I(\{g\})=-\int_{0}^{1} G\left(t, p_{o}\right) d t
$$

Example 3.6. Consider $\left(S^{2}, \omega_{o}\right)$ with $\omega_{o}\left(S^{2}\right)=1$ and $\{g\} \in \operatorname{Ham}\left(S^{2}, \omega_{o}\right)=$ $\mathbb{Z}_{2}$ generated by the normalized autonomous Hamiltonian $G$ generating the rotation around the axis through the poles. Its values at the poles are $\pm 1 / 2$. Hence for the homomorphism $I: \mathbb{Z}_{2} \rightarrow \mathbb{R} / \mathbb{Z}$ we have $I(\{g\})=I(1)=1 / 2$ $(\bmod 1)$.

Let the Hamiltonians $H$ and $K$ generate the same automorphism $\phi_{H}^{1}=$ $\phi_{K}^{1}$. We call them equivalent, $H \sim K$ if there exists a homotopy $\left(G_{s}\right)_{s \in[0,1]}$ of Hamiltonians such that each $G_{s}$ generates the same automorphism, $\phi_{G_{s}}^{1}=$ $\phi_{H}^{1}=\phi_{K}^{1}$ for all $s \in[0,1]$. It is easy to see that the group of equivalence classes is the universal covering of $\operatorname{Ham}(M, \omega)$,

$$
\widetilde{\operatorname{Ham}}(M, \omega)=\{[H] \mid H \sim K, H, K \text { normalized }\} .
$$

From the previous analysis it follows that we obtain a well-defined action spectrum bundle over the group Ham,

$$
\Sigma=\bigcup_{\bar{\phi} \in \overparen{\text { Ham }}}\{\bar{\phi}\} \times \Sigma_{\bar{\phi}}, \quad \Sigma_{\bar{\phi}}=\left\{\mathcal{A}_{H}(x) \mid x \in \operatorname{Fix}^{o}\left(\phi_{H}^{1}\right), \bar{\phi}=[H]\right\}
$$

The action $\pi_{1}(\operatorname{Ham}) \times \widetilde{\operatorname{Ham}} \rightarrow \widetilde{\operatorname{Ham}},(\gamma, \bar{\phi}) \mapsto \gamma \bar{\phi}$ gives

$$
\mathcal{A}_{\gamma \bar{\phi}}(x)=\mathcal{A}_{\bar{\phi}}(x)+I(\gamma), \quad \text { for all } x \in \operatorname{Fix}^{o}(\phi), \phi=\pi(\bar{\phi})
$$

Analogously to the situation of compactly supported automorphisms of $\left(\mathbb{R}^{2 n}, \omega_{o}\right)$ as studied in $[8]$ we have:

Proposition 3.7. The action spectrum $\mathcal{A}_{\bar{\phi}} \subset \mathbb{R}$ is compact and nowhere dense.

Proof:
Lemma 3.8. The regular values of the Hamiltonian action functional $\mathcal{A}_{H}$ form a residual subset of $\mathbb{R}$.

Proof. We will construct a smooth function on a finite-dimensional manifold whose set of critical values contains all critical values of $\mathcal{A}_{H}$. Thus by Sard's theorem the claim follows.

Let $S_{2}=\mathbb{R} / 2 \mathbb{Z}$ and define the function $F: H^{1,2}\left(S_{2}, M\right) \rightarrow \mathbb{R}$,

$$
F(x)=\int_{D^{2}} \tilde{x}^{*} \omega-\int_{0}^{1} H(t, x(t)),
$$

where $D^{2}=\{z| | z \mid \leq 1\}, \tilde{x}: D^{2} \rightarrow M, \tilde{x}\left(e^{\pi i t}\right)=x(t), t \in[0,2]$. Its differential is given by

$$
d F(x)(\xi)=\int_{0}^{2}\left\langle-J\left(\dot{x}-\chi_{[0,1]} X_{H}(t, x(t))\right), \xi(t)\right\rangle d t
$$

for $\xi \in H^{1,2}\left(x^{*} T M\right)$. We obtain the embedding of the critical points of $\mathcal{A}_{H}$ into the critical set of $F$,

$$
i: \operatorname{Crit} \mathcal{A}_{H} \hookrightarrow \operatorname{Crit} F, \quad i(x)(t)= \begin{cases}x(t), & 0 \leq t \leq 1 \\ x(1), & 1 \leq t \leq 2\end{cases}
$$

with $\mathcal{A}_{H}(x)=F(i(x))$ for all $x \in \operatorname{Crit} \mathcal{A}_{H}$. Clearly, $i\left(\operatorname{Crit} \mathcal{A}_{H}\right) \subset$ $H^{1,2}\left(S_{2}, M\right)$ and $F$ is a smooth function.

Denote now by $U \subset T M$ the injectivity neighbourhood of the exponential map such that

$$
\exp : U \xrightarrow{\approx} V(\triangle) \subset M \times M, \quad \exp (p, v)=\left(p, \exp _{p}(v)\right) .
$$

We define the mapping $c: X \rightarrow H^{1,2}\left(S_{2}, M\right)$ on the open subset $X=\{x \in$ $\left.M \mid\left(x, \phi_{H}^{1}(x)\right) \in U\right\}$ by

$$
c(p)(t)= \begin{cases}\phi_{H}^{t}(p), & 0 \leq t \leq 1, \\ \exp _{p}\left((2-t) \exp ^{-1}\left(p, \phi_{H}^{1}(p)\right)\right), & 1 \leq t \leq 2\end{cases}
$$

The mapping $c$ is smooth and we have $c(x(0))=i(x)$ for all $x \in \operatorname{Crit} \mathcal{A}_{H}$. Defining

$$
f: X \rightarrow \mathbb{R}, \quad f(p)=F(c(p))
$$

we conclude that the critical values of $\mathcal{A}_{H}$ form a subset of the critical values of the smooth function $f$.

The proof of Proposition 3.7 follows immediately from this Lemma and the compactness of the set of critical points of $\mathcal{A}_{H}$ since it can be identified with the fixed point set $\operatorname{Fix}^{\circ}(\phi) \subset M$.

We now conclude that $c(\alpha ; H)$ only depends on the equivalence class $[H] \in$ $\widetilde{\operatorname{Ham}}(M, \omega)$. Consider $H$ and $K$ such that there exists a homotopy $H \stackrel{G_{s}}{\sim} K$, that is $\left(G_{s}\right)_{s \in[0,1]}$, with $\phi_{H}^{1}=\phi_{G_{s}}^{1}=\phi_{K}^{1}$ for all $s \in[0,1]$. After subdividing $G_{s}$ in homotopies $\left(G_{s}\right), s \in\left[s_{i}, s_{i+1}\right], 0=s_{0}<s_{1}<\ldots<s_{N}=1$, we have

$$
\left|c\left(\alpha ; G_{s_{i+1}}\right)-c\left(\alpha ; G_{s_{i}}\right)\right| \leq\left\|G_{s_{i+1}}-G_{s_{i}}\right\| .
$$

Choosing the subdivision small enough we obtain in view of (12) and Proposition 3.7 that $c(\alpha ; H)=c(\alpha ; K)$. This idea of an adiabatic homotopy implies that $c(\alpha, \cdot)$ can be viewed as sections of the action spectrum bundle over Ham.

Proposition 3.9. For every nonzero cohomology class $\alpha \in H^{*}(M)$ we obtain a section $c(\alpha)$ of the action spectrum bundle $\Sigma \rightarrow \widetilde{\operatorname{Ham}}(M, \omega)$ which is continuous with respect to the Hofer-metric $d_{\tilde{H}}(\bar{\phi}, \mathrm{id})=\inf \{\|H\| \mid \bar{\phi}=[H]\}$ on the covering $\widetilde{\operatorname{Ham}}(M, \omega)$.

Note that the continuity does not follow directly from the $C^{0}$-continuity $H \mapsto c(\alpha ; H)$ as shown in Lemma 2.13. We will prove continuity in Corollary 4.10 below using an additional structure with respect to the pair-of-pants product.

Since the sections $c(\alpha)$ are only defined over the universal covering $\widetilde{\text { Ham it }}$ is important to determine the action of $\pi_{1}(\mathrm{Ham})$ on them. Let us introduce a more suitable description of Floer homology which has also been used by P. Seidel in $[\mathbf{2 2}]$ in order to study $\pi_{1}(\mathrm{Ham})$.
3.2. The intrinsic Floer homology. Let $\phi \in \operatorname{Ham}(M, \omega)$ be a given automorphism and consider the associated mapping torus as a symplectic fibre bundle over $S^{1}$,

$$
\begin{equation*}
M_{\phi}=\{(t, x) \in \mathbb{R} \times M\} /((t, \phi(x)) \sim(t+1, x)) \rightarrow S^{1} \tag{17}
\end{equation*}
$$

Obviously $\omega \in \Omega^{2}\left(M_{\phi}\right)$ is a closed 2-form and $(M, \omega)$ is the typical fibre. Consider now the following path space

$$
\mathcal{L}_{\phi}=\{x: \mathbb{R} \rightarrow M \mid \phi(x(t+1))=x(t)\},
$$

i.e., the space of sections in $M_{\phi} \rightarrow S^{1}$. We can view the nonempty point set of fixed points $\mathrm{Fix}^{\circ}(\phi)$ defined in (14), corresponding to contractible periodic solutions, as a subset of $\mathcal{L}_{\phi}$. In fact, it is contained entirely in one component of $\mathcal{L}_{\phi}$, and we define

$$
\begin{equation*}
\mathcal{L}_{\phi}^{o}=\left\{x \in \mathcal{L} \mid x \simeq x_{o}\right\}, \quad \text { for any } x_{o} \in \operatorname{Fix}^{o}(\phi) . \tag{18}
\end{equation*}
$$

Recall that the symplectic action was uniquely associated to an $\bar{\phi} \in \widetilde{\text { Ham }}$ with $\pi(\bar{\phi})=\phi$ and defined on the set $\operatorname{Fix}^{o}(\phi)$. For each $\bar{\phi}$ we have a welldefined extension to the component $\mathcal{L}_{\phi}^{o}$ by:

Proposition 3.10. For each $\bar{\phi} \in \widetilde{\text { Ham }}$ there exists a continuous extension of the Hamiltonian action $\mathcal{A}_{\bar{\phi}}$ to a continuous function $l_{\bar{\phi}}: \mathcal{L}_{\phi}^{o} \rightarrow \mathbb{R}$ such that for each differentiable ${ }^{1}$ path $\gamma:[0,1] \rightarrow \mathcal{L}_{\phi}^{o}$ it holds

$$
l_{\bar{\phi}}(\gamma(1))-l_{\bar{\phi}}(\gamma(0))=\int_{0}^{1} \int_{0}^{1} \gamma^{*} \omega
$$

Proof. Essentially, it satisfies to realize that given any two paths $\gamma, \bar{\gamma}:[0,1]$ $\rightarrow \mathcal{L}_{\phi}^{o}$ with coinciding ends, $\gamma(0)=\bar{\gamma}(0), \gamma(1)=\bar{\gamma}(1)$, we have

$$
\iint \gamma^{*} \omega=\iint \bar{\gamma}^{*} \omega
$$

This follows from $d \omega=0$ on $M_{\phi}, \omega_{\mid \pi_{2}(M)}=0$ and the fact that we restricted $\mathcal{L}_{\phi}$ to the component of sections which contains the fixed points from contractible periodic solutions. It remains to verify

$$
\begin{equation*}
\iint \gamma^{*} \omega=\mathcal{A}_{H}(\gamma(1))-\mathcal{A}_{H}(\gamma(0)) \tag{19}
\end{equation*}
$$

for a differentiable path between $x, y \in \operatorname{Fix}_{o}(\phi)$. Set $u(s, t)=\phi_{H}^{t}(\gamma(s, t))$, then clearly $u(s, t+1)=u(s, t)$ and one computes

$$
\begin{aligned}
\int_{0}^{1} \int_{0}^{1} u^{*} \omega & =\iint \omega\left(D \phi_{H}^{t} \gamma_{s}, D \phi_{H}^{t} \gamma_{t}+X_{H}(u)\right) d s d t \\
& =\iint \gamma^{*} \omega+\int_{0}^{1} H(t, u(1, t)) d t-\int_{0}^{1} H(t, u(0, t)) d t .
\end{aligned}
$$

This proves (19).
Recall the definition of the moduli space of Floer trajectories $\mathcal{M}_{x, y}$ associated to a Hamiltonian $H: M \times S^{1} \rightarrow \mathbb{R}$ and an $\omega$-calibrated almost complex structure $J$ on $T M \rightarrow M \times S^{1}$,

$$
\begin{gathered}
u: \mathbb{R} \times S^{1} \rightarrow M \\
u_{s}+J(t, u)\left[u_{t}-X_{H}(t, u)\right]=0 \\
\lim _{s \rightarrow-\infty} u(s, \cdot)=x, \lim _{s \rightarrow \infty} u(s, \cdot)=y
\end{gathered}
$$

where we consider $x, y \in \mathcal{P}_{1}(H)$.
In fact, Floer homology $H F_{*}$ is already uniquely associated to the symplectomorphism $\phi$, regardless of the generating Hamiltonian (for the grading,

[^1]see the remark below). Namely, we consider maps $v: \mathbb{R} \times \mathbb{R} \rightarrow M$, satisfying
\[

$$
\begin{gathered}
u(s, t)=\phi_{H}^{t}(v(s, t)), \text { i.e., } v(s, t)=\phi_{H}^{1}(v(s, t+1)) \\
v_{s}+\bar{J}_{H}(t, v) v_{t}=0 \\
\text { for } \bar{J}_{H}(t, v)=\left(D \phi_{H}^{t}\right)^{-1} J\left(t, \phi_{H}^{t}(v)\right) D \phi_{H}^{t} \\
\lim _{s \rightarrow-\infty} v(s, t)=x(0), \lim _{s \rightarrow \infty} v(s, t)=y(0), \quad \text { for all } t \in \mathbb{R}
\end{gathered}
$$
\]

We identify $v$ with the section $\bar{v}(s, t)=[s, t, v(s, t)]$ of $E=\mathbb{R} \times M_{\phi} \rightarrow \mathbb{R} \times S^{1}$. Let us now generalize this Cauchy-Riemann problem for such mappings $v$ by considering merely the time-1-map $\phi=\phi_{H}^{1}$ and

$$
\begin{align*}
& v: \mathbb{R} \times \mathbb{R} \rightarrow M, \quad v(s, t)=\phi(v(s, t+1)) \\
& v_{s}+\bar{J}(t, v) v_{t}=0, \quad v(-\infty, \cdot)=x(0), v(\infty, \cdot)=y(0)  \tag{20}\\
& \text { for } \bar{J} \text { satisfying } \quad D \phi^{-1}(v) J(t+1, \phi(v)) D \phi(v)=\bar{J}(t, v)
\end{align*}
$$

As in (19), we have for solutions with $\bar{J}=\bar{J}_{H}$

$$
\begin{equation*}
\iint_{\mathbb{R} \times S^{1}} \bar{v}^{*} \omega=\int_{-\infty}^{\infty} \int_{0}^{1}\left|v_{s}\right|_{J_{H}}^{2} d s d t=\mathcal{A}_{H}(y(0))-\mathcal{A}_{H}(x(0)) \tag{21}
\end{equation*}
$$

Moreover, as a corollary we obtain the improvement of (10):
Proposition 3.11. Given any two equivalent Hamiltonians $H \sim K$ generating $\bar{\phi} \in \widetilde{\text { Ham, the associated canonical homomorphism between the Floer }}$ homologies is compatible with the long exact sequence and respects the filtration by the action,

$$
\Phi_{K H}: H F_{*}^{a}(H) \rightarrow H F_{*}^{a}(K)
$$

Proof. We define now $\Phi_{K H}: C_{*}(H) \rightarrow C_{*}(K)$ by means of (20) where we allow the generic almost complex structure $\bar{J}$ on the fibre bundle $\mathbb{R} \times M_{\phi} \rightarrow$ $\mathbb{R} \times S^{1}$ to be explicitly $s$-dependent such that

$$
\bar{J}(s, \cdot)= \begin{cases}\bar{J}_{H}, & s \leq-T \\ \bar{J}_{K}, & s \geq T\end{cases}
$$

for some $T>0$. Observe that such a connecting $\bar{J}$ exists since the space of $\omega$-compatible almost complex structures on the fibre bundle is fibrewise contractible. By virtue of Proposition 3.10 it follows analogously to (7) that connecting trajectories between $y \in \mathcal{P}_{1}(H)$ and $x \in \mathcal{P}_{1}(K)$ solving

$$
\begin{equation*}
v_{s}+\bar{J}(s, t, v) v_{t}=0 \tag{22}
\end{equation*}
$$

satisfy

$$
0 \leq \iint\left|v_{s}\right|_{\bar{J}}^{2} d s d t=\iint v^{*} \omega=\mathcal{A}_{K}(y(0))-\mathcal{A}_{H}(x(0))
$$

Note that such trajectories solving (22) cannot be obtained directly from the "adiabatic" homotopy $\left(G_{s}\right)$ described above since the $s$-derivative would imply an additional 0 -order term. The most general setup formulated in terms of connections will be described in the following section. It is straightforward to see that all operators $\Phi_{K H}$ defined on the chain level by such sections in $\mathbb{R} \times M_{\phi}$ induce identical operators between the homology groups
$H F_{*}(H) \xrightarrow{\cong} H F_{*}(K)$.
Remark on $H F_{*}(\phi)$. Clearly, for any two $H \sim K$ generating the same $\bar{\phi} \in \widetilde{\text { Ham }}$, the canonical isomorphism $\Phi_{H K}$ viewed as an automorphism of the Floer homology $H F_{*}(\phi)$ associated to the time-1-map $\phi=\pi(\bar{\phi})$ has to be the identity. This is not true in general for $\bar{\phi}, \tilde{\phi} \in \widetilde{\text { Ham }}$ with $\pi(\bar{\phi})=\pi(\tilde{\phi})$. P. Seidel shows in [22] that the group $\pi_{1}(\mathrm{Ham})$ operates on $H F_{*}(\phi)$ in terms of the quantum cup-product, i.e., using the canonical isomorphism $H F_{*}(\phi) \cong Q H^{n-*}(M, \omega)$ with the quantum cohomology ring (cf.[16]),

$$
q: \pi_{1}(\operatorname{Ham}) \rightarrow \operatorname{Aut}\left(H F_{*}(\phi)\right)
$$

is given by a group homomorphism $\pi_{1}(\operatorname{Ham}) \rightarrow Q H^{\times}(M, \omega)$ into the group of invertibles of the quantum cohomology ring of homogeneous degree. Hence, under our assumption (A) of symplectic asphericity, the quantum cohomology and thus $q$ is trivial. It can also directly be seen that the grading on $\operatorname{Fix}^{\circ}(\phi)$ by the Conley-Zehnder index is already well-defined if $c_{1 \mid \pi_{2}}=0$.

## 4. The pair-of-pants product and Poincaré duality.

We will now show that also the canonical ring structure on Floer homology, the pair-of-pants product which was constructed in [20], is compatible with symplectic homology. This requires a "sharp" energy estimate which will be proven along the same lines as Proposition 3.11. As a consequence we obtain a crucial sub-additivity property for the section $c(\cdot, \cdot)$.

In [20] it was shown that every topological surface with oriented cylindrical ends gives rise to a multi-linear operation on Floer homology. Namely, choosing a conformal structure on the surface $\Sigma$ and associating a Hamiltonian function to each end, one can generalize the Cauchy-Riemann type equation from $\mathcal{M}_{x, y}(J, H)$ to mappings from $\Sigma$ into $M$ with respective 1periodic solutions as boundary conditions. The full theory with the verification of the axioms of a topological field theory is carried out in [20]. From the gluing axiom describing the concatenation of such multi-linear operators on Floer homology it follows that the entire theory is already uniquely determined by the multiplication associated to the surface with two exits and one entry, by the standard cylinder, by the cylinder with two exits and by the disk with only one end. From [18] it follows that this graded algebra is naturally isomorphic to the cohomology ring of $M$, if $\omega_{\mid \pi_{2}(M)}=0$.

In [20], the construction of the pair-of-pants product on Floer homology was as follows. Let $\Sigma$ be a Riemann surface with three cylindrical ends, one entry and two exits. Associate the Hamiltonians $H$ and $K$ to the exits and choose any Hamiltonian $L$ for the entry. Then for $x \in \mathcal{P}_{1}(H), y \in \mathcal{P}_{1}(K)$ and $z \in \mathcal{P}_{1}(L)$ we can define a moduli space $\mathcal{M}_{z ; x, y}(L ; H, K)$ of pair-of-pants solutions $u: \Sigma \rightarrow M$ converging towards $x, y$ and $z$ on the respective end. As before, under generic choices of the almost complex structure $J$ on $M$, the solution space is a manifold, which is compact in dimension 0 and its dimension formula is

$$
\operatorname{dim} \mathcal{M}_{z ; x, y}=\mu(x)+\mu(y)-\mu(z)-n
$$

The multiplication on Floer homology is induced by

$$
\begin{gathered}
*: C_{k}(H) \times C_{l}(K) \rightarrow C_{k+l-n}(L), \\
x * y=\sum_{\mu(z)=k+l-n} \#_{\mathrm{alg}} \mathcal{M}_{z ; x, y}(L ; H, K) z,
\end{gathered}
$$

and it is isomorphic to the cup-product under the isomorphisms $\Phi_{H}, \Phi_{K}$ and $\Phi_{L}$ (cf. [16] and [18]),

$$
\begin{equation*}
\Phi_{H}(\alpha) * \Phi_{K}(\beta)=\Phi_{L}(\alpha \cup \beta) \tag{23}
\end{equation*}
$$

for all $\alpha, \beta \in H^{*}(M)$.
In order to combine this multiplicative structure with the refinement of Floer homology by the action filtration we need a suitable energy estimate. For this purpose we again generalize the definition of the moduli space $\mathcal{M}_{z ; x, y}$ in terms of $J$-holomorphic sections in a suitably defined symplectic fibre bundle over the pair-of-pants surface $\Sigma$. We obtain:

Proposition 4.1. Assume that $[L]=[H] \circ[K]$ in $\widetilde{\operatorname{Ham}}(M, \omega)$. Then, the pair-of-pants product * is compatible with the filtration by the Hamiltonian action and the following diagram commutes,


For example, as a concrete Hamiltonian generating the composition $\phi_{K}^{1} \circ$ $\phi_{H}^{1}$ one can choose

$$
\begin{equation*}
(H \# K)(t, x)=H(t, x)+K\left(t,\left(\phi_{H}^{t}\right)^{-1}(x)\right) \tag{24}
\end{equation*}
$$

for $\phi_{K}^{t} \circ \phi_{H}^{t}$. Note that this operation preserves also the normalization.
Suppose $a>c(\alpha ; H)$ and $b>c(\beta ; K)$ so that $\Phi_{H}(\alpha) \in \operatorname{im} i_{*}^{a}$ and $\Phi_{K}(\beta) \in$ $\operatorname{im} i_{*}^{b}$. Then, Proposition 4.1 implies that $c(\alpha \cup \beta ; H \# K) \leq a+b$. This proves:

Theorem 4.2. Given any $\alpha, \beta \in H^{*}(M)$ with $\alpha \cup \beta \neq 0$ and $\bar{\phi}, \bar{\psi} \in$ $\widetilde{\operatorname{Ham}}(M, \omega)$ it holds

$$
c(\alpha \cup \beta ; \bar{\psi} \circ \bar{\phi}) \leq c(\alpha ; \bar{\phi})+c(\beta ; \bar{\psi})
$$

Note that by definition it is obvious that

$$
c(\lambda \alpha ; \bar{\phi})=c(\alpha ; \bar{\phi}) \quad \text { for all } \lambda \text { with } \lambda \alpha \neq 0
$$

In particular, $c(\alpha \cup \beta ; \bar{\phi})=c(\beta \cup \alpha ; \bar{\phi})$.
Remark on regularity. In order to prove that, for a generic choice of $J$, the solution space associated to the pair-of-pants model surface is a manifold, one has to exclude solutions which stay constantly on a fixed periodic solution. Such solutions trivially exist for $H=K$ and $L(t, x)=2 H(2 t, x)$. This singular situation can be excluded by choosing a generic pair of regular Hamiltonians $H, K$ which have no fixed points for their time-1-maps in common. Finally, in view of Proposition 2.14 we can approximate the case $H=K$ by such generic pairs such that all conclusions about critical levels remain valid.
4.1. The energy estimate for the pair-of-pants. In order to prove Proposition 4.1 we use a more general formulation of (20) given in terms of a connection on a symplectic fibre bundle.

Let $\Sigma_{o}$ be a compact Riemann surface of genus 0 with three boundary components two of which are oriented as exits and one as entry, denoted by $\partial_{1}^{+} \Sigma_{o}, \partial_{2}^{+} \Sigma_{o}$ and $\partial_{-} \Sigma_{o}$. Assume that $E \rightarrow \Sigma_{o}$ is a smooth locally trivial fibre bundle with a closed 2-form $\bar{\omega} \in \Omega^{2}(E), d \bar{\omega}=0$, such that $\left(E_{z}, \bar{\omega}_{\mid T\left(E_{z}\right)}\right)$ is a symplectic manifold and the typical fibre is $(M, \omega)$. Recall the symplectic fibre bundle $M_{\phi} \rightarrow S^{1}$ from (17) associated to $\phi \in \operatorname{Ham}(M, \omega)$. Given three symplectomorphisms $\phi, \psi, \eta$ we assume that there are symplectic diffeomorphisms

$$
\begin{equation*}
M_{\phi} \xrightarrow{\sim} E_{\mid \partial_{1}^{+} \Sigma_{o}}, M_{\psi} \xrightarrow{\sim} E_{\mid \partial_{2}^{+} \Sigma_{o}}, M_{\eta} \xrightarrow{\sim} E_{\mid \partial^{-} \Sigma_{o}} . \tag{25}
\end{equation*}
$$

Note that such diffeomorphisms lead to trivializations over $S^{1}$ if the symplectomorphisms are isotopic to the identity. The simple but crucial observation is:
Lemma 4.3. Given $\phi$ and $\psi$, such a symplectic fibre bundle $(E, \bar{\omega})$ satisfying (25) and such that the fibrewise symplectic form $\bar{\omega}$ is closed on $E$ exists if $\eta=\psi \circ \phi$.
Proof. Consider the domain $D \subset \mathbb{C}$ as sketched in Figure 1 and impose an equivalence relation $\sim$ on $D \times M$ by identifying boundary points as indicated using the symplectomorphisms $\phi, \psi$ and $\psi \phi$. Details are left to the reader.

Note that the induced $M$-fibre bundle $E=(D \times M) / \sim$ over the pair-of-pants surface $\Sigma_{o}$ carries the closed fibrewise symplectic form $\bar{\omega} \in \Omega^{2}(E)$ canonically induced from $(M, \omega)$.


Figure 1. Boundary identification for the pants bundle.

Consider now exactly this fibrewise symplectic form $\bar{\omega}$ and choose an almost complex structure $\bar{J}$ such that the projection map $\pi: E \rightarrow \Sigma_{o}$ is $\bar{J}$-holomorphic, and restricts to an $\omega$-compatible almost complex structure on the fibres $E_{z}, z \in \Sigma_{o}$. Associated to $\bar{\omega}$ we have the following connection on $E$,

$$
\begin{gathered}
T_{\xi} E=\operatorname{Ver}_{\xi} \oplus \operatorname{Hor}_{\xi}, \quad \xi \in E \\
\operatorname{Ver}_{\xi}=\left(\operatorname{ker} D \pi(\xi): T_{\xi} E \rightarrow T_{\pi(\xi)} \Sigma_{0}\right), \\
\operatorname{Hor}_{\xi}=\left\{v \in T_{\xi} E \mid \bar{\omega}(v, w)=0 \text { for all } w \in \operatorname{Ver}_{\xi}\right\} .
\end{gathered}
$$

The connection map $K: T E \rightarrow \mathrm{Ver}$ is the projection w.r.t. this connection. Given a section $v: \Sigma_{o} \rightarrow E$ we denote the covariant derivative by

$$
\begin{equation*}
\nabla v=K \circ D v, \quad \nabla v(z) \in \operatorname{Hom}\left(T_{z} \Sigma_{o}, T_{v(z)}\left(E_{z}\right)\right) \tag{26}
\end{equation*}
$$

Recall that, since we have a fixed conformal structure on $\Sigma_{o}$ and a vertically Riemannian structure by $\bar{\omega}(\cdot, \bar{J} \cdot)_{\mid \text {Ver }}$, the $L^{2}$-norm $\int_{\Sigma_{o}}|\nabla v|_{\bar{J}}^{2}$ of $\nabla v$ for any section $v$ is intrinsically defined.

What is crucial for the following is that for the above defined form $\bar{\omega}$ on the bundle $E \rightarrow \Sigma_{o}$ we have

$$
\begin{equation*}
\int_{\Sigma_{o}}|\nabla v|_{\bar{J}}^{2}=2 \int_{\Sigma_{o}} v^{*} \bar{\omega}+\int_{\Sigma_{o}}|\bar{\partial} v|_{\bar{J}}^{2} \tag{27}
\end{equation*}
$$

where $\bar{\partial} v=\bar{J} \nabla v i+\nabla v$, and consequently

$$
\begin{equation*}
\int_{\Sigma_{o}} v^{*} \bar{\omega} \geq 0 \quad \text { for } \bar{\partial} v=0 \tag{28}
\end{equation*}
$$

We call a section $v \bar{J}$-holomorphic if $\bar{\partial} v=0$. This is not true for an arbitrary closed form $\tilde{\omega} \in \Omega^{2}(E)$ which restricts fibrewise to $\omega$. The above form $\bar{\omega}$ leads to a so-called flat connection.

Let us now combine this energy estimate with the Floer trajectories from (20). Given $\phi, \psi \in \operatorname{Ham}(M, \omega)$ we consider the trivial symplectic fibre bundles

$$
M_{\phi} \times[0, \infty), \quad M_{\psi} \times[0, \infty), \quad \text { and } M_{\psi \phi} \times(-\infty, 0],
$$

and glue them to $E \rightarrow \Sigma_{o}$ along the boundary circles by means of the gluing maps from (25). This gives a symplectic fibre bundle over a Riemann surface $\Sigma$, a pair-of-pants, which we denote again by $E$. We have extensions of the structures on $\Sigma_{o}, \bar{\omega}, \bar{J}$ and $K$. Given a continuous section $v: \Sigma \rightarrow E$ we denote by $v\left(\partial_{i}^{ \pm} \Sigma\right)$ the uniform limits of $v$ as paths in $\mathcal{L}_{\phi}^{o}, \mathcal{L}_{\psi}^{0}$ or $\mathcal{L}_{\eta}^{0}$ as we approach the respective ends of $\Sigma$, i.e., in cylindrical coordinates $s \rightarrow \pm \infty$. Observe that in terms of the cylindrical coordinates we have for a $\bar{J}$-holomorphic section $\bar{\partial} v=0$

$$
\frac{1}{2}|\nabla v|^{2}=\left|v_{s}\right|^{2} d s \wedge d t
$$

Note that the structure $\bar{\omega}$ on $E$ still satisfies the flatness condition (27). The crucial estimate analogous to Proposition 3.10 for this fibre bundle over the surface $\Sigma$ is:

Proposition 4.4. Let $v$ be a section of the pair-of-pants bundle $(E \rightarrow$ $\left.\Sigma_{o}, \bar{\omega}\right)$ with boundary values

$$
v_{\mid \partial \Sigma_{o}}=\left(v_{\phi}, v_{\psi}, v_{\psi \phi}\right) \in \mathcal{L}_{\phi}^{o} \times \mathcal{L}_{\psi}^{o} \times \mathcal{L}_{\psi \phi}^{o}
$$

Then, we have

$$
\int_{\Sigma_{o}} v^{*} \bar{\omega}=l_{\bar{\phi}}\left(v_{\phi}\right)+l_{\bar{\psi}}\left(v_{\psi}\right)-l_{\bar{\psi} \bar{\phi}}\left(v_{\psi \phi}\right), \quad \text { for all } \bar{\phi}, \bar{\psi} \in \widetilde{\operatorname{Ham}}(M, \omega) .
$$

Proof of Proposition 4.4. Observe first that, due to $d \bar{\omega}=0$ on $E$ and $\omega_{\mid \pi_{2}(M)}$ $=0$, the value of $\int_{\Sigma_{o}} v^{*} \bar{\omega}$ only depends on the boundary values $v_{\mid \partial \Sigma_{o}}$. The proof is now exactly analogous to the computation of the Fredholm index in [20]. Namely, we construct symplectic fibre bundles $E^{ \pm} \rightarrow D^{ \pm}$over the disks with both orientations which restrict respectively to $M_{\phi}, M_{\psi}$ and $M_{\psi \phi}$ over the boundary. Moreover, we have to construct fibrewise symplectic forms on these bundles which are closed. Using the obvious additivity for the integration it thus remains to compute the relevant formula for the symplectic fibre bundle over the disk, if the integration over the closed sphere $S^{2}$ as a base gives $\int_{S^{2}} v^{*} \bar{\omega}=0$.

Let us construct the symplectic fibre bundle $E^{+} \rightarrow D^{+}$over the unit disk $D^{+}=\{|z| \leq 1\}$ in terms of the coordinates $z=\mathrm{e}^{2 \pi(s+i t)},(s, t) \in$
$(-\infty, 0] \times S^{1}$. Let $\beta: \mathbb{R} \rightarrow[0,1]$ be a smooth cut-off function

$$
\beta(s)= \begin{cases}0, & s \leq-2, \\ 1, & s \geq-1\end{cases}
$$

and choose a generating Hamiltonian $H(t, x)$ for $\phi=\phi_{H}^{1}$. Consider the smooth 2-parameter family of symplectomorphisms

$$
\phi_{s}^{t}=\phi_{\beta(s) H}^{t}, \quad \text { i.e., } \partial_{t} \phi_{s}^{t}=\beta(s) X_{H}\left(t, \phi_{s}^{t}\right) .
$$

Define the symplectic fibre bundle $E^{+} \rightarrow D^{+}$with fibre $(M, \omega)$ by

$$
E^{+}=(-\infty, 0] \times \mathbb{R} \times M /\left\{(s, t, x) \sim\left(s, t-1, \phi_{s}^{1}(x)\right)\right\} \rightarrow(-\infty, 0] \times S^{1}
$$

which is trivialized by

$$
\begin{gathered}
\Phi: E^{+} \xrightarrow{\sim}(-\infty, 0] \times S^{1} \times M \\
{[s, t, x] \mapsto\left(s, t \quad(\bmod 1), \phi_{s}^{t}(x)\right) .}
\end{gathered}
$$

Via $\Phi$, sections $\bar{v}(s, t)=[s, t, v(s, t)]$ of $E^{+}$are identified with maps $u$ : $(-\infty, 0] \times S^{1} \rightarrow M, u(s, t)=\phi_{s}^{t}(v(s, t))$. Consider the following 2-form $\omega_{E} \in \Omega^{2}\left(E^{+}\right)$, given by $\omega_{E}=\Phi^{*} \alpha$ with $\alpha \in \Omega^{2}\left(\mathbb{R} \times S^{1} \times M\right)$,

$$
\alpha_{(s, t, x)}=-\beta^{\prime}(s) H(t, x) d s \wedge d t+\omega_{x}+i_{\beta(s) X_{H}(t, x)} \omega_{x} \wedge d t .
$$

One computes

$$
\begin{equation*}
\omega_{E}=-\beta^{\prime} H d s \wedge d t+\omega-i_{(D \phi)^{-1} \partial_{s} \phi} \omega \wedge d s \tag{29}
\end{equation*}
$$

Straightforward computation shows that

$$
\begin{align*}
& \omega_{E \mid \text { fibre }}=\omega, \\
& d \omega_{E}=0  \tag{30}\\
& \pi_{*} \omega_{E}^{n+1}=0,
\end{align*}
$$

where $\pi_{*}: \Omega^{2 n+2}(E) \rightarrow \Omega^{2}\left(\mathbb{R} \times S^{1}\right)$ denotes the fibre integration map. The last property holds if $H$ is normalized.

Lemma 4.5. Let $E^{+} \rightarrow(-\infty, 0] \times S^{1}$ and $\omega_{E}$ be given as above. Then

$$
\int_{D^{+}} \bar{v}^{*} \omega_{E}=l_{[H]}(\bar{v}(0))
$$

holds for any section $\bar{v}$ in $E^{+}$.
Proof. We can assume $E^{+}$as canonically extended over $\mathbb{R} \times S^{1}$. Since $\omega_{\mid \pi_{2}}=$ 0 the left hand side does not depend on the section if $\bar{v}(\infty)$ is fixed. In view
of Proposition 3.10 we can also assume that $\bar{v}(\infty, \cdot)=x \in \operatorname{Fix}^{o} \phi$. Denoting $(s, t, u(s, t))=\Phi(\bar{v}(s, t))$ and $x(t)=u(\infty, t)$ we compute

$$
\begin{aligned}
\iint \bar{v}^{*} \omega_{E} & =\iint w^{*} \alpha \\
& =\iint \alpha\left(w_{s}, w_{t}\right) d s d t \\
& =\iint \alpha\left(\partial_{s}+u_{s}, \partial_{t}+u_{t}\right) d s d t \\
& =-\iint \beta^{\prime} H(t, u) d s d t+\iint u^{*} \omega+\iint i_{\beta X_{H}} \omega\left(u_{s}\right) d s d t \\
& =\iint u^{*} \omega-\iint\left[\beta^{\prime}(s) H(t, u(s, t))+\beta(s) d H(u(s, t)) u_{s}\right] d s d t \\
& =\iint u^{*} \omega-\iint \frac{d}{d s}(\beta(s) H(t, u)) d s d t \\
& =\mathcal{A}_{H}(u(+\infty)) .
\end{aligned}
$$

Lemma 4.6. Let $E \rightarrow S^{2}$ be a symplectic fibre bundle with a form $\omega_{E}$ satisfying (30). Then for any section s of $E$ we have

$$
\int_{S^{2}} s^{*} \omega_{E}=I(\gamma)
$$

if $E$ is obtained from gluing two trivial bundles $E^{ \pm}=D^{ \pm} \times M$ along their boundary via a loop representing $\gamma \in \pi_{1}(\mathrm{Ham})$. In particular, if $E$ is trivial then $\int_{S^{2}} s^{*} \omega_{E}=0$.
Proof. Since we know that $\mathcal{A}_{\gamma[H]}(x)=\mathcal{A}_{[H]}(x)+I(\gamma)$ it suffices to show that

$$
\int_{S^{2}} s^{*} \omega_{E}=0
$$

in case $E$ is trivial. Let $p: E \rightarrow M$ be the projection map obtained from a trivialization $E \cong S^{2} \times M$ and $\pi: E \rightarrow S^{2}$ the canonical projection. Denoting by $\sigma \in H^{2}\left(S^{2}\right)$ the generator normalized by $\sigma\left(S^{2}\right)=1$ we have

$$
\left\{\omega_{E}\right\}=p^{*}\{\omega\}+a \pi^{*} \sigma, \quad a=\int_{S^{2}} s^{*} \omega_{E}
$$

Then, the last condition of (30) implies that $a=\int_{S^{2}} \pi_{*} \omega_{E}^{n+1}=0$.
The proof of Proposition 4.4 now follows from Lemmata 4.5 and 4.6 if we glue the bundles $E_{[H]}^{-}, E_{[K]}^{-}$over $D^{-}$and $E_{[H \# K]}^{+}$over $D^{+}$to $E \rightarrow \Sigma_{o}$ over the pair-of-pants. We obtain a trivial $(M, \omega)$-fibre bundle $\pi: \bar{E} \rightarrow S^{2}$ together with a coupling form $\bar{\omega}$ satisfying (30).

Recalling the energy identity (28) for $\bar{J}$-holomorphic sections in the pair-of-pants bundle $E \rightarrow \Sigma_{o}$ we obtain the energy estimate:
Corollary 4.7. Every $\bar{J}$-holomorphic section $v: \Sigma \rightarrow E$ with the boundary condition $v\left(\partial_{1}^{+} \Sigma\right)=x(0) \in \operatorname{Fix}_{o}(\phi), v\left(\partial_{2}^{+} \Sigma\right)=y(0) \in \operatorname{Fix}_{o}(\psi)$ and $v\left(\partial^{-} \Sigma\right)=z(0) \in \operatorname{Fix}_{o}(\psi \phi)$ satisfies the energy estimate for automorphisms $\phi=\phi_{H}^{1}, \psi=\phi_{K}^{1}$,

$$
0 \leq \int_{\Sigma}|\nabla v|_{\bar{J}}^{2}=\int_{\Sigma} v^{*} \bar{\omega}=\mathcal{A}_{[H]}(x)+\mathcal{A}_{[K]}(y)-\mathcal{A}_{[K][H]}(z) .
$$

Observe that such a positivity estimate for $\bar{J}$-holomorphic sections in the bundle $E^{ \pm} \rightarrow D^{ \pm}$does not hold because the closed form $\bar{\omega}$ has non-vanishing $d s \wedge d t$-components, see (29). There is no equivalent of (27).

Let the moduli space of such $\bar{J}$-holomorphic sections of $E \rightarrow \Sigma$ with boundary condition as in Corollary 4.7 replace the originally considered space $\mathcal{M}_{z ; x, y}(L ; H, K)$. Then, analogously to Proposition 3.11 we obtain a multiplication

$$
*: C_{k}(\phi) \times C_{l}(\psi) \rightarrow C_{k+l-n}(\psi \phi)
$$

which coincides with the original pair-of-pants product on the level of Floer homology. The sharp energy estimate from Corollary 4.7 concludes the proof of Proposition 4.1.
4.2. Poincaré duality. Let us consider the dual Floer complex associated to symplectic fixed points by applying the Hom-functor. For sake of simplicity we restrict ourselves to coefficients in a field $\mathbb{F}$, e.g., $\mathbb{Z}_{2}, \mathbb{Q}$ or $\mathbb{R}$. Given $a \in \mathbb{R}$ we have the cochain complex

$$
\begin{gathered}
C_{(a, \infty)}^{k}(H)=\left\{x \in \mathcal{P}_{1}(H) \mid \mu(x)=k, \mathcal{A}_{H}(x)>a\right\} \otimes \mathbb{F}, \\
\delta: C_{(a, \infty)}^{k} \rightarrow C_{(a, \infty)}^{k+1}, \quad \delta x=\sum_{\mu(y)=\mu(x)+1} \#_{\mathrm{alg}} \widehat{\mathcal{M}}_{x, y}(J, H) y,
\end{gathered}
$$

and we identify

$$
\begin{gathered}
C^{*}(H)=\operatorname{Hom}\left(C_{*}(H)\right), \quad C_{(a, \infty)}^{*}=\operatorname{Hom}\left(C_{*}^{(a, \infty)}\right), \\
\text { and } \quad C_{(-\infty, a]}^{*}=C^{*} / C_{(a, \infty)}^{*}=\operatorname{Hom}\left(C_{*}^{(-\infty, a]}\right) .
\end{gathered}
$$

We observe that the long exact cohomology sequence induced from the short exact sequence of cochain complexes

$$
\begin{equation*}
0 \rightarrow C_{(a, \infty)}^{*} \xrightarrow{j_{a}^{\bullet}} C^{*} \xrightarrow{i_{a}^{\bullet}} C_{(-\infty, a]}^{*} \rightarrow 0 \tag{31}
\end{equation*}
$$

equals the dual sequence obtained by the Hom-functor from the long exact homology sequence (2). In view of the universal coefficient theorem we have

$$
C^{*}(H)=\operatorname{Hom}\left(C_{*}(H), \mathbb{F}\right), \quad H F^{*}(H) \cong \operatorname{Hom}\left(H F_{*}(H) ; \mathbb{F}\right),
$$

respectively for $C_{(a, \infty)}^{*}$, etc.

Let us consider now the dual isomorphism $\Psi^{*}: H_{*}(M) \rightarrow H F^{n-*}(H)$ and the dual generators $[\mathrm{pt}] \in H_{0}(M)$ and $1 \in H^{0}(M)$. In view of the long exact cohomology sequence obtained from (31) we have:

Lemma 4.8. The critical value $c(1 ; H)$ can be equivalently represented in Floer cohomology by

$$
\inf \left\{a \in \mathbb{R} \mid j_{*}^{a}\left(\Phi_{H}(1)\right)=0\right\}=\sup \left\{a \in \mathbb{R} \mid i_{a}^{*}\left(\Psi_{H}^{*}([\mathrm{pt}])\right)=0\right\}
$$

Proof. We have $\Phi_{H}(1) \in \operatorname{im} i_{*}^{a}$ if and only if there exists a $u_{a} \in H F_{n}^{(-\infty, a]}$ such that $\left\langle u_{a}, i_{a}^{*}\left(\Psi_{H}^{*}([\mathrm{pt}])\right)\right\rangle \neq 0$. That is,

$$
j_{*}^{a}\left(\Phi_{H}(1)\right)=0 \quad \text { if and only if } \quad i_{a}^{*}\left(\Psi_{H}^{*}([\mathrm{pt}])\right) \neq 0
$$

We now use the fact that Poincaré duality is represented in terms of Floer homology by the canonical isomorphism between the homology $H F_{*}(H)$ and the cohomology $H F^{*}\left(H^{(-1)}\right)$ of the Hamiltonian generating the inverse symplectomorphism,

$$
H^{(-1)}(t, x)=-H(-t, x), \quad \phi_{H(-1)}^{t}=\phi_{H}^{-t} .
$$

It is straightforward to verify that the identification

$$
\begin{gathered}
\mathcal{P}_{1}(H) \cong \mathcal{P}_{1}\left(H^{(-1)}\right), \quad x^{-1}(t)=x(-t), \\
\mathcal{M}_{x, y}(J, H) \cong \mathcal{M}_{y^{-1}, x^{-1}}\left(J, H^{(-1)}\right), \quad u^{-1}(s, t)=u(-s,-t),
\end{gathered}
$$

provides an identification of the chain complex of $H$ with the cochain complex of $H^{(-1)}$,

$$
\left(C_{*}(H), \partial\right) \cong\left(C^{-*}\left(H^{(-1)}\right), \delta\right)
$$

Note that it holds

$$
\mu\left(x^{-1}\right)=-\mu(x) \quad \text { and } \quad \mathcal{A}_{H^{(-1)}}\left(x^{-1}\right)=-\mathcal{A}_{H}(x) .
$$

Hence we have the identification of $C_{*}^{(-\infty, a]}(H)$ with $C_{[-a, \infty)}^{-*}\left(H^{(-1)}\right)$, etc., and the short exact sequence of chain complexes

$$
0 \rightarrow C_{*}^{(-\infty, a]}(H) \xrightarrow{i_{*}^{a}} C_{*}(H) \xrightarrow{j_{*}^{a}} C_{*}^{(a, \infty)}(H) \rightarrow 0
$$

becomes isomorphic to the short exact sequence of cochain complexes

$$
0 \rightarrow C_{[-a, \infty)}^{*}\left(H^{(-1)}\right) \xrightarrow{j_{-a}^{*}} C^{*}\left(H^{(-1)}\right) \xrightarrow{i_{-a}^{*}} C_{(-\infty,-a)}^{*}\left(H^{(-1)}\right) \rightarrow 0 .
$$

In [20], Poincaré duality was analyzed in terms of a canonical non-degenerate bilinear form $\beta$ on Floer homology associated to a Riemann surface with two cylindrical ends both oriented as entries. This is equivalent to the identification of the homology for $H$ with the cohomology for $H^{(-1)}$ because the
change $H \rightarrow H^{(-1)}$ corresponds to the change of orientation of a cylindrical end. Hence, we have the commutative diagram

$$
\begin{array}{ccc}
H^{k}(M) & \xrightarrow{\Phi_{H}} & H F_{n-k}(H)  \tag{32}\\
\mathrm{PD} \downarrow & =\downarrow \\
H_{2 n-k}(M) \xrightarrow{\Psi_{H}^{*}(-1)} H F^{k-n}\left(H^{(-1)}\right) .
\end{array}
$$

Proposition 4.9. The representation of Poincaré duality in Floer homology yields the identity

$$
c([M] ; \phi)=-c\left(1 ; \phi^{-1}\right), \quad \text { for all } \phi \in \widetilde{\operatorname{Ham}}(M, \omega) .
$$

Proof. From (32) we obtain that

$$
c([M] ; H)=\inf \left\{a \mid j_{*}^{a}\left(\Phi_{H}([M])\right)=0\right\}=\inf \left\{a \mid i_{-a}^{*}\left(\Psi_{H^{(-1)}}^{*}([\mathrm{pt}])\right)=0\right\}
$$

Hence, the assertion follows by Lemma 4.8.
An immediate consequence is:
Corollary 4.10. Given any nonzero cohomology class $\alpha \in H^{*}(M)$ and $\phi, \psi \in \widetilde{\operatorname{Ham}}(M, \omega)$ we have the estimate

$$
c([M], \psi) \leq c(\alpha ; \psi \phi)-c(\alpha ; \phi) \leq c(1, \psi)
$$

and $\phi \mapsto c(\alpha, \phi)$ is continuous with respect to $d_{\tilde{H}}(\phi, \operatorname{id})=\inf \{\|H\| \| \phi=[H]\}$.
Proof. First we combine

$$
c(\alpha ; \phi) \leq c(\alpha ; \psi \circ \phi)+c\left(1 ; \psi^{-1}\right)
$$

from Theorem 4.2 with Corollary 4.10. The continuity follows from

$$
c(1,[H])-c([M],[H]) \leq\|H\| .
$$

Recall that $c(1,[H]) \leq E_{+}(H)$ and $0 \leq E_{+}(H)$ because $H$ is normalized.
We can now compute the action of $\pi_{1}$ (Ham) on these continuous sections $c(\alpha)$ in the action spectrum bundle.
Proposition 4.11. For any $\alpha \in H^{*}(M) \backslash\{0\}, \gamma \in \pi_{1}(\mathrm{Ham}), \phi \in$ $\widetilde{\operatorname{Ham}}(M, \omega)$ we have

$$
c(\alpha ; \gamma \phi)=c(\alpha ; \phi)+I(\gamma) .
$$

Proof. Considering the covering $\pi$ : $\widetilde{\text { Ham }} \rightarrow$ Ham we identify $\pi_{1}$ (Ham) $=$ $\pi^{-1}$ (id). Given $\gamma \in \pi^{-1}(\mathrm{id})$ the action spectrum of $\gamma$ consist only of one value, $\Sigma_{\gamma}=\{I(\gamma)\}$, hence

$$
c(\alpha, \gamma)=I(\gamma) \quad \text { for all } \alpha \in H^{*}(M) \backslash\{0\} .
$$

Then assertion then follows from Corollary 4.10.
This result allows us to define the following function on $\operatorname{Ham}(M, \omega)$.

Definition 4.12. Given $\phi \in \widetilde{\operatorname{Ham}}(M, \omega)$ we define

$$
c_{-}(\phi)=c([M] ; \phi), \quad c_{+}(\phi)=c(1 ; \phi) \quad \text { and } \quad \gamma(\phi)=c_{+}(\phi)-c_{-}(\phi) .
$$

We obtain $\gamma: \operatorname{Ham}(M, \omega) \rightarrow \mathbb{R}$ as a continuous function.
Summing up the above results we have

$$
\begin{equation*}
0 \leq \gamma(\phi)=\gamma\left(\phi^{-1}\right) \quad \text { and } \quad \gamma(\phi \circ \psi) \leq \gamma(\phi)+\gamma(\psi) \tag{33}
\end{equation*}
$$

for all $\phi, \psi \in \operatorname{Ham}_{p_{o}}(M, \omega)$. This function $\gamma$ plays the role of the nontrivial selector of Hofer and Zehnder in the case of compactly supported Hamiltonian automorphisms of $\left(\mathbb{R}^{2 n}, \omega_{o}\right)$.
4.3. Vanishing of the monodromy $I$. We now show that the homomorphism $I: \pi_{1}$ (Ham) $\rightarrow \mathbb{R}$ is in fact trivial in the symplectically aspherical case (A).

Let $M^{2 n} \stackrel{i}{\hookrightarrow} E \xrightarrow{\pi} S^{2}$ be a Hamiltonian fibre bundle and $\omega_{E} \in \Omega^{2}(E)$ be a coupling form, i.e., satisfying (30). Let $\omega_{\mid \pi_{2}(M)}=c_{1 \mid \pi_{2}(M)}=0$ and choose a generic almost complex structure $J$ on $E$ such that $J$ is fibrewise $\omega$-compatible, and the projection $\pi$ is $J$ - $i$-holomorphic. Then, the space $\mathcal{M}(J)$ of holomorphic sections $s: S^{2} \rightarrow E$ is a closed manifold of dimension $2 n$.

Theorem 4.13 ([22]). The evaluation map ev $z_{o}$ at any point $z_{o} \in S^{2}$ induces a homomorphism ev ${ }_{*}: H_{2 n}(\mathcal{M}(J), \mathbb{Z}) \rightarrow H_{2 n}(M, \mathbb{Z})$ of degree $\pm 1$.

Proof. Given $\omega_{E}$ and a generic $J$ on $E$, Seidel defines in $[\mathbf{2 2}]$ the invariant

$$
Q\left(E, \omega_{E}, S\right)=\sum_{\gamma \in \Gamma}\left[\operatorname{ev}_{z_{o}}(S(j, J, \gamma+S))\right] \otimes\langle\gamma\rangle \in Q H_{d}\left(M, \mathbb{Z}_{2}\right)
$$

where $z_{o} \in S^{2}, \Gamma=\pi_{2}(M) / \operatorname{ker} \omega_{\mid \pi_{2}} \cap \operatorname{ker} c_{1 \mid \pi_{2}}$. This is an invariant of a given equivalence class $S$ of a section of $E$. The degree of the quantum homology class $Q$ is given by $d=2 n+2 c_{1}\left(T E^{v}, \omega_{E}\right)(S)$ where $T E^{v}$ is the vertical subbundle. Since by assumption $\omega_{\mid \pi_{2}}=c_{1 \mid \pi_{2}}=0$ we can assume coefficients in $\mathbb{Z}, \Gamma=0$, and the quantum homology equals ordinary homology, the invariant

$$
Q\left(E, \omega_{E}, S\right) \in H_{2 n}(M, \mathbb{Z}) \cong \mathbb{Z}
$$

is independent of $S$. Seidel's main result is that $Q\left(E, \omega_{E}\right)$ is an invertible element in $Q H_{*}$ of homogeneous degree. Hence $Q\left(E, \omega_{E}\right)= \pm 1 \in \mathbb{Z}$.

Corollary 4.14. For any section $s: S^{2} \rightarrow E$ it holds $s^{*}\left[\omega_{E}\right]=0$ in $H^{2}(M, \mathbb{R})$.

Proof. Clearly, the result does not depend on the choice of the section $s$. Let $u \in \mathcal{M}(J)$ be a holomorphic section for a generic $J$ on $E$ and consider
the commutative diagram

where $\operatorname{ev}(w, z)=w(z)$ is a bundle map and $\tilde{u}(z)=(u, z)$ is a constant section in the trivial bundle. We have $u^{*}\left[\omega_{E}\right]=\tilde{u}^{*} \mathrm{ev}^{*}\left[\omega_{E}\right]$ and $\mathrm{ev}^{*}\left[\omega_{E}\right]=$ $\alpha \times 1+a 1 \times \sigma, a \in \mathbb{R}$, for $\alpha \in H^{2}(\mathcal{M}(J), \mathbb{R})$ and $\sigma \in H^{2}\left(S^{2}, \mathbb{Z}\right)$ a generator. Hence,

$$
u^{*}\left[\omega_{E}\right]=a \sigma \in H^{2}\left(S^{2}, \mathbb{R}\right)
$$

and we have to prove that $a=0$.
Since the fibre integration homomorphism $\pi_{*}: H^{2 n+2}(E) \rightarrow H^{2}\left(S^{2}\right)$ is an isomorphism, the assumption (30) on the form $\omega_{E}$ implies that the class $\left[\omega_{E}\right]^{n+1}$ vanishes, hence $a \alpha^{n} \times \sigma=0$. Since $\alpha=\operatorname{ev}_{z_{o}}^{*}[\omega]$ for $\mathrm{ev}_{z_{o}}: \mathcal{M}(J) \rightarrow$ $\pi^{-1}\left(z_{o}\right) \approx M$ for any fixed $z_{o} \in S^{2}$, we have

$$
\left\langle\alpha^{n},[\mathcal{M}(J)]\right\rangle=\operatorname{deg}\left(\mathrm{ev}_{*}\right)= \pm 1
$$

by Seidel's theorem. Thus, it follows that $a=0$.
This proves Theorem 1.1 on the vanishing of the obstruction homomorphism $I$ in the symplectically aspherical case.

Corollary 4.15. The sections $c(\alpha)$ in the action spectrum bundle are welldefined over $\operatorname{Ham}(M, \omega)$ and continuous in the Hofer-metric $d_{H}(\mathrm{id}, \phi)=$ $\inf \left\{\|H\| \mid \phi=\phi_{H}^{1}\right\}$.

Proof. Combine Corollary 4.10, Proposition 4.11 and Corollary 4.14.
This concludes the proof of Theorem 1.2.

## 5. The bi-invariant metric $\gamma$ and a relative capacity.

Let us first analyze the relation between the function $\gamma$ and the well-known displacement energy introduced by Hofer. Let $H:[0,1] \times M \rightarrow \mathbb{R}$ be a normalized Hamiltonian and $\psi \in \operatorname{Ham}(M, \omega)$ an automorphism separating the support set of $\phi_{H}^{1}$

$$
\begin{equation*}
\psi(\mathcal{S}(H)) \cap \mathcal{S}(H)=\emptyset \quad \mathcal{S}(H)=\bigcup_{t \in[0,1]} \operatorname{supp} X_{H}(t, \cdot) \tag{34}
\end{equation*}
$$

As in [8] and [23] we observe that $\operatorname{Fix}\left(\phi_{H}^{t} \circ \psi\right)=\operatorname{Fix}\left(\psi \circ \phi_{H}^{t}\right)=\operatorname{Fix}(\psi)$ for all $t \in[0,1]$ and for $x \in \operatorname{Fix}^{o} \psi, \psi=\phi_{K}^{1}$ we have

$$
\mathcal{A}_{[K][H]}(x)=\mathcal{A}_{[K]}(x)+\int_{0}^{1} H(t, x) d t
$$

Setting $a(H)=\int_{0}^{1} H(t, p) d t$ for any $p \notin \mathcal{S}(H)$ we obtain for the action spectra

$$
\Sigma_{[K][H]}=\Sigma_{[K]}+a(H) .
$$

Considering the continuous path $\epsilon \mapsto \epsilon H, \epsilon \in[0,1]$ we obtain for every $\alpha \neq 0$ the continuous function

$$
\epsilon \mapsto c(\alpha ;[\epsilon H][K])-a(\epsilon H)=c(\alpha ;[K][\epsilon H])-a(\epsilon H)
$$

into the nowhere dense action spectrum $\Sigma_{[K]} \subset \mathbb{R}$ which therefore has to be constant. It follows that

$$
\begin{equation*}
\gamma\left(\phi_{H}^{1} \psi\right)=\gamma\left(\psi \phi_{H}^{1}\right)=\gamma(\psi) . \tag{35}
\end{equation*}
$$

In particular, this implies:
Proposition 5.1. Given $H$ and $\psi$ as in (34) we have

$$
\gamma\left(\phi_{H}^{k}\right) \leq 2 \gamma(\psi)
$$

for all $k \in \mathbb{Z}$, where $\phi_{H}^{k}=\left(\phi_{H}^{1}\right)^{k}$.
Proof. The triangle inequality for $\gamma$ (33) yields

$$
\gamma\left(\phi_{H}^{1}\right) \leq \gamma\left(\psi \circ \phi_{H}^{1}\right)+\gamma(\psi) .
$$

For $k \in \mathbb{Z}$ use $\phi_{H}^{k}=\phi_{H^{k}}^{1}$ with $H^{k}(t, x)=k H(k t, x)$ and that condition (34) holds for all $k \in \mathbb{Z}$ since we can assume $H(t+1, x)=H(t, x)$.

Moreover, we have:
Proposition 5.2. Given any open subset $U \subset M$ there exists $\phi_{H}^{1} \in$ $\operatorname{Ham}(M, \omega)$ such that $\mathcal{S}(H) \subset U$ and $\gamma\left(\phi_{H}^{1}\right)>0$.
Proof. We pick a smooth positive function $H: M \rightarrow \mathbb{R}$ independent of $t$ with $\operatorname{supp} H \subset U$ such that the only critical point $p \in \operatorname{supp} H$ is a maximum and the $C^{2}$-norm of $H$ is small enough so that the only 1-periodic solution are the constant solutions $p \in \mathcal{P}_{1}(H)$ and $q \in M \backslash \operatorname{supp} H$. Approximating $H$ suitably by $C^{2}$-small Morse functions we obtain $c_{-}(H)=-H(p)$ and $c_{+}(H)=0$, i.e., $\gamma(H)=\|H\|>0$. Recall that here we do not need $H$ to be normalized.

Combining this observation with Proposition 5.1 we deduce the metric property of $\gamma$.

Theorem 5.3. For every $\phi \in \operatorname{Ham}(M, \omega)$ we have

$$
\gamma(\phi)>0 \quad \text { if } \quad \phi \neq \mathrm{id}
$$

That is, $\gamma: \operatorname{Ham}(M, \omega) \rightarrow \mathbb{R}_{+}$defines a metric $d_{\gamma}$ by

$$
d_{\gamma}(\phi, \psi)=\gamma\left(\phi \psi^{-1}\right) .
$$

Moreover, this metric is bi-invariant.

Proof. It remains to show that $d_{\gamma}$ is bi-invariant. This follows analogously to $d_{H}$ in [8] from the fact that for any $\theta \in \operatorname{Aut}(M, \omega)$ we have

$$
\theta \circ \phi_{H}^{t} \circ \theta^{-1}=\phi_{H_{\theta}}^{t} \quad \text { for all } t,
$$

where $H_{\theta}(t, x)=H\left(t, \theta^{-1}(x)\right)$.
Remark 5.4. This result implies another proof for the nontrivial fact that Hofer's metric $d_{H}$ is in fact a metric. This has been shown for all closed symplectic manifolds in [10]. Here we obtain a different Floer-theoretical proof for at least symplectically aspherical manifolds.

An interesting application of this bi-invariant metric is obtained analogously to [8].

Theorem 5.5. Let $\phi \in \operatorname{Ham}(M, \omega)$ such that there exists a uniform bound

$$
\gamma\left(\phi^{n}\right) \leq C \quad \text { for all } n \in \mathbb{N},
$$

then $\phi$ has infinitely many nontrivial geometrically distinct periodic points corresponding to contractible periodic solutions.

Proof. Let $H$ be a normalized Hamiltonian generating $\phi=\phi_{H}^{1}$. Then $\phi^{n}=$ $\phi_{H^{(n)}}^{1}$. Assume that $\phi$ has only finitely many nontrivial periodic points, then without loss of generality the spectra are related by the scaling with $n, \Sigma_{\phi^{n}}=n \cdot \Sigma_{\phi}$. But if $\phi \neq \mathrm{id}$ then $c_{+}\left(\phi^{n}\right)-c_{-}\left(\phi^{n}\right)>0$ for all $n \in \mathbb{N}$ and necessarily $\gamma\left(\phi^{n}\right) \rightarrow \infty$ contradicting the assumption.

Clearly examples of such automorphisms with uniformly bounded $\gamma$-distance exist. For example, if the support $\bigcup_{t \in[0,1]} \operatorname{supp} \phi^{t}$ can be disjoined from itself by a Hamiltonian isotopy.

Let us study the following examples which show that, in general however, there is no upper bound on $\gamma$.

### 5.1. Examples for infinite diameter of $\operatorname{Ham}(M, \omega)$.

Example 5.6. Consider the autonomous Hamiltonian function

$$
H: S^{1} \times S^{1} \rightarrow \mathbb{R}, \quad H(x, y)=\sin 2 \pi x
$$

Since we consider only contractible 1-periodic solutions, $\mathcal{P}_{1}(H)$ equals the set of critical points of $H$,

$$
\mathcal{P}_{1}(H)=\{\pi\} \times S^{1} \cup\{-\pi\} \times S^{1} .
$$

Moreover, we see that the action spectrum contains only two values, $\sigma\left(\phi_{H}^{1}\right)=$ $\{-1,1\}$ and since $\gamma\left(\phi_{H}^{1}\right)>0$ we have $\gamma\left(\phi_{H}^{1}\right)=2$. We conclude that

$$
\gamma\left(\phi_{H}^{k}\right)=2 k \rightarrow \infty \quad \text { for } k \rightarrow \infty .
$$

Clearly, it is straightforward to generalize this observation for $\mathbf{T}^{2}$ to any symplectically aspherical manifold, i.e., $\omega_{\mid \pi_{2}}=0$, admitting an incompressible Lagrangian torus.

A subset $A \subset M$ is called incompressible if the inclusion map gives an injection for the fundamental group.

Example 5.7. Assume that $T^{n} \hookrightarrow M$ is an incompressible Lagrangian torus. By Weinstein's theorem a tubular neighbourhood is symplectomorphic to a neighbourhood of the zero section in $T^{*} T^{n}$ which is a product of $T^{*} S^{1}$. We can now find an autonomous Hamiltonian with compact support in this neighbourhood which factorizes according to the product structure and is independent of the base variables. Thus the only nonconstant periodic solutions are non-contractible and we find a Hamiltonian automorphism $\phi_{H}$ such that $\gamma\left(\phi_{H}^{k}\right) \rightarrow \infty$ as $k \rightarrow \infty$.

Example 5.8. Clearly, this argument also works for a general incompressible Lagrangian submanifold which admits a Riemannian metric all of whose contractible closed geodesics are constant. For example, if it admits a metric of nonpositive sectional curvature. This example recovers the result by Lalonde and Polterovich in [12] which is proven without restriction to $\omega_{\mid \pi_{2}(M)}$.
Example 5.9. It is also easy to recover here, in the more restrictive case of a symplectically aspherical manifold, the example of products with surfaces of genus $\geq 1$ as given in $[11]$.

More generally one can consider symplectic fibrations $(M, \omega) \hookrightarrow\left(E, \omega_{E}\right)$ $\xrightarrow{\pi}(B, \sigma)$ where $\omega_{E}$ is a symplectic form such that its restriction to the induced horizontal subbundle of $T E$ with respect to the associated connection equals the pull-back $\pi^{*} \sigma$. Assume that $(B, \sigma)$ is a symplectic manifold of the previously mentioned kind with a Hamiltonian of arbitrarily high oscillation norm $\|H\|$ but without nontrivial contractible 1-periodic solutions. Then the Hamiltonian vector field on $E$ of the pull-back $\pi^{*} H$ lies in the horizontal sub-bundle of $T E$ and $D \pi$ identifies it with $X_{H}$ on $B$. Hence its non-constant periodic solutions have to be non-contractible too.
5.2. Comparison with Hofer-Zehnder capacity. Let us now compare the metric $\gamma$ with the Hofer-Zehnder capacity for symplectic manifolds which is defined via so-called admissible Hamiltonians.

Definition 5.10. We call a Hamiltonian function $H: S^{1} \times M \rightarrow \mathbb{R}$ admissible if its set of 1 -periodic contractible solutions $x \in \mathcal{P}_{1}(H)$ contains only constant solutions $\dot{x}=0$, i.e., $x(0)=x(t) \in \operatorname{Crit} H(t, \cdot)$ for all $t \in S^{1}$.

A smooth Hamiltonian $H:[0,1] \times M \rightarrow \mathbb{R}$ is called quasi-autonomous if there exist two points $x_{+}, x_{-} \in M$ such that maximum and minimum of $H$ are attained at $x_{+}$and $x_{-}$uniformly for all $t$. Here we will consider a
slightly stronger condition:

$$
\begin{array}{cl}
\max _{x} H(t, x)=H(t, p) & \text { for all } t \in[0,1], p \in U_{+} \\
\min _{x} H(t, x)=H(t, p) & \text { for all } t \in[0,1], p \in U_{-} \tag{36}
\end{array}
$$

for some disjoint open neighbourhoods $U_{-}, U_{+} \subset M$ of $x_{-}, x_{+}$.
Theorem 5.11. Every quasi-autonomous Hamiltonian $K$ satisfying (36) which is admissible and homotopic to 0 through admissible Hamiltonians satisfies

$$
\gamma\left(\phi_{K}^{1}\right)=\|K\| .
$$

Throughout this section we do not assume the Hamiltonian functions to be normalized without further notice. From Proposition 2.14 we know that the functions $c(\alpha, H)$ are well-defined and continuous with respect to $\|H\|$ without any normalization condition. We also still have the symmetry from Poincaré duality, $c_{+}\left(H^{-1}\right)=-c_{-}(H)$. Moreover, in view of (15), also $\gamma\left(\phi_{H}^{1}\right)=c_{+}(H)-c_{-}(H)$ does not depend on the normalization.

Let $K$ be an admissible Hamiltonian such that there exists an open subset $U \subset M$ with

$$
\begin{equation*}
K(t, p)=\max _{x \in M} K(t, x) \quad \text { for all } t \in S^{1}, p \in U \tag{37}
\end{equation*}
$$

Recall from Definition 2.4, $E_{-}(K)=-\int_{0}^{1} \max _{M} K(t, \cdot) d t$.
Proposition 5.12. Assume that an admissible Hamiltonian $K$ satisfying (37) is homotopic to 0 through admissible Hamiltonians. Then any regular Hamiltonian $H \in \mathcal{H}_{\text {reg }}$ satisfies

$$
c_{-}(H) \leq E_{-}(K)+\|H-K\| .
$$

Clearly, an autonomous Hamiltonian $K$ is homotopic to 0 through admissible Hamiltonians if every $T$-periodic contractible solution of $\dot{x}=X_{K}(x)$ for $0<T \leq 1$ is constant, namely take the homotopy $(\tau H)_{\tau \in[0,1]}$.

Proof of Proposition 5.12. The proof is based on a suitable variation of the definition of the map $\Phi_{H}: H^{2 n}(M) \rightarrow H F_{-n}(H)$ as given in (3). Given any Morse function $f$, we known that any local maximum $p \in \operatorname{Crit}_{2 n} f$ represents the top cohomology class in terms of Morse cohomology, $[M]=\{p\} \in$ $H^{2 n}(f)$. Moreover, any negative gradient flow trajectory for $f$ converging towards $p$ has to lie constant in $p$. Therefore, we can identify the moduli space used for the definition of $\Phi_{H}([M])$ as

$$
\mathcal{M}_{y ; p}^{-}(H, J ; f)=\left\{(u, p) \mid u \in \mathcal{M}_{y ; p}^{-}(H, J)\right\}
$$

where

$$
\begin{array}{r}
\mathcal{M}_{y ; p}^{-}(H, J)=\left\{u: \mathbb{R} \times S^{1} \rightarrow M \mid \partial_{s} u+J\left(\partial_{t} u-\beta(s) X_{H}(u)\right)=0\right. \\
\int_{-\infty}^{\infty}\left|\partial_{s} u\right|^{2} d s d t<\infty \\
\\
u(-\infty)=y, \quad u(+\infty)=p\}
\end{array}
$$

and $\beta(s)=1$ for $s \leq-1, \beta(s)=0$ for $s \geq 0$. We therefore have

$$
\Phi_{H}([M])=\sum_{\mu(y)=-n} \# \operatorname{alg} \mathcal{M}_{y ; p}^{-}(H, J) y
$$

Let us now consider the homotopy between $H$ and $K$

$$
G_{s}(t, x)=\beta(s) H(t, x)+(1-\beta(s)) K(t, x)
$$

so that the associated Hamiltonian vector field satisfies $X_{G_{s}}(t, x)=0$ for $s \geq 0$ and $x \in U$. The associated Cauchy-Riemann type flow equation reads

$$
\begin{equation*}
u: \mathbb{R} \times S^{1} \rightarrow M, \quad u_{s}+J\left(u_{t}-X_{G_{s}}(u)\right)=0 \tag{38}
\end{equation*}
$$

Analogously to the solutions in $\mathcal{M}_{y}^{-}(H, J)$, every finite energy solution $u$ of (38), i.e., $\iint\left|u_{s}\right|^{2} d s d t<\infty$, which satisfies $\lim _{s \rightarrow \infty} u(s, t) \in U$ for all $t \in S^{1}$ has a removable singularity at $+\infty$ and can be smoothly extended over $\mathbb{R} \times S^{1} \cup\{+\infty\} \cong \mathbb{C}$. We have thus the well-defined solution space

$$
\begin{aligned}
& \widetilde{\mathcal{M}}_{y ; p}^{-}(H, K)=\left\{u: \mathbb{R} \times S^{1} \cup\{\infty\} \rightarrow M \mid u \text { solves }(38)\right. \\
&u(-\infty)=y, u(+\infty)=p\}
\end{aligned}
$$

Again, for a generic almost complex structure $J, \widetilde{\mathcal{M}}_{y ; p}^{-}$is a $(\mu(y)+n)$ dimensional manifold. To be precise, we allow almost complex structures $J$ to be explicitly $(s, t)$-dependent for $|s|<2$ and $t$-dependent for $t \leq-2$. (For details cf. [20].) Our aim is to define the element $\Phi_{H K} \in H F_{-n}(H)$ by

$$
\begin{equation*}
\Phi_{H K}=\sum_{\mu(y)=-n} \# \operatorname{alg} \widetilde{\mathcal{M}}_{y ; p}^{-}(H, K) y \tag{39}
\end{equation*}
$$

The crucial point is to show that the 0-dimensional solution space $\widetilde{\mathcal{M}}_{y ; p}^{-}(H, K)$ is compact. Recall that in view of the asphericity condition $\omega_{\mid \pi_{2}}=0$ the only compactness obstruction can occur by splitting off of cylindrical Floer trajectories at either end. On the negative end, i.e., for $s \rightarrow-\infty$ this is prohibited by the regularity assumption on $H$, the transversality condition and the index restriction that $\operatorname{dim} \widetilde{\mathcal{M}}_{y ; p}^{-}=0$. It remains to rule out splitting off at the positive end of $u$. Suppose we have such a weak
$C_{\text {loc }}^{\infty}$-convergence to a split solution for a sequence of suitably reparameterized trajectories in $\widetilde{\mathcal{M}}_{y ; p}^{-}(H, K)$. Then there exists a non-constant solution of

$$
v: \mathbb{R} \times S^{1} \rightarrow M, \quad v_{s}+J(v)\left(v_{t}-X_{K}(t, v)\right)=0
$$

with $v(+\infty)=p$ and $\lim _{s \rightarrow-\infty} v(s, \cdot)=z \in \mathcal{P}_{1}(K)$. By assumption of admissibility of $K$ it follows that $z(t)=z(0)=z_{o}$ for all $t \in S^{1}$ and we can compute the flow energy of $v$ as

$$
\begin{aligned}
E(v)=\iint\left|v_{s}\right|^{2} d s d t & =\mathcal{A}_{K}(p)-\mathcal{A}_{K}(z) \\
& =-\int_{S^{1}} K(t, p) d t+\int_{S^{1}} K\left(t, z_{o}\right) d t .
\end{aligned}
$$

Since by assumption $K(t, x) \leq K(t, p)$ for all $t \in S^{1}, x \in M$, it follows that $E(v)=0$, that is, $v$ has to be constant. Altogether it follows that the 0 -dimensional manifold $\widetilde{\mathcal{M}}_{y ; p}^{-}(H, K)$ is compact and $\Phi_{H K} \in C F_{-n}(H)$ is a well-defined Floer chain.

By the standard arguments in Floer theory we can show that

$$
\partial \Phi_{H K}=0,
$$

that is $\left\{\Phi_{H K}\right\} \in H F_{-n}(H)$ is well-defined. In order to show that $\left\{\Phi_{H K}\right\}=$ $\Phi_{H}([M])$ we use the typical homotopy-cobordism argument in Floer theory. For this we need the assumption that $K$ is homotopic to 0 through admissible Hamiltonians so that we have compactness up to splitting off of Floer trajectories at the negative end. By a standard argument from Floer theory we can then define a chain $S \in C F_{-n+1}$ such that

$$
\Phi_{H K}-\Phi_{H}([M])=\partial S
$$

Hence we have

$$
\begin{equation*}
\left\{\Phi_{H K}\right\}=\Phi_{H}([M]) \in H F_{-n}(H) . \tag{40}
\end{equation*}
$$

An energy estimate analogous to (5) shows that

$$
\mathcal{A}_{H}(y) \leq \mathcal{A}_{K}(p)+\|H-K\| \quad \text { if } \widetilde{\mathcal{M}}_{y ; p}^{-}(H, K) \neq \emptyset
$$

Therefore, it follows that

$$
\left\{\Phi_{H K}\right\} \in \operatorname{im} i_{*}^{a} \quad \text { for } a=E_{-}(K)+\|H-K\| .
$$

The assumption that $K$ is homotopic to 0 through admissible Hamiltonians can be replaced by a simpler condition in view of the following. If we assume that the possibly non-autonomous Hamiltonian $K$ has no nonconstant contractible $T$-periodic solution for $0<T \leq 1$, the homotopy $(\tau K)_{\tau \in[0,1]}$ is a homotopy through Hamiltonians which are admissible apart from the fact that they are not anymore 1-periodic in $t$. But in view of
the nonlinear Fredholm analysis for the quasi-linear Cauchy-Riemann type operator of the type $\bar{\partial}: W^{1, p} \rightarrow L^{p}$-maps used in the cobordism argument for (40) this non-continuity of $H$ at $t=1$ is not essential. However, this point is not carried out in further detail since we will apply Proposition 5.12 to autonomous Hamiltonians in view of the Hofer-Zehnder capacity.

From Proposition 5.12 we can now conclude the:
Proof of Theorem 5.11. Note that $K^{-1}(t, x)=-K(-t, x)$ satisfies the same condition as $K$. For any regular Hamiltonian $H$ we obtain from Proposition 5.12 applied to $H^{ \pm 1}$ and $K^{ \pm 1}$,

$$
\gamma(H) \geq\|K\|-2\|H-K\| .
$$

From the denseness of $\mathcal{H}_{\text {reg }}$ and the continuity of $\gamma$ we thus obtain

$$
\gamma(K) \geq\|K\|
$$

which implies the assertion in view of the obvious estimate $\gamma(K) \leq\|K\|$.
In principle, such admissible Hamiltonian functions are the key ingredient of the definition of the Hofer-Zehnder capacity for symplectic manifolds. However, here we consider an alteration by allowing admissible Hamiltonians to exhibit non-contractible non-constant 1-periodic solutions.

Definition 5.13. Let $(U, \omega)$ be a symplectic manifold. Consider the function space
$\mathcal{H}_{c}(U)=\left\{H \in C_{o}^{\infty}(\operatorname{int} U) \mid H \geq 0, H_{\mid V}=\sup H\right.$ for some open subset $\left.V\right\}$.
We call $H$ HZ-admissible if the corresponding Hamiltonian flow has no contractible non-constant $T$-periodic solution with period $T \leq 1$. Let

$$
\mathcal{H}_{\mathrm{HZ}}^{o}(U, \omega)=\left\{H \in \mathcal{H}_{c}(U) \mid H \text { is HZ-admissible }\right\} .
$$

Then, the $\pi_{1}$-sensitive Hofer-Zehnder capacity of $(U, \omega)$ is defined as

$$
c_{\mathrm{HZ}}^{o}(U, \omega)=\sup _{H \in \mathcal{H}_{\mathrm{HZ}}^{o}(U, \omega)}\|H\| .
$$

The definition of the original Hofer-Zehnder capacity $c_{\mathrm{HZ}}(U, \omega)$ also excludes the existence of non-contractible slow non-constant periodic orbits. That is, we have

$$
c_{\mathrm{HZ}}^{o}(U, \omega) \geq c_{\mathrm{HZ}}(U, \omega) .
$$

We now are able to relate the metric $\gamma$ with this $\pi_{1}$-sensitive HoferZehnder capacity.
Corollary 5.14. Let $U$ be an open subset of $(M, \omega)$. Then

$$
c_{H Z}^{o}(U)=\sup \left\{\gamma(\phi) \mid \phi=\phi_{H}^{1}, H \text { HZ-admissible }\right\} .
$$

Proof. This is a direct consequence from the estimate of Theorem 5.11 because every HZ-admissible Hamiltonian is quasi-autonomous, satisfies (36) and is homotopic to 0 through admissible Hamiltonians.

This comparison result suggests the following definition of a relative capacity based on the Floer-homological approach via $\gamma$.

Definition 5.15. Given any subset $A \subset M$ we can define the following relative capacity $c_{\gamma}(A) \in[0, \infty) \cup\{\infty\}$,

$$
c_{\gamma}(A)=\sup \left\{\gamma(\phi) \mid \phi=\phi_{H}^{1} \in \operatorname{Ham}(M, \omega), \operatorname{supp} X_{H}(t, \cdot) \subset A \text { for all } t\right\} .
$$

According to its definition, $c_{\gamma}$ is a priori only a relative capacity, i.e., invariant under global symplectic automorphisms of $(M, \omega)$. Following [8] and [11] we have the displacement energy

$$
e(A)=\inf \left\{d_{H}(\phi, \mathrm{id}) \mid \phi \in \operatorname{Ham}(M, \omega), \phi(A) \cap A=\emptyset\right\}
$$

From Corollary 5.14 and Proposition 5.1 we have the inequality:
Corollary 5.16. For any open subset $U \subset M$ we have the inequality of the capacities

$$
c_{\mathrm{HZ}}(U) \leq c_{\mathrm{HZ}}^{o}(U) \leq c_{\gamma}(U) \leq 2 e(U)
$$

It can, in general, not be expected that $c_{\gamma}(U)$ and $c_{\mathrm{HZ}}^{o}(U)$ coincide because the Hofer-Zehnder capacity is based on the exclusion of any fast non-constant contractible periodic solution, whereas the $\gamma$-capacity only considers periodic solutions which represent the top and bottom cohomology class. However, there might be nontrivial fast solutions representing nontrivial intermediate classes, for example associated to the levels $c\left([\omega]^{k}\right)$ with $0<k<n$.

As example, consider a symplectic embedding of the standard ball $\left(B^{2 n}(r), \omega_{o}\right)$ of radius $r$ into $M$ such that the image lies within a set $A$. This embedding provides a push-forward of HZ-admissible Hamiltonians on $B^{2 n}(r)$ to $M$ and we obtain

$$
\pi r^{2}=c_{\mathrm{HZ}}\left(B^{2 n}(r)\right) \leq c_{\gamma}(A) \leq 2 e(A)
$$

This reproduces the result from Theorem 1.1 in [10] in our Floer homological setup for symplectically aspherical manifolds.

Example 5.17. In the case of the torus, we have seen that

$$
c_{\gamma}\left(S^{1} \times S^{1}\right)=\infty
$$

But by passing to a suitably large finite covering one can show that

$$
c_{\gamma}\left(S^{1} \times S^{1} \backslash\left(\{\mathrm{pt}\} \times S^{1} \cup S^{1} \times\{\mathrm{pt}\}\right)\right)<\infty
$$

In fact, since the universal covering is $\mathbb{R}^{2}$, we have

$$
c_{\mathrm{HZ}}^{o}\left(S^{1} \times S^{1} \backslash\left(\{\mathrm{pt}\} \times S^{1} \cup S^{1} \times\{\mathrm{pt}\}\right)\right)=1
$$

To make the covering argument more precise we conclude with the following observations.

Let $\pi: \hat{M} \rightarrow M$ be a finite, symplectic covering of degree $m$. Given a Hamiltonian $H: S^{1} \times M \rightarrow \mathbb{R}$ we obtain the pull-back $\pi^{*} H: S^{1} \times \hat{M} \rightarrow \mathbb{R}$
and define the notation $\pi^{*} \phi_{H}^{1}=\phi_{\pi^{*} H}^{1}$. We observe that for such a finite covering we obtain

$$
\begin{equation*}
\gamma\left(\pi^{*} \phi\right)=\gamma(\phi) \quad \text { for all } \phi \in \operatorname{Ham}(M, \omega) \tag{41}
\end{equation*}
$$

Namely, since $\pi$ is in particular a local symplectomorphism, considering the pull-back operation on Floer homology for this finite covering we deduce that

$$
c\left(\pi^{*} \alpha, \pi^{*} H\right)=c(\alpha, H) \quad \text { for all } \alpha \in H^{*}(M), \text { s.t. } \pi^{*} \alpha \neq 0
$$

The identity (41) then follows from property 1 ). in Theorem 1.2.
Now suppose we have an open subset $U \subset M$ such that its preimage $\pi^{-1}(U)=U_{1} \cup \ldots \cup U_{m}$ is a disjoint union of $m$ copies of a lift of $U$, and suppose that $H$ satisfies the condition $\operatorname{supp} X_{H}(t, \cdot) \subset U$ for all $t$. We may assume that $\operatorname{supp} H(t, \cdot) \subset U$ for all $t$. Then define $\phi_{i} \in \operatorname{Ham}(\hat{M}, \omega)$ by $\phi_{i}=\phi_{\chi_{i} \pi^{*} H}^{1}$ where $\chi_{i}$ is the characteristic function of $U_{i}$. It follows for $\phi=\phi_{H}^{1}$ that $\pi^{*} \phi=\phi_{1} \circ \ldots \circ \phi_{m}$, hence by (41)

$$
\begin{equation*}
\gamma(\phi) \leq \sum_{i=1}^{m} \gamma\left(\phi_{i}\right)=m \gamma\left(\phi_{i}\right) \tag{42}
\end{equation*}
$$

In the case that for $(M, U)$ there exists a finite symplectic covering $\pi: \hat{M} \rightarrow$ $M$ and $\psi \in \operatorname{Ham}\left(\hat{M}, \pi^{*} \omega\right)$ such that $\psi\left(U_{i}\right) \cap U_{i}=\emptyset$ we obtain

$$
c_{\gamma}(U) \leq 2 \gamma(\psi)<\infty
$$

thus proving the finiteness assertion in Example 5.17.
Remark 5.18. The estimate (42) should not be sharp. One might expect $\gamma\left(\pi^{*} \phi\right)=\gamma\left(\phi_{i}\right)$. This will be studied more closely elsewhere.
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# HILBERT'S TENTH PROBLEM FOR ALGEBRAIC FUNCTION FIELDS OVER INFINITE FIELDS OF CONSTANTS OF POSITIVE CHARACTERISTIC 

Alexandra Shlapentokh

Let $K$ be an algebraic function field of characteristic $p>2$. Let $C$ be the algebraic closure of a finite field in $K$. Assume that $C$ has an extension of degree $p$. Assume also that $K$ contains a subfield $K_{1}$, possibly equal to $C$, and elements $u, x$ such that $u$ is transcendental over $K_{1}, x$ is algebraic over $C(u)$ and $K=K_{1}(u, x)$. Then the Diophantine problem of $K$ is undecidable.

Let $G$ be an algebraic function field in one variable whose constant field is algebraic over a finite field and is not algebraically closed. Then for any prime $\mathfrak{p}$ of $G$, the set of elements of $G$ integral at $\mathfrak{p}$ is Diophantine over $G$.

## 1. Introduction.

The interest in the questions of Diophantine definability and decidability goes back to a question which was posed by Hilbert: Given an arbitrary polynomial equation in several variables over $\mathbb{Z}$, is there a uniform algorithm to determine whether such an equation has solutions in $\mathbb{Z}$. This question, otherwise known as Hilbert's 10th problem, has been answered negatively in the work of M. Davis, H. Putnam, J. Robinson and Yu. Matijasevich. (See [5] and [6].) Since the time when this result was obtained, similar questions have been raised for other fields and rings. Arguably the two most interesting and difficult problems in the area are the questions of Diophantine decidability of $\mathbb{Q}$ and the rings of algebraic integers of arbitrary number fields. One way to resolve the question of Diophantine decidability over a ring of characteristic 0 is to construct a Diophantine definition of $\mathbb{Z}$ over such a ring. This notion is defined below.

Definition 1.1. Let $R$ be a ring and let $A \subset R$. Then we say that $A$ has a Diophantine definition over $R$ if there exists a polynomial $f\left(t, x_{1}, \ldots, x_{n}\right) \in$ $R\left[t, x_{1}, \ldots, x_{n}\right]$ such that for any $t \in R$,

$$
\exists x_{1}, \ldots, x_{n} \in R, f\left(t, x_{1}, \ldots, x_{n}\right)=0 \Longleftrightarrow t \in A .
$$

If the quotient field of $R$ is not algebraically closed, it can be shown that we can allow Diophantine definitions to consist of several polynomials without changing the nature of the relationship. (For more details see [6].) Such Diophantine definitions have been obtained for $\mathbb{Z}$ over rings of algebraic integers of the following fields: Totally real extensions of $\mathbb{Q}$, their extensions of degree 2 , fields with exactly one pair of complex conjugate embeddings, some fields of degree 4 , and some totally real infinite extensions of $\mathbb{Q}$. For more details concerning these results see [7], [11], [12], [25], [30], [29], [37]. However, not much progress has been made towards resolving the Diophantine problem of $\mathbb{Q}$. Further, one of the consequences of a series of conjectures by Barry Mazur and Colliot-Thélène, Swinnerton-Dyer and Skorobogatov is that $\mathbb{Z}$ does not have a Diophantine definition over $\mathbb{Q}$, and thus one would have to look for some other method for resolving the Diophantine problem of $\mathbb{Q}$. (Mazur's conjectures can be found in $[\mathbf{2 3}]$ and $[\mathbf{2 4}]$. However, ColliotThélène, Swinnerton-Dyer and Skorobogatov have found a counterexample to the strongest of the conjectures in the papers cited above. Their modification of Mazur's conjecture in view of the counterexample can be found in [4].) In [40], the author of this paper has demonstrated that in certain totally real algebraic number fields there exist recursive integrally closed rings of algebraic numbers where infinite number of primes can appear in denominators and where rational integers have Diophantine definition. (This implies, of course, that Hilbert's Tenth Problem is undecidable over these rings.) The result above was not proved for $\mathbb{Q}$. The general problem of existence of Diophantine definitions of rational and algebraic integers over integrally closed subrings of number fields (including the fields themselves) remains open.

The problem turned out to be much more tractable over function fields. At this point there are several results pertaining to Diophantine undecidability of various function fields and rings. More specifically, we know that the Diophantine problem of the following function fields is undecidable: the rational function fields of characteristic 0 whose constant fields are subfields of some $p$-adic fields or are formally real (see [9] and [19]), the rational function fields in two variables over $\mathbb{C}$ (see [18]), the rational function fields over the finite fields of constants (see [25], [41]), rational function fields of positive characteristic whose constant fields do not contain the algebraic closure of a finite field ([17]), and algebraic function fields over finite fields of constants ([38]). Results concerning various function rings can be found in [27], [31], [32], [34], [35], [36].

In this paper we extend the undecidability results of Pheidas, Kim and Roush, and the author of this paper to a new class of fields of algebraic functions: Algebraic function fields of positive characteristic $p$ such that the algebraic closure of a finite field contained in the fields under consideration
has an extension of degree $p$. More specifically, we will prove the following theorems.

Theorem. Let $K$ be an algebraic function field of characteristic $p>2$. Let $C$ be the algebraic closure of a finite field in $K$. Assume that $C$ has an extension of degree $p$. Assume also that $K$ contains a subfield $K_{1}$, possibly equal to $C$, and elements $u, x$ such that $u$ is transcendental over $K_{1}, x$ is algebraic over $C(u)$ and $K=K_{1}(u, x)$. Then the Diophantine problem of $K$ is undecidable.

Theorem. Let $G$ be an algebraic function field whose constant field $C$ is algebraic over a finite field of characteristic $p>0$. Assume further, that $C$ is not algebraically closed. Then for any prime $\mathfrak{B}$ of $G$ the set of all elements of $G$ integral with respect to $\mathfrak{B}$ is Diophantine over $G$.

The proof of the undecidability result is based on the idea first introduced by Denef in [10] and further developed by Pheidas in [26], Kim and Roush in [17], and the author of this paper in [38]. This idea can be summarized by the following lemma.

Lemma 1.2. Let $K$ be an algebraic function field of characteristic $p>0$. Let $t \in K$ be a nonconstant element of $K$. Let $C_{p}$ be the finite field of $p$ elements, and let $G$ be the algebraic closure of $C_{p}(t)$ in $K$. Let $\mathfrak{p}$ be a prime of $K$ which lies above a nontrivial prime of $G$, and assume that the following sets are Diophantine over $K$.

$$
p(K)=\left\{(x, w) \in K^{2} \mid \exists s \in \mathbb{N}, w=x^{p^{s}}\right\}
$$

$$
\operatorname{INT}(\mathfrak{p}),
$$

where if $w \in K \cap I N T(\mathfrak{p})$ then $\operatorname{ord}_{\mathfrak{p}} w \geq 0$, and if $w \in G$ and $\operatorname{ord}_{\mathfrak{p}} w \geq 0$, then $w \in \operatorname{INT}(\mathfrak{p})$. Then the Diophantine problem of $K$ is undecidable.
(The proof of the lemma can be easily derived from the proof of [38, Lemma 1.5].)

Section two of the paper is devoted to showing that $p(K)$ is Diophantine over $K$, while section three contains a proof of the fact that $I N T(\mathfrak{p})$ is Diophantine over $K$. Before we leave this section, we will state one more easy but useful lemma concerning Diophantine definitions.

Lemma 1.3. Let $L$ be a field, and let

$$
\begin{equation*}
P\left(w, u_{1}, \ldots, u_{m}\right)=0 \tag{1.1}
\end{equation*}
$$

be a polynomial equation over $L$. Let

$$
\begin{equation*}
\left\{P_{s}\left(w, x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{r}\right)=0, s=1, \ldots, v\right\} \tag{1.2}
\end{equation*}
$$

be a set of equations over $L$. Then, assuming $k>0$ is the degree of $P$ in $w$, there exists a set of equations

$$
\begin{equation*}
\left\{Q_{l}\left(u_{1}, \ldots, u_{m}, t_{1,0}, \ldots, t_{n, k-1}, y_{1}, \ldots, y_{r}\right)=0, l=1, \ldots, e\right\} \tag{1.3}
\end{equation*}
$$

over $L$ such that for any $u_{1}, \ldots, u_{m}, y_{1}, \ldots, y_{r} \in L$, the system (1.1) and (1.2) has solutions $w$ in the algebraic closure of $L$ and $x_{1}, \ldots, x_{n} \in L(w)$ if and only if for some $t_{1,0} \ldots, t_{n, k-1} \in L, t_{1,0}, \ldots, t_{n, k-1}, u_{1}, \ldots, u_{m}$, $y_{1}, \ldots, y_{r}$ are solutions of the system (1.3).

Proof. Fix $u_{1}, \ldots, u_{m}, y_{1}, \ldots, y_{r} \in L$ and assume initially that the values of $u_{1}, \ldots, u_{m}$ under consideration will not make the leading coefficient of $P$ with respect to $w$ zero. Under this assumption we can use Equation (1.1) to compute $\left\{A_{i, j}\left(u_{1}, \ldots, u_{m}\right) \in L\left(u_{1}, \ldots, u_{m}\right)\right\}$ such that for any $i \in \mathbb{N}$,

$$
\begin{equation*}
w^{i}=\sum_{j=0}^{k-1} A_{i, j} w^{j} \tag{1.4}
\end{equation*}
$$

Next consider the following system of equations:

$$
\begin{equation*}
\left\{P_{s}\left(w, \sum_{i=0}^{k-1} t_{i, 1} w^{i}, \ldots, \sum_{i=0}^{k-1} t_{i, n} w^{i}, y_{1}, \ldots, y_{r}\right)=0, s=1, \ldots, v\right\} . \tag{1.5}
\end{equation*}
$$

If we treat $\left\{1, \ldots, w^{k-1}\right\}$ as if they were linearly independent over $L\left(u_{1}, \ldots\right.$, $u_{m}, y_{1}, \ldots, y_{r}$ ) and use Equation (1.4), we can replace the system (1.5) by a system of the form (1.3), where every $P_{i}$ is replaced by $k$ equations corresponding to the coefficients of the first $k$ powers of $w$. Suppose now (1.2) has solutions as described in the statement of the lemma. Since $0<[L(w): L] \leq k$, for $i=1, \ldots, n, x_{i}=\sum_{i=0}^{k-1} a_{i, j} w^{j}$, where $a_{i} \in L$. (If $[L(w): L]<k$ then for $j=[L(w): L], \ldots, k$, we can set $a_{i, j}=0$.) Thus, the system (1.3) will clearly be satisfied with $t_{i, j}=a_{i, j}$. Conversely, if for some $a_{i, j},=Q_{l}\left(u_{1}, \ldots, u_{m}, a_{1,0}, \ldots, a_{n, k-1}, y_{1}, \ldots, y_{r}\right)=0, l=1, \ldots, e$, then given the construction of $Q_{l}$ 's and assuming $w$ is a root of $P$,

$$
P_{s}\left(w, \sum_{i=0}^{k-1} a_{i, 1} w^{i}, \ldots, \sum_{i=0}^{k-1} a_{i, n} w^{i}, y_{1}, \ldots, y_{r}\right)=0, s=1, \ldots, v
$$

Finally, we remove the assumption that the leading coefficient of $P$ with respect to $w$ is not zero. To accomplish that we need to consider the following cases: The $k$-th coefficient is not zero; the $k$-th coefficient is zero but $k-1$-st coefficient is not zero; ... ; only the free term is nonzero. Conditions for each case can be written down in a Diophantine fashion and all the conditions can be combined together in a Diophantine fashion also.

For the remainder of the paper we will use the following notations.

## Notations 1.4.

- $K$ will denote an algebraic function field over a field of constants $C_{K}$ of characteristic $p>2$. In other words, $K$ is a finite algebraic extension of $C_{K}(w)$ for some $w \in K$ transcendental over $C_{K}$.
- $C$ will denote the algebraic closure of a finite field in $C_{K}$.
- $u$ will denote a nonconstant element of $K$.
- $G$ will denote the algebraic closure of $C(u)$ in $K$.
- Given $x_{1}, \ldots, x_{m} \in G, G_{x_{1}, \ldots, x_{m}}$ will denote a subfield of $G$ containing $x_{1}, \ldots, x_{m}$ and such that $C_{x_{1}, \ldots, x_{m}}$ - the constant field of $G_{x_{1}, \ldots, x_{m}}$ is finite.
- $t$ will denote an element of $G \backslash C$ such that the divisor of $t$ is of the form $\mathfrak{p} / \mathfrak{q}$, where $\mathfrak{p}, \mathfrak{q}$ are $K$ primes of degree $q^{h}$ for some rational prime number $q$ and a natural number $h$. Further, $K / C_{K}(t)$ is separable and $q^{h}=n=\left[K: C_{K}(t)\right]$.
- $\tilde{C}_{K}=C_{\tilde{K}}$, where $\tilde{K}=\tilde{C}_{K} K$, will denote the algebraic closure of $C_{K}$.
- $r$ will denote the number of primes ramifying in the extension $\tilde{C}_{K} K / \tilde{C}_{K}(t)$.
- $|C| \geq N(n+2 r+5)$, where $N(n+2 r+5)$ is a positive constant defined in the proof of Theorem 6.11, or $C$ is infinite.
- $C$ has an extension of degree $q$, where $q$ is a rational prime possibly equal to $p$.
- $x$ will denote a generator of $G$ over $C(t)$. (Such a generator exists by Lemma 6.18 and our assumption that $K / C_{K}(t)$ is separable.)
- $c_{0}=0, c_{1} \neq \pm 1, \ldots c_{n+2 r+5} \neq \pm 1$ will denote the elements of $C$ such that for $i=0,1, \ldots, n+2 r+5$, the divisor of $t-c_{i}$ is of the form $\mathfrak{p}_{i} / \mathfrak{q}$, where $\mathfrak{p}_{i}$ is a prime divisor. For $i \neq j$, for any natural number $s, c_{i}^{p^{s}} \neq c_{j}$.
- For all $i, \mathfrak{P}_{i}$ will denote the prime of $C_{K}(t)$ lying below $\mathfrak{p}_{i}$, while $\mathfrak{P}$ and $\mathfrak{Q}$ will denote $C_{K}(t)$-primes below $\mathfrak{p}$ and $\mathfrak{q}$ respectively. For all $i$, $\mathfrak{P}_{i}, \mathfrak{P}$ and $\mathfrak{Q}$ do not split in the extension $K / C_{K}(t)$.
- $r_{i}$ will denote the smallest positive integer such that $c_{i}^{p_{i}}=c_{i}$. We will let $d_{i j}=c_{i}^{p^{j}}, 0 \leq j \leq r_{i}$.
(The existence of an algebraic function field $K$ over a sufficiently large or infinite field of constants containing $t$ and $c_{1}, \ldots, c_{2 r+n+5}$ satisfying the conditions above follows from Theorem 6.11. In Section 5 of the paper we will give a fuller description of the class of fields satisfying our assumptions.)


## 2. P-th Power Equations: The case of $p=q$.

In this section we will show that over an algebraic function field $K$ of characteristic $p>0$, under some assumptions on the constant field, the set $p(K)$ is Diophantine. The method we are going to use has its origins in a paper
of Pheidas (see [26]). It was extended by the author to prove an analogous result for an algebraic function field over a finite field of constants. Unfortunately, in its original form, this extension cannot be used to prove the results pertaining to the algebraic function fields over infinite fields of constants, since it relied on the fact that the class numbers of global fields are finite. To prove the results mentioned above in our case, we will use the fact that under our assumptions on the constant field, the algebraic function field $K$ will have a rational subextension of degree $p^{h}$.

Lemma 2.1. Let $F / G$ be a finite separable extension of fields of positive characteristic $p$. Let $\alpha \in F$ be such that all the coefficients of its monic irreducible polynomial over $G$ are $p$-th powers in $G$. Then $\alpha$ is a $p$-th power in $F$.

Proof. Let $a_{0}^{p}+\ldots+a_{m-1}^{p} T^{m-1}+T^{m}$ be the monic irreducible polynomial of $\alpha$ over $G$. Let $\beta$ be the element of the algebraic closure of $F$ such that $\beta^{p}=\alpha$. Then $\beta$ is of degree at most $m$ over $G$. On the other hand, $G(\alpha) \subseteq G(\beta)$. Therefore, $G(\alpha)=G(\beta)$.
Lemma 2.2. Let $F / G$ be a finite separable extension of fields of positive characteristic $p$. Let $[F: G]=n$. Let $x \in F$ be such that $F=G(x)$ and for distinct $a_{0}^{p}, \ldots, a_{n}^{p} \in G, \mathbf{N}_{F / G}\left(a_{i}^{p}-x\right)=y_{i}^{p}$. Then $x$ is a $p$-th power in $F$.
Proof. Let $H(T)=A_{0}+A_{1} T+A_{n-1} T^{n-1}+T^{n}$ be the monic irreducible polynomial of $x$ over $G$. Then for $i=0, \ldots, n, H\left(a_{i}^{p}\right)=y_{i}^{p}$. Further, we have the following linear system of equations:

$$
\left(\begin{array}{ccccc}
1 & a_{0}^{p} & \ldots & a_{0}^{p(n-1)} & a_{0}^{p n} \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
1 & a_{n}^{p} & \ldots & a_{n}^{p(n-1)} & a_{n}^{p n}
\end{array}\right)\left(\begin{array}{c}
A_{0} \\
\ldots \\
1
\end{array}\right)=\left(\begin{array}{c}
y_{0}^{p} \\
\ldots \\
y_{n}^{p}
\end{array}\right) .
$$

Using Cramer's rule to solve the system, it is not hard to conclude that for $i=0, \ldots, n, A_{i}$ is a $p$-th power in $G$. Then, by Lemma 2.1, $x$ is a $p$-th power in $F$.

Lemma 2.3. Let $w \in K$, let $\mathfrak{a}_{1}, \ldots, \mathfrak{a}_{r}$ be primes of $K$ and let $a_{1}, \ldots, a_{r+1}$ $\in C$ be a set of distinct constants. Then the set $\left\{w+a_{1}, \ldots, w+a_{r+1}\right\}$ contains at least one element of $K$ having no zero at any of the primes $\mathfrak{a}_{1}, \ldots, \mathfrak{a}_{r}$.

Proof. The lemma follows from the fact that each prime $\mathfrak{a}_{i}$ can be a zero of at most one element of the set $\left\{w+a_{1}, \ldots, w+a_{r+1}\right\}$.
Lemma 2.4. Let $w \in K$, let $a, b \in C$. Then all the zeros of $\frac{w+a}{w+b}$ are zeros of $w+a$ and all the poles of $\frac{w+a}{w+b}$ are zeros of $w+b$. Further, the height of $\frac{w+a}{w+b}$ is equal to the height of $w$. (Here by height we mean the degree of zero or pole divisor of an algebraic function.)

Proof. Let $\mathfrak{p}$ be a prime of $K$. Then $\mathfrak{p}$ is a pole $w$ if and only if $\mathfrak{p}$ is a pole of $w+a$ and a pole of $w+b$. Moreover, the order of the pole at all the three functions will be the same. On the other hand, any zero of $\frac{w+a}{w+b}$ will come from zeros of $w+a$ or poles of $w+b$. So let $\mathfrak{p}$ be a pole of $w+b$. Then $\operatorname{ord}_{\mathfrak{p}}(w+a)=\operatorname{ord}_{\mathfrak{p}}(w+b)$ and therefore $\operatorname{ord}_{\mathfrak{p}} \frac{w+a}{w+b}=0$. A similar argument shows that $\frac{w+a}{w+b}$ is a unit at any valuation which is a pole of $w+a$. Consequently, all zeros of $\frac{w+a}{w+b}$ are zeros of $w+a$ and all the poles of $\frac{w+a}{w+b}$ are zeros of $w+b$.

Finally, note that $\frac{w+a}{w+b}=1+\frac{a-b}{w+b}$. Let $H_{K}\left(\frac{w+a}{w+b}\right)$ denote the $K$-height of $\frac{w+a}{w+b}$. Then we have the following equalities.
$H_{K}\left(\frac{w+a}{w+b}\right)=H_{K}\left(1+\frac{a-b}{w+b}\right)=H_{K}\left(\frac{a-b}{w+b}\right)=H_{K}(w+b)=H_{K}(w)$.
The last equality follows from the fact, mentioned above, that the pole divisors of $w+b$ and $w$ are the same.

Lemma 2.5. Let $u, v, z \in \tilde{C}_{K} K=\tilde{K}$, let $y \in \tilde{C}_{K}(z)$, and assume $y, z$ do not have zeros or poles at any valuation of $\tilde{K}$ ramifying in the extension $\tilde{K} / \tilde{C}_{K}(z)$. Further, assume

$$
\begin{gather*}
y-z=u^{p}-u  \tag{2.1}\\
y^{-1}-z^{-1}=v^{p}-v .
\end{gather*}
$$

Then $y=z^{p^{s}}$, for some natural number $s \geq 0$. (Note that in $\tilde{C}_{K}(z)$, the zeros and the poles of $z$ are simple. Assuming that $z$ has no zeros or poles at any valuations ramifying in the extension $\tilde{K} / \tilde{C}_{K}(z)$ amounts, therefore, to assuming that all zeros and poles of $z$ are simple in $\tilde{K}$.)

Proof. The argument below is very similar to the one used in [26, Lemma 1 , pages $3-4$ ], with the following difference. In this lemma we do not assume that $u, v$ are rational functions in $z$ over $\tilde{C}_{K}$ and therefore we will have to use the concept of local derivation with respect to a prime in place of the derivative defined in the usual manner on a rational function field. (For a discussion of local and global derivations see [22, pages 9-10] and [13, pages 144-148].) Let $\mathfrak{A} / \mathfrak{B}$ be the divisor of $z \in \tilde{K}$, where $\mathfrak{A}$ and $\mathfrak{B}$ are relatively prime integral divisors. Further, by assumption all the prime factors of $\mathfrak{A}$ and $\mathfrak{B}$ are distinct. Next note that all the poles of $v^{p}-v$ and $u^{p}-u$ in $\tilde{K}$ are of orders divisible by $p$. Since from the above discussion we know that all the zeros and poles of $z$ are of orders equal to $\pm 1$, we must conclude from (2.1) and (2.2) that the divisor of $y$ is of the form $\mathfrak{U}^{p} \mathfrak{V}$, where all the prime factors of $\mathfrak{V}$ come from $\mathfrak{A}$ or $\mathfrak{B}$ and are distinct. Further, the factors of $\mathfrak{A}$ will appear to the first power in $\mathfrak{V}$; and the factors of $\mathfrak{B}$ will appear to the
power -1 in $\mathfrak{V}$. Indeed, let $\mathfrak{t}$ be a prime which is not a factor of $\mathfrak{A}$ or $\mathfrak{B}$. Without loss of generality assume $\mathfrak{t}$ is a pole of $y$. Then, since $\operatorname{ord}_{\mathfrak{t}} z=0$,

$$
0>\operatorname{ord}_{\mathfrak{t}} y=\operatorname{ord}_{\mathfrak{t}}(z-y)=\operatorname{ord}_{\mathfrak{t}}\left(u^{p}-u\right) \cong 0 \text { modulo } p .
$$

Now let $\mathfrak{t b e}$ a factor of $\mathfrak{A}$ or $\mathfrak{B}$. Again, without loss of generality, assume that $\mathfrak{t}$ is a pole of $y$. If $\mathfrak{t}$ is a factor of $\mathfrak{A}$, then $\operatorname{ord}_{\mathfrak{t}}(y-z)=\operatorname{ord}_{\mathfrak{t}} y=\operatorname{ord}_{\mathfrak{t}}\left(u^{p}-u\right)$. Since we assumed $\mathfrak{t}$ to be a pole of $y$, we must conclude that $\mathfrak{t}$ is a pole of $u$ and thus $\operatorname{ord}_{\mathfrak{t}} y=\operatorname{ord}_{\mathfrak{t}}\left(u^{p}-u\right) \cong 0$ modulo $p$. If, on the other hand, $\mathfrak{t}$ is a factor of $\mathfrak{B}$. Then we have two possibilities: $\operatorname{ord}_{\mathfrak{t}} y=\operatorname{ord}_{\mathfrak{t}} z=-1$ or again $\operatorname{ord}_{\mathfrak{t}} y=\operatorname{ord}_{\mathfrak{t}}\left(u^{p}-u\right) \cong 0$ modulo $p$.

On the other hand, since $y \in \tilde{C}_{K}(z)$, where $\mathfrak{A}$ and $\mathfrak{B}$ are prime divisors, we must conclude that the divisor of $y$ is actually of the form $\mathfrak{U}^{p} \mathfrak{A}^{a} \mathfrak{B}^{b}$, with either $a, b=0$ or $a=1, b=-1$. (This follows from the observation that the degree of the zero and the pole divisor of $y$ must be the same. In particular, the degrees must be equal modulo $p$.) If $a, b=0$, taking into account the fact that no prime which is a pole or zero of $y$ ramifies in the extension $\tilde{K} / \tilde{C}_{K}(z)$, we can conclude that the divisor of $y$ in the rational field is also a $p$-th power of another divisor. Thus, since in the rational field every zero degree divisor is principal, $y$ is a $p$-th power. Suppose, on the other hand that $a=1, b=-1$. Then we can conclude using an argument similar to the one above, that $y z^{-1}$ is a $p$-th power in the rational field. Thus, (2.1) can be rewritten as

$$
\begin{equation*}
z(f-1)^{p}=u^{p}-u, \tag{2.3}
\end{equation*}
$$

where $f \in \tilde{C}_{K}(z)$. Since $f-1$ is a rational function in $z$, we can further rewrite (2.3) as

$$
\begin{equation*}
z\left(f_{1}^{p} / f_{2}^{p}\right)=u^{p}-u, \tag{2.4}
\end{equation*}
$$

where $f_{1}, f_{2}$ are relatively prime polynomials in $z$ over $\tilde{C}$ and $f_{2}$ is monic. From this equation it is clear that any valuation which is a pole of $u$, is either a pole of $z$ or a zero of $f_{2}$. Further, the absolute value of the order of any pole of $u$ at any valuation which is a zero of $f_{2}$, must be the same as the order of $f_{2}$ at this valuation. Therefore, $s=f_{2} u$ will have poles only at the valuations which are poles of $z$. Thus we can rewrite (2.4) in the form

$$
-z f_{1}^{p}+s^{p}=s f_{2}^{p-1}
$$

Let $\mathfrak{c}$ be a zero of $f_{2}$. Then, since $f_{2}$ is a polynomial in $z, \mathfrak{c}$ is not a pole of $z$. Since, $p-1 \geq 2, s$ is integral over $\tilde{C}_{K}[z], \operatorname{ord}_{\mathfrak{c}}\left(s^{p}-z f_{1}^{p}\right) \geq 2$.

In general, for any $x \in \tilde{K}$ and any $\tilde{K}$-prime $\mathfrak{a}$, let $\partial x / \partial \mathfrak{a}$ denote the local derivative of $x$ with respect to $\mathfrak{a}$. Further, if $x$ has a zero at $\mathfrak{a}$ of order greater than 1 , then $\partial x / \partial \mathfrak{a}$ will have a zero at $\mathfrak{a}$. Now observe that

$$
\operatorname{ord}_{\mathfrak{c}} \partial\left(-z f_{1}^{p}+s^{p}\right) / \partial \mathfrak{c}=\operatorname{ord}_{\mathfrak{c}} \frac{d\left(-z f_{1}^{p}+s^{p}\right)}{d z}=\operatorname{ord}_{\mathfrak{c}}\left(-f_{1}^{p}\right)
$$

by Lemma 6.17 , since, by assumption $f_{2}$ does not have any zeros at valuations ramifying in the extension $\tilde{K} / \tilde{C}_{K}(t)$. Thus, $f_{1}$ has a zero at $\mathbf{c}$. But $f_{1}$ and $f_{2}$ are supposed to be relatively prime polynomials. Hence, $f_{2}$ does not have any zeros, and thus is equal to 1 . Therefore, $y$ is a polynomial in $z$. Similarly, we can show that $1 / y$ is a polynomial in $1 / z$. Hence, $y$ is a power of $z$, and more specifically, unless $y=z, y$ must be a power of $z$ divisible by $p$. If $y=z$ we are done. Otherwise, we have shown that $y$ is a $p$-th power of another rational function in $z$ over $\tilde{C}_{K}$. From this point on, the proof of the lemma proceeds in the fashion identical to the proof which can be found in [26, Lemma 1, pages 3, 4].

Lemma 2.6. Let $w, u, u_{i, j_{i}, k, j_{k}}, v_{i, j_{i}, k, j_{k}}, i, k=0, \ldots,(r+n+2)$, $j_{i}=1, \ldots, r_{i}, j_{k}=1, \ldots, r_{k}$ be elements of $K$ satisfying the following equations for all $i, k=0, \ldots,(r+n+2)$, and some $1 \leq j_{i} \leq r_{i}, 1 \leq j_{k} \leq r_{k}$.

$$
\begin{align*}
w-t & =u^{p}-u  \tag{2.5}\\
w^{-1}-t^{-1} & =v^{p}-v  \tag{2.6}\\
w_{i, j_{i}, k, j_{k}} & =\frac{w-d_{i, j_{i}}}{w-d_{k, j_{k}}},  \tag{2.7}\\
t_{i, k} & =\frac{t-c_{i}}{t-c_{k}}  \tag{2.8}\\
w_{i, j_{i}, k, j_{k}}-t_{i, k} & =u_{i, j_{i}, k, j_{k}}^{p}-u_{i, j_{i}, k, j_{k}}  \tag{2.9}\\
\frac{1}{w_{i, j_{i}, k, j_{k}}}-\frac{1}{t_{i, k}} & =v_{i, j_{i}, k, j_{k}}^{p}-v_{i, j_{i}, k, j_{k}} . \tag{2.10}
\end{align*}
$$

Then $w=t^{p^{s}}$ for some natural number $s \geq 0$.
Proof. First of all note that $\mathfrak{Q}$, and $\mathfrak{P}_{i}$ for all $i$ will remain prime in the extension $\tilde{C}_{K}(t) / C_{K}(t)$ and their factors will be unramified in the extension $\tilde{K} / \tilde{C}_{K}$. Indeed, the first assertion is true because all the listed primes are of degree one in $C_{K}(t)$ and thus will remain prime under any constant field extension. The second assertion is true by Lemma 6.16. Thus, for all $i, k, t_{i, k}$ has neither zeros nor poles at any prime ramifying in the extension $\tilde{K} / \tilde{C}_{K}(t)$.

Next we note that by Lemma 2.3, for some $i=0, \ldots,(n+r+2)$ there exist distinct $k_{1}, \ldots, k_{n+1} \in\{0, \ldots,(r+n+2)\} \backslash\{i\}$ such that for any $1 \leq j_{i} \leq r_{i}, 1 \leq j_{k_{l}} \leq r_{k_{l}}, w_{i, j_{i}, k_{l}, j_{k_{l}}}, l=1, \ldots, n+1$ does not have zeros or poles at any prime ramifying in the extension $\tilde{K} / \tilde{C}_{K}(t)$. Indeed, we can select the required indices in the following manner. First consider the set $\left\{w-d_{i, j_{i}}, i=0, \ldots, n+r+2,1 \leq j_{i} \leq r_{i}\right\}$. Note, that by assumption, for all $\left(i, j_{i}\right), d_{i, j_{i}}$ is a constant and all these constants are distinct. Let $\left\{m_{u}, u=1 \ldots, s\right\}$ be the set of all the elements of the set $\{0, \ldots, n+r+2\}$ such that for some $j_{m_{u}}$ in the set $\left\{1, \ldots, r_{m_{u}}\right\}, w-d_{m_{u}, j_{m_{u}}}$ has a zero at a valuation of $\tilde{K}$ ramifying in the extension $\tilde{K} / \tilde{C}_{K}(t)$. Then by Lemma
$2.3, s \leq r$. Therefore, the set $\{0, \ldots, n+r+2\} \backslash\left\{m_{1}, \ldots, m_{s}\right\}$ contains at least $n+3$ elements. Choose $i$ in this set. Finally choose $k_{1}, \ldots, k_{n+1}$ in the set $\{0, \ldots, n+r+2\} \backslash\left\{m_{1}, \ldots, m_{s}, i\right\}$, containing at least $n+2$ elements. Next consider, $w_{i, j_{i}, k_{l}, j_{k_{l}}}=\frac{w-d_{i, j_{i}}}{w-d_{k_{l}, j_{l}}}$, where $1 \leq j_{i} \leq r_{i}, k_{l} \in$ $\{0, \ldots, n+r+2\} \backslash\left\{m_{1}, \ldots, m_{s}, i\right\}, 1 \leq j_{k_{l}} \leq r_{k_{l}}$. Note that neither numerator, nor denominator of this fraction has a zero at a valuation ramifying in the extension $\tilde{K} / \tilde{C}_{K}(t)$. Thus, by Lemma $2.4, w_{i, j_{i}, k_{l}, j_{k_{l}}}$ has no zeros or poles at any valuation ramifying in the extension $\tilde{K} / \tilde{C}_{K}(t)$.

If $w \in C_{K}(t)$ then we can apply Lemma 2.5 to conclude that our lemma is true. Thus, we may assume $w \notin C_{K}(t)$. This would imply that $w_{i, j_{i}, k_{l}, j_{k_{l}}} \notin$ $C_{K}(t)$ for all $i, j_{i}, k_{l}, j_{k_{l}}$ Further, by an argument similar to the one used in the proof of Lemma 2.5, for all $l=1, \ldots, n+1$, Equations (2.9) and (2.10) imply that for some $j_{i}, j_{k_{l}}$ the divisor of $w_{i, j_{i}, k_{l}, j_{k_{l}}}$ is of the form $\mathfrak{A}^{p} \mathfrak{p}_{k_{l}}^{a} \mathfrak{p}_{i}^{b}$, where $a$ is either -1 or 0 and $b$ is either 1 or 0 . Let $K_{w}=C_{K}(w, t)$, and note that for all $i, k, j_{i}, j_{k}, w_{i, j_{i}, k, j_{k}} \in K_{w}$ and $\left[K_{w}: C_{K}(t)\right]=p^{m}$, where $0<m \leq h$. (The left inequality is strict due to our assumption that $w \notin C_{K}(t)$.) Further, since for all $l=1, \ldots, n+1, w_{i, j_{i}, k_{l}, j_{k}}$ does not have any zeros or poles ramifying in the extension $K / C_{K}(t)$, the divisor of $w_{i, j_{i}, k_{l}, j_{k l}}$ will be of the form $\mathfrak{A}_{K_{w}}^{p} \mathfrak{P}_{i, w}^{a} \mathfrak{P}_{k_{l}, w}^{b}$ in $K_{w}$, where $\mathfrak{A}_{K_{w}}$ is the $K_{w}$-divisor below the divisor $\mathfrak{A}$, and for all $i, \mathfrak{P}_{i, w}$ denotes the prime below $\mathfrak{p}_{i}$ in $C_{K}(t, w)$. Next we note that for all $l=1, \ldots, n+1$ the divisor of $\mathbf{N}_{K_{w} / C_{K}(t)}\left(w_{i, j_{i}, k_{l}, j_{k_{l}}}\right)$ is equal to the corresponding norm of the divisor of $w_{i, j_{i}, k_{l}, j_{k}}$. On the other hand,

$$
\mathbf{N}_{K_{w} / C_{K}(t)} \mathfrak{P}_{i, w}=\mathfrak{P}_{i}^{f\left(\mathfrak{P}_{i, w} / \mathfrak{P}_{i}\right)}=\mathfrak{P}_{i}^{p^{m}}
$$

Thus, for all $l=1, \ldots, n+1$, the divisor of the norm of $w_{i, j_{i}, k_{l}, j_{k_{l}}}$ in $C_{K}(t)$ is a $p$-th power of some other divisor of $C_{K}(t)$. Since in $C_{K}(t)$ every zero degree divisor is principal, we must conclude that for all $l=1, \ldots, n+1$, the $K / C_{K}(t)$ norm of $w_{i, j_{i}, k_{l}, j_{k}}$ is a $p$-th power of some element of $C_{K}(t)$. On the other hand,

$$
\begin{aligned}
w_{i, j_{i}, k_{l} j_{k_{l}}}^{-1} & =\frac{w-d_{k_{l}, j_{k_{l}}}}{w-d_{i, j_{i}}}=1+\frac{d_{i, j_{i}}-d_{k_{l}, j_{k_{l}}}}{w-d_{i, j_{i}}} \\
& =\left(d_{i, j_{i}}-d_{k_{l}, j_{k_{l}}}\right)\left(\frac{1}{d_{i, j_{i}}-d_{k_{l}, j_{k_{l}}}}-\frac{1}{d_{i, j_{i}}-w}\right) .
\end{aligned}
$$

Thus, we can conclude that for $l=1, \ldots, n+1$,

$$
\mathbf{N}_{K_{w} / C_{K}(t)}\left(\frac{1}{d_{i, j_{i}}-d_{k_{l}, j_{k_{l}}}}-\frac{1}{d_{i, j_{i}}-w}\right)
$$

is a $p$-th power. Then, by Lemma 2.2, taking into account our assumption that for all natural numbers $s$, for $r \neq j, c_{r}^{p^{s}} \neq c_{j}$, we can conclude that $w-d_{i, j_{i}}$ is a $p$-th power in $K$. Consequently, $w$ is a $p$-th power in $K$. Thus, $w=\tilde{w}^{p}$ for some $\tilde{w} \in K$. Next observe the following.

$$
w_{i, j_{i}, k, j_{k}}=\frac{w-d_{i, j_{i}}}{w-d_{k, j_{k}}}=\frac{w-c_{i}^{p^{j_{i}}}}{w-c_{k}^{p_{k}}}=\left(\frac{\tilde{w}-c_{i}^{p^{m_{i}}}}{\tilde{w}-c_{k}^{p^{m_{k}}}}\right)^{p}=\left(\tilde{w}_{i, m_{i}, k, m_{k}}\right)^{p},
$$

where $m_{i}=j_{i}-1, m_{k}=j_{k}-1$, if $j_{k}, j_{i}>1$ and $m_{i}=r_{i}, m_{k}=r_{k}$, if $j_{k}=1, j_{i}=1$. Note that since for all $k, j_{k}$ took all values $1, \ldots, r_{k}$, the same will be true of $m_{k}$. Thus Equations (2.9) and (2.10) can be rewritten in the following manner.

$$
\begin{equation*}
\tilde{w}_{i, m_{i}, k, m_{k}}-t_{i, k}=\left(u_{i, j_{i}, k, j_{k}}^{p}-\tilde{w}_{i, m_{i}, k, m_{k}}^{p}\right)-\left(u_{i, j_{i}, k, j_{k}}-\tilde{w}_{i, m_{i}, k, m_{k}}\right), \tag{2.11}
\end{equation*}
$$

$$
\begin{equation*}
\frac{1}{\tilde{w}_{i, m_{i}, k, m_{k}}}-\frac{1}{t_{i, k}}=\left(v_{i, j_{i}, k, j_{k}}^{p}-\frac{1}{\tilde{w}_{i, m_{i}, k, m_{k}}^{p}}\right)-\left(v_{i, j_{i}, k, j_{k}}-\frac{1}{\tilde{w}_{i, m_{i}, k, m_{k}}}\right), \tag{2.12}
\end{equation*}
$$

where $1 \leq m_{i} \leq r_{i}, 1 \leq m_{k} \leq r_{k}$. Equations (2.5) and (2.6) can be rewritten in a similar fashion. Therefore, the previous argument applies to $\tilde{w}$. Note also that the height of $\tilde{w}$ is strictly less than the height of $w$. Thus after finitely many iterations of this process, we will find ourselves in a situation where (2.5) and (2.6) hold for a $\bar{w} \in K$, whose height is less or equal to the height of $t$. This would imply that the divisor of $\bar{w}$ and $t$ are the same. In other words, $\bar{w}=a t$, where $a$ is a constant. Thus, $(a-1) t=u^{p}-u$. However, unless $a=1$, we have a contradiction. Therefore, if we assume that the height of $\bar{w}$ is less or equal to the height of $t$, we must conclude that $\bar{w}=t$. Consequently, for some natural number $s, w=t^{p^{s}}$.
Corollary 2.7. The set $\left\{w \in K \mid \exists s \in \mathbb{N}, w=t^{p^{s}}\right\}$ is Diophantine over $K$.
Proof. First we note that for any $x \in K$ and any $s \in \mathbb{N}$

$$
\begin{equation*}
x^{p^{s}}-x=\left(x^{p^{s-1}}+x^{p^{s-2}}+\cdots+x\right)^{p}-\left(x^{p^{s-1}}+x^{p^{s-2}}+\cdots+x\right) . \tag{2.13}
\end{equation*}
$$

Next we want to show that assuming $w=t^{p^{s}}$, Equations (2.5)-(2.10) can be satisfied over $K$. In view of equality (2.13), it is enough to show that for some $1 \leq j_{i} \leq r_{i}, 1 \leq j_{k} \leq r_{k}, w_{i, j_{i}, k, j_{k}}=\left(t_{i, k}\right)^{p^{s}}$. Choose $j_{i} \cong s$ modulo $r_{i}$. (Such a $j_{i}$ exists since the set of all possible values of $j_{i}$ contains a representative of every class modulo $r_{i}$.) Then $c_{i}^{p^{s}}=\left(c_{i}^{p^{j_{i}}}\right)^{p^{m r_{i}}}=c_{i}^{p^{j_{i}}}$. Similarly, choose $j_{k} \cong s$ modulo $r_{k}$ so that $c_{k}^{p^{s}}=c_{k}^{p^{j}}$. Now the desired conclusion follows from Equations (2.7) and Equations (2.8).

Lemma 2.8. Let $\sigma, \mu \in K$. Assume that all the primes that are poles of $\sigma$ or $\mu$ do not ramify in the extension $\tilde{K} / \tilde{C}_{K}(t)$. Further, assume the following equality is true.

$$
\begin{equation*}
t\left(\sigma^{p}-\sigma\right)=\mu^{p}-\mu . \tag{2.14}
\end{equation*}
$$

Then $\sigma^{p}-\sigma=\mu^{p}-\mu=0$.
Proof. Let $\mathfrak{A}, \mathfrak{B}$ be integral divisors of $K$, relatively prime to each other and to $\mathfrak{p}$ and $\mathfrak{q}$, such that the divisor of $\sigma$ is of the form $\frac{\mathfrak{Z}}{\mathfrak{B}} \mathfrak{p}^{i} \mathfrak{q}^{k}$, where $i, k$ are integers. Then it is not hard to see that for some integral divisor $\mathfrak{C}$, relatively prime to $\mathfrak{B}, \mathfrak{p}$ and $\mathfrak{q}$, some integers $j$, $m$, the divisor of $\mu$ is of the


$$
0>\operatorname{pord}_{\mathfrak{t}} \mu=\operatorname{ord}_{\mathfrak{t}}\left(\mu^{p}-\mu\right)=\operatorname{ord}_{\mathfrak{t}}\left(t\left(\sigma^{p}-\sigma\right)\right)=\operatorname{ord}_{\mathfrak{t}}\left(\sigma^{p}-\sigma\right)=\operatorname{pord}_{\mathfrak{t}} \sigma .
$$

Conversely, let $\mathfrak{t}$ be a pole of $\sigma$ such that $\mathfrak{t} \neq \mathfrak{p}$ and $\mathfrak{t} \neq \mathfrak{q}$. Then

$$
0>\operatorname{pord}_{\mathfrak{t}} \sigma=\operatorname{ord}_{\mathfrak{t}}\left(\sigma^{p}-\sigma\right)=\operatorname{ord}_{\mathfrak{t}}\left(t\left(\sigma^{p}-\sigma\right)\right)=\operatorname{ord}_{\mathfrak{t}}\left(\mu^{p}-\mu\right)=\operatorname{pord}_{\mathfrak{t}} \mu .
$$

By the Strong Approximation Theorem there exists $b \in K$ such that the divisor of $b$ is of the form $\mathfrak{B D} / \mathfrak{q}^{l}$, where $\mathfrak{D}$ is an integral divisor relatively prime to $\mathfrak{A}, \mathfrak{C}, \mathfrak{p}, \mathfrak{q}$ and $l$ is a natural number. Then $b \sigma=s_{1} t^{i}, b \mu=s_{2} t^{j}$, where $s_{1}, s_{2}$ are integral over $C_{K}[t]$ and have zero divisors relatively prime to $\mathfrak{p}$ and $\mathfrak{B}$. Indeed, consider the divisors of $b \sigma$ :

$$
\frac{\mathfrak{B} \mathfrak{D}}{\mathfrak{q}^{l}} \frac{\mathfrak{A}}{\mathfrak{B}} \mathfrak{p}^{i} \mathfrak{q}^{k}=\mathfrak{D A} \mathfrak{p}^{i} \mathfrak{q}^{k-l}=\mathfrak{D A} \mathfrak{q}^{k-l+i} \frac{\mathfrak{p}^{i}}{\mathfrak{q}^{i}} .
$$

Thus the divisor of $s_{1}$ is of the form $\mathfrak{D A} \mathfrak{q}^{k-l+i}$ and therefore, $\mathfrak{q}$ is the only pole of $s_{1}$, making it integral over $C_{k}[t]$. Further, by construction $\mathfrak{A}$ and $\mathfrak{D}$ are integral divisors relatively prime to $\mathfrak{p}$ and $\mathfrak{B}$. A similar argument applies to $s_{2}$.

Multiplying through by $b^{p}$ we will obtain the following equation.

$$
\begin{equation*}
t\left(s_{1}^{p} t^{i p}-b^{p-1} s_{1} t^{i}\right)=s_{2}^{p} t^{j p}-b^{p-1} s_{2} t^{j} . \tag{2.15}
\end{equation*}
$$

Suppose $i<0$. Then the left side of (2.15) has a pole of order $i p+1$ at $\mathfrak{p}$. This would imply that $j<0$ and the right side has a pole of order $j p$ at $\mathfrak{p}$. Thus, we can assume that $i, j$ are both nonnegative. We can now rewrite (2.15) in the form

$$
\begin{equation*}
\left(s_{1}^{p} t^{i p+1}-s_{2}^{p} t^{j p}\right)=b^{p-1}\left(s_{1} t^{i+1}-s_{2} t^{j}\right) . \tag{2.16}
\end{equation*}
$$

Let $\mathfrak{t}$ be any prime factor of $\mathfrak{B}$ in $\tilde{K}$. Then $\mathfrak{t}$ does not ramify in the extension $\tilde{K} / C_{\tilde{K}}(t)$ and since $p>2, \operatorname{ord}_{\mathfrak{t}}\left(s_{1}^{p} t^{i p+1}-s_{2}^{p} t^{j p}\right) \geq 2$. Thus, $\operatorname{ord}_{\mathfrak{t}} \partial\left(s_{1}^{p} t^{i p+1}-\right.$ $\left.s_{2}^{p} t^{j p}\right) / \partial \mathfrak{t}>0$. Since $\mathfrak{t}$ is not ramified in the extension $\tilde{K} / C_{\tilde{K}}(t)$, by Lemma 6.17, $\operatorname{ord}_{\mathfrak{t}} \partial\left(s_{1}^{p} t^{i p+1}-s_{2}^{p} t^{j p}\right) / \partial \mathfrak{t}=\operatorname{ord}_{\mathfrak{t}} d\left(s_{1}^{p} t^{i p+1}-s_{2}^{p} t^{j p}\right) / d t=\operatorname{ord}_{\mathfrak{t}}\left(s_{1}^{p} t^{i p}\right)$. Therefore, since $\mathfrak{t}$, by assumption is not a zero of $t, s_{1}$ has a zero at $\mathfrak{t}$. This, however, is impossible. Consequently, $\mathfrak{B}$ is a trivial divisor, and in (2.14)
all the functions are integral over $C_{K}[t]$, i.e., they can have poles at $\mathfrak{q}$ only. Assuming $\mu$ is not a constant and thus has a pole at $\mathfrak{q}$, we note that the left side has a pole at $\mathfrak{q}$ of order equivalent to 1 modulo $p$, while the right side has the pole $\mathfrak{q}$ of order equivalent to 0 modulo $p$. Thus, $\mu$ is a constant. But the only way the product of $t$ and a function integral over $C_{K}[t]$ can be a constant is for that function to be equal to zero. Consequently, the statement of the lemma is true.

Lemma 2.9. Let $v \in K$ and assume for some distinct $a_{0}=0, a_{1}, \ldots, a_{n} \in$ $C_{K}$, the divisor of $v+a_{0}, \ldots, v+a_{n}$ is a $p$-th power of some other divisor of $K$. Then, assuming for all $i, v+a_{i}$ does not have any zeros or poles at any prime ramifying in the extension $K / C_{K}(t), v$ is a $p$-th power in $K$.

Proof. First assume $v \in C_{K}(t)$. Since $v+a_{i}$ does not have any zeros or poles at primes ramifying in the extension $K / C_{K}(t)$, the divisor of $v+a_{i}$ in $C_{K}(t)$ is a $p$-th power of another $C_{K}(t)$ divisor. Since in $C_{K}(t)$ every zero degree divisor is principal, $v$ is a $p$-th power in $C_{K}(t)$ and therefore in $K$. Next assume $v \notin C_{K}(t)$. Note that no zero or pole of $v+a_{i}$ is at any valuation ramifying in the extension $K / C_{K}(t, v)$. Hence, in $C_{K}(t, v)$ the divisor of $v+a_{i}$ is also a $p$-th power of another divisor. Finally note that $\mathbf{N}_{C_{K}(t, v) / C_{K}(t)}\left(v+a_{i}\right)$ will be a $p$-th power in $C_{K}(t)$ and apply Lemma 2.2.
Lemma 2.10. Let $x, v \in K \backslash\{0\}$, let $u=\frac{x^{p}+t}{x^{p}-t}$. Further, assume that the following equations hold for all $i, k=0, \ldots,(2 r+n+5)$, some $1 \leq j_{i} \leq$ $r_{i}, 1 \leq j_{k} \leq r_{k}$, and some $s \geq 0$.

$$
\begin{equation*}
v_{i, j_{i}, k, j_{k}, g}=\frac{v^{g}+d_{i, j_{i}}}{v^{g}+d_{k, j_{k}}}, g=-1,1 . \tag{2.17}
\end{equation*}
$$

$$
\begin{align*}
& v_{i, j_{i}, k, j_{k}, g}^{2 e} t^{m p^{s}}-u_{i, k, g}^{2 e} t^{m}=\mu_{i, j_{i}, k, j_{k}, e, m, g}^{p}-\mu_{i, j_{i}, k, j_{k}, e, m, g}  \tag{2.19}\\
& e=-1,1, m=0,1, g=-1,1
\end{align*}
$$

$$
\begin{align*}
& v_{i, j_{i}, k, j_{k}, g}^{e}-u_{i, k, g}^{e}=\sigma_{i, j_{i}, k, j_{k}, e, g}^{p}-\sigma_{i, j_{i}, k, j_{k}, e, g}, e=-1,1, g=-1,1 .  \tag{2.20}\\
& \left(u^{g}+c_{i}\right)^{e}-\left(v^{g}+d_{i, j_{i}}\right)^{e}=\mu_{i, j_{i}, e, g}^{p}-\mu_{i, j_{i}, e, g}, e=-1,1, g=-1,1 . \tag{2.21}
\end{align*}
$$

Then for some natural number $k, v=u^{p^{k}}$.
Proof. First of all, we claim that for all $i, k, g, u_{i, k, g}$ has no multiple zeros or poles except possibly at the primes ramifying in $\tilde{K} / \tilde{C}_{K}(t), \mathfrak{p}$ or $\mathfrak{q}$. Indeed, by Lemma 2.4, all the poles of $u_{i, k, g}$ are zeros of $u^{g}+c_{k}$ and all the zeros of $u_{i, k, g}$ are zeros $u^{g}+c_{i}$. However, by Lemma 4.5 of [38] and by assumption on $c_{i}$ and $c_{k}$, all the zeros of $u^{g}+c_{k}$ and $u^{g}+c_{i}$ are simple, except possibly
for zeros at $\mathfrak{p}, \mathfrak{q}$, or primes ramifying in the extension $\tilde{K} / \tilde{C}_{K}(t)$. For future use, we also note that $u$ is not a $p$-th power in $K$, assuming $x \neq 0$. (This can be established by computing the derivative of $u$, which is not 0 , if $x$ is not 0 .) We will show that if $s>0$ then $v$ is a $p$-th power in $K$, and if $s=0$ then $u=v$. Suppose $s>0$ and let $g=1$. Next note that by Lemma 2.3, by an argument similar to the one used in Lemma 2.6, there exist $0 \leq i \leq(2 r+5+n), 0 \leq k_{l} \leq(2 r+n+5), l=1, \ldots, n+1, k_{l} \neq i, k_{l} \neq k_{m}$ for $m \neq l$, such that for all $1 \leq j_{i} \leq r_{i}, 1 \leq j_{k_{l}} \leq r_{k_{l}}, u_{i, k_{l}, 1}$ and $v_{i, j_{i}, k_{l}, j_{k_{l}}, 1}$ have no zeros or poles at the primes of $\tilde{K}$ ramifying in the extension $\tilde{K} / \tilde{C}(t)$, or $\mathfrak{p}$ or $\mathfrak{q}$. Note that for thus selected indices, all the poles and zeros of $u_{i, k_{l}, 1}$ are simple for $l=1, \ldots, n+1$.

Pick an $i, k_{1}, \ldots, k_{n+1}, j_{i}, j_{k_{1}}, \ldots, j_{k_{n+1}}$ such that Equations (2.17)-(2.21) are satisfied for these indices and $u_{i, k_{1}, 1}, v_{i, j_{i}, k_{1}, j_{k_{1}}, 1}, \ldots, u_{i, k_{n+1}, 1}$, $v_{i, j_{i}, k_{n+1}, j_{k_{n+1}}, 1}$ have no poles or zeros at primes ramifying in the extension $\tilde{K} / \tilde{C}(t)$, or at $\mathfrak{p}$ or $\mathfrak{q}$. Further, by an argument similar to the one used in the proof of Lemma 2.5, either for $l=1, \ldots, n+1$, the divisor of $v_{i, j_{i}, k_{l}, j_{k_{l}}, 1}$ in $\tilde{K}$ is a $p$-th power of another divisor or for some $l$ and some prime $\mathfrak{t}$ not ramifying in $\tilde{K} / \tilde{C}(t)$ and not equal to $\mathfrak{p}$ or to $\mathfrak{q}, \operatorname{ord}_{\mathfrak{t}} v_{i, j_{i}, k_{l}, j_{k}, 1}= \pm 1$. In the first case, given the assumption that $v_{i, j_{i}, k_{l}, j_{k},}$,'s do not have poles or zeros at ramifying primes and Lemma 2.9, $v$ is a $p$-th power in $K$. So suppose the second alternative holds. In this case, without loss of generality, assume $\mathfrak{t}$ is a pole of $v_{i, j_{i}, k_{l}, j_{k}, 1}$. Next consider the following equations

$$
\begin{align*}
& v_{i, j_{i}, k_{l}, j_{k_{l}}, 1}^{2} t^{p^{s}}-u_{i, k_{l}, 1}^{2} t=\mu_{i, j_{i}, k_{l}, j_{k_{l}}, 1,1,1}^{p}-\mu_{i, j_{i}, k_{l}, j_{k_{l}}, 1,1,1}  \tag{2.22}\\
& v_{i, j_{i}, k_{l}, j_{k_{l}}, 1}^{2}-u_{i, k_{l}, 1}^{2}=\mu_{i, j_{i}, k, j_{k}, 0,1,1}^{p}-\mu_{i, j_{i}, k, j_{k}, 0,1,1} \tag{2.23}
\end{align*}
$$

obtained from (2.19) by first making $e=1, m=1$ and then $e=1, m=0$. (If $\mathfrak{t}$ were a zero of $v_{i, j_{i}, k_{l}, j_{k}, 1}, e$ would be equal to -1 in both equations.) Since $t$ does not have a pole or zero at $\mathfrak{t}$ and $p>2$, we must conclude that

$$
\operatorname{ord}_{\mathfrak{t}}\left(v_{i, j_{i}, k_{l}, j_{k}, 1}^{2}, t^{p^{s}}-u_{i, k_{l}, 1}^{2} t\right)=\operatorname{ord}_{\mathfrak{t}}\left(\mu_{i, j_{i}, k_{l}, j_{k_{l}}, 1,1,1}^{p}-\mu_{i, j_{i}, k_{l}, j_{k_{l}}, 1,1,1}\right) \geq 0
$$

and

$$
\operatorname{ord}_{\mathfrak{t}}\left(v_{i, j_{i}, k_{l}, j_{k}, 1}^{2}-u_{i, k_{l}, 1}^{2}\right)=\operatorname{ord}_{\mathfrak{t}}\left(\mu_{i, j_{i}, k_{l}, j_{k} l}^{p}, 0,1,1-\mu_{i, j_{i}, k_{l}, j_{k}, 0,1,1}\right) \geq 0
$$

Thus,

$$
\begin{aligned}
& \operatorname{ord}_{\mathfrak{t}} v_{i, j_{i}, k_{l}, j_{k_{l}}, 1}^{2}\left(t^{p^{s}}-t\right) \\
& =\operatorname{ord}_{\mathfrak{t}}\left(\mu_{i, j_{i}, k_{l}, j_{k_{l}}, 1,1,1}^{p}-\mu_{i, j_{i}, k_{l}, j_{k_{l}}, 1,1,1}-t \mu_{i, j_{i}, k_{l}, j_{k_{l}}, 0,1,1}^{p}+t \mu_{i, j_{i}, k_{l}, j_{k_{l}}, 0,1,1}\right) \\
& \geq 0
\end{aligned}
$$

Finally, we must deduce that $\operatorname{ord}_{\mathfrak{t}}\left(t^{p^{s}}-t\right) \geq 2\left|\operatorname{ord}_{\mathfrak{t}} v\right|$. But in $C_{K}(t)$ all the zeros of $\left(t^{p^{s}}-t\right)$ are simple. Thus, this function can have multiple zeros only
at primes ramifying in the extension $\tilde{K} / \tilde{C}_{K}(t)$. By assumption $\mathfrak{t}$ is not one of these primes and thus we have a contradiction, unless $v$ is a $p$-th power.

Suppose now that $s=0$. Set $g=1$ again and let $i, k_{1}, \ldots, k_{n+1}$ be selected as above. Then from (2.22) and (2.23) we obtain

$$
\mu_{i, j_{i}, k, j_{k}, 1,1,1}^{p}-\mu_{i, j_{i}, k, j_{k}, 1,1}=t\left(\mu_{i, j_{i}, k, j_{k}, 0,1,1}^{p}-\mu_{i, j_{i}, k, j_{k}, 0,1,1}\right) .
$$

Note here that all the poles of $\mu_{i, j_{i}, k, j_{k}, 1,1,1}$ and $\mu_{i, j_{i}, k, j_{k}, 0,1,1}$ are poles of $u_{i, k_{l}, 1}, v_{i, j_{i}, k_{l}, j_{k}, 1}$ or $t$, and thus are not any valuation ramifying in the extension $\tilde{K} / \tilde{C}_{K}(t)$. By Lemma 2.8 we can then conclude that

$$
v_{i, j_{i}, k_{l}, j_{k_{l}, 1}}^{2}-u_{i, k_{l}, 1}^{2}=0
$$

Thus, $v_{i, j_{i}, k_{l}, j_{k}, 1}= \pm u_{i, k_{l}, 1}$. Since all the poles of $u_{i, k_{l}, 1}$ are simple, (2.20) with $k=k_{l}$ rules out "-". Therefore,

$$
\begin{equation*}
v_{i, j_{i}, k_{l}, j_{k}, 1}=u_{i, k_{l}, 1} . \tag{2.24}
\end{equation*}
$$

Rewriting (2.24) we obtain

$$
\frac{d_{i, j}-d_{k_{l}, j_{k_{l}}}}{v+d_{k_{l}, j_{k_{l}}}}=\frac{c_{i}-c_{k_{l}}}{u+c_{k_{l}}},
$$

or

$$
\begin{equation*}
v=a u+b, \tag{2.25}
\end{equation*}
$$

where $a, b$ are constants.
Now keep $s=0$, set $g=-1$, pick new distinct $i, k_{1}, \ldots, k_{n+1}$ such that $u_{i, k_{l},-1}, v_{i, j_{i}, k_{l}, j_{l},-1}, l=1, \ldots, n+1$ do not have any zeros or poles at valuations ramifying in the extension $\tilde{K} / \tilde{C}_{K}(t)$, at $\mathfrak{p}$ or $\mathfrak{q}$. Repeat the argument above (with $s=0$ ) for $g=-1$ to conclude that

$$
\begin{equation*}
v^{-1}=\bar{a} u^{-1}+\bar{b}, \tag{2.26}
\end{equation*}
$$

where $\bar{a}, \bar{b}$ are also constants. Equation (2.25) stipulates that $u$ and $v$ have the same poles. If $\bar{b} \neq 0$, then (2.26) stipulates that $u$ and $v$ have no poles in common. Since $u$ is not constant, and therefore, $v$ is not constant, we must deduce that $\bar{b}=0$ and $u=a v$ for some constant $a$. If $a \neq 1$, from (2.21), we conclude, using $g=1$ for all $i$, that all the zeros of $u+c_{i}$ are of order divisible by $p$. Indeed, consider $\frac{1}{u+c_{i}}$ and $\frac{1}{u+a^{-1} d_{i, j}}$. Either $a c_{i}=c_{i}^{p^{j_{i}}}=d_{i, j_{i}}$ and

$$
\frac{1}{u+c_{i}}-\frac{1}{v+d_{i, j_{i}}}=\frac{1}{u+c_{i}}-a^{-1} \frac{1}{u+c_{i}}=\left(1-a^{-1}\right) /\left(u+c_{i}\right),
$$

or $u+c_{i}$ and $v+d_{i, j_{i}}=a u+d_{i, j_{i}}$ have no common zeros, and $\frac{1}{u+c_{i}}-\frac{1}{v+d_{i, j_{i}}}$ has poles at all the valuations at which $\frac{1}{u+c_{i}}$ has poles, and these poles are of the same order as the poles of $\frac{1}{u+c_{i}}$. Since this cannot happen, $a=1$.

If $s>0$ and $v$ is a $p$-th power, then Equations (2.18)-(2.21) can be rewritten in the same fashion as equations in Lemma 2.6 with $s$ being replaced by $s-1$ and $v$ replaced by its $p$-th root. Therefore, after finitely many iterations of this rewriting procedure we will be in the case of $s=0$. Hence, for some natural number $k, v=u^{p^{k}}$.
Corollary 2.11. Let $x \in K$, and let $u=\frac{x^{p}+t}{x^{p}-t}$. Then the set $\{w \in K \| \exists s \in$ $\left.\mathbb{N}, w=u^{p^{s}}\right\}$ is Diophantine over $K$.
Proof. Given Lemma 2.10, it is enough to show that if $w=u^{p^{s}}$ for some natural number $s$, Equations (2.17) - (2.21) can be satisfied in the remaining variables over $K$. The proof of this assertion is identical to the proof of Corollary 2.7.

Finally we state the main result of this section.
Theorem 2.12. The set $\left\{(x, y) \in K^{2} \| \exists s \in \mathbb{N}, y=x^{p^{s}}\right\}$ is Diophantine over $K$.

Given Corollaries 2.7 and 2.11, the proof of this theorem will be identical to the proof of Theorem 5.12 of [38].

## 3. Integrality at One Prime: The case of $q=p$.

In this section we will show that integrality at one prime is a Diophantine condition over an algebraic function field of characteristic $p>0$ whose constant field has an extension of degree $p>0$.
Lemma 3.1. Let $L$ be a local field or an algebraic function field of positive characteristic $p$. Let $v \in L$ and let $\alpha$ be a root of the equation

$$
\begin{equation*}
x^{p}-x-v=0 . \tag{3.1}
\end{equation*}
$$

Then either $\alpha \in L$ or $\alpha$ is of degree $p$ over $L$. Further, in the second case the extension $L(\alpha) / L$ is cyclic of degree $p$ and the only primes possibly ramified in this extension are the poles of $v$. On the other hand, if for some L-prime $\mathfrak{a}$, $\operatorname{ord}_{\mathfrak{a}} v \neq 0$ modulo $p$ and $\operatorname{ord}_{\mathfrak{a}} v<0$, then a factor of $\mathfrak{a}$ in $L(\alpha)$ will be ramified completely.
Proof. Let $\alpha=\alpha_{1}, \ldots, \alpha_{p}$ be all the roots of (3.1) in the algebraic closure of $L$. Then we can number the roots so that $\alpha_{i}=\alpha+i-1$. Thus, either the left side of (3.1) factors completely or it is irreducible. In the second case $\alpha$ is of degree $p$ over $L$ and $L(\alpha)$ contains all the conjugates of $\alpha$ over $L$. Thus, the extension $L(\alpha) / L$ is Galois of degree $p$, and therefore is cyclic. Next consider the different of $\alpha$. This different is a constant. By [3, Lemma 2, page 71], this implies that no prime of $L$ at which $\alpha$ is integral has any ramified factors in the extension $L(\alpha) / L$. Finally, suppose $\mathfrak{a}$ is a prime of $L$ described in the statement of the lemma. Let $\tilde{\mathfrak{a}}$ be an $L(\alpha)$ prime above $\mathfrak{a}$. Then $\operatorname{ord}_{\tilde{\mathfrak{a}}} v \cong 0$ modulo $p$. Thus, $\tilde{\mathfrak{a}}$ must be totally ramified over $\mathfrak{a}$.

Lemma 3.2. Let $M / K$ be a Galois extension of algebraic function fields of degree $n$. Let $\mathfrak{p}$ be a prime of $K$ which does not split in $M$. Let $h \in K$ be such that $\operatorname{ord}_{\mathfrak{p}} h \neq 0$ modulo $n$. Then $h$ is not a norm of an element of $M$.

Lemma 3.3. Let $H / F$ be an unramified extension of local fields of degree $n$. Let $\mathfrak{t}$ be the prime of $F$. Let $x \in F$ be such that $\operatorname{ord}_{\mathfrak{t}} x \cong 0$ modulo $n$. Then $x$ is a norm of some element of $H$.

Proof. Let $\pi$ be a local uniformizing parameter for $\mathfrak{t}$. Then $x=\pi^{n} \varepsilon$, where $\varepsilon$ is a unit. Since $\pi^{n}$ is an $F$-norm, $x$ is an $F$-norm if and only if $\varepsilon$ is an $F$ norm. The last statement is true by [42, Corollary, page 226].

Lemma 3.4. Let $L$ be an algebraic function field. Let $\mathfrak{C}$ and $\mathfrak{B}$ be prime divisors of $L$. Let $v \in L$ be such that the divisor of $v$ is of the form $\mathfrak{C}^{-1} \mathfrak{V}$, where $\mathfrak{V}$ is a divisor of $L$ which has no common factors with $\mathfrak{C}$ or $\mathfrak{B}$. Further, assume $v$ is equivalent to $b^{p}-b$ modulo $\mathfrak{B}$, where $b \in C_{L}$, the constant field of $L$. (Such a $v$ exists by the Weak Approximation theorem.) Let $\beta$ be a root of (3.1). Let $R_{\mathfrak{B}}$ be the residue field of $\mathfrak{B}$ in $L$ and assume it is separable over $C_{L}$. Let $\delta$ be an element of the algebraic closure of $C_{L}$, such that $C_{L}(\delta)$ is isomorphic to the Galois closure of $R_{\mathfrak{B}}$ over $C_{L}$. Let $\bar{L}=L(\beta, \delta)$. Then in $\bar{L}$,

$$
\begin{equation*}
\mathfrak{C}=\prod \mathfrak{c}_{i}^{p} \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathfrak{B}=\prod \mathfrak{b}_{i}, \tag{3.3}
\end{equation*}
$$

where for $i \neq j, \mathfrak{b}_{i} \neq \mathfrak{b}_{j}, \mathfrak{c}_{i} \neq \mathfrak{c}_{j}$, and for all $i, \mathfrak{b}_{i}$ is of degree 1 .
Proof. By Lemma 3.1, $[L(\beta): L]=p$, and the prime above $\mathfrak{C}$ in $L(\beta)$ is totally ramified. Thus, in $L(\beta), \mathfrak{C}=\mathfrak{c}^{p}$. Note that by Lemma 3.1, $\mathfrak{B}$ does not have ramifying factors in the extension $L(\beta) / L$. On the other hand, the left side of (3.1) will factor completely modulo $\mathfrak{B}$. Since all the coefficients of the left side (3.1) are integral at $\mathfrak{B}$ and $\mathfrak{B}$ is not a zero of the discriminant of this polynomial, $\beta$ generates a local integral basis with respect to $\mathfrak{B}$. Thus the fact that left side of (3.1) will factor completely modulo $\mathfrak{B}$ implies that $\mathfrak{b}$ will split completely in $L(\beta)$. Thus, the residue fields of the factors of $\mathfrak{B}$ in $L(\beta)$ are the same as the residue field of $\mathfrak{B}$ in $L$. Next note that the constant fields of $L$ and $L(\beta)$ are the same because $\mathfrak{C}$ has a completely ramified factor in this separable extension. Hence the residue fields of the factors of $\mathfrak{b}$ in $L(\beta)$ are separable over $C_{L(\beta)}=C_{L}$. Consequently, we can apply Lemma 6.14 to assert that in $L(\beta, \delta)$ all the factors of $\mathfrak{b}$ will be of degree 1 . Finally we note that no factor of $\mathfrak{b}$ is ramified in the extension $L(\beta, \delta) / L$, so that all the factors in the product (3.3) are distinct. Similarly, no prime ramifies in the extension $L(\beta, \delta) / L(\beta)$, and all the factors in the product (3.2) are distinct.

Lemma 3.5. Let $\mathfrak{b}$ be a prime of $K$ and let $\mathfrak{B}$ be a prime of $G$ below $\mathfrak{b}$. Assume $\mathfrak{B}$ is not trivial. Let $R_{\mathfrak{B}}$ be the residue field of $\mathfrak{B}$ in $G$, and let $\delta_{\mathfrak{B}}$ be a generator of the extension of $C$ isomorphic to $R_{\mathfrak{B}}$. Let $\bar{K}$ be a separable extension of $K$ where $\mathfrak{b}$ splits into factors of degree 1 . Let $\hat{G}$ be the algebraic closure of $G$ in $\bar{K}$. Then $\hat{G}$ contains $\delta_{\mathfrak{B}}$.
Proof. Let $\mathfrak{b}=\prod_{i=1}^{m} \mathfrak{b}_{i}$ be the factorization of $\mathfrak{b}$ in $\bar{K}$. Then each $\mathfrak{b}_{i}$ lies over a nontrivial prime $\mathfrak{B}_{i}$ of $\hat{G}$. (This is true because each $\mathfrak{B}_{i}$ is an extension of $\mathfrak{B}$.) Let $x \in G$ be such that its residue class generates $R_{\mathfrak{B}}$ over $C$, and let $F(T) \in C[T]$ be the irreducible polynomial of the residue class of $x$ over $C$. Then $F\left(\delta_{\mathfrak{B}}\right)=0$ and $F(x) \cong 0$ modulo $\mathfrak{B}$. On the other hand, since $\mathfrak{b}_{1}$ is of degree 1 , there exists $a \in C_{\bar{K}}$ such that $x-a \cong 0$ modulo $\mathfrak{b}_{1}$. Hence, $0 \cong F(x) \cong F(a)$ modulo $\mathfrak{b}_{1}$. But $F(a)$ is a constant. Therefore, $F(a)=0$. Since every extension of $C$ is Galois, and $a$ is a conjugate of $\delta_{\mathfrak{B}}$ over $C$, $\delta_{\mathfrak{B}} \in C(a) \subset \hat{G}$.

Lemma 3.6. Let $\mathfrak{a}$ be a prime of $K$ with a nontrivial restriction to $G$. Let $\mathfrak{A}$ be the prime below $\mathfrak{a}$ in $G$. Let $\bar{K} \supset \bar{G}$ be finite separable extensions of $K$ and $G$ respectively. Let $\overline{\mathfrak{a}}$ be a prime above $\mathfrak{a}$ in $\bar{K}$. Let $\overline{\mathfrak{A}}$ be the prime below $\overline{\mathfrak{a}}$ in $\bar{G}$. Then $\overline{\mathfrak{A}}$ lies above $\mathfrak{A}$ in $\bar{G}$ (and thus is not a trivial prime of $\bar{G})$. Further, if we assume that $e(\overline{\mathfrak{a}} / \mathfrak{a})=e(\overline{\mathfrak{A}} / \mathfrak{A})$, then $e(\overline{\mathfrak{a}} / \overline{\mathfrak{A}})=e(\mathfrak{a} / \mathfrak{A})$.

Proof. Let $\overline{\mathfrak{a}}$ and $\overline{\mathfrak{A}}$ be as in the statement of the lemma. Then, since $\overline{\mathfrak{a}}$ restricts to $\overline{\mathfrak{A}}$ in $\bar{G}$ and to $\mathfrak{A}$ in $G$, we must conclude that the restriction of $\overline{\mathfrak{A}}$ to $G$ is also $\mathfrak{A}$. Further, we have the following equality. $e(\overline{\mathfrak{a}} / \overline{\mathfrak{A}}) e(\overline{\mathfrak{A}} / \mathfrak{A})=$ $e(\overline{\mathfrak{a}} / \mathfrak{a}) e(\mathfrak{a} / \mathfrak{A})$. Thus, $e(\overline{\mathfrak{a}} / \overline{\mathfrak{A}})=e(\mathfrak{a} / \mathfrak{A})$.

Lemma 3.7. Let $\mathfrak{a}, \mathfrak{b}$ be two primes of $K$, restricting to nontrivial primes $\mathfrak{A}$ and $\mathfrak{B}$ of $G$ respectively. Assume the residue field of $\mathfrak{b}$ is separable over $C_{K}$. Further, assume that $\mathfrak{b}$ and $\mathfrak{a}$ are unramified over $G$ and are the only factors of $\mathfrak{B}$ and $\mathfrak{A}$ in $K$. Let $f \in G$ be such that its divisor is of the form

$$
\begin{equation*}
\frac{\mathfrak{B}^{s}}{\mathfrak{A} \mathfrak{U}}, \tag{3.4}
\end{equation*}
$$

where $\mathfrak{U}$ is an integral divisor of $G$ relatively prime to $\mathfrak{B}$ and $\mathfrak{A}$, and $s$ is a natural number such that $s \neq 0$ modulo $p$. Let $v \in G$ be such that it has a pole of order 1 at all the primes which are factors of the pole divisor of $f$ and is equivalent to $b^{p}-b$ modulo $\mathfrak{B}$ for some $b \in C$. (Such an $f \in G$ exists by the Strong Approximation Theorem.) Let $\delta_{G}$, an element of the algebraic closure of $C$, be a generator of the residue field of $\mathfrak{B}$ over $C$ and let $\delta_{K}$, an element of the algebraic closure of $C_{K}$, be a generator of the Galois closure of the residue field of $\mathfrak{b}$ over $C_{K}$. Let $\beta$ be a root of (3.1) in the algebraic closure of $K$. Let $w \in G$, and let $\mathfrak{A}_{w}, \mathfrak{B}_{w}, \mathfrak{L}_{w}$ be the primes and the divisor below $\mathfrak{A}$ and $\mathfrak{B}$ and $\mathfrak{U}$ respectively in $G_{t, x, v, w, f}$. Let $\bar{G}_{w}=G_{x, t, v, w, f, \beta}$. Let $\bar{K}=K\left(\beta, \delta_{K}\right), \bar{G}=G\left(\beta, \delta_{G}\right)$. Then the following statements are true.

1) $\bar{G}_{w} \subset \bar{G} \subset \bar{K}$.
2) $\bar{G} / \bar{G}_{w}$ is a separable (possibly infinite) constant field extension, and thus no prime ramifies in this extension.
3) The primes $\mathfrak{A}_{w}$ and $\mathfrak{B}_{w}$ are distinct in $\bar{G}_{w}$.
4) In $\bar{K}, \mathfrak{b}=\prod \mathfrak{b}_{i}$, where $\mathfrak{b}_{i}$ are distinct prime divisors of degree 1 .
5) In $\bar{G}, \mathfrak{B}=\prod \mathfrak{B}_{i}$, where $\mathfrak{B}_{i}$ are distinct prime divisors of degree 1 .
6) For each $i$ there exists $j$ such that $\mathfrak{b}_{i}$ lies above $\mathfrak{B}_{j}$ and $e\left(\mathfrak{b}_{i} / \mathfrak{B}_{j}\right)=1$.
7) In $\bar{K}, \mathfrak{a}=\prod \mathfrak{a}_{i}^{p}$, where $\mathfrak{a}_{i}$ are distinct prime divisors.
8) In $\bar{G}, \mathfrak{A}=\prod \mathfrak{A}_{i}^{p}$, where $\mathfrak{A}_{i}$ are distinct prime divisors.
9) For each $i$ there exists $j$ such that $\mathfrak{a}_{i}$ lies above $\mathfrak{A}_{j}$ and $e\left(\mathfrak{a}_{i} / \mathfrak{A}_{j}\right)=1$.
10) In $\bar{G}_{w}, \mathfrak{A}_{w}=\mathfrak{a}_{w}^{p}$ for some prime $\mathfrak{a}_{w}$ of $\bar{G}_{w}$.
11) There exist $z_{1} \in \bar{G}$ such that its divisor is of the form $\mathfrak{T A}_{1}^{-1}$, where $\mathfrak{T}$ is a divisor of $\bar{G}$ relatively prime to $\mathfrak{B}$ and $\mathfrak{A}$, such that for some $b \in C, z_{1} \cong b^{p}-b$ modulo $\mathfrak{B}$.
12) Let $k>0, k \neq 0$ modulo $p$ be greater than the highest order of any pole of $z_{1}$ in $\bar{K}$. Then there exists $z_{2} \in \bar{G}$ such that its divisor is of the form $\mathfrak{W}_{1}^{-p^{l}}$, where $p^{l}>p^{2} k$ and $\mathfrak{W}$ is an integral divisor of $\bar{G}$ relatively prime to $\mathfrak{B}$ and $\mathfrak{A}$. Further, $z_{2} \cong 1$ modulo $\mathfrak{B}$.
13) Let $z=z_{1} z_{2}$. Then in $\bar{G}, z$ has a pole of order $p^{l}+1>p^{2} k$ at $\mathfrak{A}_{1}$ and is equivalent to $b^{p}-b$ modulo $\mathfrak{B}$. All the other poles of $z$ are of order less than $k$.
14) In $\bar{G}_{w}(z)$, $z$ has a pole of order $p^{l}+1>p^{2} k$ at the prime below $\mathfrak{A}_{1}$ and is equivalent to $b^{p}-b$ modulo the divisor below $\mathfrak{B}$.
15) In $\bar{G}, \mathfrak{U}$ is a $p$-th power of another divisor.
16) In $\bar{G}_{w}, \mathfrak{U}_{w}$ is a $p$-th power of another divisor.

Proof. 1. First of all, $x, t \in G$ by construction, $v, f, w \in G$ by assumption. Therefore, $G_{x, t, v, f . w} \subset G$, and $\bar{G}_{w}=G_{x, t, v, f, w, \beta} \subset G\left(\beta, \delta_{G}\right)=\bar{G}$. Secondly, by Lemma $6.14, \mathfrak{b}$ will split into factors of degree 1 in $\bar{K}$. Therefore, $\delta_{G} \in$ $K\left(\delta_{K}\right)$ by Lemma 3.5. Hence, $\bar{G} \subset \bar{K}$.
2. $\bar{G}=C\left(t, x, \beta, \delta_{G}\right)=C \bar{G}_{w}(\beta)$.
3. Since $v \in \bar{G}_{w}$ has a pole at $\mathfrak{A}_{w}$ but not at $\mathfrak{B}_{w}$, these primes must be distinct in $\bar{G}_{w}$.
$4,5,7,8,10,15,16$. These statements follow from Lemma 3.4.
6,9. These statements follow from Lemma 3.6.
11, 12. These statements follow from Lemma 6.15.
13. This statement follows from a direct calculation of the orders of poles of $z$.
14. This statement follows from the fact that $\bar{G} / \bar{G}_{w}(z)$ is also a separable constant field extension and thus no prime is ramified.

Lemma 3.8. Let $\mathfrak{b}, \mathfrak{a}, \mathfrak{A}, \mathfrak{B}, \bar{G}, \bar{K}, \mathfrak{a}_{i}, \mathfrak{A}_{i}, \mathfrak{b}_{i}, \mathfrak{B}_{i}, f, z, s, k$ be as in Lemma 3.7. Let $w \in K$. If $w \in G$ then let $\bar{G}_{w}$ be as in Lemma 3.7. Let $a \in C_{\bar{K}}$ be

$$
\begin{equation*}
x^{p}-x-a=0 \tag{3.5}
\end{equation*}
$$

has no solution in $C_{\bar{K}}$, the constant field of $\bar{K}$, while a is algebraic over a finite field. If $w \in G$, without loss of generality, we can assume that $a \in G_{w}$. ( $G_{w}$ can be any subfield of $G$ containing the elements listed above and such that its constant field is finite.) Let

$$
\begin{equation*}
h=f^{-1} w^{p(s+1)}+f^{-p} \tag{3.6}
\end{equation*}
$$

Let $\beta_{w}$ be a root of the equation

$$
\begin{equation*}
x^{p}-x-\left(h^{-k}+z\right)=0 \tag{3.7}
\end{equation*}
$$

Let $\alpha$ be a root of the Equation (3.5). Then the following statements are true.

1) If $w \in K$ has a pole at $\mathfrak{b}$, then the equation

$$
\begin{equation*}
\prod_{i=0}^{p-1}\left(a_{0}+a_{1}(\alpha+i)+\cdots+a_{p-1}(\alpha+i)^{p-1}\right)=h \tag{3.8}
\end{equation*}
$$

has no solution $\left(a_{0}, \ldots, a_{p-1}\right) \in \bar{K}\left(\beta_{w}\right)$.
2) If $w \in G$ has no pole at $\mathfrak{B}$, then Equation (3.8) will have a solution $\left(a_{0}, \ldots, a_{p-1}\right) \in \bar{G}_{w}\left(z, \beta_{w}\right) \subset \bar{G}\left(\beta_{w}\right)$.

Proof. The following figure describes the extensions involved. The two left columns correspond to the case of $w \in G$.


Before we proceed with the proof we will discuss the following three points. First of all, we will show below that for all $w \in G$,

$$
\begin{gather*}
{\left[\bar{K}\left(\beta_{w}\right): \bar{K}\right]=\left[\bar{K}\left(\beta_{w}, \alpha\right): \bar{K}\left(\beta_{w}\right)\right]=p,}  \tag{3.9}\\
{\left[\bar{G}\left(\beta_{w}\right): \bar{G}\right]=\left[\bar{G}\left(\beta_{w}, \alpha\right): \bar{G}\left(\beta_{w}\right)\right]=p,} \tag{3.10}
\end{gather*}
$$

$$
\begin{equation*}
\left[\bar{G}_{w}\left(\beta_{w}, z\right): \bar{G}_{w}(z)\right]=\left[\bar{G}_{w}\left(z, \beta_{w}, \alpha\right): \bar{G}_{w}\left(z, \beta_{w}\right)\right]=p \tag{3.11}
\end{equation*}
$$

while (3.9) holds for all $w \in K$. Secondly, it is not hard to see that the existence of solutions $a_{0}, \ldots, a_{p-1} \in \bar{K}\left(\beta_{w}\right)$ to (3.8) is equivalent to existence of $u \in \bar{K}\left(\alpha, \beta_{w}\right)$ such that

$$
\begin{equation*}
\mathbf{N}_{\bar{K}\left(\alpha, \beta_{w}\right) / \bar{K}\left(\beta_{w}\right)}(u)=h . \tag{3.12}
\end{equation*}
$$

Finally, assume $w \in G$. Then it is also not hard to see that (3.8) has solutions in $\bar{G}_{w}\left(z, \beta_{w}\right)$ if and only if there exists $u \in \bar{G}_{w}\left(z, \alpha, \beta_{w}\right)$ such that

$$
\begin{equation*}
\mathbf{N}_{\bar{G}_{w}\left(z, \alpha, \beta_{w}\right) / \bar{G}_{w}\left(z, \beta_{w}\right)}(u)=h . \tag{3.13}
\end{equation*}
$$

In order to show that (3.9)-(3.11) hold, we will show that in extensions $\bar{K}\left(\beta_{w}\right) / \bar{K}, \bar{G}\left(\beta_{w}\right) / \bar{G}$, and $\bar{G}_{w}\left(\beta_{w}, z\right) / \bar{G}_{w}(z)$ at least one prime will have ramification degree $p$ while the degree of each extension listed above is at most $p$. (As above, when we consider the last two extensions, we assume that $w \in G$.) Since all the extensions listed above are separable, the presence of a totally ramified prime will imply that there is no constant field extension in either of the three extensions. Thus, since $\alpha$ was of degree $p$ over $C_{\bar{K}}, C$ and $C_{w^{-}}$the constant field of $G_{w}$, it will remain of degree $p$ over the constant fields of $\bar{K}\left(\beta_{w}\right), \bar{G}\left(\beta_{w}\right)$ and $\bar{G}_{w}\left(\beta_{w}, z\right)$. We can assume without loss of generality that a $\bar{K}$-prime $\mathfrak{a}_{1}$ lies above a $\bar{G}$-prime $\mathfrak{A}_{1}$. In this case, by Lemma 3.7, in $\bar{K}, f$ has a pole of order $p$ at $\mathfrak{a}_{1}$, so that $f^{-1}$ and $f^{-p}$ have zeros of order $p$ and $p^{2}$ respectively at $\mathfrak{a}_{1}$. Therefore, if $w$ has a pole at $\mathfrak{a}_{1}$,

$$
\operatorname{ord}_{\mathfrak{a}_{1}} h=\operatorname{ord}_{\mathfrak{a}_{1}} f^{-1} w^{(s+1) p}+f^{-p}=p s \operatorname{ord}_{\mathfrak{a}_{1}} w<0 .
$$

If $w$ is a unit at $\mathfrak{a}_{1}$, then

$$
\operatorname{ord}_{\mathfrak{a}_{1}} h=\operatorname{ord}_{\mathfrak{a}_{1}} f^{-1} w^{p(s+1)}+f^{-p}=-\operatorname{ord}_{\mathfrak{a}_{1}} f=p .
$$

If $w$ has a zero at $\mathfrak{a}_{1}$, then

$$
\operatorname{ord}_{\mathfrak{a}_{1}} h=\operatorname{ord}_{\mathfrak{a}_{1}} f^{-1} w^{p(s+1)}+f^{-p}=-p \operatorname{ord}_{\mathfrak{a}_{1}} f=p^{2} .
$$

Thus, at $\mathfrak{a}_{1}, h$ either has a pole or a zero of degree at most $p^{2}$. Now consider $h^{-k}+z$. Since at $\mathfrak{a}_{1}, z$ has a pole of order greater than $p^{2} k, \operatorname{ord}_{\mathfrak{a}_{1}}\left(h^{-k}+z\right)=$ $\operatorname{ord}_{\mathfrak{a}_{1}} z=-\left(p^{l}+1\right)$. Therefore, by Lemma 3.1, $\mathfrak{a}_{1}$ will ramify completely in the extension $\bar{K}\left(\beta_{w}\right) / \bar{K}$. Hence, this extension is of degree $p$. Since at least one prime is ramified completely and the extension is separable, the constant field of $\bar{K}\left(\beta_{w}\right)$ is the same as the constant field of $\bar{K}$. Thus $\alpha$ is of degree $p$ over $\bar{K}\left(\beta_{w}\right)$. Further we remind the reader that if $w \in G, h \in \bar{G}_{w}(z) \subset \bar{G}$. In these fields, $h^{-k}+z$ will have a pole of order not divisible by $p$ at primes
below $\mathfrak{a}_{1}$. Therefore, by Lemma 3.1 these primes in $\bar{G}_{w}(z)\left(\beta_{w}\right)$ and in $\bar{G}\left(\beta_{w}\right)$ respectively will have factors with ramification degree $p$. Consequently, the degrees of the corresponding extensions will be equal to $p$. Finally, $\alpha$ will remain of degree $p$ over $\bar{G}_{w}(z)\left(\beta_{w}\right)$ and $\bar{G}\left(\beta_{w}\right)$ for the reasons described above.

For future use, in the case $w \in G$, also note that in all of the three fields, any valuation that is a zero of $h$ is also a pole of $\left(h^{-k}+z\right)$. Further, the order of $\left(h^{-k}+z\right)$ at any such valuation, except for $\mathfrak{a}_{1}$ and primes below it, is divisible by $p$ if and only if the order of $h$ at this valuation is divisible by $p$. Thus, if $h$ has a zero at $\mathfrak{t}$ and $\operatorname{ord}_{\mathfrak{t}} h \not \approx 0$ modulo $p$ in $\bar{G}_{w}$, then $\mathfrak{t}$ ramifies completely in the extensions $\bar{K}\left(\beta_{w}\right) / \bar{K}, \bar{G}\left(\beta_{w}\right) / \bar{G}, \bar{G}_{w}\left(z, \beta_{w}\right) / \bar{G}_{w}(z)$.

We will now proceed to the proof of the lemma.

1) Suppose $w \in K$ has a pole at $\mathfrak{b}$. Then in $K$,

$$
\operatorname{ord}_{\mathfrak{b}} h=\operatorname{ord}_{\mathfrak{b}}\left(f^{-1} w^{p(s+1)}+f^{-p}\right)=p(s+1) \operatorname{ord}_{\mathfrak{b}} w-s \neq 0 \text { modulo } p .
$$

Further,

$$
\operatorname{ord}_{\mathfrak{b}} h<0 .
$$

Further, by construction, no factor of $\mathfrak{b}$ ramifies in the extension $\bar{K} / K$. Thus, in $\bar{K}$, for any factor $\mathfrak{g}$ of $\mathfrak{b}, \operatorname{ord}_{\mathfrak{g}} h \not \neq 0$ modulo $p$ and $h$ has a pole at all factors of $\mathfrak{b}$.

Next observe the following. Since $h$ has a pole at $\mathfrak{b}$, and $z$ does not have a pole at any factor of $\mathfrak{b}, h^{-k}+z$ does not have a pole at any factor of $\mathfrak{b}$, and so, by Lemma 3.1, no factor of $\mathfrak{b}$ ramifies in the extension $\bar{K}\left(\beta_{w}\right) / \bar{K}$. Thus, the order of $h$ at any factor of $\mathfrak{b}$ is not divisible by $p$ in $\bar{K}\left(\beta_{w}\right)$.

Note also that every factor of $\mathfrak{b}$ is relatively prime to the discriminant of $\beta_{w}$. Further, $h^{-k}+z \cong b^{p}-b$ modulo every factor of $\mathfrak{b}$ in $\bar{K}$ and thus the left side of (3.7) factors completely modulo every factor of $\mathfrak{b}$. Therefore, by [21, Proposition 25, page 27, Proposition 16, page 67], every factor of $\mathfrak{b}$ will split completely in the extension $\bar{K}\left(\beta_{w}\right) / \bar{K}$. Since this extension has no constant field subextension, and every factor of $\mathfrak{b}$ is of degree 1 in $\bar{K}$, we must conclude that in $\bar{K}\left(\beta_{w}\right)$ all factors of $\mathfrak{b}$ are also of degree 1 .

Since $\bar{K}$ and $\bar{K}\left(\beta_{w}\right)$ have the same constant field, (3.5) still has no solution in $\bar{K}\left(\beta_{w}\right)$ and consequently, (3.5) has no solution modulo any factor of $\mathfrak{b}$ in $\bar{K}\left(\beta_{w}\right)$. Thus, by [21, Proposition 25, page 27, Proposition 16, page 67 ], every factor of $\mathfrak{b}$ in $\bar{K}\left(\beta_{w}\right)$ remains prime in $\bar{K}\left(\beta_{w}, \alpha\right)$. Hence, by Lemma 3.2, (3.12) will have no solution in $\bar{K}\left(\alpha, \beta_{w}\right)$.
2) Suppose now $w$ does not have a pole at $\mathfrak{b}$ and $w \in G$. We will show that in this case (3.13) will have a solution in $\bar{G}_{w}\left(z, \alpha, \beta_{w}\right)$.

By the Strong Hasse Norm Principal (see [2, Page 185] or [42, Propositions 10,11, pages 182-183; Theorem 2, page 206]), it is enough to show that for all primes $\mathfrak{t}$ of $\bar{G}_{w}\left(z, \beta_{w}\right), h$ is a local norm. Note that no prime ramifies in the extension $\bar{G}_{w}\left(z, \alpha, \beta_{w}\right) / \bar{G}_{w}\left(z, \beta_{w}\right)$. Thus if $h$ is a unit at $\mathfrak{t}$, it is automatically a local norm at $\mathfrak{t}$ by [42, Corollary, page 226]. Suppose $\mathfrak{t}$ is a pole of $h$. Then either it is a factor of $\mathfrak{B}_{w}$ or it is a pole of $w$. Since $w$ has no pole at $\mathfrak{B}_{w}$, direct calculation assures us that $h$ will have a pole at every factor of $\mathfrak{B}$ of order divisible by $p$. On the other hand, if $\mathfrak{t}$ is a pole of $w$, then again by direct calculation one can see that $h$ will also have a pole at $\mathfrak{t}$ of order divisible by $p$. Indeed, the only case which has to be considered with some care is the case of $\mathfrak{t}$ being a pole of $f$ or a zero of $f^{-1}$. In this case,

$$
\begin{aligned}
\operatorname{ord}_{\mathfrak{t}} h & =\operatorname{ord}_{\mathfrak{t}}\left(f^{-1} w^{p(s+1)}+f^{-p}\right) \\
& =\min \left(\operatorname{ord}_{\mathfrak{t}}\left(f^{-1} w^{p(s+1)}\right), \operatorname{ord}_{\mathfrak{t}} f^{-p}\right) \\
& =\operatorname{ord}_{\mathfrak{t}}\left(f^{-1} w^{p(s+1)}\right)
\end{aligned}
$$

We should note here that by Lemma 3.7, $\mathfrak{t}$ is ramified over $G_{w, f, v, t, x}$ with ramification degree divisible by $p$. On the other hand, $f \in$ $G_{w, f, v, t, x}$. Thus, $\operatorname{ord}_{\mathfrak{t}}\left(f^{-1}\right) \cong 0$ modulo $p$. Hence, $\operatorname{ord}_{\mathfrak{t}} h \cong 0 \bmod -$ ulo $p$.

Assume now that $\mathfrak{t}$ is a zero of $h$. If $\mathfrak{t}$ is a factor of $\mathfrak{A}_{w}$ then it is ramified with ramification degree divisible by $p$ over $G_{x, t, v, w, f}$ and since $h \in G_{x, t, v, w, f}$, we can conclude that $h$ has a zero of order divisible by $p$ at $\mathfrak{t}$. If $\mathfrak{t}$ is not a factor of $\mathfrak{A}_{w}$, then it is ramified with ramification degree divisible by $p$ over $\bar{G}_{w}(z)$ and again we conclude that $h$ has a zero of order divisible by $p$ at $\mathfrak{t}$. Thus, in all the cases cited above, by Lemma 3.3, $h$ is a local norm at t .

Theorem 3.9. Let $\mathfrak{a}$ and $\mathfrak{b}$ be primes of $K$ satisfying conditions described in Lemma 3.7. Then the set $\operatorname{INT}(\mathfrak{b})$ is Diophantine over $K$.

## 4. Integrality at one prime: The case of $q \neq p$.

In this section we will show that in the case $C$ has an extension of degree $q \neq p$, the set of elements of $G$ integral at a prime is Diophantine over $G$. Most of the work necessary to prove this proposition has been done in [39], but we will need to take care of some details. In this section we will assume $q \neq p$.

Lemma 4.1. Let $L$ be an algebraic function field, let $a \in L$. Let $q$ be $a$ rational prime distinct from the characteristic of the field. Then a prime $\mathfrak{t}$ of $K$ ramifies in the extension $K\left(a^{1 / q}\right) / K$ if and only if $\operatorname{ord}_{\mathfrak{t}} a \not \approx 0$ modulo $q$.

Proof. If $\operatorname{ord}_{\mathfrak{t}} a \not \equiv 0$ modulo $q$ then $\mathfrak{t}$ will clearly ramify in the extension. Suppose now $\operatorname{ord}_{\mathfrak{t}} a \cong 0$ modulo $q$. Since we can multiply or divide $a$ by the $q$ th power of some local uniformizing parameter without changing the extension, without loss of generality we can assume that $\operatorname{ord}_{\mathfrak{t}} a=0$. But in this case the discriminant of the power basis of $a^{1 / q}$ will be a unit at $\mathfrak{t}$, and thus $\mathfrak{t}$ will be unramified.

Lemma 4.2. Let $L$ be an algebraic function field containing primitive $q$-th roots of unity. Let $\mathfrak{C}$ and $\mathfrak{B}$ be prime divisors of $L$. Let $v \in K$ be such that the divisor of $v$ is of the form $\mathfrak{C}^{-1} \mathfrak{U}$, where $\mathfrak{U}$ is a divisor of $L$ which has no common factors with $\mathfrak{C}$ or $\mathfrak{B}$. Further, assume $v$ is equivalent to $b^{q} \neq 0$ modulo $\mathfrak{B}$, where $b \in C_{L}$. (Such avexists by the Weak Approximation theorem.) Let $\beta$ be a root of

$$
\begin{equation*}
T^{q}-v=0 . \tag{4.1}
\end{equation*}
$$

Let $R_{\mathfrak{B}}$ be the residue field of $\mathfrak{B}$ in $L$ and assume it is separable over $C_{L}$, the constant field of L. Let $\delta$ be an element of the algebraic closure of $C_{L}$ such that $C_{L}(\delta)$ is isomorphic to the Galois closure of $R_{\mathfrak{B}}$ over $C_{L}$. Let $\bar{L}=L(\beta, \delta)$. Then in $\bar{L}$

$$
\mathfrak{C}=\prod \mathfrak{c}_{i}^{q},
$$

and

$$
\mathfrak{B}=\prod \mathfrak{b}_{i},
$$

where for $i \neq j, \mathfrak{b}_{i} \neq \mathfrak{b}_{j}, \mathfrak{c}_{i} \neq \mathfrak{c}_{j}$, and for all $i, \mathfrak{b}_{i}$ is of degree 1 .
(The proof of this lemma is analogous to the one for Lemma 3.4.)
Lemma 4.3. Let $f \in G$ have the divisor of the form (3.4), but with s not congruent to 0 modulo $q$. Let $v \in G$ be such that it has a pole of order 1 at all the primes which are factors of the pole divisor of $f$ and is equivalent to $b^{q}$ modulo $\mathfrak{B}$ for some $b \neq 0$ in the field of $p$ elements. (Such an $f \in G$ exists by the Strong Approximation Theorem.) Let $\delta_{G}$, an element of the algebraic closure of $C$, be a generator of the residue field of $\mathfrak{B}$ over $C$. Let $\beta$ be a root of (4.1) in the algebraic closure of $G$. Let $w \in G$, and let $\mathfrak{A}_{w}, \mathfrak{B}_{w}, \mathfrak{U}_{w}$ be the primes and the divisor below $\mathfrak{A}$ and $\mathfrak{B}$ and $\mathfrak{U}$ respectively in $G_{t, x, v, w, f}$. Let $\bar{G}_{w}=G_{x, t, v, w, f, \beta}$. Let $\bar{G}=G\left(\beta, \delta_{G}\right)$. Then the following statements are true.

1) $\bar{G}_{w} \subset \bar{G}$.
2) $\bar{G} / \bar{G}_{w}$ is separable (possibly infinite) constant field extension, and thus no prime ramifies in this extension.
3) The primes $\mathfrak{A}_{w}$ and $\mathfrak{B}_{w}$ are distinct in $\bar{G}_{w}$.
4) In $\bar{G}, \mathfrak{B}=\prod \mathfrak{B}_{i}$, where $\mathfrak{B}_{i}$ are distinct prime divisors of degree 1 .
5) In $\bar{G}, \mathfrak{A}=\prod \mathfrak{A}_{i}^{q}$, where $\mathfrak{A}_{i}$ are distinct prime divisors.
6) In $\bar{G}_{w}, \mathfrak{A}_{w}=\mathfrak{a}_{w}^{q}$, where $\mathfrak{a}_{w}$ is a prime of $\bar{G}_{w}$.
7) There exist $z_{1} \in \bar{G}$ such that its divisor is of the form $\mathfrak{T A}_{1}^{-1}$, where $\mathfrak{T}$ is a divisor of $\bar{G}$ relatively prime to $\mathfrak{B}$ and $\mathfrak{A}$, such that for some $b \in C, b \neq 0, z_{1} \cong b^{q}$ modulo $\mathfrak{B}$.
8) Let $k>0$ be the highest order of any pole of $z_{1}$ in $\bar{G}$. Then there exists $z_{2} \in \bar{G}$ such that its divisor is of the form $\mathfrak{W}_{1}^{-q^{l}}$, where $\mathfrak{W}$ is an integral divisor of $\bar{G}$ relatively prime to $\mathfrak{B}$ and $\mathfrak{A}$, and $q^{l}>k q^{2}$. Further, $z_{2} \cong 1$ modulo $\mathfrak{B}$.
9) Let $z=z_{1} z_{2}$. Then in $\bar{G}$, $z$ has a pole of order $q^{l}+1>k$ at $\mathfrak{A}_{1}$ and is equivalent to $b^{q}$ modulo $\mathfrak{B}$.
10) In $\bar{G}_{w}(z)$, $z$ has a pole of order $q^{l}+1>q^{2} k$ at the prime below $\mathfrak{A}_{1}$ and is equivalent to $b^{q}$ modulo the divisor below $\mathfrak{B}$.
11) In $\bar{G}, \mathfrak{U}$ is a $q$-th power of another divisor.
12) In $\bar{G}_{w}, \mathfrak{U}_{w}$ is a $q$-th power of another divisor.
(The proof of this lemma is analogous to the proof of Lemma 3.7.)
Lemma 4.4. Let $\mathfrak{A}, \mathfrak{B}, \bar{G}, \bar{G}_{w}, \mathfrak{A}_{i}, \mathfrak{B}_{i}, f, w, z$ be as in Lemma 4.3. Let $a \in \bar{G}$ be such that the equation

$$
\begin{equation*}
x^{q}-a=0 \tag{4.2}
\end{equation*}
$$

has no solution in $\bar{G}$. As above assume without loss of generality that $a \in$ $\bar{G}_{w}$. Let $h$ be defined by (3.6) but with $q$ in place of $p$. Let $\beta_{w}$ be a root of the equation

$$
\begin{equation*}
T^{q}-\left(h^{-k}+z\right)=0 . \tag{4.3}
\end{equation*}
$$

Let $\alpha$ be a root of the equation (4.2). Then the following statements are true.

1) If $w \in G$ has a pole at $\mathfrak{B}$, then the equation

$$
\begin{equation*}
\prod_{i=0}^{q-1}\left(a_{0}+a_{1} \xi_{q}^{i} \alpha+\cdots+a_{q-1} \xi_{q}^{i(q-1)} \alpha^{q-1}\right)=h \tag{4.4}
\end{equation*}
$$

has no solution $\left(a_{0}, \ldots, a_{q-1}\right) \in \bar{G}\left(\beta_{w}\right)$, where $\xi_{q}$ is a $q$-th primitive root of unity.
2) If $w \in G$ has no pole at $\mathfrak{B}$, then Equation (4.4) will have a solution $\left(a_{0}, \ldots, a_{q-1}\right) \in \bar{G}_{w}\left(z, \beta_{w}\right) \subset \bar{G}\left(\beta_{w}\right)$.
(The proof of this lemma is analogous to the proof of Lemma 3.8.)
Lemma 4.4 is the last part required for the proof of the following theorem.
Theorem 4.5. Let $G$ be an algebraic function field whose constant field $C$ is algebraic over a finite field of characteristic $p>0$. Assume further, that $C$ is not algebraically closed. Then for any prime $\mathfrak{B}$ of $G$ the set of all elements of $G$ integral with respect to $\mathfrak{B}$ is Diophantine over $G$.
Proof. If $C$ is not algebraically closed, then it has an extension of degree $q$, where $q$ is a prime. (This can be easily derived from [20, Theorem 13, page

185].) Further, it is not hard to show that this extension will be generated either by an equation of the form (3.5) or (4.1). By Lemma 6.6, any finite extension of $C$ will have also have an extension of degree $q$. Thus, $a$ as described in the proofs of Lemmas 3.8 and 4.4 exist. Finally, we note that by Lemma 1.3, Equations (3.8) and (4.4) can be rewritten as an equivalent system of equations over $G$. (By the equivalent system, we mean a system of equations over $G$ such that for every $w \in G$, this system will have solutions in $G$ if and only if (3.8), ((4.4) respectively) has solutions in $\bar{G}\left(\beta_{w}\right)$.)

## 5. Diophantine Undecidability.

In this section we will summarize the discussion above and describe in more detail classes of fields to which our result is applicable.

Theorem 5.1. Let $K$ be a recursive field satisfying the assumptions of Notations 1.4 with $q=p$. Then Diophantine problem of $K$ is undecidable.

Proof. The proof of this theorem will follow from Lemma 1.2, Theorem 2.12, Theorem 3.9 assuming we demonstrate existence of primes $\mathfrak{a}$ and $\mathfrak{b}$ as described in the statement of Theorem 3.9. We can let $\mathfrak{a}=\mathfrak{p}$ and $\mathfrak{b}=\mathfrak{q}$, where $\mathfrak{p}$ and $\mathfrak{q}$ are described in Notations 1.4.

Theorem 5.2. Let $K$ be a recursive field of characteristic $p>2$. Let $C$ be the algebraic closure of a finite field in $K$. Assume $C$ has an extension of degree $p$. Assume further that $K$ has a subfield $K_{1}$, possibly equal to $C$, and an element $u$ transcendental over $K_{1}$ such that for some $x$ algebraic over $C(u), K=K_{1}(u, x)$. Then Diophantine problem of $K$ is undecidable.

Proof. We can consider $K$ as an algebraic function field over a constant field $K_{1}=C_{K}$. By Theorem 6.11, we know that a finite extension of $G$ contains element $t$ and constants $c_{1}, \ldots$ as described in Notations 1.4. Further, by Lemma 6.13, in the corresponding finite extension of $K, t$ and $c_{1}, \ldots$ will also posses the required properties. Thus, by Theorem 5.1, the Diophantine problem of $K$ is undecidable.

## 6. Appendix.

Notations 6.1. In this section the term "algebraic function field $K$ over a constant field $C$ " we will always mean a finite algebraic extension of a rational function field $C(w)$, where $w$ is transcendental over $C$ and $C$ is algebraically closed in $K$.

Lemma 6.2. Let $H / L$ be a finite separable extension of algebraic function fields and let $C_{H}$ be the constant field of $H$. Let $\mathfrak{u}$ be an integral divisor of $L$. Then $\operatorname{degree}_{H}(\mathfrak{u})=\left[H: C_{H} L\right] \operatorname{degree}_{L}(\mathfrak{u})$.
(See [1, Theorem 9, page 279 and Theorem 14, page 282].)

Lemma 6.3. Let $M / H$ be a Galois extension of algebraic function fields over the same field of constants C, algebraic over a finite field. Let $F$ be an algebraic extension of $C$. Then $M F / H F$ is a Galois extension whose Galois group is isomorphic to the original one.

Lemma 6.4. Let $C$ be a field algebraic over a finite field, and let $t$ be transcendental over $C$. Let $H$ be a finite separable extension of $C(t)$ generated by $\alpha \in H$. Let $C_{0}$ be any subfield of $C$. Then the extension $H / C_{0}(\alpha, t)$ is a constant field extension.

Lemma 6.5. Let $H$ be an algebraic function field over a perfect field of constants $C$ and let $t$ be a nonconstant element of $H$. Then the following conditions are equivalent.

1) $t$ is not a p-th power in $H$.
2) The extension $H / C(t)$ is finite and separable.
(See [22, page 94].)
Lemma 6.6. Let $C$ be a field algebraic a over finite field of characteristic $p>0$. Let $q$ be a rational prime possibly equal to $p$ such that $C$ has an extension of degree $q$. For any natural number $n$, let $F_{n}$ be the finite field of $p^{n}$ elements. Let $F=\bigcup_{i}^{\infty} F_{q^{i}}$. Then there exists a natural number $r$ such that $F \cap C=F_{q^{r}}$.
Proof. First of all, we note the following well known facts concerning the finite fields:

$$
\begin{equation*}
F_{m} F_{n}=F_{l c m(m, n)} \tag{6.1}
\end{equation*}
$$

$F_{m}$ is of degree $m$ over the field of $p$ elements and it consists of all the solutions to the equation $x^{p^{m}}-x=0$. (See [20, pages 184-185].) Next let $\alpha$ be an element of the algebraic closure of a finite field such that $[C(\alpha)$ : $C]=q$. Let $a_{0}, \ldots, a_{q-1}$ be the coefficients of the irreducible polynomial of $\alpha$ over $C$. Let $m$ be the smallest positive integer such that $\alpha^{p^{m}}=\alpha$. Then from (6.1) we conclude that $m=q\left[F_{1}\left(a_{0}, \ldots, a_{q-1}\right): F_{1}\right]$. Let $m=q^{t} k$, where $(k, q)=1$. Then $F_{q^{t-1}} \subset F_{q^{t-1} k} \subset C$ but $F_{q^{t}} \not \subset C$. Otherwise, $C$ contains $F_{q} F_{m / q}=F_{m}$ and thus $\alpha$.

Lemma 6.7. Let $A_{1}$ be a field algebraic over a finite field. Let $A_{2}$ be a finite algebraic extension of $A_{1}$. Let $\alpha$ be an element of the algebraic closure of $A_{1}$ such that for some rational prime $q,\left(q,\left[A_{1}(\alpha): A_{1}\right]\right)=1$. Then $\left(q,\left[A_{2}(\alpha): A_{2}\right]\right)=1$.
Proof. Let $F(T)=a_{0}+\ldots+T^{k}$ be the monic irreducible polynomial of $\alpha$ over $A_{2}$. Then $a_{0}, \ldots, a_{k-1} \in A_{1}(\alpha)$ since these are symmetric functions of conjugates of $\alpha$ over $A_{2}$ which are also conjugates of $\alpha$ over $A_{1} \subset A_{2}$. Thus, $A_{3}=A_{1}\left(a_{0}, \ldots, a_{k-1}\right) \subset A_{1}(\alpha) \cap A_{2}$. Since $A_{3} \subset A_{2},\left[A_{2}(\alpha): A_{2}\right] \leq$ $\left[A_{3}(\alpha): A_{3}\right]$. On the other hand, since $a_{0}, \ldots, a_{k-1} \subset A_{3},\left[A_{3}(\alpha): A_{3}\right] \leq$
$\left[A_{2}(\alpha): A_{2}\right]$. Thus, $\left[A_{2}(\alpha): A_{2}\right]=\left[A_{3}(\alpha): A_{3}\right]$. On the other hand, $A_{3}(\alpha) \subset A_{1}(\alpha)$ and $A_{1}(\alpha) \subset A_{3}(\alpha)$ so that $A_{1}(\alpha)=A_{3}(\alpha)$. Thus,

$$
\left[A_{2}(\alpha): A_{2}\right]=\left[A_{3}(\alpha): A_{3}\right]=\left[A_{1}(\alpha): A_{3}\right]=\left[A_{1}(\alpha): A_{1}\right] /\left[A_{3}: A_{1}\right],
$$

and the lemma is true.
Lemma 6.8. Let $H$ be an algebraic function field whose constant field $C_{1}$ is algebraic over a finite field. Let $\mathfrak{p}$ be a prime of $H$. Let $C$ be an algebraic extension of $C_{1}$ such that for any field $C_{2} \subset C$ such that $C_{2} / C_{1}$ is a finite extension, $\left[C_{2}: C_{1}\right]$ is prime to the degree ${ }_{H}$ of $\mathfrak{p}$. Then $\mathfrak{p}$ remains prime in CH.

Proof. Suppose $\mathfrak{p}$ splits in $C H$, then for some $C_{2}$ as described in the statement of the lemma, $\mathfrak{p}$ splits in $C_{2} H$. (This is true because in $C H, \mathfrak{p}$ will have at least two factors, and therefore there will be an element $\alpha$ integral at one but not at the other. Hence, $\mathfrak{p}$ will have to split in $C_{1}(\alpha) H$.) Let $m=\left[C_{2}: C_{1}\right]$ and let $\mathfrak{P}$ be a prime above $\mathfrak{p}$ in $C_{2} H$. Since $C_{2} / C_{1}$ is a separable extension, by Theorem 14 on page 282 of [1], $C_{2}$ is the constant field of $C_{2} H$. Next consider the following diagram:


Here $R_{\mathfrak{p}}$ and $R_{\mathfrak{P}}$ are residue fields of $\mathfrak{p}$ and $\mathfrak{P}$ respectively. Further, from the diagram we can conclude that

$$
\left[R_{\mathfrak{P}}: C_{1}\right]=\left[R_{\mathfrak{P}}: R_{\mathfrak{p}}\right]\left[R_{\mathfrak{p}}: C_{1}\right]=\left[R_{\mathfrak{P}}: C_{2}\right]\left[C_{2}: C_{1}\right],
$$

or, in other words,

$$
f(\mathfrak{P} / \mathfrak{p}) \operatorname{degree}_{C_{1} H}(\mathfrak{p})=\operatorname{degree}_{C_{2} H}(\mathfrak{P}) m .
$$

Thus, since $\left(m\right.$, $\left.\operatorname{degree}_{C_{1} H}(\mathfrak{p})\right)=1$, we must conclude that degree ${ }_{C_{1} H}(\mathfrak{p})$ divides degree $C_{2} H(\mathfrak{P})$. Hence, degree $C_{2} H(\mathfrak{P})$ is at least as big as degree ${ }_{C_{1} H}(\mathfrak{p})$ $=\operatorname{degree}_{C_{2} H}(\mathfrak{p}) \geq \operatorname{degree}_{C_{2} H}(\mathfrak{P})$. (Here we use the fact that degree of a divisor stays the same under separable constant extensions by Lemma 6.2.) Thus, we must conclude that degree $C_{2} H(\mathfrak{p})=\operatorname{degree}(\mathfrak{P})_{C_{2} H}$ and $\mathfrak{P}$ is the only prime of $C_{2} H$ above $\mathfrak{p}$.

Our next task is to prove the main technical theorem of this section. The proof of this theorem will be similar to the proof of Theorem 3.6 of [38]. The differences will stem from the fact that we have an infinite constant field here (as opposed to the finite constant field in the theorem cited above), and seek primes which are linear polynomials in a certain element $t$ of $K$. The proof of the theorem relies on two technical lemmas which we state below.

Lemma 6.9. Let $M$ be a Galois extension of an algebraic function field $L$ over a finite field of constants, let $C_{L}$ be the constant field of $L$, let $C_{M}$ be the constant field of $M$, let $t$ be a nonconstant element of L. Let $\sigma \in \operatorname{Gal}(M / L)$, and let $\mathcal{C}=\left\{\tau \sigma \tau^{-1} \mid \tau \in \operatorname{Gal}(M / L)\right\}$. Further, let $p^{r}$ be the size of $C_{L}$, let $\phi=\phi_{C_{L}}$ be the generator of $\operatorname{Gal}\left(C_{M} / C_{L}\right)$ sending each element $c \in C_{M}$ to $c^{p^{r}}$, and assume that for every $\psi \in \mathcal{C}, \psi_{\mid C_{M}}=\phi^{a}$ for some natural integer a different from zero. Then if $k \cong a$ modulo $\left[C_{M}: C_{L}\right], m=\left[M: C_{M} L\right]$, $d=\left[L: C_{L}(t)\right]$, and $C_{k}(M / L, \mathcal{C})=\{\mathfrak{p} \mid \mathfrak{p}$ is a prime of $L$, degree $(\mathfrak{p})=k, \mathfrak{p}$ is unramified over $C_{L}(t)$, and for some $\beta$ above $\mathfrak{p}$ the Frobenius automorphism of $\beta$ belongs to $\mathcal{C}\}$,

$$
\begin{align*}
& \left|C_{k}(M / L, \mathcal{C})-\frac{|\mathcal{C}|}{k m} p^{r k}\right|  \tag{6.2}\\
& <\frac{|\mathcal{C}|}{k m}\left(\left(m+2 g_{M}\right) p^{r k / 2}+m\left(3 g_{L}+1\right) p^{k r / 4}+2\left(g_{M}+d m\right)\right) \\
& <\frac{|\mathcal{C}|}{k}\left(7 g_{M}+4 d\right) p^{r k / 2},
\end{align*}
$$

where $g_{M}, g_{L}$ are genus' of $M$ and $L$ respectively.
(For the first inequality see [15, Proposition 13.4] and [14, Lemma 5.7, p. 59]. The second inequality follows from [3, Corollary 2, page 106], [1, Theorem 22, page 291], and the fact that the extension $M / L$ is separable.)

Lemma 6.10. Let $M$ be a Galois extension of an algebraic function field $L$ over a finite field of constants, and assume $U$ is an algebraic function field such that $L \subset U \subset M$, and $U$ is not necessarily Galois over L. Let $C_{M}$ and $C_{L}$ denote the constant fields of $M$ and $L$ respectively. Further, let $\mathfrak{p}$ be a prime of $L$ which does not split in $U$. Let $\mathfrak{p}_{U}$ be the prime above $\mathfrak{p}$ in $U$, let $\beta$ be a prime of $M$ above $\mathfrak{p}$, let $G(\beta)$ be the decomposition group of $\beta$, and let $\sigma \in G(\beta)$ be such that its coset modulo the inertia group of $\beta$ induces the Frobenius automorphism $\phi_{R_{\mathfrak{p}}}$ on the residue field of $\mathfrak{p}$. Then $\sigma^{f\left(\mathfrak{p}_{U} / \mathfrak{p}\right)} \in \operatorname{Gal}(M / U)$, and $f\left(\mathfrak{p}_{U} / \mathfrak{p}\right)=[U: L]$ is the smallest positive exponent such that the corresponding power of $\sigma$ is in $\operatorname{Gal}(M / U)$. Further, $\sigma_{\mid C_{M}}=\phi_{C_{L}}^{\text {degree }(\mathfrak{p})}$, where $\phi_{C_{L}}$ is the Frobenius automorphism of $C_{L}$.

Conversely, suppose $\beta$ is a prime of $M$ not ramified over L. Let $\mathfrak{p}$ be a prime of $L$ below $\beta$ and let $\sigma$ be the Frobenius automorphism of $\beta$. Assume further that for some coset $\operatorname{Gal}(M / U) \tau$ of $\operatorname{Gal}(M / U)$ in $\operatorname{Gal}(M / L)$, $\operatorname{Gal}(M / U) \tau \sigma^{[U: L]}=\operatorname{Gal}(M / U) \tau$, while this equality does not hold for any smaller exponent. Then $\mathfrak{p}$ does not split in $U$.
(See [38, Lemma 3.3] for part one of the lemma and [16, Proposition 2.8, page 101] for part two of the lemma.)

Theorem 6.11. Let $C$ be an infinite field algebraic over a finite field of characteristic $p>0$. Assume $C$ has an extension of degree $q$, where $q$ is
a rational prime (possibly equal to $p$ ). Let $H$ be an algebraic function field whose field of constants is equal to $C$. Then for any sufficiently large positive integer $h$, a finite constant extension of $H$ contains a nonconstant element $t$, infinitely many constants $c_{0}=0, c_{1}, \ldots$, such that for all $i=0, \ldots$, the divisor of $t+c_{i}$ in $H$ is of the form $\mathfrak{p}_{i} / \mathfrak{q}$, where $\mathfrak{p}_{i}, \mathfrak{q}$ are primes of $H$ of degree $q^{h}$.

Proof. We will first establish existence of $t$, and then derive the existence of the required constants. Let $z$ be a nonconstant element of $H$ which is not a $p$-th power. (Such an element exists by the Weak Approximation Theorem.) Then by Lemma 6.5 the extension $H / C(z)$ is finite and separable and therefore is simple. Thus, for some $\alpha \in H, H=C(z, \alpha)$. Let $C_{0}=$ $\bigcup_{i}^{\infty} F_{q^{i}} \cap C$. Let $C_{1}$ be the constant field of $M_{1}$, the normal closure of $C_{0}(\alpha, z)$ over $C_{0}(z)$. Let $H_{1}=C_{1}(\alpha, z)$. Then $M_{1} / H_{1}$ and $M_{1} / C_{1}(z)$ are Galois extension and all three fields have the same field of constants.

Let $C_{2}$ be a finite extension of $C_{1}$ contained in $C_{1} C$. Let $H_{2}=C_{2}(z, \alpha)$ and note that $H_{2} / H_{1}$ is a separable constant field extension such that, by Lemma 6.7 and by construction of $C_{0}$, its degree is not divisible by $q$. Indeed, let $\alpha_{1}, \alpha_{2}, \ldots \in C$ be the generators of $C$ over $C_{0}$. Then the degree of $\alpha_{i}$ over $C_{0}$ and consequently, by Lemma 6.7 , over $C_{1}\left(\alpha_{1}, \ldots, \alpha_{i-1}\right)$ is not divisible by $q$. Let $\beta \in C_{2}$, then $\beta \in C_{1}\left(\alpha_{1}, \alpha_{2}, \ldots\right)$ and consequently the degree of $\beta$ over $C_{1}$ is not divisible by $q$.

The following diagram describes the extensions involved.


Fix a positive integer $h$. Let $\left|C_{1}\right|=p^{r_{1}}$. Then $C_{1}(z)$ has exactly $\frac{p^{r_{1} q^{h}}-p^{r_{1} q^{h-1}}}{q^{h}}$ irreducible polynomials of degree $q^{h} .\left(p^{r_{1} q^{h}}-p^{r_{1} q^{h-1}}\right.$ is the number of elements of the algebraic closure of $C_{1}$ of degree $q^{h}$ over $C_{1}$.

Each of these elements has exactly $q^{h}$ conjugates.) Let $h_{H_{1}}$ be the class number of $H_{1}$. Then for any sufficiently large $h, C_{1}(z)$ will contain at least $h_{H_{1}}+2$ primes of degree $q^{h}$.

Next consider the Galois extension $M_{1} / C_{1}(z)$. Let $\mathfrak{t}$ be a prime of $C_{1}(z)$ of degree $q^{h}$. Assume $\mathfrak{t}$ splits completely in $M_{1}$. Then, we claim, it splits completely in $H_{1}$ and its factors in $H_{1}$ are all of degree $q^{h}$. Indeed, assume $\mathfrak{t}=\prod_{i=1}^{\left[H_{1}: C_{1}(z)\right]} \mathfrak{T}_{i}$ is the factorization of $\mathfrak{t}$ in $H_{1}$. For each $i$, the relative degree of $\mathfrak{T}_{i}$ over $\mathfrak{t}$ is equal to one. This fact together with the fact that there is no constant field extension from $C_{1}(z)$ to $H_{1}$ implies that $C_{1}(z)$ degree of $\mathfrak{t}$ must be the same as the $H_{1}$ degree of $\mathfrak{T}_{i}$. Thus, for sufficiently large $h, H_{1}$ has at least $h_{H_{1}}+2$ primes of degree $q^{h}$. Let $\mathfrak{b}_{1}, \ldots, \mathfrak{b}_{h_{H_{1}}+2}$ be these primes. Next consider the following $h_{H_{1}}+1 H_{1}$-divisors of degree zero: $\mathfrak{b}_{2} / \mathfrak{b}_{1}, \ldots, \mathfrak{b}_{h_{H_{1}}} / \mathfrak{b}_{1}$. At least two of these divisors belong to the same divisor class, and thus for some $1 \leq i, j \leq h_{H_{1}}+2, \mathfrak{b}_{i} / \mathfrak{b}_{j}$ is a principal divisor. Thus, there exists $t \in H_{1}$ such that its divisor is of the form $\mathfrak{p} / \mathfrak{q}$, where $\mathfrak{p}, \mathfrak{q}$ are primes of $H_{1}$ of degree $q^{h}$.

Finally, we note that by Lemma 6.8, divisors $\mathfrak{p}$ and $\mathfrak{q}$ will remain prime in $C_{1} H$. Further, since degree of divisors does not change under separable constant field extensions, $\mathfrak{p}$ and $\mathfrak{q}$ will retain their degree. Therefore, $C_{1} H$, a finite constant extension of $H$, will possess the required element $t$.

We will next address the issue of the existence of the constants $c_{1}, \ldots$ described in the statement of the lemma. To this end let $G=C_{1} H$ and denote its constant field by $C_{G}=C_{1} C$. Note that $t$ is of order 1 at a prime of $G$ and therefore is not a $p$-th power in $G$. Thus, the extension $G / C_{G}(t)$ is separable and finite by Lemma 6.5. Hence, there exists $\beta \in G$ such that $G=C_{G}(t, \beta)$. Next let $L_{1}$ be a finite subfield of $C_{G}$ such that the following conditions are satisfied: The extension $G / L_{1}(\beta, t)=G_{1}$ is an (infinite) constant field extension, the constant field of $L_{1}(\beta, t)$ is $L_{1}$, and $C_{1} \subset L_{1}$. The first condition can be satisfied by any finite field $L_{1}$ by Lemma 6.4. Also, by definition of $C_{1}$, as in the argument above, the second condition implies that the extension $C_{G} / L_{1}$ contains no finite subextension of degree divisible by $q$. Note that the prime $\mathfrak{p}_{1}$ below $\mathfrak{p}$ in $G_{1}$ has the same degree in $G_{1}$ as $\mathfrak{p}$ in $G$, by Lemma 6.2. Thus, since there is no constant field extension from $L_{1}(t)$ to $G_{1}$, we can conclude that $\left[G_{1}: L_{1}(t)\right]$ is equal to the degree of $\mathfrak{p}_{1}: q^{h}$. Let $N_{1}$ be the Galois closure of $G_{1}$ over $L_{1}(t)$. Next let $L_{2} \subset C_{G}$ be any finite extension of $L_{1}$. Let $G_{2}=L_{2}(t, \beta)=L_{2} G_{1}$. Let $N_{2}=L_{2} N_{1}$. Note that the extensions $N_{2} / L_{2}(t, \beta)$ and $N_{2} / L_{2}(t)$ are Galois. From the above discussion, it follows that the $G_{2}$-divisor of $t$ is of the form $\mathfrak{p}_{2} / \mathfrak{q}_{2}$, where $\mathfrak{p}_{2}$ and $\mathfrak{q}_{2}$ are $G_{2}$-primes of degree $q^{h}$. Further, since $L_{2} / L_{1}$ is a separable extension and since $G_{1}$ and $L_{1}(t)$ share the same constant field, $G_{2}$ and $L_{2}(t)$ have the same constant field $L_{2}$ and $\left[G_{1}: L_{1}(t)\right]=\left[G_{2}: L_{2}(t)\right]$ by $[1$, Theorem 11, page 280 and Theorem 14, page 282]. Additionally, $\left[N_{2}: L_{2}(t)\right] \leq\left[N_{1}: L_{1}(t)\right]$, while
the genus' of $N_{2}$ and $G_{2}$ are equal to genus' of $N_{1}$ and $G_{1}$ respectively by [1, Theorem 22, page 291]. The following diagram describes the extensions involved.


Let $\mathfrak{b}_{2}$ be a factor of $\mathfrak{p}_{2}$ in $N_{2}$. Further, let $\sigma_{2} \in \operatorname{Gal}\left(N_{2} / L_{2}(t)\right)$ be an element of the decomposition group $G\left(\mathfrak{b}_{2}\right)$ of $\mathfrak{b}_{2}$ such that the equivalence class of $\sigma_{2}$ modulo the inertia group of $\mathfrak{b}_{2}$ is mapped onto the Frobenius automorphism $\phi_{L_{2}}$ of $L_{2}$ under the canonical homomorphism sending $G\left(\mathfrak{b}_{2}\right)$ to $\operatorname{Gal}\left(R_{2 \mathfrak{b}_{2}} / L_{2}\right)$. Here $R_{2 \mathfrak{b}_{2}}$ is the residue field of $\mathfrak{b}_{2}$. Then by the first part of Lemma 6.10 we have the following.

1) $\sigma_{2}^{\left[G_{2}: L_{2}(t)\right]} \in \operatorname{Gal}\left(N_{2} / G_{2}\right)$.
2) $\left[G_{2}: L_{2}(t)\right]$ is the smallest positive exponent such that the corresponding power of $\sigma_{2}$ is in $\operatorname{Gal}\left(N_{2} / G_{2}\right)$.
3) $\sigma_{2}$ restricted to the constant field of $N_{2}$ is equal to $\phi_{L_{2}}$ where $\phi_{L_{2}}$ is the Frobenius automorphism of $L_{2}$.

Next let $\mathfrak{a}_{2}$ be a prime of $L_{2}(t)$ such that $\sigma_{2}$ is the Frobenius automorphism of some $N_{2}$-factor $\mathfrak{g}_{2}$ of $\mathfrak{a}_{2}$ in $N_{2}$. Then by the second part of Lemma 6.10 we can conclude that $\mathfrak{a}_{2}$ does not split in $G_{2}$.

Next we note that in the notations of Lemma 6.9, $a=1$, and thus, assuming $\mathcal{C}$ is the conjugacy class of $\sigma_{2}$ in $\operatorname{Gal}\left(N_{2} / L_{2}(t)\right)$,

$$
\begin{align*}
& \left|C_{1}\left(N_{2} / L_{2}(t), \mathcal{C}\right)\right| \\
& >\frac{|\mathcal{C}|}{\left[N_{2}: L_{2}(t)\right]}\left|L_{2}\right|-|\mathcal{C}|\left(7 g_{N_{2}}+4\right)\left|L_{2}\right|^{1 / 2}  \tag{6.3}\\
& >\left|L_{2}\right|^{1 / 2}\left(\frac{1}{\left[N_{1}: L_{1}(t)\right]}\left|L_{2}\right|^{1 / 2}-\left(\left[N_{1}: L_{1}(t)\right]\left(7 g_{N_{1}}+4\right)\right)\right) . \tag{6.4}
\end{align*}
$$

Hence, we can conclude that for sufficiently large $\left|L_{2}\right|$, arbitrarily large number of degree one primes of $L_{2}(t)$ will not split in $G_{2}$. For each natural number $m$, let $N(m)$ be the lower bound on the size of $L_{2}$ sufficient for the number of the non-splitting degree one primes to be greater than $m$. Let $\mathfrak{a}_{2}$, as above, be such a prime. Then, since there is no constant field extension from $L_{2}(t)$ to $G_{2},\left[G_{2}: L_{2}(t)\right]=f\left(\mathfrak{p}_{2} / \mathfrak{p}_{2} \cap L_{2}(t)\right)=q^{h}=f\left(\mathfrak{g}_{2} \cap G_{2} / \mathfrak{a}_{2}\right)$. Thus, again using the fact that there is no constant field extension from $L_{2}(t)$ to $G_{2}$, we conclude that $\mathfrak{g}_{2} \cap G_{2}$ is of degree $q^{h}$ in $G_{2}$ and will not split in the extension $G / G_{2}$.

Finally, we note that, that any degree one prime of $C_{2}(t)$ which is not a pole of $t$, is the zero of the element of the form $t+c$, where $c \in L_{2}$. Thus, keeping in mind that the pole of $t+c$ is the same as pole of $t$, we can conclude that the divisor of $t+c$ in $G$ will be of the required form.

Lemma 6.12. Let $F / G$ be a finite separable extension of algebraic function fields. Let $\mathfrak{a}$ be a prime of $G$ which does not split in $F$, i.e., $\mathfrak{a}$ has only one unramified prime factor $\mathfrak{A}$ in $F$ and $f(\mathfrak{A} / \mathfrak{a})=[F: G]$. Then there exist $\alpha \in F$ such that $F=G(\alpha), \alpha$ is integral with respect to $\mathfrak{a}$ and such that $\mathfrak{a}$ is not a zero of the discriminant of $\alpha$.

Proof. Let $\alpha \in F$ be such that its residue class modulo $\mathfrak{A}$ generates the residue field of $\mathfrak{A}$ over the residue field of $\mathfrak{a}$. (Such an element exists because the residue field of $\mathfrak{A}$ is separable, by assumption, over the residue field of a.) Then $\alpha$ must be integral with respect to $\mathfrak{A}$ and thus with respect to $\mathfrak{a}$. Further, since the residue class of $\alpha$ is of degree $[F: G]$ over the residue field of $\mathfrak{a}, F=G(\alpha)$. Finally, since the residue class of $\alpha$ generate the residue field of $\mathfrak{A}$ over the residue field of $\mathfrak{a}, \mathfrak{a}$ cannot be a zero of the discriminant of $\alpha$. (Otherwise the irreducible polynomial of $\alpha$ modulo $\mathfrak{a}$ will have multiple roots. This is impossible since by assumption the residue field extension is separable.)

Lemma 6.13. Let $H$ be an algebraic function field over a field of constants $C_{H}$. Let $K$ be a constant field extension of $H$. Let $C_{K}$ be the constant field of $K$ and assume $H$ is algebraically closed in $K$. Let $t \in H \backslash C_{H}$ be such that $H / C_{H}(t)$ is separable. Let $\mathfrak{a}$ be a prime of $C_{H}(t)$ remaining prime in
$H$ and such that its residue field is separable over $C_{H}$. Then $\mathfrak{a}$ will have just one prime factor in $K$.

Proof. Without loss of generality assume $\mathfrak{a}$ is not a pole of $t$ and let $P(t)$ be the polynomial in $t$ over $C_{H}$ corresponding to $\mathfrak{a}$. By Lemma 6.12, there exists $\alpha \in H$ such that $H=C_{H}(\alpha, t), \alpha$ is integral with respect to $\mathfrak{a}$, and $\mathfrak{a}$ is not a zero of the discriminant of $\alpha$. Let $G(T)$ be the monic irreducible polynomial of $\alpha$ over $C_{H}(t)$. Then, given our assumptions on $\alpha$ and $\mathfrak{a}$, by [21, Proposition 25, page 27], $G(T)$ does not split modulo $\mathfrak{a}$. Next consider $P(t)$ over $C_{K}(t)$. Since $H$ is algebraically closed in $K, C_{H}$ is algebraically closed in $C_{K}$, and thus $P(t)$ will not factor in $C_{K}(t)$ by [1, Theorem 11, page 280]. Hence, $\mathfrak{a}$ will remain prime in $C_{K}(t)$. Next we want to show that $G(T)$ will not factor modulo $\mathfrak{a}$ over $C_{K}(t)$. First of all, observe that since $P(t)$ is separable over $C_{H}$, the residue field of $\mathfrak{a}$ as a prime of $C_{H}(t)$ is algebraically closed in the residue field of $\mathfrak{a}$ as a prime $C_{K}(t)$ by [1, Theorem 13, page 281]. Let $\bar{G}(T)$ is the image of $G(T)$ modulo $\mathfrak{a}$. By assumption, $\bar{G}(T)$ is irreducible over the residue field of $\mathfrak{a}$ as a prime of $C_{H}(t)$. Finally, since the residue field of $\mathfrak{a}$ as a prime of $C_{H}(t)$ is algebraically closed in the residue field of $\mathfrak{a}$ as a prime $C_{K}(t)$, again by [1, Theorem 11, page 280], $\bar{G}(T)$ will remain prime over the residue field of $\mathfrak{a}$ in $C_{K}(t)$. Since $K=C_{K} H=C_{K}(t, \alpha)$, we can use [21, Proposition 25, page 27] to conclude that $\mathfrak{a}$ will remain prime in $K$.

Lemma 6.14. Let $K$ be an algebraic function field over a field of constants $C_{K}$. Let $\mathfrak{t}$ be a prime of $K$. Let $R_{\mathfrak{t}}$ be the residue field of $\mathfrak{t}$ isomorphic to a finite extension of $C_{\mathfrak{t}}$ of $C_{K}$. Assume that $C_{\mathfrak{t}}$ is separable over $C_{K}$. Let $C_{\text {Gal }}$ be the Galois closure of $C_{\mathfrak{t}}$ over $C_{K}$. Then in the extension $C_{\text {Gal }} K / K$, $\mathfrak{t}$ will split into degree 1 factors. Further, the same statement will apply to any separable constant field extension of $C_{\mathrm{Gal}} K$.

Proof. Let $\alpha \in K$ be such that the residue class of $\alpha$ modulo $\mathfrak{t}$ generates $C_{\mathrm{t}}$ over $C_{K}$. Let $F(T) \in C_{K}[T]$ be the monic irreducible polynomial of the residue class of $\alpha$ over $C_{K}$. By assumption $F(T)$ is a separable polynomial. Let $C_{\text {Gal }}$ be the splitting field of $F$. Let $a_{1}, \ldots, a_{m}$ be all the distinct roots of $F(T)$ in the algebraic closure of $C_{K}$. Since $F(T)$ does not factor over $K$ (otherwise some symmetric function of a subset of $a_{1}, \ldots, a_{m}$ would be in $\left.K \backslash C_{K}\right), a_{1}, \ldots, a_{m}$ are conjugates over $C_{K}$ and $K$. Next note that $\mathbf{N}_{K\left(a_{i}\right) / K}\left(\alpha-a_{i}\right)=F(\alpha) \cong 0$ modulo $\mathfrak{t}$. Thus, for each $i,\left(\alpha-a_{i}\right)$ has a zero at a factor of $\mathfrak{t}$ in $K\left(a_{i}\right)$ and $K\left(a_{1}, \ldots, a_{m}\right)$. Further, $\alpha-a_{i}$ and $\alpha-a_{j}$ have no common zeros for $i \neq j$ because these elements differ by a nonzero constant. Hence, $\mathfrak{t}$ has at least degree $(F(T))$ factors in $K\left(a_{1}, \ldots, a_{m}\right)$. On the other hand, degree of $\mathfrak{t}$ over $K$ is equal to the degree of $F(T)$ and this degree remains the same in $K\left(a_{1}, \ldots, a_{m}\right)$ - a separable constant field extension of $K$. Thus all the factors of $\mathfrak{t}$ in $C_{\mathrm{Gal}} K$ are of degree 1. Finally, under any
separable constant field extension of $C_{\text {Gal }} K$ all the divisors including factors of $\mathfrak{t}$ will retain their degree.

Lemma 6.15. Let $\left\{\mathfrak{q}, \mathfrak{p}_{1}, \ldots, \mathfrak{p}_{m}\right\}$ be a set of primes of $K$. Let $\left\{b_{1}, \ldots, b_{m}\right\}$ be a set of elements of $K$ such that for each $i=1, \ldots, m, b_{i}$ is integral at $\mathfrak{p}_{i}$. Let $\left\{n_{1}, \ldots, n_{m}\right\}$ be a set of natural numbers. Then there exists $y \in K$ satisfying the following requirements:

1) $\operatorname{ord}_{\mathfrak{q}} y=-p^{l}$, for some $l \in \mathbb{N}$;
2) $y$ is integral at all the other primes of $K$;
3) $\operatorname{ord}_{\mathfrak{p}_{i}}\left(y-b_{i}\right) \geq n_{i}$.

Proof. By the Strong Approximation Theorem ([14, page 21, Proposition $2.11])$, there exists $y_{1} \in K$ such that $\operatorname{ord}_{\mathfrak{p}_{i}}\left(y_{1}-b_{i}\right) \geq n_{i}, y_{1}$ has a pole at $\mathfrak{q}$ and is integral at all the other primes. By a corollary of the Riemann-Roch Theorem, for any sufficiently large $l$, which we can assume to be greater than $\log _{p}\left(\operatorname{ord}_{\mathfrak{q}} y_{1}\right)$, there exists $y_{2} \in K$ with a sole pole of order $p^{l}$ at $\mathfrak{q}$, and for each $i=1, \ldots, m$, with a zero of order greater than $\operatorname{ord}_{\mathfrak{p}_{i}}\left(y_{1}-b_{i}\right)$ at $\mathfrak{p}_{i}$. Next consider $y=y_{1}+y_{2}$. Note that $y$ will have the pole of the required order and $\operatorname{ord}_{\mathfrak{p}_{i}}\left(y-b_{i}\right)=\operatorname{ord}_{\mathfrak{p}_{i}}\left(y_{1}+y_{2}-b_{i}\right) \geq n_{i}$.

Lemma 6.16. Let $K$ be an algebraic function field over a field of constants $C_{K}$. Let $t$ be a nonconstant element of $K$ such that the extension $K / C_{K}(t)$ is finite and separable. Let $\tilde{C}_{K}$ be the algebraic closure of $C_{K}$ and let $\tilde{K}=$ $\tilde{C}_{K} K$. Then the extension $\tilde{K} / \tilde{C}_{K}(t)$ is separable. Further, let $\tilde{\mathfrak{T}}$ be a prime of $\tilde{C}_{K}(t)$ with ramified factors in $\tilde{K}$. Let $\mathfrak{T}$ be the prime below $\tilde{\mathfrak{T}}$ in $C_{K}(t)$. Then $\mathfrak{T}$ has ramified factors in $K$.

Proof. Since $K / C_{K}(t)$ is a finite and separable extension, this extension is simple. Let $\alpha$ be a generator. Then the monic irreducible polynomial of $\alpha$ over $C_{k}(t)$ has no multiple roots. On the other hand, $\alpha$ will also generate $\tilde{K}$ over $\tilde{C}_{K}(t)$, and hence $\tilde{K} / \tilde{C}_{K}(t)$ is separable.

Next let $\hat{C}_{K}$ be the inseparable closure of $C_{K}$ and let $\hat{K}=\hat{C}_{K} K$. Then the extension $\tilde{C}_{K} / \hat{C}_{K}$ is separable. Further, since $K / C_{K}(t)$ is separable, $n=\left[\hat{K}: \hat{C}_{K}(t)\right]=\left[K: C_{K}(t)\right]$. Assume $\mathfrak{T}$ has no ramified factors in $K$. Let $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ be an integral basis with respect to $\mathfrak{T}$. Then by [ $\mathbf{3}$, Lemma 2, page 71], $\mathfrak{T}$ is neither a zero nor a pole of the discriminant of this basis. But $\left\{\omega_{i}\right\}_{i=1, \ldots, n}$ is also a basis of $\hat{K} / \hat{C}_{K}(t)$. Thus, by the above cited lemma, no factor of $\mathfrak{T}$ in $\hat{C}_{K}(t)$ has ramified factors in $\hat{K}$. Finally consider the extension tower $\tilde{K}-\hat{K}-\hat{C}_{K}(t)$. Since the extension $\tilde{K} / \hat{K}$ is a separable constant field extension, no primes ramify. Thus, $\hat{\mathfrak{T}}$, any factor of $\mathfrak{T}$ in $\hat{C}_{K}(t)$, has no ramified factors in $\tilde{K}$. Finally, we note that the extension $\tilde{K} / \tilde{C}_{K}(t)$ is a subextension of $\tilde{K} / \hat{C}_{K}(t)$, and thus $\tilde{\mathfrak{T}}$ has no ramified factors in $\tilde{K}$.

Lemma 6.17. Let $\tilde{K}$ be an algebraic function field over an algebraically closed field of constants $\tilde{C}_{K}$. Let $t$ be transcendental over $\tilde{C}_{K}$. Let $\tilde{K}$ be a separable extension of $\tilde{C}(t)$. Let $\mathfrak{t}$ be a prime of $\tilde{K}$ not ramifying in the extension $\tilde{K} / \tilde{C}(t)$ and not a pole of $t . \quad$ Let $x \in \tilde{K} . \quad$ Then $\operatorname{ord}_{\mathfrak{t}} \partial x / \partial \mathfrak{t}=$ $\operatorname{ord}_{\mathfrak{t}} d x / d t$.
Proof. By [22, page 96], $\operatorname{ord}_{\mathfrak{t}} \partial x / \partial \mathfrak{t}=\operatorname{ord}_{\mathfrak{t}} \partial t / \partial \mathfrak{t}+\operatorname{ord}_{\mathfrak{t}} d x / d t$. However, if $\mathfrak{t}$ is not ramified over $\tilde{C}(t)$, for some $a \in \tilde{C}, t+a$ is a local uniformizing parameter for $\mathfrak{t}$. Therefore, $\operatorname{ord}_{\mathfrak{t}} \partial t / \partial \mathfrak{t}=0$.

Lemma 6.18. Let $K$ be an algebraic function field over the constant field $C_{K}$. Let $C$ be the algebraic closure of a finite field in $K$. Let $G$ be the algebraic closure of $C(u)$ in $K$, where $u \in K \backslash C_{K}$ and $K$ is separable over $C_{K}(u)$. Then the extension $G / C(u)$ is finite.

Proof. First of all, observe that $C(u)$ is algebraically closed in $C_{K}(u)$. Next, let $f \in G$. Then by [1, Theorem 11, page 280], $[C(f, u): C(u)]=\left[C_{K}(f, u)\right.$ : $\left.C_{K}(u)\right] \leq\left[K: C_{K}(u)\right]$. Thus, since $G$ is separable over $C(u)$, the extension $G / C(u)$ must be finite.
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# GENERALIZED WRONSKIANS AND WEIERSTRASS WEIGHTS 

Christopher Towse

Given a point $P$ on a smooth projective curve $C$ of genus $g$, one can determine the Weierstrass weight of that point by looking at a certain Wronskian. In practice, this computation is difficult to do for large genus. We introduce a natural generalization of the Wronskian matrix, which depends on a sequence of integers $s=m_{0}, \ldots, m_{g-1}$ and show that the determinant of our matrix is nonzero at $P$ if and only if $s$ is the non-gap sequence at $P$.

As an application, we compute the weights of certain points on the $F_{9}$ and $F_{10}$, the 9 th and 10th Fermat curves. These weights correspond to the expected weights predicted in an earlier paper.

## Introduction.

One of the fundamental facts about Weierstrass points (and generalizations of Weierstrass points) is that any given curve has only a finite number of them; that the total Weierstrass weight of all the points on a curve is finite. Thus, one of the basic problems in the study of Weierstrass points is, once found, to count the Weierstrass weight of those points. One would at least like to know if one has found all of the Weierstrass points on one's curve of interest.

Fermat curves $F_{n}: X^{n}+Y^{n}+Z^{n}=0$ are of particular interest since they have so many automorphisms, and thus (by Lewittes' Theorem [L]) so many known Weierstrass points. Hasse [Ha] showed that the weight of a point with $X Y Z=0$ is $(n-1)(n-2)(n-3)(n+4) / 24$ by demonstrating the existence of certain holomorphic differentials. In [ $\mathbf{T}]$, we exploited the simplicity of order two automorphisms to get a lower bound on the Weierstrass weight of a second class of well-known Weierstrass points on Fermat curves. Further, we showed, with the aid a computer, that the lower bound corresponded to the actual weights for $n \leq 8$. For $n=8$, this was a new result. It seemed unlikely to be able to repeat this for higher degree (more relevantly, higher genus) Fermat curves. Below, however, we do demonstrate that the lower bound given in $[\mathbf{T}]$ is exact, for $n=9$ and 10 .

## 1. Preliminaries.

Throughout, we will consider monotonically increasing sequences of nonnegative integers $s=\left(m_{0}, \ldots, m_{g-1}\right)$. We define the weight of such a sequence to be $\operatorname{wt}(s)=\operatorname{wt}\left(m_{0}, \ldots, m_{g-1}\right)=\sum_{i=0}^{g-1}\left(m_{i}-i\right)$.

The idea of the weight is to measure how much a given sequence differs from a "standard" sequence. In this case, we are merely comparing $s$ to $s_{0}=(0,1, \ldots, g-1)$.

Let $C$ be a smooth, projective curve of genus $g$ defined over $K=\mathbb{C}$ or any other algebraically closed, characteristic zero field. Let $P$ be a point on $C$.

Definition. Given any $k$-dimensional $K$-vector space, $A$, of holomorphic differentials on $C$, we say a basis for $A, \omega_{0}, \ldots, \omega_{k-1}$, is adapted to $P$ if $0 \leq \operatorname{ord}_{P} \omega_{0}<\operatorname{ord}_{P} \omega_{1}<\cdots<\operatorname{ord}_{P} \omega_{k-1}$.

It is well-known (see $[\mathbf{F}-\mathbf{K}]$ ) that any such $A$ has a basis adapted to $P$, for any $P \in C$. It is easy to see that the numbers $\operatorname{ord}{ }_{P} \omega_{i}$ do not depend on the choice of basis, as long as the basis is adapted for $P$.
Definition. If we let $A$ be the space of all holomorphic differentials on $C$, and we let $n_{i}=\operatorname{ord}_{P} \omega_{i}$, then the sequence of (monotonically increasing, nonnegative) integers $n_{0}, \ldots, n_{g-1}$ is called the nongap sequence of $P$.
Definition. We define the (Weierstrass) weight of $P$ to be the weight of the nongap sequence at $P$.

Note that this differs from the "classical" nongap sequence defined using orders of poles of functions at $P$. However, the ideas are related via the Riemann-Roch Theorem, and the Weierstrass weight of a point is the same, using either approach.

## 2. Main Results.

Let $\left\{\omega_{0}, \ldots, \omega_{g-1}\right\}$ be a basis of holomorphic differentials on $C$. Let $x$ be a local uniformizing parameter on some Zariski open set of $C$ containing $P$. Then we can write each differential as $\omega_{j}=f_{j} d x$ for some function $f_{j}$. Let $\mathcal{F}=\left\{f_{0}, \ldots, f_{g-1}\right\}$.

A fundamental fact (due to Hurwitz $[\mathbf{H u}]$ ) is that the weight of a point $P$ is equal to the order of vanishing at $P$ of the determinant of the Wronskian matrix whose first row is $\mathcal{F}$. First, we relate the weight of $P$ to the weights of various sequences $s$.
Definition. Suppose we have chosen any fixed set of functions $\Phi=$ $\left\{\phi_{j}(x)\right\}_{j=0}^{k-1}$. We define $M_{\Phi}\left[m_{0}, \ldots, m_{k-1}\right]=M\left[m_{0}, \ldots, m_{k-1}\right]=M[s]$ to be the matrix whose $i$ th row $(i=0, \ldots k-1)$ is $\left(\phi_{0}^{\left(m_{i}\right)}, \ldots, \phi_{k-1}^{\left(m_{i}\right)}\right)$ where $\phi^{(m)}$ denotes the $m$ th derivative with respect to $x$.

So $M[0, \ldots, k-1]$ is a Wronskian matrix with first row $\left[\phi_{0}, \ldots, \phi_{k-1}\right]$. We will abbreviate this as $W_{\Phi}$.

Proposition 1. The dth derivative of the Wronskian determinant is equal to a sum of determinants of matrices $M[s]$ where $s$ has weight $d$.

Proof. We use induction on $d$. For the case $d=0$, we note that the only sequence of weight zero is $s_{0}=(0,1, \ldots, k-1)$. As noted above, $M\left[s_{0}\right]$ is the Wronskian itself.

For general $d$, we look at the derivative of the determinant of one of the matrices $M[s]$. Let $D$ denote differentiation with respect to $x$. Using linearity of the determinant in the rows of M , we see that

$$
\begin{aligned}
D\left(\operatorname{det} M\left[m_{0}, \ldots, m_{k-1}\right]\right)=\operatorname{det} M\left[m_{0}\right. & \left.+1, m_{1}, \ldots, m_{k-1}\right]+\cdots \\
& +\operatorname{det} M\left[m_{0}, m_{1}, \ldots, m_{k-1}+1\right] .
\end{aligned}
$$

If the old sequence $\left(m_{0}, \ldots, m_{k-1}\right)$ has weight $d$, then any of the new sequences $\left(m_{0}, \ldots, m_{i}+1, \ldots, m_{k-1}\right)$ has weight $d+1$.

It should be noted that not all of such sequences will be strictly monotonic, but for any of those sequences, $s, M[s]$ will have a repeated row, and will therefore have determinant identically zero. Note also that the same $M[s]$ may appear more than once in the sum. For instance, with $g=4$ and $k=3$, we get

$$
D^{(3)} \operatorname{det} W=\operatorname{det} M[0,2,3,4]+2 \operatorname{det} M[0,1,3,5]+\operatorname{det} M[0,1,2,6] .
$$

The point of the proposition is the observation that the sequences appearing in our $M[s]$ notation are related to the weight of a point. The following theorem elaborates on this connection.

Theorem 2. Let $s=\left(m_{0}, \ldots, m_{g-1}\right)$ be a monotonically increasing sequence of nonnegative integers. Let $P$ be a point of $C$ and let $\mathcal{F}$ be as above. Suppose $\mathrm{wt}(s) \leq \mathrm{wt}(P)$. Then $\operatorname{det} M_{\mathcal{F}}[s](P) \neq 0$ if and only if $s$ is the nongap sequence of $P$.

That is, the determinant of the matrix $M=M\left[m_{0}, \ldots, m_{g-1}\right]$, evaluated at the point $P$, is zero for all sequences of weight less than or equal to the weight at $P$, except for the actual nongap sequence of $P$.

Proof. It is clear that changing the basis $\mathcal{F}$ will only change the determinant by a nonzero multiple. So we may assume that $\omega_{0}, \ldots, \omega_{g-1}$ is a basis for the space of holomorphic differentials of $C$ adapted to $P$. Let $\left(n_{0}, \ldots, n_{g-1}\right)$ be the nongap sequence at $P$.

Since $x$ is a local uniformizing parameter at $P, P$ is not in the support of the divisor $(d x)$. In other words, $\operatorname{ord}_{P} d x=0$. Thus, $\operatorname{ord}_{P} f_{i}=n_{i}$. So $D^{(k)}\left(f_{i}\right)(P)=0$ for $k<n_{i}$ and $D^{\left(n_{i}\right)}\left(f_{i}\right)(P) \neq 0$.

In particular, if we consider the case when $m_{i}=n_{i}$ for all $i$, we see that $M$ is lower triangular, with nonzero entries on the diagonal. Thus, $\operatorname{det} M \neq 0$.

Now, suppose $m_{i} \neq n_{i}$ for some $i$. Since $\mathrm{wt}\left(m_{0}, \ldots, m_{g-1}\right) \leq \mathrm{wt}\left(n_{0}, \ldots\right.$, $n_{g-1}$ ), we know there is some $m_{i}<n_{i}$. Let $I$ be the smallest index with $m_{I}<n_{I}$. Then the first $I$ rows of $M$ can only have nonzero entries in (at most) the first $I-1$ places. They are all contained in the ( $I-1$ )-dimensional $K$-vector space $K^{I-1} \times\{0\}^{g-I+1}$. Thus, the first $I$ rows of $M$ are linearly dependent. We conclude that $\operatorname{det} M=0$.

Let $\Phi=\left\{\phi_{0}, \ldots, \phi_{k-1}\right\}$. As above, $W_{\Phi}$ is the corresponding Wronskian matrix. A basic property of Wronskians is this: If $\mathcal{G}=\left\{h \phi_{0}, \ldots, h \phi_{k-1}\right\}$ then

$$
\operatorname{det} W_{\mathcal{G}}=h^{k} \operatorname{det} W_{\Phi}
$$

This equality is not true if we replace the Wronskians by general matrices of the form $M[s]$. However, we do have the following result.
Proposition 3. Let $\mathcal{F}$ be a set of functions $\left\{f_{1}, \ldots, f_{g}\right\}$ so that the differentials $\omega_{i}=f_{i} d x$ form a basis for the space of holomorphic differentials of $C$. Let $h=h(x)$ be another function and let $\mathcal{G}=\left\{h f_{0}, \ldots, h f_{g-1}\right\}$. Let $n_{0}, \ldots, n_{g-1}$ be the nongap sequence at $P$. Let $s=\left(m_{0}, \ldots, m_{g-1}\right)$ be a sequence with $m_{i} \leq n_{i}$ for all $i$. Then

$$
\operatorname{det} M_{\mathcal{G}}[s](P)=h^{g} \operatorname{det} M_{\mathcal{F}}[s](P)
$$

Proof. The $i$ th row of $M_{\mathcal{G}}$ is

$$
\begin{aligned}
& {\left[\begin{array}{lll}
\left(h f_{0}\right)^{\left(m_{i}\right)} & \cdots & \left(h f_{g-1}\right)^{\left(m_{i}\right)}
\end{array}\right]} \\
& =\left[\begin{array}{ccc}
\sum_{r=0}^{m_{i}}\binom{r}{m_{i}} h^{(r)} f_{0}^{\left(m_{i}-r\right)} & \ldots & \sum_{r=0}^{m_{i}}\binom{r}{m_{i}} h^{(r)} f_{g-1}^{\left(m_{i}-r\right)}
\end{array}\right] .
\end{aligned}
$$

Expanding the determinant of $M_{\mathcal{G}}[s]$ by linearity in the rows, we get a sum of determinants of matrices with $i$ th row equal to

$$
\left[\begin{array}{lll}
h^{(r)} f_{0}^{\left(m_{i}-r\right)} & \cdots & h^{(r)} f_{g-1}^{\left(m_{i}-r\right)}
\end{array}\right]
$$

where $0 \leq r \leq m_{i}$. We can pull out $h^{(r)}$ from these rows.
Let us consider one of the matrices whose determinant is in our sum. Its $i$ th row is of the form

$$
\left[\begin{array}{lll}
f_{0}^{\left(t_{i}\right)} & \cdots & f_{g-1}^{\left(t_{i}\right)}
\end{array}\right]
$$

where $t_{i} \leq m_{i} \leq n_{i}$. So this matrix is just $M_{\mathcal{F}}[\tilde{s}]$, where $\tilde{s}=\left(t_{0}, \ldots, t_{g-1}\right)$. Plugging in the point $P$, we know that $\operatorname{det} M_{\mathcal{F}}[\tilde{s}](P)=0$ unless $t_{i}=n_{i}$ for all $i$, by the theorem.

We have two cases. First, if $m_{i}<n_{i}$ for some $i$, then we see that all the determinants in our sum vanish at $P$, by the theorem. And we see that $\operatorname{det} M_{\mathcal{F}}[s](P)=0$ by the theorem, as well.

If, on the other hand, $s$ was the nongap sequence of $P$ to begin with, then there is exactly one nonvanishing term in our sum. It is the one with $\tilde{s}=s$. That is, $r=0$ in all cases. So we have factored out $h^{(0)}=h$ from each of the $g$ rows. Also, the factors $\binom{r}{m_{i}}=\binom{0}{m_{i}}$ are all 1. We get $\operatorname{det} M_{\mathcal{G}}[s](P)=h^{g} \operatorname{det} M_{\mathcal{F}}[s](P)$.

## 3. Examples - Fermat curves.

Consider the $n$th Fermat curve $F_{n}: X^{n}+Y^{n}+Z^{n}=0$. Dehomogenized at $Z \neq 0$, this is given by $x^{n}+y^{n}+1=0$.

Definition. Any point $P \in F_{n}$ with $X Y Z=0$ will be called a trivial Weierstrass point.

Let $\zeta_{n}$ be a primitive $n$th root of unity. Consider the involutions, $T$, of $F_{n}$ given by

$$
[X, Y, Z] \mapsto\left[\zeta_{n}^{j} Y, \zeta_{n}^{-j} X, Z\right], \quad j=0, \ldots, n-1
$$

We could also have $T$ switch $X$ and $Z$ or $Y$ and $Z$, of course, for a total of $3 n$ involutions.

Definition. Any Weierstrass point $P \in F_{n}$ fixed by one of the involutions $T$ will be called a diagonal Weierstrass point.

We should note that for odd $n$ there are diagonal Weierstrass points which are also trivial Weierstrass points. Since the trivial points are well understood (again, see [Ha]), we will ignore them in the following discussion.

We showed in $[\mathbf{T}]$ that any diagonal point, $P$, has exactly $q$ odd nongaps and $g-q$ even ones. Here

$$
q= \begin{cases}(n-1)(n-3) / 4 & n \text { odd } \\ (n-2)^{2} / 4 & n \text { even }\end{cases}
$$

is the genus of the any of the quotient curves $F_{n} /\langle T\rangle$.
Let

$$
s=(0,1, \ldots, 2 q-1,2 q, 2 q+2, \ldots, 2(g-q-1))
$$

The weight of $s$ is the so-called expected weight of $P, \mathrm{wt}_{e}(P)$. We know from [T] that

$$
\mathrm{wt}(P) \geq \mathrm{wt}_{e}(P)= \begin{cases}(n-1)(n-3) / 8 & n \text { odd } \\ (n-2)(n-4) / 8 & n \text { even }\end{cases}
$$

Proposition 4. Let

$$
\mathcal{H}=\left\{x^{i} y^{j}: 0 \leq i \leq n-3-j, 1 \leq j \leq n-3\right\}
$$

$P=\left((-1 / 2)^{(1 / n)},(-1 / 2)^{(1 / n)}\right)$, and $s^{\prime}=(n-2, n-1, \ldots, 2 q-1,2 q, 2 q+$ $2, \ldots, 2(g-q-1))$. Then $\operatorname{det} M_{\mathcal{H}}\left[s^{\prime}\right](P) \neq 0$ if and only if the weight of $P$ is equal to the expected weight, $\mathrm{wt}_{e}(P)$, given above.

Proof. It is easy to check that

$$
\left\{x^{i} / y^{j} d x: \quad 0 \leq i \leq j-2 \quad \text { and } \quad j=2, \ldots, n-1\right\}
$$

is a basis for the space of holomorphic differentials on $F_{n}$. So we may let $\mathcal{F}$ be the corresponding set of functions of the form $x^{i} / y^{j}$. Let $h=y^{n-1}$. Then $\mathcal{G}=\left\{x^{i} y^{j}: 0 \leq i \leq n-3-j, 0 \leq j \leq n-3\right\}$. Proposition 3 says that $\operatorname{det} M_{\mathcal{G}}[s](P)=h^{g} \operatorname{det} M_{\mathcal{F}}[s](P)$ for any sequence $s$ of weight less than or equal to the weight of $P$.

Further, since the first $n-2$ functions of $\mathcal{G}$ are $\left\{1, x, \ldots, x^{n-3}\right\}$, we see that

$$
y^{-g(n-1)} \operatorname{det} M_{\mathcal{F}}[s](P)=\operatorname{det} M_{\mathcal{G}}[s](P)=\alpha \operatorname{det} M_{\mathcal{H}}\left[s^{\prime}\right](P)
$$

where $\alpha=\prod_{i=0}^{n-2} i$ !. Since $\operatorname{det} M_{\mathcal{F}}[s](P)$ is nonzero if and only if $\operatorname{wt}(P)=$ $\mathrm{wt}(s)$, by the theorem and since $\operatorname{ord}_{P} h=0$, we are done.

Proposition 5. The nontrivial diagonal Weierstrass points on $F_{9}$ have weight 6.

Proof. Using the set of functions $\mathcal{H}$ from the corollary, we had Mathematica compute the matrix $M=M_{\mathcal{H}}[7, \ldots, 24,26,28,30](P)$.

Factoring out as much as we could from the rows and columns of the matrix, we were able to have Mathematica compute the remaining determinant:
$\operatorname{det} M=(-1)^{2 / 3}(2)^{2 / 9} 2^{438} 3^{129} 5^{67} 7^{44} 11^{25} 13^{18} 17^{23} 19^{9} 23^{6} 29^{2}(53)(967)(2141) \kappa$ where $\kappa$ is a composite integer on the order of $10^{85}$ with no small factors:

$$
\begin{equation*}
\kappa=4972125503975388123549399196928230101413 \tag{1}
\end{equation*}
$$

$$
365278909345657357099864972271058186013692161 .
$$

This is nonzero and hence we conclude that the Weierstrass weight of the 243 conjugates of $P$ (including itself, but excluding the points with $X Y Z=0$ ) are all 6, as "expected." Furthermore, we have shown that the nongap sequence at all of these points is $(0,1, \ldots, 24,26,28,30)$.

We can do a similar computation for $F_{10}$. The genus is 36 , and the expected gap sequence is $0,1, \ldots, 31,32,34,36,38$.

Proposition 6. The diagonal Weierstrass points on $F_{10}$ have weight 6.
Proof. Using Mathematica, we compute (with the appropriate set of functions $\mathcal{H}$ ) the matrix $M=M_{\mathcal{H}}[8,9, \ldots, 31,32,34,36,38](P)$. Rather than attempting to compute the exact determinant, we factor out powers of $2^{1 / 10}$ and powers of $(-1)^{1 / 10}$. This leaves a matrix with integer entries. In order to show that the determinant of this matrix is nonzero, we need only show that it is nonzero modulo $p$ for some integer $p$. First, we reduce the entries of the matrix modulo $p$ and obtain a matrix of residues. Next, we can we
can easily find the exact determinant of this matrix. Lastly, we reduce this determinant modulo $p$ again.

In this case, the determinant is zero modulo $p$ for all primes less than 43 . Of course this only means that these primes divide the determinant. The prime 43 is the smallest which does not divide the determinant. Modulo 43, we get a nonzero determinant. (We got 17 modulo 43.) This shows that the actual nongap sequence is the one we "expected." And thus, the weight of each of the 300 points on $F_{10}$ conjugate to $\left((-1 / 2)^{1 / 10},(-1 / 2)^{1 / 10}\right)$, including itself, is 6 .

It is interesting to note that the primes which divide the determinant of $M$, in this case, include (but are not limited to) all primes less than 43 , as well as 59, 79, and 997 . No other primes less than 3571 (the 500th prime) divide the determinant. (Compare with the determinant of $M$ in Proposition 5.)

In general, one should be able to check whether diagonal points have the minimal possible nongap sequence by calculating $\operatorname{det} M_{\mathcal{H}}[s](P)$.

The difficulty is in computing the higher derivatives in order to create the matrix $M$. Further, one cannot numerically calculate the determinant of $M$ without running into round-off error problems. For $n=9$, we computed this determinant exactly. This seems too difficult and slow a computation for larger $n$, at this time. For $n=10$, we reduced modulo some small primes. This works as long as the determinant $i s$, in fact, nonzero. It is interesting, however, that the evidence does seem to suggest that the expected gap sequences are the actual ones, in general.

Also, it is intriguing that the primes $p$ for which the diagonal points coalesce with other points on the reduction of $F_{n}$ modulo $p$ (that is, the primes which divide $\operatorname{det} M$ ) seem to include most small primes as well as just a few scattered large primes.
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