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ON THE DIOPHANTINE EQUATION
xn − 1

x − 1
= yq

Yann Bugeaud, Maurice Mignotte, and Yves Roy

We prove that if (x, y, n, q) 6= (18, 7, 3, 3) is a solution of
the Diophantine equation (xn −1)/(x−1) = yq with q prime,
then there exists a prime number p such that p divides x and
q divides p − 1. This allows us to solve completely this Dio-
phantine equation for infinitely many values of x. The proofs
require several different methods in diophantine approxima-
tion together with some heavy computer calculations.

1. Introduction.

A longstanding conjecture claims that the Diophantine equation

(1)
xn − 1
x− 1

= yq in integers x > 1, y > 1, n > 2, q ≥ 2

has finitely many solutions, and, maybe, only those given by

35 − 1
3− 1

= 112,
74 − 1
7− 1

= 202 and
183 − 1
18− 1

= 73.

Among the known results, let us mention that Ljunggren [11] solved (1)
completely when q = 2 and Ljunggren [11] and Nagell [12] when 3|n and
4|n: they proved that in these cases there is no solution, except the previous
ones. For more information and in particular for finiteness type results under
some extra hypotheses, we refer the reader to Shorey & Tijdeman [17], [18]
and to the survey of Shorey [16].

Very recently, some new results have been obtained by Bennett, Bugeaud,
Mignotte, Roy, Saradha and Shorey, and, now, Equation (1) is completely
solved when x is a square (there is no solution in this case [15], [6], [1]),
when x is a power of any integer in the interval {2, . . . , 10} (the only two
solutions are listed above [5]) or, under hypothesis (H) below, when x is
a power of a prime number [5]. In [5] and [6], the proofs require several
different methods in diophantine approximation together with some heavy
computer calculations, one of the main tools being a new lower bound for
linear forms in two p-adic logarithms (see [3]), which applies very well to (1)
and allows us to considerably reduce the time of computation.

In the present work, using the same methods, we show that (1) has no
solution (x, y, n, q) with y ≡ 1 (mod x). As a corollary, we answer a question
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258 Y. BUGEAUD, M. MIGNOTTE, AND Y. ROY

left open by Edgar [7]. Further, we give an irrationnality statement for
Mahler’s numbers, which completes results of [15] and [3].

2. Statement of the results.

First, we warn the reader that the proofs of the results obtained in Le [10]
and in Yu & Le [19] are incorrect. Indeed, they all depend on Lemma 3 of
[10], which is false, see the comment of Yuan Ping-Zhi [20]. The purpose of
the present article is to supply a correct proof of all their claims. However,
we notice that our method is essentially different from theirs.

Theorem 1. Equation (1) has no solution (x, y, n, q) where x and y satisfy
the following hypothesis

(H) Every prime divisor of x also divides y − 1,

except (18, 7, 3, 3). Consequently, for all other solutions (x, y, n, q) of (1)
with q prime, there exists a prime number p such that p divides x and q
divides p− 1.

The last assertion easily follows from the first one. Indeed, let (x, y, n, q)
be a solution of (1), not satisfying (H). Let p be a prime factor of x such that
p does not divide y − 1. Regarding (1) modulo p, we have yq ≡ 1 (mod p).
However, y 6≡ 1 (mod p) and, since q is prime, q must divide p− 1. Conse-
quently, Equation (1) with q ≥ 3 prime implies that x > 2q.

Remark. Saradha and Shorey [15] showed that Equation (1) with (H)
implies that max{x, y, n, q} is bounded by an effectively computable absolute
constant. Further, Theorem 1 was proved for x > 6 × 1019 in [3] and for
x = zt with t ≥ 1 and z = 6, 10 or z prime in [5].

The main tool of the proof of Theorem 1 is a sharp lower bound for
the p-adic distance between two rational numbers, obtained by Bugeaud
[3]. Although this improvement of the estimates of Bugeaud & Laurent [4]
seems to be very slight, it is of great interest for the problem investigated
here. Indeed, it leads to considerably smaller numerical upper bounds, and
allows us to do the numerical computation in a reasonable time. We should
also mention that this tool can be used only when there is a prime factor of
x dividing y − 1.

For fixed coprime rational positive integers a and b, we denote by ordb a
the least positive integer value of t for which at ≡ 1 (mod b). It is known
(cf. [7]) that every solution (x, y, n, q) of (1) with y an odd prime satisfies
n = ordy x, and Edgar [7] asked whether we also have q = ordx y. Using
Theorem 1, we are able to answer positively Edgar’s question.

Theorem 2. Every solution (x, y, n, q) of (1) satisfies q = ordx y.
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A problem arising in the theory of finite groups and strongly connected to
Equation (1) is to find prime numbers P and Q and rational integers n ≥ 3
and a ≥ 1 such that (Qn − 1)/(Q − 1) = P a, see e.g., [8]. Our Theorem
1 allows us to prove that the latter equation with a ≥ 2 is not solvable for
Q ∈ {2, 3, 5, 7, 13, 17, 19, 37, 73, 97, . . . }. In order to give a precise statement,
we need first to introduce some notations. Let S1 be the set of all positive
integers greater than 1 and composed only by 2 and by the primes of the
form 2a + 1, for a ≥ 1. We remark that S1 is much bigger than the set
also denoted by S1 in [15]. Let p be a prime number of the form 2a 3b + 1,
with integers a ≥ 0, b > 0 and p 6≡ 55 (mod 63). Thus p ≡ 1, 4, 7 (mod 9),
p 6≡ 1 (mod 7), and when p ≡ 1 (mod 9), we have p 6≡ 6 (mod 7). Let f be
any nonnegative integer satisfying f 6≡ 1, 4 (mod 6) if either p ≡ 1 (mod 9),
p ≡ 3, 4 (mod 7) or p ≡ 4 (mod 9), and f 6≡ 2, 5 (mod 6) if either p ≡
1 (mod 9), p ≡ 2, 5 (mod 7) or p ≡ 7 (mod 9). Let S2 be the set of all
numbers of the form 2f p. Put S3 = S1 ∪S2 and notice that S3 is an infinite
set. The next statement directly follows from Theorem 1. It completes
Corollary 2 of [15] and Corollary 1 of [3]. For its proof, the reader is directed
to [15] and [3].

Corollary 1. Equation (1) has no solution (x, y, n, q), where x = ht, with
h ∈ S3 and t ≥ 1, other than (h, t, y, n, q) = (3, 1, 11, 5, 2), (7, 1, 20, 4, 2) and
(18, 1, 7, 3, 3).

As already mentioned in details in [15], Theorem 1 can be applied to
obtain irrationality statements. Let g ≥ 2 and h ≥ 2 be integers. For any
integer m ≥ 1, we define (m)h = a1 · · · ar to be the sequence of digits of m
written in basis h, i.e., m = a1 h

r−1 + · · ·+ ar, with a1 > 0 and 0 ≤ ai < h
for 1 ≤ i ≤ r. For a sequence (ni)i≥1 of nonnegative integers, we put

ah(g) = 0.(gn1)h (gn2)h . . .

and we call Mahler’s numbers the real numbers obtained in this way. It is
known that ah(g) is irrational for any unbounded sequence (ni)i≥1; see the
work of Sander [14] for an account of earlier results in this direction. Sander
also considered the case when (ni)i≥1 is bounded with exactly two elements
occurring infinitely many times, which are called limit points. As mentioned
in [15], his paper contained an incorrect application of a result of Shorey
& Tijdeman [17], hence his Theorem 3 remains unproved. Here, we extend
Corollary 3 of [15] and Theorem 5 of [3] as follows.

Theorem 3. Let (ni)i≥1 be a bounded sequence of nonnegative integers
which is not ultimately periodic and has exactly two limit points N1 < N2.
Let g ≥ 2 and h ≥ 2 be integers such that g 6= 1+h+ . . .+hL−1 for every in-
teger L ≥ 2 if (N1, N2) = (0, 1). Assume also that (N1, N2, g, h) is not equal
to (0, 2, 11, 3), (0, 2, 20, 7), (0, 3, 7, 18) or to (1, 4, 7, 18) and that gN2−N1 is
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not equal to 1 + h whenever gN1 < h. If h ∈ S3, then ah(g) is irrational.

Remark. We point out that all the assumptions imposed in Theorem 3
are necessary. Indeed, if (N1, N2, g, h) is equal to (0, 2, 11, 3), (0, 2, 20, 7),
(0, 3, 7, 18) or to (1, 4, 7, 18), we see that all the digits of gN1 and gN2 with
respect to base h are identically equal to 1 in the first three cases and to 7 in
the last case. Further, if gN1 < h and gN2−N1 = 1 + h, then we write gN2 =
gN1 + gN1 h to see that all the digits of gN1 and gN2 are identically equal to
gN1 with respect to base h. Observe that there are instances, for example
(N1, N2, g, h) = (0, 2, 2, 3), (0, 2, 3, 8), (0, 3, 2, 7), (0, 4, 2, 15), (0, 2, 3, 8), when
the relation gN2−N1 = h + 1 with gN1 < h and h ∈ S3 is satisfied. Finally,
if N0 = 0, N1 = 1 and g = 1 + h + · · · + hL−1 for an integer L ≥ 2, then
the digits of gN1 and gN2 are identically equal to 1. Thus ah(g) is rational
in each of these cases.

3. Auxiliary results.

Our main auxiliary result is a lower bound for the p-adic distance between
two powers of algebraic numbers. Before stating it, we have to introduce
some notation.

Let p be a prime number and denote by vp the p-adic valuation normalized
by vp(p) = 1. Let x1/y1 and x2/y2 be two nonzero rational numbers and
denote by g the smallest positive integer such that

vp
(
(x1/y1)g − 1

)
> 0 and vp

(
(x2/y2)g − 1

)
> 0.

Assume that there exists a real number E such that vp
(
(x1/y1)g−1

)
≥ E >

1/(p− 1). Theorem BU below provides explicit upper bounds for the p-adic
valuation of

Λ =
(
x1

y1

)b1

−
(
x2

y2

)b2

,

where b1 and b2 are positive integers. As in [3], we let A1 > 1, A2 > 1 be
real numbers such that

logAi ≥ max{log |xi|, log |yi|, E log p}, (i = 1, 2)

and we put

b′ =
b1

logA2
+

b2
logA1

.

Theorem BU. With the above notation, let x1/y1 and x2/y2 be multi-
plicatively independent and assume that either p is odd or v2(x2/y2−1) ≥ 2.
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Then we have the upper estimates

vp(Λ) ≤ 36.1 g
E3 (log p)4

(
max{log b′

+ log(E log p) + 0.4, 6E log p, 5}
)2 logA1 logA2

and

vp(Λ) ≤ 53.8 g
E3 (log p)4

(
max{log b′

+ log(E log p) + 0.4, 4E log p, 5}
)2 logA1 logA2.

Proof. This is Theorem 2 of [3]. �

The following lemma is due to Saradha & Shorey [15] and originate in a
work of Le [9]. Its proof uses Skolem’s method.

Lemma 1. Let (x, y, n, q) be a solution of Equation (1) satisfying the hy-
pothesis (H). Then we have

xn+1−2β ≤
(
n+ 3

4

)2 (
2 +

4
x

)n−1

q
α q
q−1 ,

where α = n + 1 if q does not divide x, α = 2n if q divides x, and β =
max{1, n/q}.

Proof. This is Lemma 18 of [15]. �

Lemma 2. Let (x, y, n, q) be a solution of Equation (1) satisfying the hy-
pothesis (H) and such that q does not divide x. Then we have x ≤ 2000 if
q = 3 and

x ≤ max{961, 2.1382 q},
if q ≥ 5.

Proof. The case q = 3 follows from Lemma 1. Further, we deduce from the
hypothesis (H) that y ≡ 1 (mod x). Arguing as in the proof of Lemma 19 of
[15], we get n ≥ q+2 and, for q ≥ 5, we conclude exactly as in that lemma,
and obtain the claimed upper bound. �

Lemma 3. Equation (1) has no solution (x, y, n, q) with y ≤ 2n.

Proof. Let (x, y, n, q) be a solution of (1). Recall that a primitive prime
divisor of xn−1 is congruent to 1 modulo n and that there exists a primitive
prime divisor for every odd n (see [13], page 20), which, consequently, is
greater or equal to 2n + 1. If n is even, then n = 2m with m odd, and we
observe that (xm−1)/(x−1) and xm+1 are relatively prime, each having a
primitive prime factor (see [13], page 20). Hence, the lemma is proved. �
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An important tool of our proof is a corollary to the following very deep
result of Bennett [1], which completes an earlier work of Bennett & de Weger
[2].

Theorem BE. If a, b and q are integers with b > a ≥ 1 and q ≥ 3, then
the equation

|axq − byq| = 1
has at most one solution in positive integers (x, y).

Proof. This is Theorem 1.1 of [1]. �

Corollary BE. Equation (1) has no solution (x, y, n, q) with n ≡
1 (mod q) and q ≥ 3.

Proof. This is Corollary 1.2 of [1], and this follows easily from Theorem BE.
Indeed, let (x, y, n, q) be a solution of (1), and assume that for a rational
integer ` we have n = q `+ 1. Then we get x (xl)q − 1 = (x− 1) yq. In view
of Theorem BE, this is impossible, since (1, 1) is a solution of the equation
xXq − (x− 1)Y q = 1. �

4. Proof of Theorem 1.

Let (x, y, n, q) be a solution of (1) satisfying the following assumption

(H) Every prime divisor of x also divides y − 1.

In view of the results of [12], [11] and [5] stated in the beginning of Section 1,
we can suppose that n ≥ 5 and x ≥ 11. Moreover, we can restrict ourselves
to the case when q is an odd prime number. Indeed, if ` is a prime divisor
of q, we observe that (x, yq/`, n, `) is a solution of (1) such that every prime
divisor of x also divides y − 1, hence divides yq/` − 1.

• Sharp absolute upper bound for x and q under the assumption (H).

Our first goal is to obtain an absolute bound for q and for x, which
improves Theorem 4 of [3]. More precisely, we distinguish the cases q divides
x and q does not divide x, and we compute an upper estimate in each case.
We proceed as follows: Firstly, we apply Theorem BU in order to bound q
by a polynomial in log x and, secondly, we deduce from Lemmas 1 and 2
that x is smaller than a polynomial in q.

Application of Theorem BU.

We put

Λ = (1− x)−
(

1
y

)q

= −xn y−q,

and we note that 1−x and 1/y are multiplicatively independent (for a proof,
see [15], below inequality (51)). Let p be a prime factor of x and let α ≥ 1
be such that pα divides x but pα+1 does not. We assume that pα 6= 2, and
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notice that, if 4 divides x, then y ≡ 1 mod 4 and Theorem BU applies with
the prime p = 2.

Since pα divides (y− 1) · y
q−1
y−1 and, in view of (H), p divides y− 1, we get

that pα divides y − 1 when q 6= p. If q = p, we infer from yp−1
y−1 ≡ p mod p2

that max{p, pα−1} divides y − 1. Thus, we deduce that, if α ≥ 2, we have
y ≥ x(α−1)/α ≥ x1/2, whence, by xn > yq, we obtain the inequality

(2) n ≥ (q + 1)/2,

which appears to be very useful. Applying Theorem BU and Lemma 3, we
get y ≥ 11 and

vp(Λ) ≤ δ
36.1

α3 (log p)4

(
max

{
log

(
q

log x
+ 0.42

)
+ 0.4,

6α log p, 5
})2

log y log(x− 1)

and

vp(Λ) ≤ δ
53.8

α3 (log p)4

(
max

{
log

(
q

log x
+ 0.42

)
+ 0.4,

4α log p, 5
})2

log y log(x− 1),

with δ = 1 if p 6= q or α = 1 and δ = α/(α− 1) if p = q and α ≥ 2.
Further, vp(Λ) = nα and n log x ≥ q log y, thus we get

(3) q ≤ δ max
{

36.1
α2 (log p)2

(
log

(
q

log x
+ 0.42

)
+ 0.4

)2

,

36 · 36.1,
25 · 36.1
α2 (log p)2

}
log2 x

α2 (log p)2

and

(4) q ≤ δ max
{

53.8
α2 (log p)2

(
log

(
q

log x
+ 0.42

)
+ 0.4

)2

,

16 · 53.8,
25 · 53.8
α2 (log p)2

}
log2 x

α2 (log p)2
.

Application of Lemma 1.
If q does not divide x, Lemma 2 provides the upper bound x ≤ 2000 if

q = 3 and, else,

(5) x ≤ max{961, 2.1382q}.
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Assume now that q divides x. If q = 3, an easy calculation leads to
x ≤ 160000. If q ≥ 5 and n ≥ q, it follows from Lemma 1 that

x ≤
(
n+ 3

4

) 2q
n(q−2)+q

(
2 +

4
x

) q(n−1)
n(q−2)+q

q
q2

q−1
2n

n(q−2)+q ,

whence

(6) x ≤
(
q + 3

4

) 2
q−1

(
2 +

4
x

) q
q−2

q
2 q2

(q−1)(q−2) ,

and, assuming x ≥ 106 and considering separately the cases q ≥ 800 and
q < 800, we get

(7) x ≤ max
{
1.4× 106, 2.05 q2q

2/(q−1)(q−2)
}
.

If q ≥ 5 and n < q, it follows from Lemma 1 that

(8) x ≤
(
n+ 3

4

)2/(n−1) (
2 +

4
x

)
q

q
q−1

2n
n−1 .

Since the map q 7→ qq/(q−1) is increasing, we infer from (2) that

x ≤
(
n+ 3

4

)2/(n−1) (
2 +

4
x

)
(2n− 1)

n(2n−1)

(n−1)2 ,

and, assuming that n ≤ 400, we get x ≤ 1.4× 106. For n > 400, we deduce
from (8) under the assumption x ≥ 106 the bound

(9) x ≤ 2.05 q
2.005 q
(q−1) .

By (5), (7) and (9), we see that in all cases we have

x ≤ max
{
1.4× 106, 2.1382 q, 2.05 q2.005 q/(q−1), 2.05 q2q

2/(q−1)(q−2)
}
,

which implies that x ≤ 1.4 × 106 whenever q ≤ 802 and, since 2.005 ≥
2q/(q − 2) as soon as q ≥ 802, we always have

(10) x ≤ max
{
1.4× 106, 2.05 q2.005 q/(q−1)

}
.

Absolute upper bound for q and for x.
Suppose first that q does not divide x and recall that we have assumed

x ≥ 11. If x 6= 12, then the primary part of x, i.e., the greatest prime
power dividing x, is at least equal to 5. Using (3) with pα replaced by 5 and
noticing that δ = 1, we get

(11) q ≤ max
{

5.39
(

log
(

q

log x
+ 0.42

)
+ 0.4

)2

, 501.8
}

log2 x.
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We make a direct computation in the case x = 12 and combine (11) with
(5) to obtain that, for all x, we have

q ≤ 72000

and, consequently,

(12) x ≤ 154000.

Suppose now that q divides x, whence q2 divides x, as easily seen. We
then use (4) with the prime number p = q and with α ≥ 2. Since δ ≤ 2 and
4α log 3 ≥ 5, we get

(13) q ≤ 2 max
{

53.8
α2 (log q)2

(
log

(
q

log x
+0.42

)
+0.4

)2

, 860.8
}

log2 x

α2 (log q)2
.

Combining (13) with (10) and replacing α by 2 yields

q ≤ 1901

and

(14) x ≤ 7.76× 106.

• Strategy of the computational part of the proof.

In view of the above discussion, we are left to consider a finite number of
pairs (x, q). It follows from (12) and (14) and from the results of [12], [11]
and [5] that we have to prove that, for given integers 11 ≤ x0 ≤ 7.76×106 and
q0 ≥ 3, there is no solution (x0, y, n, q0) of (1) satisfying hypothesis (H), with
n 6≡ 0 (mod 3) and n 6≡ 0 (mod 4). Furthermore, if such solution exists,
known results on Catalan’s equation imply that n must be odd. Indeed, if
n = 2m, then xm0 − yq01 = −1 for some positive integer y1 dividing y, and
this is impossible since x0 < 1011, by a result of Hyyrö (see [13], pages 261
and 263).

We now describe our algorithm.

Firstly, using (3) or (4), we compute the bound on q obtained for x0. If
this bound is smaller than q0 we have of course nothing to do (in this case,
there is no solution), otherwise we have to work. And to work means:

– to consider the first prime numbers p with p ≡ 1(mod q0) and to work
modulo p,

– for each p, it leads to some conditions on the exponent n of Equa-
tion (1), more precisely it implies that n belongs to some set modulo
p− 1,

– it appears that combining these conditions for several values of p and
using that n 6≡ 0 (mod 3) and n 6≡ 0 (mod 2) yield n ≡ 1(mod q0),
which is excluded by Corollary BE, due to Bennett.
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It remains to describe how we proceed to treat all the pairs (x, q).
We first prove that there is no solution satisfying (H), q ≤ 97, n 6≡

0 (mod 3) and n 6≡ 0 (mod 2). Indeed, we prove a little more, namely that
there is no solution with q ≤ 97 and x less than the bound given by (6).

Secondly, assuming that q ≥ 101 and q divides x, we treat the pairs (x, q)
with

101 ≤ q ≤ 1901, x ≤ 7.76× 106 and q2 divides x.

This can be done very quickly, since there are not many pairs to consider.
Lastly, we are left with pairs (x, q) such that q does not divide x. After

some hundreds of hours of CPU with very fast computers, we could treat
the full range 101 ≤ q ≤ 100000 and x bounded by (5). It appeared that
there is no solution. �

5. Proof of Theorems 2 and 3.

Proof of Theorem 2. Let (x, y, n, q) be a solution of (1) and set k = ordxy.
We have yq ≡ 1 (mod x) and k divides q. Letting q′ = q/k and y′ = yk and
assuming that q′ > 1, we see that (x, y′, n, q′) is also a solution of (1), which
satisfies y′ ≡ 1 (mod x). In view of Theorem 1, this is impossible. Thus
q′ = 1 and k = q, as asserted. �

Proof of Theorem 3. Sander ([14], Theorem 2) proved that ah(g) is irrational
if and only if gN2−N1 6= (htL − 1)/(ht − 1) for every integer L ≥ 1, where
t is given by the inequalities ht−1 ≤ gN1 < ht. As noticed in [15], we have
(N1, N2) = (0, 1) or N2 − N1 ≥ 2. To the first case corresponds the first
condition in the statement of Theorem 3. Now we assume that N2−N1 ≥ 2
and L = 2, i.e., gN2−N1 = ht + 1. We have t ≥ 2 by an assumption
of Theorem 3 and we observe that (g, h, t) = (3, 2, 3) is excluded by the
definition of t. Let p be a prime divisor of N2 −N1. In view of the results
on Catalan equation, N2 − N1 and t are odd and we have p ≥ 5. We re-
write the equation as ht = Gp − 1 with G = g(N2−N1)/p to observe that h
is divisible by a prime number of the form 1 + sp. Thus 1 + sp = 2a + 1 or
1 + sp = 2a3b + 1 since h ∈ S3. This is not possible for p ≥ 5.

Consequently, we have N2 −N1 ≥ 2 and L ≥ 3, whence we deduce from
Corollary 1 that (h, t, g, L,N2−N1) belongs to

{
(3, 1, 11, 5, 2), (7, 1, 20, 4, 2),

(18, 1, 7, 3, 3)
}
, and we conclude by the definition of t. �

Remark. Shorey has pointed out to us that an assumption gN2−N1 6= h+1
whenever gN1 < h should be added in Corollary 3 of [15]. Indeed, observe
that ah(g) is rational if gN2−N1 = h+ 1 with gN1 < h.
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COMMUTATORS WITH POWER CENTRAL VALUES ON
A LIE IDEAL

Luisa Carini and Vincenzo De Filippis

Let R be a prime ring of characteristic 6= 2 with a derivation
d 6= 0, L a noncentral Lie ideal of R such that [d(u), u]n is
central, for all u ∈ L. We prove that R must satisfy s4 the
standard identity in 4 variables. We also examine the case
R is a 2-torsion free semiprime ring and [d([x, y]), [x, y]]n is
central, for all x, y ∈ R.

Let R be a prime ring and d a nonzero derivation of R. A well known
result of Posner [14] states that if the commutator [d(x), x] ∈ Z(R), the
center of R, for any x ∈ R, then R is commutative.

In [11] C. Lanski generalizes the result of Posner to a Lie ideal. To be
more specific, the statement of Lanski’s theorem is the following:

Theorem ([11, Theorem 2, page 282]). Let R be a prime ring, L a non-
commutative Lie ideal of R and d 6= 0 a derivation of R. If [d(x), x] ∈ Z(R),
for all x ∈ L, then either R is commutative, or char(R) = 2 and R satisfies
s4, the standard identity in 4 variables.

Here we will examine what happens in case [d(x), x]n ∈ Z(R), for any
x ∈ L, a noncommutative Lie ideal of R and n ≥ 1 a fixed integer.

One cannot expect the same conclusion of Lanski’s theorem as the fol-
lowing example shows:

Example 1. Let R = M2(F ), the 2 × 2 matrices over a field F , and take
L = R as a noncommutative Lie ideal of R. Since [x, y]2 ∈ Z(R), for all
x, y ∈ R, then also [d(x), x]2 ∈ Z(R), for all x ∈ R.

We will prove that:

Theorem 1.1. Let R be a prime ring of characteristic different from 2, L a
noncentral Lie ideal of R, d a nonzero derivation of R such that [d(u), u]n ∈
Z(R), for any u ∈ L. Then R satisfies s4.

We will proceed by first proving that:

Lemma 1.1. Let R be a prime ring of characteristic different from 2, L a
noncentral Lie ideal of R, d a nonzero derivation of R, n ≥ 1. If d satisfies
[d(u), u]n = 0, for any u ∈ L, then R is commutative.
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We then examine the case R is a 2-torsion free semiprime ring. The results
we obtain are:

Theorem 2.1. Let R be a 2-torsion free semiprime ring, d a nonzero
derivation of R, n a fixed positive integer, U the left Utumi quotient ring of
R and [d([x, y]), [x, y]]n = 0, for any x, y ∈ R. Then there exists a central
idempotent element e of U such that on the direct sum decomposition eU ⊕
(1−e)U , d vanishes identically on eU and the ring (1−e)U is commutative.

Theorem 2.2. Let R be a 2-torsion free semiprime ring, d a nonzero
derivation of R, n a fixed positive integer, U the left Utumi quotient ring
of R and [d([x, y]), [x, y]]n ∈ Z(R), for any x, y ∈ R. Then there exists
a central idempotent e of U such that, on the direct sum decomposition
U = eU ⊕ (1− e)U , the derivation d vanishes identically on eU and the ring
(1− e)U satisfies s4.

1. The case: R prime ring.

In all that follows, unless stated otherwise, R will be a prime ring of char-
acteristic 6= 2, L a Lie ideal of R, d 6= 0 a derivation of R and n ≥ 1 a fixed
integer such that [d(x), x]n ∈ Z(R), for all x ∈ L.

For any ring S, Z(S) will denote its center, and [a, b] = ab− ba, [a, b]2 =
[[a, b], b], a, b ∈ S. In addition s4 will denote the standard identity in 4
variables.

We will also make frequent use of the following result due to Kharchenko
[8] (see also [12]):

Let R be a prime ring, d a nonzero derivation of R and I a nonzero two-
sided ideal of R. Let f(x1, . . . , xn, d(x1, . . . , xn)) a differential identity in I,
that is

f(r1, . . . , rn, d(r1), . . . , d(rn)) = 0 ∀r1, . . . , rn ∈ I.

One of the following holds:
1) Either d is an inner derivation in Q, the Martindale quotient ring of

R, in the sense that there exists q ∈ Q such that d = ad(q) and d(x) =
ad(q) (x) = [q, x], for all x ∈ R, and I satisfies the generalized polynomial
identity

f(r1, . . . , rn, [q, r1], . . . , [q, rn]) = 0;

2) or I satisfies the generalized polynomial identity

f(x1, . . . , xn, y1, . . . , yn) = 0.

Lemma 1.1. Let R be a prime ring of characteristic different from 2, U
a noncentral Lie ideal of R, d a nonzero derivation of R and n ≥ 1. If
([d(u), u])n = 0, for any u ∈ L, then R is commutative.
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Proof. Since we assume that char (R) 6= 2, by a result of Herstein [6],
L ⊇ [I,R], for some I 6= 0, an ideal of R, and also L is not commuta-
tive. Therefore we will assume throughout that L ⊇ [I,R]. Without loss of
generality we can assume L = [I, I].

Hence [d([x, y]), [x, y]]n = 0, for any x, y ∈ I, then I satisfies the differen-
tial identity

f(x, y, d(x), d(y)) = [[d(x), y] + [x, d(y)], [x, y]]n = 0.

If the derivation d is not inner, by Kharchenko’s theorem [8], I satisfies the
polynomial identity

f(x, y, t, z) = [[z, y] + [x, t], [x, y]]n = 0

and in particular, for z = 0,

[[x, t], [x, y]]n = 0.

Since the latter is a polynomial identity for I, and so for R too, it is well
known that there exists a field F such that R and Fm satisfy the same
polynomial identities (see [7, page 57, page 89]). Let eij the matrix unit
with 1 in (i,j)-entry and zero elsewhere. Suppose m ≥ 2. If we choose
x = e11, y = e21, t = e12, then we get the contradiction

0 = [[e11, e12], [e11, e21]]n = [e12,−e21]n = (−1)ne11 + e22 6= 0.

Therefore m = 1 and so R is commutative.
Let now d be an inner derivation induced by an element A ∈ Q, the

Martindale quotient ring of R. Then, for any x, y ∈ I, ([A, [x, y]]2)n = 0.
Since by [2] I and Q satisfy the same generalized polynomial identities, we
have ([A, [x, y]]2)n = 0, for any x, y ∈ Q. Moreover, since Q remains prime
by the primeness of R, replacing R by Q we may assume that A ∈ R and
C is just the center of R. Note that R is a centrally closed prime C-algebra
in the present situation [4], i.e., RC = R. By Martindale’s theorem in [13],
RC (and so R) is a primitive ring which is isomorphic to a dense ring of
linear transformations of a vector space V over a division ring D. Since R
is primitive then there exist a vector space V and the division ring D such
that R is dense of D-linear transformation over V .

Assume first that dimD V ≥ 3.

Step 1.
We want to show that, for any v ∈ V , v and Av are linearly D-dependent.
Since if Av = 0 then {v,Av} is D-dependent, suppose that Av 6= 0. If v

and Av are D-independent, since dimD V ≥ 3, then there exists w ∈ V such
that v,Av,w are also linearly independent. By the density of I, there exist
x, y ∈ I such that

xv = 0, xAv = w, xw = v

yv = 0, yAv = 0, yw = w.
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These imply that

[A, [x, y]]2v = −v and 0 = ([A, [x, y]]2)nv = (−1)nv,

which is a contradiction.

So we can conclude that v are Av are linearly D-dependent, for all v ∈ V .

Step 2.
We show here that there exists b ∈ D such that Av = vb, for any v ∈ V .

Now choose v, w ∈ V linearly independent. Since dimD V ≥ 3, there exists
u ∈ V such that v, w, u are linearly independent. By Step 1, there exist
av, aw, au ∈ D such that

Av = vav, Aw = waw, Au = uau that is A(v +w + u) = vav +waw + uau.

Moreover A(v + w + u) = (v + w + u)av+w+u, for a suitable av+w+u ∈ D.
Then 0 = v(av+w+u− av) +w(av+w+u− aw) + u(av+w+u− au) and, because
v, w, u are linearly independent, au = aw = av = av+w+u. This completes
the proof of Step 2.

Let now r ∈ R and v ∈ V . By Step 2, Av = vb, r(Av) = r(vb), and
also A(rv) = (rv)b. Thus 0 = [A, r]v, for any v ∈ V , that is [A, r]V = 0.
Since V is a left faithful irreducible R-module, [A, r] = 0, for all r ∈ R, i.e.,
A ∈ Z(R) and d = 0, which contradicts our hypothesis.

Therefore dimD V must be ≤ 2. In this case R is a simple GPI ring with
1, and so it is a central simple algebra finite dimensional over its center.
From Lemma 2 in [10] it follows that there exists a suitable field F such
that R ⊆Mk(F ), the ring of all k×k matrices over F , and moreover Mk(F )
satisfies the same generalized polynomial identity of R.

If we assume k ≥ 3, by the same argument as in Steps 1 and 2, we get a
contradiction.

Obviously if k = 1 then R is commutative. Thus we may assume R ⊆
M2(F ), where M2(F ) satisfies ([A, [x, y]]2)n = 0.

Since for any a, b ∈ M2(F ), [a, b]2 ∈ Z(R) then it follows easily that

([A, [x, y]]2)2 = 0, for any x, y ∈ M2(F ). Let A =
[
a11 a12

a21 a22

]
. If we

choose x = e12, y = e21 then we get:

[A, e11 − e22]2 =
[

0 4a12

4a21 0

]

0 = ([A, e11 − e22]2)2 =
[

16(a12a21) 0
0 16(a12a21)

]
.

Therefore either a12 = 0 or a21 = 0. Without loss of generality we can pick
a12 = 0.
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Now let [x, y] = [e11, e12 + e21] = e12 − e21. In this case we have:

[A, e12 − e21]2 =
[

2(a22 − a11) −2a21

−2a21 2(a11 − a22)

]
([

2(a22 − a11) −2a21

−2a21 2(a11 − a22)

])2

= 0

that is
4(a21)2 + 4(a11 − a22)2 = 0

(a21)2 = −(a22 − a11)2 (1).
On the other hand if [x, y] = [e11, e12 − e21] = e12 + e21 then

([A, e12 + e21]2)2 =
[

2(a11 − a22) −2a21

2a21 2(a22 − a11)

]
([

2(a11 − a22) −2a21

2a21 2(a22 − a11)

])2

= 0

that is
4(a22 − a11)2 − 4(a21)2 = 0

(a21)2 = (a22 − a11)2 (2).
(1) and (2) imply that a21 = 0 and a11 = a22 which means that A is

a central matrix in M2(F ), A ∈ F and d = 0, a contradiction. Therefore
k = 1, i.e., R is commutative. �

Lemma 1.2. Let R = Mk(F ), the ring of k × k matrices over a field F
of characteristic 6= 2. If q 6= 0 is a noncentral element of R such that
([q, [x, y]]2)n ∈ F , for any x, y ∈ R, then k ≤ 2.

Proof. Suppose k ≥ 3. Let i, j, r be distinct indices and q =
∑
amnemn,

with amn ∈ F . For simplicity we assume that i = 1, j = 2, r = 3. If we
choose [x, y] = [e12, e23 − e31] = e13 + e32, then

[q, [x, y]]2 = a21e11 + a21e22 − 2a21e33 +
∑
n6=1

γne1n +
∑
m6=2

δmem2

with γn, δm ∈ F , and

([q, [x, y]]2)n = (a21)ne11 +(a21)ne22 +(−2a21)ne33 +
∑
n6=1

αne1n +
∑
m6=2

βmem2

with αn, βm ∈ F . Since by assumption ([q, [x, y]]2)n ∈ F , then αn = βm = 0,
for all m,n, and (a21)n = (−2a21)n = 0, i.e., a21 = 0. In a similar way we
may conclude that aij = 0, for any i 6= j. Therefore if k ≥ 3, q is a diagonal
matrix, q =

∑
t attett, with at ∈ F .

If we show that q is a central matrix, then we get a contradiction to our
assumption and so k must be less or equal than 2.
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Let [x, y] = [eij − eji, ejj ] = eij + eji. Therefore

[q, [x, y]]2 = 2(aii − ajj)eii + 2(ajj − aii)ejj
and

([q, [x, y]]2)n = 2n(aii − ajj)neii + 2n(ajj − aii)nejj .

Since ([q, [x, y]]2)n ∈ F and k ≥ 3, it follows that aii = ajj . Thus q is a
central matrix.

Notice that if n = 1 then by using the same argument and choosing
[x, y] = e12, we get N = [q, [x, y]]2 = −2e12qe12, which has rank 1 and so it
cannot be central in Mk(F ), with k ≥ 2. This implies that if n = 1 then
k = 1, and R must be a commutative field. The proof of Lemma 1.2 is now
complete. �

Theorem 1.1. Let R be a prime ring of characteristic different from 2, L a
noncentral Lie ideal of R, d a nonzero derivation of R such that [d(u), u]n ∈
Z(R), for any u ∈ L. Then R satisfies s4.

Proof. Let I be the nonzero two-sided ideal of R such that 0 6= [I,R] ⊆ L
and J be any nonzero two-sided ideal of R. Then V = [I, J2] ⊆ L is a
Lie ideal of R. If, for every v ∈ V , [d(v), v]n = 0, by Lemma 1.1, R is
commutative. Otherwise, by our assumptions, J ∩ Z(R) 6= 0. Let now K
be a nonzero two-sided ideal of RZ , the ring of the central quotients of R.
Since K ∩R is an ideal of R then K ∩R ∩Z(R) 6= 0, that is K contains an
invertible element in RZ , and so RZ is simple with 1.

Moreover we may assume L = [I, I]. For any x, y ∈ I, [d([x, y]), [x, y]]n ∈
Z(R), i.e.,

[[d([x, y]), [x, y]]n, r] = 0 for any x ∈ R.
Thus I satisfies the differential identity

f(x, y, r, d(x), d(y)) = [[[d(x), y] + [x, d(y)], [x, y]]n, r] = 0.

If the derivation is not inner, by [8], I satisfies the polynomial identity

f(x, y, r, z, t) = [[[t, y] + [x, z], [x, y]]n, r] = 0

and in particular, for z = 0,

[[[t, y], [x, y]]n, r] = 0.

In this case we know that there exists a field F such that R and Fm satisfy
the same polynomial identities. Thus [[t, y], [x, y]]n is central in Fm. Suppose
m ≥ 3 and choose x = e32, y = e33, t = e23.

[t, y] = e23, [x, y] = −e32
[[t, y], [x, y]] = −e22 + e33

[[t, y], [x, y]]n = (−1)ne22 + e33 /∈ Z(R)
contrary to our assumptions. This forces m ≤ 2, i.e., R satisfies s4.
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Notice that in the case n = 1, [[t, y], [x, y]] must be central in Fm. But if
m ≥ 2 and t = e11, y = e12, x = e21, we get the contradiction [[t, y], [x, y]] =
2e12 /∈ Z(R). Therefore m must be equal to 1 and R is commutative.

Now let d be an inner derivation induced by an element A ∈ Q. By
localizing R at Z(R) it follows that ([A, [x, y]]2)n ∈ Z(RZ), for all x, y ∈ RZ .

Since R and RZ satisfy the same polynomial identities, in order to prove
that R satisfies S4(x1, x2, x3, x4), we may assume that R is simple with 1
and [R,R] ⊆ L.

In this case, ([A, [x, y]]2)n ∈ Z(R), for all x, y ∈ R. Therefore R satisfies
a generalized polynomial identity and it is simple with 1, which implies
that Q = RC = R and R has a minimal right ideal. Thus A ∈ R = Q
and R is simple artinian that is R = Dk, where D is a division ring finite
dimensional over Z(R) [13]. From Lemma 2 in [10] it follows that there
exists a suitable field F such that R ⊆Mk(F ), the ring of all k× k matrices
over F , and moreover Mk(F ) satisfies the generalized polynomial identity
[([A, [x, y]]2)n, z] = 0. By Lemma 1.2, if n ≥ 2 then k ≤ 2 and R satisfies
s4, also if n = 1 then k = 1 and R must be commutative. �

2. The case: R semiprime ring.

In all that follows R will be a 2-torsion free semiprime ring. We cannot
expect the same conclusion of previous section to hold, as the following
example shows:

Example 2. Let R1 be any prime ring not satisfying s4 and R2 = M2(F ),
the ring of 2 × 2 matrices over the field F . Let R = R1 ⊕ R2, d a nonzero
derivation of R such that d = 0 in R1. Consider L = [R,R]. It is a non-
central Lie ideal of R. Let r1, s1 ∈ R1, r2, s2 ∈ R2, u = [(r1, r2), (s1, s2)].
Therefore d(u) = (0, d([r2, s2])) and [d(u), u] = (0, [d([r2, s2]), [r2, s2]]). Since
[d([r2, s2]), [r2, s2]]2 ∈ Z(R2), then

[d(u), u]2 = (0, [d([r2, s2]), [r2, s2]])2 = (0, [d([r2, s2]), [r2, s2]]2) ∈ Z(R)

but R does not satisfy s4.

The related object we need to mention is the left Utumi quotient ring U
of R. For basic definitions and preliminary results we refer the reader to [1],
[5], [9].

In order to prove the main result of this section we will make use of the
following facts:

Claim 1 ([1, Proposition 2.5.1]). Any derivation of a semiprime ring R
can be uniquely extended to a derivation of its left Utumi quotient ring U ,
and so any derivation of R can be defined on the whole U .
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Claim 2 ([3, p. 38]). If R is semiprime then so is its left Utumi quotient
ring. The extended centroid C of a semiprime ring coincides with the center
of its left Utumi quotient ring.

Claim 3 ([3, p. 42]). Let B be the set of all the idempotents in C, the
extended centroid of R. Assume R is a B-algebra orthogonal complete. For
any maximal ideal P of B, PR forms a minimal prime ideal of R, which is
invariant under any derivation of R.

We will prove the following:

Theorem 2.1. Let R be a 2-torsion free semiprime ring, d a nonzero deri-
vation of R, n a fixed positive integer, U the left Utumi quotient ring of
R and [d([x, y]), [x, y]]n = 0, for any x, y ∈ R. Then there exists a central
idempotent element e of U such that on the direct sum decomposition eU ⊕
(1−e)U , d vanishes identically on eU and the ring (1−e)U is commutative.

Proof. Since R is semiprime, by Claim 2, Z(U) = C, the extended cen-
troid of R, and, by Claim 1, the derivation d can be uniquely extended on
U . Since U and R satisfy the same differential identities (see [12]), then
[d([x, y]), [x, y]]n = 0, for all x, y ∈ U . Let B be the complete boolean
algebra of idempotents in C and M be any maximal ideal of B.

Since U is a B-algebra orthogonal complete (see [3, p. 42, (2) of Fact
1]), by Claim 3, MU is a prime ideal of U , which is d-invariant. Denote
U = U/MU and d the derivation induced by d on U . For any x, y ∈ U ,
[d([x, y]), [x, y]]n = 0. In particular U is a prime ring and so, by Lemma 1.1,
d = 0 in U or U is commutative. This implies that, for any maximal ideal
M of B, d(U) ⊆ MU or [U,U ] ⊆ MU . In any case d(U)[U,U ] ⊆ MU , for
all M . Therefore d(U)[U,U ] ⊆

⋂
M MU = 0.

By using the theory of orthogonal completion for semiprime rings (see
[1, Chapter 3]), it follows that there exists a central idempotent element e
in U such that on the direct sum decomposition eU ⊕ (1− e)U , d vanishes
identically on eU and the ring (1− e)U is commutative. �

We come now to our last result:

Theorem 2.2. Let R be a 2-torsion free semiprime ring, d a nonzero deri-
vation of R, n a fixed positive integer, U the left Utumi quotient ring of
R and [d([x, y]), [x, y]]n ∈ Z(R), for any x, y ∈ R. Then there exists a
central idempotent e of U such that, on the direct sum decomposition U =
eU ⊕ (1 − e)U , the derivation d vanishes identically on eU and the ring
(1− e)U satisfies s4.
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Proof. By Claim 2, Z(U) = C, and by Claim 1 d can be uniquely defined
on the whole U . Since U and R satisfy the same differential identities, then
[d([x, y]), [x, y]]n ∈ C, for all x, y ∈ U . Let B be the complete boolean alge-
bra of idempotents in C and M any maximal ideal of B. As already pointed
out in the proof of Theorem 2.1, U is a B-algebra orthogonal complete and
by Claim 3, MU is a prime ideal of U , which is d-invariant. Let d the deriva-
tion induced by d on U = U/MU . Since Z(U) = (C+MU)/MU = C/MU ,
then [d([x, y]), [x, y]]n ∈ (C + MU)/MU , for any x, y ∈ U . Moreover U
is a prime ring, hence we may conclude, by Theorem 1.1, that d = 0 in
U or U satisfies s4. This implies that, for any maximal ideal M of B,
d(U) ⊆ MU or s4(x1, x2, x3, x4) ⊆ MU , for all x1, x2, x3, x4 ∈ U . In any
case d(U)s4(x1, x2, x3, x4) ⊆

⋂
M MU = 0. From [1, Chapter 3], there ex-

ists a central idempotent element e of U , the left Utumi quotient ring of R,
such that there exists a central idempotent e of U such that d(eU) = 0 and
(1− e)U satisfies s4. �
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GROUPS OF LINEAR ISOMETRIES ON MULTIPLIER
C*-ALGEBRAS

Claudio D’Antoni and László Zsidó

For A C∗-algebra and M(A) its multiplier algebra, the weak
topologies σ(M(A), A∗) and σ(A∗, M(A)) are shown to have
the Krein property, claiming the compactness of the closed
convex hull of every compact set. This has relevant conse-
quences concerning the analytic generator of strictly continu-
ous one-parameter groups of strictly continuous linear opera-
tors on M(A).

Furthermore, it is proved that there exists an one-to-one
correspondence between surjective linear isometries on A and
strictly bicontinuous, surjective linear isometries on M(A),
as well as between strongly continuous respectively strictly
continuous locally compact groups of them. In the case of
connected groups, they all arise from ∗-automorphism groups
by perturbation with a cocycle.

Introduction.

Recently the search for a sound C∗-algebraic framework for quantum groups
has renewed the attention for analysis on multiplier C∗-algebras: The present
setting requires a more precise understanding of groups of linear isometries
on multiplier C∗-algebras. Of particular relevance seems to be the structure
of the analytic generator in the one-parameter case (see e.g., [Kus]).

The multiplier algebra M(A) of C∗-algebra A is the non-commutative
generalization of the Stone-C̆ech compactification βΩ of a locally compact
topological space Ω. In the commutative setting the canonical pairing be-
tween the bounded continuous functions on Ω, identified with the continuous
functions on βΩ, and the bounded regular Borel measures on Ω has been in-
tensively investigated (see e.g., [Cnw] and [HJ]). In the non-commutative
frame the analogous pairing between M(A) and the dual A∗ is obtained
from the natural duality between A∗∗ and A∗ considering M(A) embedded
in A∗∗. There exists a natural topology on M(A), called the strict topology,
which is compatible with this duality between M(A) and A∗.

Our first goal is to prove in Section 1 that the corresponding weak topolo-
gies onM(A) andA∗ have the so-called Krein property (indicated in [C-Z] as
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axiom A1), claiming the compactness of the closed convex hull of every com-
pact set. This entails the Pettis integrability of the σ(M(A), A∗)-continuous
M(A)-valued respectively σ(A∗,M(A))-continuous A∗-valued functions and
allows to apply the results from [C-Z] and [Z1] to the one-parameter opera-
tor groups on M(A). We notice that for commutative A the Krein property
for σ(M(A), A∗) and σ(A∗,M(A)) is already known (see [HJ]).

Subsequently, in Section 2 we investigate the extendibility of bounded
linear maps Φ : A → B, A and B C∗-algebras, to strictly continuous
linear maps M(A) →M(B). We prove that for Φ Jordan ∗-homomorphism,
whose range generates B, this extension exists and it is the only Jordan ∗-
homomorphism M(Φ) : M(A) →M(B) extending Φ. A similar result holds
also for surjective linear isometries. Moreover, any strictly bicontinuous
surjective linear isometry M(A) → M(B) maps A onto B, hence it is an
extension of a surjective linear isometry A → B. For A and B separable,
making use of a result by L.G. Brown (see [Br]), we get the automatic strict
bicontinuity of all surjective linear isometries M(A) → M(B). The same
holds, for a different reason, if A and B are simple.

In Section 3 we study families (Φt)t of linear isometries depending on a
parameter t. We prove that continuous dependence in the strong operator
topology of (Φt)t goes in pointwise strictly continuous dependence ofM(Φt)t.
As a consequence, we get a one-to-one correspondence between the strongly
continuous representations of a locally compact group G by linear isometries
on a C∗-algebra A and the strictly continuous representations ofG by strictly
bicontinuous (automatic, if A separable or simple!) linear isometries on
M(A). In the one-parameter case the graph of the analytic generator of
the extension turns out to be the strict closure of the graph of the analytic
generator of the original group.

Using results due to R.V. Kadison (see [Kad2]) we prove also a structure
theorem for strongly continuous representations of connected topological
groups G by linear isometries on a C∗-algebra A. Namely, they all arise
from strongly continuous representations of G by ∗-automorphisms of A,
perturbing them with a cocycle. We notice that the W ∗-algebra counterpart
of this result holds only under additional assumptions, for example, assuming
that the centre of the algebra is atomic.

Finally we show that representations of locally compact groups by linear
isometries on separable C∗-algebras are strongly continuous under minimal
regularity assumptions and they induce strongly continuous representations
on separable, invariant C∗-subalgebras of the corona algebra.

1. The Krein Property.

A relevant property for a locally convex topological vector space X is the
following one:
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(K) the closed convex hull of every weakly compact subset of X is com-
pact.

According to a well known result of M.G. Krein, V.L. Smulian and A.
Grothendieck (see e.g., [Sch], Th. IV.11.4), the closed convex hull of a
weakly compact subset of X is weakly compact if (and only if) it is complete
with respect to the associated Mackey topology. Therefore let us call (K)
the “Krein property”.

We notice two consequences of the Krein property:
If X has the Krein property then every weakly continuous map Ω → X,Ω

compact topological space, is Pettis integrable with respect to any Radon
measure on Ω (see e.g., [Rud], Th. 3.27, [Sch], Exercise IV.39 (a), [Ar],
Prop. 1.2, [C-Z], Prop. 1.4).

A second consequence concerns “dual pairs of Banach spaces”, that is
pairs (X,F) of Banach spaces together with a bilinear functional

X ×F 3 (x, ϕ) 7→ 〈x, ϕ〉
satisfying

‖x‖ = sup{|〈x, ϕ〉|; ϕ ∈ F , ‖ϕ‖ ≤ 1}, x ∈ X,
‖x‖ = sup{|〈x, ϕ〉|; x ∈ F , ‖x‖ ≤ 1}, ϕ ∈ F .

If X, endowed with the weak topology σ(X,F), and F , endowed with
σ(F , X), have the Krein property then, for any σ(X,F)-continuous one-
parameter group t 7→ Ut of σ(X,F)-continuous linear maps on X, the an-
alytic extension operators Uz, z ∈ C, are (besides being σ(X,F)-densely
defined, a consequence of the Pettis integrability of U) σ(X,F)-closed (see
[C-Z], Th. 2.4). Moreover, denoting by UF the adjoint group on F , UFz is
the adjoint of Uz in F (see [Z1], Th. 1.1).

If F = X∗ then, according to the Krein theorem, the principle of uniform
boundedness and the Alaoglu theorem, σ(X,F) and σ(F , X) have the Krein
property. We shall prove this for an other kind of dual pair of Banach spaces,
in general not of the above form: We shall deal with dual pairs consisting
of the multiplier algebra M(A) and the dual space A∗ of a C∗-algebra A.

The multiplier algebra M(A), first considered in [Buc] (for commuta-
tive A) and [Bus] (for general C∗-algebra A), is (∗-isomorphic to) the C∗-
subalgebra

{x ∈ A∗∗; xa, ax ∈ A for all a ∈ A}
of the second dual A∗∗. For its basic theory we send to [Ped1], 3.12 and
[WO], Chapter 2.

The canonical duality between A∗∗ and A∗ induces a pairing

M(A)×A∗ 3 (x, ϕ) 7→ 〈x, ϕ〉
which makes (M(A), A∗) a dual pair of Banach spaces. We recall that the
strict topology β onM(A) is the locally convex vector space topology defined



282 CLAUDIO D’ANTONI AND LÁSZLÓ ZSIDÓ

by the seminorms

x 7→ ‖xa‖ and x 7→ ‖ax‖, a ∈ A.

It is complete and compatible with the duality between M(A) and A∗ (see
[T1], Cor. 2.3). Hence the strict topology is weaker that the norm-topology
on M(A), but stronger than the restriction to M(A) of the weak * topology
of A∗∗. A is a strictly dense, norm-closed two-sided ideal of M(A). More
precisely, if (uι)ι is any two-sided approximate unit for A then uι → 1A∗∗ ∈
M(A) strictly.

The goal of this section is to prove:

Theorem 1.1 (on the Krein property for multipliers). Let A be an arbit-
rary C∗-algebra. Then M(A) with σ(M(A), A∗) and A∗ with σ(A∗,M(A))
have the Krein property.

Since the strict topology is complete, also the Mackey topology
τ(M(A), A∗) is complete (see e.g., [B], IV.5, Remark 2). Therefore the
Krein property of σ(M(A), A∗) follows directly from the Krein theorem.

The proof of the Krein property of σ(A∗,M(A)) is more involved. Let us
shortly comment the already known results concerning it. We notice that the
Krein property for σ(A∗,M(A)) is equivalent to saying that all seminorms

M(A) ∈ x 7→ sup{|〈x, ϕ〉|; ϕ ∈ K}

with K ⊂ A∗ σ(A∗,M(A))-compact are τ(M(A), A∗)-continuous, that is to
the τ(M(A), A∗)-equicontinuity of any σ(A∗,M(A))-compact subset of A∗.

If τ is a locally convex vector space topology on M(A), compatible with
the duality between M(A) and A∗, then M(A), τ is usually called strong
Mackey space whenever any σ(A∗,M(A))-compact subset of A∗ is τ -equi-
continuous. In other words, M(A), τ is strong Mackey if and only if τ =
τ(M(A), A∗) and σ(A∗,M(A)) has the Krein property.

There are criteria in order that the strict topology β on M(A) be strong
Mackey: This happens for commutative A whenever the Gelfand spectrum
of A is paracompact ([Cnw], Th. 2.6) and, more generally, for arbitrary
A, whenever A has a “well behaved” approximate unit ([T2], Cor. 3.4). In
particular, in this case σ(A∗,M(A)) has the Krein property. However, even
for commutative A, β is not always equal to τ(M(A)A∗), so M(A), β is not
always strong Mackey space (see [Cnw], Remarks on p. 481). Nevertheless,
it was proved that σ(A∗,M(A)) has the Krein property for any commutative
A (see [HJ], Th. 2). Actually this proof inspired our proof of the Krein
property of σ(A∗,M(A)) for general A.

The main ingredient in proving the Krein property of σ(A∗,M(A)) is the
following convergence result:
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Lemma 1.2. Let be A a C∗-algebra, K a σ(A∗,M(A))-compact subset of
A∗h = {ϕ ∈ A∗; ϕ = ϕ∗}, and µ a positive Radon measure on the com-
pact topological space K, σ(A∗,M(A)). Then, for any (increasing, positive)
approximate unit (uι)ι of A and any x ∈M(A),∫

K
〈x∗uιx, ϕ〉dµ(ϕ) ι→

∫
K
〈x∗x, ϕ〉dµ(ϕ).

We notice that if K would be contained in A∗+ then, according to the Dini
theorem, we would have 〈x∗uιx, ϕ〉

ι→ 〈x∗x, ϕ〉 uniformly for ϕ ∈ K and the
statement of the Lemma would follow trivially.

Proof. First we consider the case x = 1A∗∗ .
Let us define the lower σ(A∗,M(A))-semicontinuous functions gι : K → R

by
gι(ϕ) = sup{|〈a, ϕ〉|; a∗ = a ∈ A, −uι ≤ a ≤ uι} ≤ ‖ϕ‖.

Then (gι)ι is upward directed and pointwise convergent to K ∈ ϕ 7→ ‖ϕ‖, so

(1.1)
∫
K
gι(ϕ)dµ(ϕ) ι→

∫
K
‖ϕ‖dµ(ϕ).

For let ϕ ∈ K and ε > 0 be arbitrary. Choosing a∗ = a ∈ A, ‖a‖ ≤ 1,
with

|〈a, ϕ〉| ≥ ‖ϕ‖ − ε

2
,

we have
(u1/2
ι au1/2

ι )∗ = u1/2
ι au1/2

ι ∈ A,
so

gι(ϕ) ≥ |〈u1/2
ι au1/2

ι , ϕ〉|

≥ |〈a, ϕ〉| − |〈a− u1/2
ι au1/2

ι , ϕ〉|

≥ ‖ϕ‖ − ε

2
− ‖ϕ‖ · ‖a− u1/2

ι au1/2
ι ‖.

Since

‖a− u1/2
ι au1/2

ι ‖ ≤ ‖(1A∗∗ − u1/2
ι )a‖+ ‖u1/2

ι a(1A∗∗ − u1/2
ι )‖

≤ 2 · ‖a(1A∗∗ − u1/2
ι )2a‖1/2

≤ 2 · ‖a(1A∗∗ − uι)a‖1/2

≤ 2 · ‖a− uιa‖1/2

and (uι)ι is an approximate unit for A, it follows the existence of some ιε
such that

gι(ϕ) ≥ ‖ϕ‖ − ε for all ι ≥ ιε.
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On the other hand,

|〈1A∗∗ − uι, ϕ〉| ≤ ‖ϕ‖ − gι(ϕ) for all ϕ ∈ K and ι.

Indeed, for every a∗ = a ∈ A with −uι ≤ a ≤ uι,

|〈a, ϕ〉| ≤ |〈a, ϕ+〉|+ |〈a, ϕ−〉|
≤ 〈uι, ϕ+〉+ 〈uι, ϕ−〉
= 〈uι, |ϕ|〉,

|〈1A∗∗ − uι, ϕ〉|+ |〈a, ϕ〉| ≤ 〈1A∗∗ − uι, |ϕ|〉+ 〈uι, |ϕ|〉
= 〈1A∗∗ , |ϕ|〉
= ‖ϕ‖,

hence
|〈1A∗∗ − uι, ϕ〉|+ gι(ϕ) ≤ ‖ϕ‖.

Therefore ∣∣∣∣∫
K
〈1A∗∗ , ϕ〉dµ(ϕ)−

∫
K
〈uι, ϕ〉dµ(ϕ)

∣∣∣∣
≤
∫
K
|〈1A∗∗ − uι, ϕ〉|dµ(ϕ)

≤
∫
K
(‖ϕ‖ − gι(ϕ))dµ(ϕ)

and (1.1) yields ∫
K
〈uι, ϕ〉dµ(ϕ) ι→

∫
K
〈1A∗∗ , ϕ〉dµ(ϕ).

Now let x ∈M(A) be arbitrary.
The map

Φx : A∗h 3 ϕ 7→ ϕ(x∗ · x) ∈ A∗h
is σ(A∗,M(A))-continuous, so Kx = Φx(K) is a σ(A∗,M(A))-compact sub-
set of A∗h. Denoting by µx the image of µ under Φ, µx is a positive Radon
measure on Kx, σ(A∗,M(A)) and∫

Kx

f(ψ)dµx(ψ) =
∫
K
f(Φx(ϕ))dµ(ϕ)

for all σ(A∗,M(A))-continuous f : Kx → R. Using the above equality with
f(ψ) = 〈uι, ψ〉 respectively f(ψ) = 〈1A∗∗ , ψ〉 and applying the first part of
the proof to Kx, µx, we get∫

K
〈x∗uιx, ϕ〉dµ(ϕ)

=
∫
K
〈uι, ψ〉dµx(ψ) ι→

∫
Kx

〈1A∗∗ , ψ〉dµx(ψ)
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=
∫
K
〈x∗x, ϕ〉dµ(ϕ).

�

Proof of the theorem. We have already seen that the completeness of the
strict topology on M(A) implies the Krein property for σ(M(A), A∗).

The Krein property for σ(A∗,M(A)) means that every σ(A∗,M(A))-
compact K ⊂ A∗ is contained in a σ(A∗,M(A))-compact convex subset
of A∗. Let us first consider the case of a σ(A∗,M(A))-compact K ⊂ A∗h.

Let P (K) denote the weak* compact convex set of all probability Radon
measures on K, endowed with σ(A∗,M(A)). For every µ ∈ P (K) we can
define Φ(µ) ∈ A∗ by putting

〈a,Φ(µ)〉 =
∫
K
〈a, ϕ〉dµ(ϕ), a ∈ A.

Then actually holds:

(1.2) 〈x,Φ(µ)〉 =
∫
K
〈x, ϕ〉dµ(ϕ), x ∈M(A)

(in other words there exists the Pettis integral σ(A∗,M(A))−
∫
K ϕdµ(ϕ) ∈

A∗). Indeed, choosing an approximate unit (uι)ι of A and applying the above
lemma, we have for every 0 ≤ x ∈M(A)

〈x1/2uιx
1/2,Φ(µ)〉 =

∫
K
〈x1/2uιx

1/2, ϕ〉dµ(ϕ) ι→
∫
K
〈x, ϕ〉dµ(ϕ).

But on the other hand, since x1/2uιx
1/2 → x in the weak* topology of A∗∗,

we have also
〈x1/2uιx

1/2,Φ(µ)〉 ι→ 〈x,Φ(µ)〉.
By (1.2) the affine map Φ : P (K) → A∗ is continuous with respect to the
weak* topology on P (K) and σ(A∗,M(A)) on A∗. Consequently ΦP (K) is
a σ(A∗,M(A))-compact convex subset of A∗ containing

{Φ(δϕ); δϕ the Dirac measure in ϕ ∈ K} = K.

Now let the σ(A∗,M(A))-compact set K ⊂ A∗ be arbitrary. Since A∗ 3
ϕ 7→ ϕ∗ ∈ A∗ is σ(A∗,M(A))-continuous, ReK, ImK ⊂ Ah are also
σ(A∗,M(A))-compact. According to the above part of the proof, there are
σ(A∗,M(A))-compact convex sets ReK ⊂ K1 ⊂ A∗ and ImK ⊂ K2 ⊂ A∗.
Then K1 + iK2 is a σ(A∗,M(A))-compact convex subset of A∗ containing
K. �

By the above theorem the results from [C-Z] and [Z1] are available for
σ(M(A), A∗)-continuous one-parameter groups of σ(M(A), A∗)-continuous
linear operators on M(A). In particular, [C-Z], Th. 2.4 and [Z1], Th. 1.1
yield:
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Corollary. Let A be a C∗-algebra, t → αt a σ(M(A), A∗)-continuous one-
parameter group of σ(M(A), A∗)-continuous linear operators on M(A), t 7→
α∗t the adjoint group on A∗, and z ∈ C. Define the linear operator αz in
M(A) by putting (x, y) ∈ graph (αz) whenever R 3 t 7→ αt(x) ∈ M(A) has
a σ(M(A), A∗)-continuous extension on the closed horizontal strip between
0 and Im z, which is analytic in the interior and takes the value y in z. The
linear operator α∗z in A∗ is defined similarly. Then αz is strictly densely
defined, its graph is closed with respect to the product of the strict topologies
on M(A)×M(A), and its adjoint in A∗ is α∗z.

2. Jordan ∗-homomorphisms and linear isometries between
multiplier algebras.

In this section we investigate the extendibility of Jordan ∗-homomorphisms
and linear isometries between C∗-algebras to similar maps between the re-
spective multiplier algebras. We also describe those linear isometries be-
tween multiplier algebras, which arise as extensions.

Let A,B be C∗-algebras. π : A→ B is called Jordan ∗-homomorphism if
it is a linear ∗-map satisfying

π(x2) = π(x)2, x ∈ A.
It is well known that then (see e.g., [S-Z], 6.6)

π(xy + yx) = π(x)π(y) + π(y)π(x),

π(xyx) = π(x)π(y)π(x),
xy = yx⇒ π(xy) = π(x)π(y)

with x, y elements of A. The last statement implies immediately that if A is
unital then π(1A) is unit for the hereditary C∗-subalgebra HerB(π(A)) ⊂ B
generated by π(A). In particular, π being positive, ‖π‖ = ‖π(1A)‖ = 1 or
0. For arbitrary A, the positive map π being bounded, we can consider the
Jordan ∗-homomorphism π∗∗ : A∗∗ → B∗∗ and the above remarks yields
‖π‖ = ‖π∗∗‖ = 1 or 0.

Let π : A→ B be a Jordan ∗-homomorphism. Then

(2.1) ‖π(x)π(y)‖ ≤ ‖xy‖, x, y ∈ Ah,
where Ah denotes the Hermitian part {a ∈ A; a = a∗} of A. Indeed,

‖π(x)π(y)‖2 = ‖π(y)π(x)2π(y)‖ = ‖π(yx2y)‖
≤ ‖yx2y‖ = ‖xy‖2.

Furthermore,

(2.2) π(x)∗π(x) ≤ π(x∗x+ xx∗), x ∈ A.
For we just have to notice that

π(x)∗π(x) ≤ π(x)∗π(x) + π(x)π(x)∗ = π(x∗x+ xx∗).
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It follows that

(2.3)

{
J ⊂ B norm closed two-sided ideal ⇒
π−1(J) ⊂ A norm closed two-sided ideal.

Indeed, for any a∗ = a ∈ π−1(J) and x∗ = x ∈ A we have by (2.2)

π(ax)∗π(ax) ≤ π((ax)∗ax+ ax(ax)∗)

= π(xa2x+ ax2a)

= π(x)π(a)2π(x) + π(a)π(x)2π(a) ∈ J,

so, according to [Ped1], Prop. 1.4.5,

π(ax) ∈ J, i.e., ax ∈ π−1(J).

In particular, Kerπ = π−1({0}) is a norm closed two-sided ideal in A. Thus
π factorizes in

A→ A/Kerπ π̃→ B

where the first arrow denotes the quotient ∗-homomorphism and π̃ is an
injective Jordan*-homomorphism. If π is surjective then π̃ is Jordan ∗-
isomorphism, hence isometrical. Therefore in this case

‖π(x)‖2 = ‖π(x∗x)‖, x ∈ A.

The next result extends [P-S], Th. 2 and [Ped2], Th. 10 to Jordan
*-homomorphisms between C∗-algebras. We recall that a C∗-algebra is
called σ−unital whenever it contains a strictly positive element or, equiva-
lently, it has a countable approximate unit (see [Ped1], 3.10.4, 3.10.5).

Proposition 2.1. Let A,B be C∗-algebras, and π : A → B a Jordan ∗-
homomorphism with HerB(π(A)) = B. Then

(i) there exists a unique extension of π to a Jordan ∗-homomorphism
M(π) : M(A) → M(B), namely M(π) = π∗∗|M(A), which is strictly
continuous and unital, hence carrying two-sided approximate units of
A in two-sided approximate units of B;

(ii) assuming that A is σ-unital, M(π) is surjective whenever π is surjec-
tive.

Proof. (i) Let us first prove that if A ⊂ A0 ⊂ A∗∗ is a C∗-algebra, ρ : A0 →
B∗∗ is a Jordan ∗-homomorphism extending π and (xι)ι is a norm bounded
net in (A0)h with ‖xιa‖

ι→ 0 for all a ∈ A, then ‖ρ(xι)b‖
ι→ 0 for all b ∈ B.

Indeed, applying (2.1) to ρ, we have for every a ∈ Ah
‖ρ(xι)π(a)‖ = ‖ρ(xι)ρ(a)‖ ≤ ‖xιa‖

ι→ 0.

Therefore the hereditary C∗-subalgebra

{b ∈ B; ‖ρ(xι)b‖
ι→ 0 and ‖bρ(xι)‖

ι→ 0} ⊂ B contains π(A).
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Now let x∗ = x ∈ M(A) be arbitrary. Choosing a norm bounded net
(aι)ι in Ah such that aι

ι→→ x strictly, by the above proved statement
π∗∗(x)b = norm− lim

ι
π(aι)b ∈ B for all b ∈ B, hence π∗∗(x) ∈M(B). Thus

π∗∗M(A) ⊂M(B).
Again by the first part of the proof, any Jordan ∗-homomorphism ρ :

M(A) → M(B) extending π, in particular M(π) = π∗∗|M(A), is strictly
continuous on every norm bounded subset of M(A). It follows that M(π)
is the only such ρ. Moreover, since the strict topology β on M(A) is the
finest locally convex vector space topology on M(A) that agrees with β on
the norm bounded subsets of M(A) (see [T1], Cor. 2.7), M(π) is actually
strictly continuous.

On the other hand, π∗∗(1A∗∗) is unit for HerB∗∗(π∗∗(A∗∗)) ⊃ HerB(π(A))
= B, hence also for its weak* closure in B∗∗:

π∗∗(1A∗∗) = 1B∗∗ .

In other words, M(π) is unital.
(ii) Let

A
π0→ A/Kerπ π̃→ B

be the canonical factorization of π. By Pedersen’s Tietze type extension the-
orem (see [Ped2], Th. 10 or [WO], Th. 2.3.9), M(π0) is surjective. On the
other hand, π̃ being Jordan ∗-isomorphism, M(π̃) is Jordan ∗-isomorphism.
We conclude that M(π) = M(π̃)M(π0) is surjective. �

Now we prove a partial converse to Proposition 2.1:

Proposition 2.2. Let A,B be C∗-algebras. Then any strictly bicontinuous
Jordan ∗-isomorphism ρ : M(A) →M(B) maps A onto B, so ρ = M(ρ|A :
A → B). If A and B are both separable or both (topologically) simple, then
we have this for any Jordan ∗-isomorphism ρ : M(A) →M(B), whose strict
bicontinuity is hence automatical.

Proof. Let (uι)ι and (vk)k be increasing, positive approximate units for A
respectively B. Since A is two-sided ideal in M(A) and ρ−1 is strictly con-
tinuous,

A 3 wι,k = uιρ
−1(vk)uι

ι,k→ 1A∗∗ strictly.
In other words (wι,k)ι,k is a two-sided approximate unit for A. It follows for
every 0 ≤ a ∈ A

‖a− a1/2wι,ka
1/2‖ ι,k→ 0,

‖ρ(a)− ρ(a1/2wι,ka
1/2)‖ ι,k→ 0,

so, having

ρ(a1/2wι,ka
1/2) = ρ(a1/2)ρ(uι)vkρ(uι)ρ(a1/2) ∈ B
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for all ι and k, ρ(a) ∈ B. Consequently

ρ(A) ⊂ B.

We get similarly also

ρ−1(B) ⊂ A, i.e., ρ(A) ⊃ B.

Now let us assume that A and B are separable and ρ : M(A) →M(B) is
an arbitrary Jordan ∗-isomorphism. By [Br], Cor. 6 (see also the remarks
after Corollary 1.4 in [D-Z]) A is the largest separable, norm closed, two-
sided ideal of M(A), so (2.3) implies that ρ(A) is the largest separable, norm
closed, two-sided ideal of M(B). Using again [Br], Cor. 6, we conclude that
ρ(A) = B.

Assuming finally that A and B are simple and nonzero, we can argue as
above, using the fact that A is the smallest nonzero, closed, two-sided ideal
of M(A), and similarly for B. Indeed, is J is any nonzero, closed, two-sided
ideal of M(A), then the essentialness of A yields

A ∩ J ⊃ AJ 6= {0}

and it follows by the simplicity of A that A ∩ J = A. �

Now let Φ : A→ B be an isometrical linear bijection between C∗-algebras.
Then there exist π : A → B Jordan ∗-isomorphism and u ∈ M(B) unitary
such that

(2.4) Φ(x) = uπ(x), x ∈ A

(see [Kad1] for the case of unital C∗-algebras and [P-S], Th. 1 for the
general case). We notice that u, hence also π, is uniquely determined by Φ :
according to Proposition 2.1., for any two-sided approximate unit (uι)ι of A
we have

π(uι) → 1B∗∗ strictly,

so
Φ(uι) → u strictly.

We call (2.4) the Kadison decomposition of Φ.
The following theorem is the main result of this section (cf. with [P-S],

Th. 2):

Theorem 2.3 (on extension of linear isometries). Let A,B be C∗-algebras.
Then every isometric linear bijection Φ : A → B has a unique extension to
an isometric linear bijection M(Φ) : M(A) →M(B), which is strictly bicon-
tinuous. Conversely, every strictly bicontinuous, isometrical linear bijection
between M(A) and M(B) is of the above form. Moreover, if A and B are
both separable or both (topologically) simple then the strict bicontinuity of
any isometric linear bijection between M(A) and M(B) is automatical.
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Proof. Let Φ : A → B be an isometric linear bijection, and Φ = uπ
its Kadison decomposition. Proposition 2.1 entails that, letting M(Φ) =
uM(π),M(Φ) is a strictly bicontinuous, isometrical linear map of M(A)
onto M(B). If Ψ : M(A) → M(B) is any isometric linear bijection extend-
ing Φ and Ψ = vρ is its Kadison decomposition, then Ψ(A) = Φ(A) = B
implies ρ(A) = v∗Ψ(A) = B, so ρ|A : A → B is a Jordan ∗-isomorphism.
The uniqueness of the Kadison decomposition of Φ = Ψ|A yields

π = ρ|A, u = v.

But, again by Proposition 2.1, we have then M(π) = ρ and it follows

M(Φ) = uM(π) = vρ = Ψ.

The second and the third statement of the theorem follow by taking the
Kadison decomposition and applying Proposition 2.2 to the Jordan ∗-iso-
morphism in the decomposition. �

We notice that every isometric linear bijection Φ : A → B between C∗-
algebras induces also an isometric linear bijection C(Φ) : C(A) → C(B)
between the corresponding corona algebras C(A) = M(A)/A and C(B) =
M(B)/B : C(Φ) carries the canonical image of x ∈ M(A) in C(A) in the
canoncal image of M(Φ)(x) in C(B).

3. Groups of linear isometries on multiplier algebras.

After having established in the preceeding section that surjective linear
isometries between C∗-algebras and strictly bicontinuous surjective linear
isometries between multiplier C∗-algebras are in one-to-one correspondence,
let us now investigate the interplay of the continuity and analyticity prop-
erties of groups of such maps. We also investigate the structure of strongly
continuous representations of connected groups by linear isometries on C∗-
algebras.

Let A,B be C∗-algebras, and π : A → B a Jordan ∗-homomorphism.
Then the following variant of (2.1) holds:

(3.1)

{
‖π(x)π(y)‖ ≤ (‖xy‖2 + ‖yx‖2)1/2 ≤ ‖xy‖+ ‖yx‖
for all x, y ∈ A, one of which is self-adjoint.

Indeed, let us assume, for example, that y ∈ Ah. By (2.2) we have π(x)∗π(x)
≤ π(x∗x+ xx∗), so

‖π(x)π(y)‖2 = ‖π(y)π(x)∗π(x)π(y)‖
≤ ‖π(y)π(x∗x+ xx∗)π(y)‖
= ‖π(y(x∗x+ xx∗)y)‖
≤ ‖yx∗xy + yxx∗y‖
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≤ ‖xy‖2 + ‖yx‖2.

First we prove:

Lemma 3.1 (on the continuity of the Kadison decomposition). Let be Ω a
topological space, A,B C∗-algebras, and Φt : A→ B, t ∈ Ω, surjective linear
isometries such that Ω 3 t 7→ Φt(a) is norm continuous for every a ∈ A. Let
us denote by Φt = utπt the Kadison decomposition of Φt, t ∈ Ω. Then

(1)

{
Ω 3 t 7→ πt(a) is norm continuous for every a ∈ A
Ω 3 t 7→ π−1

t (b) is norm continuous for every b ∈ B;

(2) Ω 3 t 7→M(πt)(x) is strictly continuous for every x ∈M(A)

(3) Ω 3 t 7→ ut is strictly continuous.

Proof. The first statement in (1) follows by noticing that, for every 0 ≤ a ∈
A,

πt(a) = πt(a1/2)2 = πt(a1/2)u∗tutπt(a
1/2) = Φt(a1/2)∗Φt(a1/2).

The second statement is implied by the first one: For every b ∈ B,

‖π−1
t (b)− π−1

s (b)‖ = ‖πs(π−1
t (b))− b‖ s→t→ ‖πt(π−1

t (b))− b‖ = 0.

For (2) let x∗ = x ∈M(A), tι → t in Ω, b∗ = b ∈ B and ε > 0 be arbitrary.
Let us also consider an (increasing, positive) approximate unit (ak)k for A.
Then, for some k,

‖(1A∗∗ − ak)xπ−1
t (b)‖‖π−1

t (b)(1A∗∗ − ak)‖ ≤
ε

8‖x‖
.

By the just proved (1) there exists ιε such that, for every ι ≥ ιε,

‖π−1
tι (b)− π−1

t (b)‖ ≤ ε

8‖x‖
, ‖πtι(akx)− πt(akx)‖ ≤

ε

4‖b‖
.

Then we have for every ι ≥ ιε

‖(M(πtι)(x)−M(πt)(x))b‖
≤ ‖M(πtι)(x− akx)b‖+ ‖(πtι(akx)− πt(akx))b‖

+ ‖M(πt)(akx− x)b‖
= ‖M(πtι)(x− akx) ·M(πtι)(π

−1
tι (b))‖

+ ‖M(πt)(x− akx) ·M(πt)(π−1
t (b))‖

+ ‖(πtι(akx)− πt(akx))b‖ by (3.1)

≤ ‖(x− akx)π−1
tι (b)‖+ ‖π−1

tι (b)(x− akx)‖
+ ‖(x− akx)π−1

t (b)‖+ ‖π−1
t (b)(x− akx)‖

+ ‖πtι(akx)− πt(akx))b‖
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≤ ‖(x− akx)(π−1
tι (b)− π−1

t (b))‖+ ‖(π−1
tι (b)− π−1

t (b))(x− akx)‖
+ 2‖(1A∗∗ − ak)xπ−1

t (b)‖+ 2‖π−1
t (b)(1A∗∗ − ak)x‖

+ ‖(πtι(akx)− πt(akx))b‖ and ιε

≤ ‖x‖ ε

8‖x‖
+

ε

8‖x‖
‖x‖+ 2

ε

8
+ 2

ε

8‖x‖
‖x‖+

ε

4‖b‖
‖b‖ = ε.

For (3) let b ∈ B be arbitrary. Since

‖utb− usb‖
= ‖utπt(π−1

t (b))− usπs(π−1
s (b))‖

= ‖Φt(π−1
t (b))− Φs(π−1

s (b))‖
≤ ‖Φt(π−1

t (b))− Φs(π−1
t (b))‖+ ‖π−1

t (b)− π−1
s (b)‖,

by the continuity assumption on t 7→ Φt and by (1), ‖utb − usb‖
s→t→ 0.

Applying the above to b replaced by u∗t b
∗, it follows also that

‖but − bus‖ = ‖u∗t b∗ − u∗sb
∗‖ = ‖usu∗t b∗ − b∗‖

converges to ‖utu∗t b∗ − b∗‖ = 0 for s→ t. �

It follows in a straightforward way the following:

Theorem 3.2 (on extension of groups of linear isometries). Let A be a
C∗-algebra, and G a topological group. For every strongly continuous group
(Φt)t∈G of linear isometries on A, the group (M(Φt))t∈G is strictly contin-
uous. If G is locally compact, then also conversely, every σ(M(A), A∗)-
continuous group (Φ̃t)t∈G of σ(M(A), A∗)-continuous (automatic, if A sepa-
rable or simple!) linear isometries on M(A) leaves A invariant and induces
on A a strongly continuous group (Φ̃|A)t∈G of linear isometries. In parti-
cular, (Φ̃t = M(Φ̃|A))t∈G is strictly continuous.

Proof. Denoting by Φt = utπt the Kadison decomposition of Φt, the above
lemma yields the strict continuity of

G 3 t 7→M(Φt)(x) = ut ·M(πt)(x)

for all x ∈M(A).
The converse statement follows from the theorem in the preceeding section

and from the well known fact, according to which all σ(A,A∗)-continuous
locally compact groups of bounded linear operators on A are strongly con-
tinuous. �

For (Φt)t∈G as above it is convenient to denote the extension (M(Φt))t∈G
also by (M(Φ)t)t∈G, underlining in this way that not only the individual
Φt’s are extended by strict continuity, but the whole strongly continuous
group Φ is extended to a strictly continuous group M(Φ).
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Next we look for connection between the analytic generator Φ−i of a
strongly continuous one-parameter group (Φt)t∈R of linear isometries on a
C∗-algebra and the analytic generator M(Φ)−i of the strictly continuous
one-parameter group (M(Φ)t)t∈R (compare with [Kus], Th. 2.41):

Theorem 3.3 (on extension of analytic generators). Let A be a C∗-algebra,
(Φt)t∈R a strongly continuous one-parameter group of linear isometries on
A, and z ∈ C. Then the graph of M(Φ)z is the closure of the graph of Φz

with respect to the product of the strict topologies on M(A)×M(A).

Proof. First of all, the graph of M(Φ)z is closed with respect to the product
of the strict topologies on M(A) ×M(A) according to the corollary in the
first section. Since the strict dual of M(A) is A∗, it is enough to show that
the graph of Φz is σ(M(A), A∗)×σ(M(A), A∗)-dense in the graph of M(Φ)z.

By Theorem 1.1 both σ(M(A), A∗) and σ(A∗,M(A)) have the Krein prop-
erty, so the formula

〈Tn(x), ϕ〉 =
√
n

π

∫ +∞

−∞
e−nt

2〈M(Φ)t(x), ϕ〉dt,

〈Tn,z(x), ϕ〉 =
√
n

π

∫ +∞

−∞
e−n(t−z)2〈M(Φ)t(x), ϕ〉dt, x ∈M(A), ϕ ∈ A∗

define σ(M(A), A∗)-continuous linear maps

Tn, Tn,z : M(A) →M(A)

(see e.g., [C-Z], Prop. 1.4). In particular,

Γn = {(Tn(a), Tn,z(a)); a ∈ A} is σ(M(A), A∗)× σ(M(A), A∗)-dense

in {(Tn(x), Tn,z(x)); x ∈M(A)}.

According to [C-Z], Cor 2.5 and the proof of Lemma 2.2,

TnM(Φ)z ⊂M(Φ)zTn = Tn,z, n ≥ 1,

σ(M(A), A∗)− lim
n→∞

Tn(x) = x, x ∈M(A).

It follows that⋃
n≥1

{(Tn(x), Tn,z(x));x ∈M(A)} = {(Tn(x),M(Φ)zTn(x));x ∈M(A)}

⊃
⋃
n≥1

{(Tn(x), TnM(Φ)z(x)); x ∈ DM(Φ)z
},

hence also ⋃
n≥1

Γn

is σ(M(A), A∗) × σ(M(A), A∗)-dense in the graph of M(Φ)z.
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But
⋃
n≥1

Γn is contained in the graph of Φz. Indeed, since also σ(A,A∗)

and σ(A∗, A) have the Krein property, applying the above quoted results
from [C-Z] to (Φt)t∈R instead of (M(Φ)t)t∈R, we get

TnA ⊂ A, Tn,zA ⊂ A and ΦzTn|A = Tn,z|A, n ≥ 1.

Therefore

(Tn(a), Tn,z(a)) = (Tn(a),ΦzTn(a)) ∈ graph of Φz for all n ≥ 1 and a ∈ A.

�

Now let A,B be C∗-algebras, and π : A → B a Jordan ∗-isomorphism.
According to the properties of Jordan ∗-homomorphisms, listed at the be-
ginning of the second section,

π∗∗(xz) = π∗∗(x)π∗∗(z)

for every x ∈ A∗∗ and z in the centre Z(A∗∗) of A∗∗. Thus, denoting by
p0(A) the greatest projection in Z(A∗∗) with p0(A)A∗∗ ⊂ Z(A∗∗), and by
p0(B) the similar projection in Z(B∗∗), we have

π∗∗(p0(A)) = p0(B).

By a well known result due to N. Jacobson, C. Rickart and R.V. Kadison
([Kad1], Th. 10, see also [Kad2], [Stm], [Th]), there exists a unique
projection p = p(π) ∈ Z(B∗∗) such that

(3.2)


p ≤ 1B∗∗ − p0(B),
(π(a1a2)− π(a1)π(a2))p = 0, a1, a2 ∈ A,
(π(a1a2)− π(a2)π(a1))(1B∗∗ − p0(B)− p) = 0, a1, a2 ∈ A.

We call p(π) the strict homomorphic carrier of π (compare with [Kad2],
Remark (2.7), where the maximal homomorphic carrier p0(B)+p(π) is con-
sidered).

We notice that actually p(π) is the unique element 0 ≤ p ∈ Z(B∗∗)
satisfying (3.2). Indeed, for any such element p, denoting by p1 and p2 the
supports of p respectively 1B∗∗ − p0(B)− p, we have for all a1, a2 ∈ A

(π(a1a2)− π(a1)π(a2))p1 = 0,

(π(a1a2)− π(a2)π(a1))p2 = 0,

hence

(π(a1)π(a2))− π(a2)π(a1))p1p2 = 0.
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It follows successively
p1p2 ≤ p0(B),

p1p2 = p1p2(1B∗∗ − p0(B)) = 0,
p1 − p = p1(1B∗∗ − p0(B)− p) = p1p2(1B∗∗ − p0(B)− p) = 0,

p = p1 is a projection.
The next result is covered by [Kad2], Lemmas (4.8) and (4.10), but we

give a proof for the convenience of the reader:

Lemma 3.4 (on the continuous dependence of the homomorphic carrier).
Let be Ω a topological space, A,B C∗-algebras, and πt : A→ B, t ∈ Ω, Jor-
dan ∗-isomorphisms such that

Ω 3 t 7→ πt(a) ∈ B∗∗ is weak*-continuous for every a ∈ A.
Then

Ω 3 t 7→ πt(a) ∈ B∗∗ is s*-continuous for every a ∈ A,
Ω 3 t 7→ p(πt) ∈ Z(B∗∗) is s-continuous.

Proof. Clearly, it is enough to prove the s*-continuity of Ω 3 t 7→ πt(a) ∈
B∗∗ for all self-adjoint a ∈ A. But in this case

(πt(a)− πs(a))2 = πt(a2) + πs(a2)− πt(a)πs(a)− πs(a)πt(a)

is weak*-convergent to

2πt(a2)− 2πt(a)πt(a) = 0

for s→ t.
Let be tι → t in Ω. If p is any weak*-limit point of (p(πtι))ι then

p(πtι) ≤ 1B∗∗ − p0(B),

(πtι(a1a2)− πtι(a1)πtι(a2))p(πtι) = 0

(πtι(a1a2)− πtι(a2)πtι(a1))(1B∗∗ − p0(B)− p(πtι)) = 0,

true for all ι and a1, a2 ∈ A, together with

πtι(a)
s∗→ πt(a), a ∈ A,

implies

p ≤ 1B∗∗ − p0(B),

(πt(a1a2)− πt(a1)πt(a2))p = 0

(πt(a1a2)− πt(a2)πt(a1))(1B∗∗ − p0(B)− p) = 0

for all a1, a2 ∈ A. By the remark before the statement of the lemma it follows
that p = p(πt). Thus p(πtι) → p(πt) in the weak* topology.

But on the projections of B∗∗ the weak* topology coincides with the s-
topology: For e, f ∈ B∗∗ projections

(e− f)2 = e− f − f(e− f)− (e− f)f weak∗−→ 0
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whenever e weak∗−→ f. Consequently

p(πtι) → p(πt) in the s-topology.

�

The above lemmas on the continuity of the Kadison decomposition re-
spectively on the continuous dependence of the homomorphic carrier allow
us to prove the following:

Theorem 3.5 (on the structure of strongly continuous connected groups of
linear isometries). Let A be a C∗-algebra, G a connected topological group,
and (Φt)t∈G a strongly continuous group of linear isometries on A. Let

Φt = utπt, t ∈ G
denote the corresponding Kadison decompositions. Then (πt)t∈G is a strongly
continuous group of ∗-automorphisms of A, while G 3 t 7→ ut ∈ M(A) is a
strictly continuous unitary M(π)-cocycle:

uts = ut ·M(πt)(us), t, s ∈ G.

Proof. We recall that the strict continuity of G 3 t 7→ ut is exactly statement
(3) in Lemma 3.1. Also the M(π)-cocycle property follows easily:

uts = M(Φts)(1A∗∗) = M(Φt)(M(Φs)(1A∗∗)) = utM(πt)(us).

Using it, we get successively for every a ∈ A
utsπts(a) = Φts(a) = Φt(Φs(a)) = utπt(usπs(a)),

πts(a) = u∗tsutπt(usπs(a)) = M(πt)(u∗s) · πt(usπs(a)).
Consequently,

πt multiplicative ⇒ πts = πt · πs for all s ∈ G.
According to this and to statement (1) in Lemma 3.1, it remains only to
prove the multiplicativity of every πt.

For we shall use the arguments from the proof of [Kad2], Th. 3.4:
Let e denote the neutral element of G. By the two continuity lemmas in

this section, the map

G 3 t 7→ pt = p0(A) + p(πt) ∈ Z(A∗∗)

is s-continuous. Since πe = idA is multiplicative, we have pe = 1A∗∗ .
Now every pure state ϕ of A is multiplicative on Z(A∗∗), so

〈p, ϕ〉 = 1 or 0 for all projections p ∈ Z(A∗∗).

G being connected, the continuous function

G 3 t 7→ 〈pt, ϕ〉 ∈ {1.0}
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is constant, therefore

〈pt, ϕ〉 = 〈pe, ϕ〉 = 1 for every t ∈ G.

We conclude that, for every t ∈ G, every a1, a2 ∈ A and every pure state
ϕ of A,

〈|πt(a1a2)− πt(a1)πt(a2)|2, ϕ〉
= 〈(1A∗∗ − pt)|πt(a1a2)− πt(a1)πt(a2)|2(1A∗∗ − pt), ϕ〉
≤ 4‖a1‖2‖a2‖2〈(1A∗∗ − pt), ϕ〉 = 0,

hence
πt(a1a2)− πt(a1)πt(a2) = 0.

�

Let A be a C∗-algebra, and G a topological group. A strongly continuous
group (Φt)t∈G of linear isometries on A is called in [Kus], Section 2 semi-
multiplicative whenever there are strongly continuous groups (Φ(j)

t )t∈G, j =
1, 2, of linear isometries on A such that

(3.3) Φt(ab) = Φt(a)Φ
(1)
t (b) = Φ(2)

t (a)Φt(b), t ∈ G, a, b ∈ A.

But it is easy to see that, with Φt = utπt the Kadison decomposition of
Φt, for any maps Φ(j)

t : A → A, t ∈ G, j = 1, 2, satisfying (3.3), we have
necessarily

Φ(1)
t = πt and Φ(2)

t = utπtu
∗
t , t ∈ G.

Thus (Φt)t∈G is semi-multiplicative if and only if all πt’s are ∗-automorphisms
and the above theorem claims essentially that, assuming G connected, ev-
ery strongly continuous representation of G by linear isometries on A is
automatically semi-multiplicative.

We notice that our Theorem 3.3 on the extension of analytic generators
was proved in [Kus], Th. 2.41 under the additional assumption of semi-
multiplicativity of the one-parameter group, which turns out to be automatic
by the above remark. However, our approach is more natural for the pre-
vailingly linear character of the statement of the theorem. Indeed, our proof
works for any (even not bounded) strongly continuous one-parameter group
of bounded linear operators on A, which extends by strict continuity to a
σ(A∗,M(A))-continuous one-parameter group of bounded linear operators
on M(A).

Let us consider also the W ∗-algebra counterpart of the above theorem
(compare with [Kad2], Th. 3.4):

Theorem 3.6 (on the structure of weak* continuous connected groups of
linear isometries). Let M be a W ∗-algebra, whose centre is atomic, G a
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connected topological group, and (Φt)t∈G a weak* continuous group of linear
isometries on M. Let

Φt = utπt, t ∈ G
denote the corresponding Kadison decompositions. Then (πt)t∈G is an s*-
continuous group of ∗-automorphisms of M , while G 3 t 7→ ut ∈ M is an
s*-continuous unitary π-cocycle:

uts = utπt(us), t, s ∈ G.

Proof. First of all, G 3 t 7→ ut = Φt(1M ) is weak*-continuous, hence also
s∗-continuous. Indeed, on the unitaries of M the weak* topology coincides
with the s∗-topology: For u, v ∈M unitaries

(u− v)∗(u− v) + (u− v)(u− v)∗ = 4 · 1M − u∗v − v∗u− uv∗ − vu∗
weak∗−→ 0

whenever v weak∗−→ u.
Next, for every x ∈M,

G 3 t 7→ πt(x) = u∗tΦt(x) ∈M

is weak*-continuous according to the weak*-continuity of (Φt)t∈G and the
s-continuity of G 3 t 7→ ut. It follows by straightforward arguments that the
maps

G 3 t 7→ πt(x) ∈M, x ∈M
are even s∗-continuous (see [Kad2], Lemma 4.10 or the first paragraph of
the proof of Lemma 3.4).

Similarly, as in the proof of the preceeding theorem, we get also

uts = utπt(us), t, s ∈ G,

and then
πt multiplicative ⇒ πts = πt · πs for all s ∈ G.

Thus it remains only to prove the multiplicativity of every πt.
Let p0 denote the greatest projection in the centre Z(M) of M satisfying

p0M ⊂ Z(M). Then

πt(p0) = p0 for all t ∈ G.

According to [Kad1], Th. 10, for every t ∈ G there exists a unique pro-
jection p(πt) ∈ Z(M) such that

p(πt) ≤ 1M − p0,

(πt(x1x2)− πt(x1)πt(x2))p(πt) = 0, x1, x2 ∈M,

(πt(x1x2)− πt(x2)πt(x1))(1M − p0 − p(πt)) = 0, x1, x2 ∈M.
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Moreover, arguing similarly as in the proof of Lemma 3.4, it is easy to verify
that the map

G 3 t 7→ p(πt) ∈ Z(M),
hence also

G 3 t 7→ pt = p0 + p(πt) ∈ Z(M)
is s-continuous. We notice that πe = idM implies pe = 1M , where e stands
for the neutral element of G.

Now, for every normal state ϕ on M , whose central support is a minimal
projection of Z(M), the continuous function

G 3 t 7→ 〈pt, ϕ〉
takes values in {1, 0}. G being connected, it follows that

〈pt, ϕ〉 = 〈pe, ϕ〉 = 1 for all t ∈ G.
Consequently, for every t ∈ G and x1, x2 ∈M,

〈|πt(x1x2)− πt(x1)πt(x2)|2, ϕ〉
= 〈(1M − pt)|πt(x1x2)− πt(x1)πt(x2)|2(1M − pt), ϕ〉
≤ 4‖x1‖2‖x2‖2〈1M − pt, ϕ〉 = 0.

Since Z(M) is atomic, the normal states on M with central supports
minimal in Z(M) separate the points of M and we conclude that

πt(x1x2)− πt(x1)πt(x2) = 0 for all t ∈ G and x1, x2 ∈M.

�

In particular, if M is a factor, G is a connected topological group and
(Φt)t∈G is a weak*-continuous group of linear isometries on M, then

Φt = utπt, t ∈ G
with (πt)t∈G an s∗-continuous group of ∗-automorphisms of M and G 3 t 7→
ut ∈M an s∗-continuous unitary π-cocycle.

However, the above theorem does not hold without the assumption on
the centre of M, even we assume M of type I2, G = R and all Φt Jordan
∗-automorphisms. Indeed, denoting by M the W ∗-algebra L∞(R; Mat2(C))
of all essentially bounded (equivalence classes of) 2× 2 matrix valued mea-
surable functions on R, choosing some ∗-anti-automorphism σ of Mat2(C)
(e.g., the transpose map) and putting for F ∈ L∞(R; Mat2(C))

Φt(F )(s) =

{
σ(F (s− t)) if 0 < s < t

F (s− t) otherwise,
t ≥ 0, s ∈ R,

Φt(F )(s) =

{
σ−1(F (s− t)) if t < s < 0
F (s− t) otherwise,

t ≤ 0, s ∈ R,
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(Φt)t∈R is a weak*-continuous one-parameter group of Jordan ∗-automor-
phisms of M, but no Φt with t 6= 0 is multiplicative.

We finish the section (and the paper) with a continuity criterion for groups
of linear isometries on multiplier algebras of separable C∗-algebras and with
a result concerning continuity on corona algebras of separable C∗-algebras.

They will follow from the next two lemmas of general character:

Lemma 3.7 ([Z2]). Let (X,F) be a dual pair of Banach spaces, G a locally
compact group, and (Ut)t∈G a group of σ(X,F)-continuous linear operators
on X. If there exists a compact set K ⊂ G of nonzero Haar measure, such
that all functions

K 3 t 7→ 〈Ut(x), ϕ〉, x ∈ X,ϕ ∈ F
are continuous, then (Ut)t∈G is σ(X,F)-continuous.

Proof. Let m denote a left Haar measure on G. By [He-R], Cor. 20.17
there exists t0 ∈ G such that m(K ∩ t0K−1) > 0. Then the support of the
restriction of m to K ∩ t0K−1 is a compact subset K0 of K ∩ t0K−1 such
that

m(K0) = m(K ∩ t0K−1) > 0, in particular, K0 6= ∅,
V ⊂ G open, V ∩K0 6= ∅ ⇒ m(V ∩K0) > 0.

Now let x ∈ X,ϕ ∈ F and ε > 0 be arbitrary. Defining F : K0×K0 → C
by

F (t, s) = 〈Uts−1(x), ϕ〉 t, s ∈ K0,

F is separately continuous. Indeed, by the continuity assumption on U,

K0 ⊂ K 3 t 7→ 〈Uts−1(x), ϕ〉 = 〈Ut(Us−1(x)), ϕ〉
is continuous for every s ∈ G, and

K0 ⊂ t0K
−1 3 s 7→ 〈Uts−1(x), ϕ〉 = 〈Us−1t0(Ut−1

0
(x)), UFt (ϕ)〉

is continuous for every t ∈ G. According to a theorem of I. Namioka ([N],
Th. 1.2, see also [Chr], Th. 1) it follows the existence of a dense Gδ set D in
K0 such that F is jointly continuous in every point of D×K0. In particular,
choosing some t1 ∈ D, F is continuous in (t1, t1), so there exists some open
set t1 ∈ V1 ⊂ G such that

(t, s) ∈ (V1 ∩K0)× (V1 ∩K0) ⇒ |F (t, s)− F (t1, t1)| < ε,

that is
t ∈ (V1 ∩K0) · (V1 ∩K0)−1 ⇒ |〈Ut(x)− x, ϕ〉| < ε.

But V1 ∩ K0 3 t, being not empty, we have m(V1 ∩ K0) > 0 and [He-R],
Cor. 20.17 implies that (V1 ∩ K0) · (V1 ∩ K0)−1 is a neighborhood of the
neutral element of G.

We conclude that the mappings

G 3 t→ Ut(x) ∈ X, x ∈ X
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are σ(X,F)-continuous in the neutral element of G, hence everywhere. �

Lemma 3.8 ([Z2], compare with [Hi-P], Th. 3.5.3 and Th. 10.2.3). Let
X be a separable Banach space, F a linear subspace of the dual X∗, sat-
isfying

‖x‖ = sup{|〈x, ϕ〉|;ϕ ∈ F , ‖ϕ‖ ≤ 1}, x ∈ X,
G a locally compact group with left Haar measure m, and (Ut)t∈G a group
of bounded linear operators on X. If there exists a Haar-measurable B ⊂ G
with 0 < m(B) < +∞, such that all functions

B 3 t 7→ 〈Ut(x), ϕ〉, x ∈ X, ϕ ∈ F

are Haar-measurable, then (Ut)t∈G is strongly continuous.

Proof. Let (xk)k≥1 be a norm dense sequence in X\{0}. For every k, n ≥ 1
there exists ϕk,n ∈ F , ‖ϕk,n‖ ≤ 1, such that

|〈xk, ϕk,n〉| > ‖xk‖ −
1
n
.

Then
‖x‖ = sup{|〈x, ϕk,n〉|; k, n ≥ 1}, x ∈ X.

Let x ∈ X and δ, ε > 0 be arbitrary.
By the measurability assumption on U, the functions

B 3 t 7→ ‖Ut(x)− xk‖ = sup{|〈Ut(x)− xk, ϕp,q〉|; p, q ≥ 1}, k ≥ 1

are Haar measurable, so all sets

Sk = {t ∈ B; ‖Ut(x)− xk‖ < ε} ⊂ B, k ≥ 1

are also Haar-measurable. Since (xk)k≥1 is norm dense in X, we have⋃
k≥1

Sk = B.

Thus, putting

Rk = Sk\
⋃

1≤l<k
Sl, k ≥ 1,

we get a partition R1, R2, . . . of B in Haar-measurable sets such that

t ∈ Rk ⇒ ‖Ut(x)− xk‖ < ε, k ≥ 1.

By the countable additivity of m there exists k0 ≥ 1 with

m

(
B\

k0⋃
k=1

Rk

)
<
δ

3
m(B),
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and then, by the regularity of m, a compact set K0 ⊂
k0⋃
k=1

Rk with

m

(
k0⋃
k=1

Rk\K0

)
<
δ

3
m(B).

It follows that

m(B\K0) <
2δ
3
m(B)

and the Haar-measurable sets

Ek = Rk ∩K0, 1 ≤ k ≤ k0

yield a partition of K0 such that

t ∈ Ek ⇒ ‖Ut(x)− xk‖ < ε, 1 ≤ k ≤ k0.

Let χEk
denote the characteristic function of Ek. By the Lusin theorem

there are compact subsets K1, . . . ,Kk0 of K0 such that, for every 1 ≤ k ≤ k0,

m(K0\Kk) <
δ

3k0
m(B),

χEk
|Kk : Kk → [0, 1] is continuous.

Then

Kx,δ,ε =
k0⋂
k=1

Kk ⊂ K0

is a compact subset of B with

m(B\Kx,δ,ε) < δm(B)

and all functions
χEk

|Kx,δ,ε : Kx,δ,ε → [0, 1]

are continuous. Therefore

Kx,δ,ε 3 t 7→ Fx,δ,ε(t) =
k0∑
k=1

χEk
(t)xk ∈ X

is norm continuous. Moreover,

‖Ut(x)− Fx,δ,ε(t)‖ < ε for all t ∈ Kx,δ,ε.

Summing up the aboves: For every x ∈ X and every δ, ε > 0 there exists
a compact set Kx,δ,ε ⊂ B with

m(B\Kx,δ,ε) < δm(B)

and a norm continuous map Fx,δ,ε : Kx,δ,ε → X with

‖Ut(x)− Fx,δ,ε(t)‖ < ε for all t ∈ Kx,δ,ε.
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Then, for every x ∈ X and δ > 0,

Kx,δ =
∞⋂
n=1

Kx,δ2−n,n−1 ⊂ B

is a compact set with
m(B\Kx,δ) < δm(B)

and
Kx,δ 3 t→ Ut(x) ∈ X

is norm continuous as the uniform limit of the norm continuous maps
Fx,δ2−n,n−1 |Kx,δ, n ≥ 1.

Denoting now

L1 =
∞⋂
k=1

Kxk,
1
3
2−k ,

L1 is compact subset of B with

m(B\L1) <
1
3
m(B)

and all mappings
L1 3 t 7→ Ut(xk) ∈ X, k ≥ 1

are norm continuous.
On the other hand, again by the measurability assumption on U, the

function

B 3 t 7→ ‖Ut‖ = sup{‖xk‖−1 · |〈Ut(xk), ϕp,q〉|; k, p, q ≥ 1}

is Haar-measurable. By the countable additivity of m there exists a suffi-
ciently large c > 0 with

m({t ∈ B; ‖Ut‖ ≤ c}) > 2
3
m(B),

and then, by the regularity of m, a compact set

L2 ⊂ {t ∈ B; ‖Ut‖ ≤ c} with m(L2) >
2
3
m(B).

We conclude that L = L1 ∩ L2 is a compact subset of B such that

m(L) = m(L2)−m(L2\L1)

≥ m(L2)−m(B\L1)

>
2
3
m(B)− 1

3
m(B) > 0,

‖Ut‖ ≤ c for all t ∈ L

and the mappings
L 3 t 7→ Ut(xk) ∈ X, k ≥ 1
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are norm continuous. Since (xk)k≥1 is dense in X, it follows the norm
continuity of all mappings

L 3 t 7→ Ut(x) ∈ X, x ∈ X.

Now Lemma 3.7 yields the σ(X,X∗)-continuity, hence the strong continuity
of (Ut)t∈G. �

By the above result, every representation of a locally compact group by
bounded linear operators on a separable Banach space, which has a “minimal
regularity property”, is automatically strongly continuous.

Theorem 3.9 (on characterizing continuity of linear isometry groups on
separable C∗-algebras and their multipliers algebras). Let be H a complex
Hilbert space, A ⊂ B(H) a non-degenerate, separable C∗-subalgebra, and

M(A) = {x ∈ B(H);xa, ax ∈ A for all a ∈ A}.

Then Φ 7→ Φ|A establishes an one-to-one correspondence between the sur-
jective linear isometries Φ on M(A) and those on A.

Let further be G a locally compact group and (Φt)t∈G a group of linear
isometries on M(A). If there are

- a linear subspace F ⊂ B(H)∗, satisfying ‖a‖ = sup{|〈a, ϕ〉|;ϕ ∈
F , ‖ϕ‖ ≤ 1} for all a ∈ A,

- a Haar-measurable B ⊂ G of nonzero, finite Haar measure,
such that all functions

B 3 t 7→ 〈Φt(a), ϕ〉, a ∈ A, ϕ ∈ F

are Haar-measurable, then (Φ|A)t∈G is strongly continuous and (Φt)t∈G is
strictly continuous, i.e., the maps

G 3 t 7→ Φt(x)a, G 3 t 7→ aΦt(x)

are norm-continuous for all x ∈M(A) and a ∈ A.

Proof. The first statement follows from Theorem 2.3, taking into account
the canonical identification of the here defined M(A) with the multiplier
algebra defined in the first section (see [Ped1], Prop. 3.12.3 or [WO], Prop.
2.2.11).

Now let (Φt)t∈G be as in the theorem. Then Lemma 3.8 implies the strong
continuity of (Φt|A)t∈G, and then the strict continuity of (Φt)t∈G is entailed
by Theorem 3.2. �

In general, for (Φt)t∈G strongly continuous group of linear isometries on
a separable C∗-algebra A, the group (C(Φt))t∈G is not strongly continuous.
However we have strong continuity on separable, invariant C∗-algebras of
C(A):
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Theorem 3.10 (on continuity properties of linear isometry groups on corona
algebras of separable C∗-algebras). Let be G a locally compact group,
(Φt)t∈G a strongly continuous group of linear isometries on a separable C∗-
algebra A, and D a separable C∗-subalgebra of C(A) = M(A)/A, left invari-
ant by (C(Φt))t∈G. Then the group (C(Φt)|D)t∈G of linear isometries on D
is strongly continuous.

Proof. Let us denote by π the quotient map M(A) → C(A) and let (xn)n≥1

be a sequence in M(A) such that (π(xn))n≥1 is dense in D. Then the C∗-
subalgebra B ⊂ M(A) generated by A ∪ {xn;n ≥ 1} is separable and it is
easy to see that

B = π−1(D).
It follows that B is left invariant by (M(Φt))t∈G. Since (M(Φt)|B)t∈G is
σ(B,A∗)-continuous, according to Lemma 3.8 it is strongly continuous and
the strong continuity of (C(Φt)|D)t∈G follows. �

Actually we have proved more: If G, (Φt)t∈G and π are as above, then

π−1

(
∪
{
D;D ⊂ C(A) separable C∗-subalgebra

C(Φt)D ⊂ D for all t ∈ G

})
is contained in

{x ∈M(A); G 3 t 7→M(Φt)(x) is norm-continuous}.
Clearly, the above two C∗-algebras of M(A) are equal whenever G is sepa-
rable.
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Università di Roma “Tor Vergata”
Via della Ricerca Scientifica
00133 Roma
Italia
E-mail address: zsido@axp.mat.uniroma2.it

mailto:dantoni@axp.mat.uniroma2.it
mailto:zsido@axp.mat.uniroma2.it


PACIFIC JOURNAL OF MATHEMATICS
Vol. 193, No. 2, 2000

A GENERALIZATION OF CURVE GENUS FOR AMPLE
VECTOR BUNDLES, II

Yoshiaki Fukuma and Hironobu Ishihara

Let X be a compact complex manifold of dimension n ≥ 2
and E an ample vector bundle of rank r < n on X. As the con-
tinuation of Part I, we further study the properties of g(X, E)
that is an invariant for pairs (X, E) and is equal to curve genus
when r = n − 1. Main results are the classifications of (X, E)
with g(X, E) = 2 (resp. 3) when E has a regular section (resp.
E is ample and spanned) and 1 < r < n − 1.

Introduction.

The present paper is a continuation of [I]. For a pair (X, E) which consists
of a compact complex manifold X of dimension n ≥ 2 and an ample vector
bundle E of rank r < n on X, we defined in [I] an invariant g(X, E) by the
formula

2g(X, E)− 2 := (KX + (n− r)c1(E))c1(E)n−r−1cr(E).

We note that g(X, E) is a nonnegative integer, and g(X, E) is equal to the
curve genus of (X, E) when r = n− 1. As in the case of curve genus, above
(X, E) with g(X, E) ≤ 1 have been classified in [I]; moreover, it is shown
that g(X, E) ≥ q(X) for spanned E and its equality condition is given in [I].
(q(X) is the irregularity of X.)

After we recall some preliminary results in Section 1, we consider the cases
g(X, E) = 2 and g(X, E) = 3 when 1 < r < n−1 in Section 2. Corresponding
results for c1-sectional genus are given in [Fj2] and [BiLL] respectively. In
Section 3 we consider the cases g(X, E) = q(X) + 1 and g(X, E) = q(X) + 2
when 1 < r < n− 1. Related results for c1-sectional genus are given in [R].
In Section 4 we give another relation between g(X, E) and q(X), namely
g(X, E) ≥ 2q(X) − 1 for 1 < r < n − 1. When r = 1, this inequality
is satisfied except one case. In Section 5 we show that g(X, E) ≥ g(C)
when there exists a fibration f : X → C over a curve. We also give its
equality condition. Finally in Appendix we give a classification of (X,L)
with g(X,L) = q(X) + 2 and n = 2 for ample and spanned line bundles L
on X.
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1. Preliminaries.

We use a notation similar to that in [I]. For example, we denote by H(E) the
tautological line bundle on PX(E), the projective space bundle associated to
a vector bundle E on a variety X. We say that a vector bundle E is spanned
if H(E) is spanned. A polarized manifold (X,L) is said to be a scroll over a
variety W if (X,L) ' (PW (F),H(F)) for some ample vector bundle F on
W . We denote by Fe the Hirzebruch surfaces PP1(OP1 ⊕OP1(−e)) (e > 0),
by σ a minimal section, and by f a fiber of the ruling Fe → P1. Numerical
equivalence is denoted by ≡.

Definition 1.1. Let X be a compact complex manifold of dimension n ≥ 2
and E an ample vector bundle of rank r < n on X. We define a rational
number g(X, E) for the pair (X, E) by the formula

2g(X, E)− 2 := (KX + (n− r)c1(E))c1(E)n−r−1cr(E).

It turns out that g(X, E) is a nonnegative integer (see [I]). When r = 1
(resp. r = n − 1), g(X, E) is nothing but the sectional genus (resp. curve
genus) of (X, E).

Remark 1.2. Let (X, E) be as above. Suppose that (X, E) satisfies the
condition

(∗) There exists a section s ∈ H0(X, E) whose zero locus Z := (s)0 is a
smooth submanifold of X of the expected dimension n− r.

Then we have g(X, E) = g(Z,det EZ) (see [I]). If E is spanned, then E
satisfies (∗) by Bertini’s theorem.

The following facts are used in the subsequent sections.

Proposition 1.3. Let X be an n-dimensional compact complex manifold
and E an ample vector bundle of rank r < n on X with the property (∗) in
(1.2). Let ι : Z ↪→ X be the embedding. Then

(1) H i(ι) : H i(X,Z) → H i(Z,Z) is an isomorphism for i < n− r.
(2) H i(ι) is injective and its cokernel is torsion free for i = n− r.
(3) Pic(ι) : Pic(X) → Pic(Z) is an isomorphism for n− r > 2.
(4) Pic(ι) is injective and its cokernel is torsion free for n− r = 2.

Proof. See Theorem 1.3 in [LM1] and see also Theorem 1.1 in [LM2]. �

Proposition 1.4. Let X be an n-dimensional compact complex manifold
and E an ample vector bundle of rank r ≥ 2 on X with the property (∗).

If Z ' Pn−r(n− r ≥ 1), then (X, E) is one of the following:
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(P1) (Pn,OPn(1)⊕r);
(P2) (Pn,OPn(2)⊕OPn(1)⊕(n−2));
(P3) (Qn,OQn(1)⊕(n−1));
(P4) X ' PP1(F) for some vector bundle F of rank n on P1 and E =

⊕n−1
j=1 (H(F) + π∗OP1(bj)), where π : X → P1 is the bundle projection.

If Z ' Qn−r(n− r ≥ 2), then (X, E) is one of the following:
(Q1) (Pn,OPn(2)⊕OPn(1)⊕(r−1));
(Q2) (Qn,OQn(1)⊕r);
(Q3) X ' PP1(F) and E = ⊕n−2

j=1 (H(F) + π∗OP1(bj)), where F is the same
as that in (P4).

Proof. See Theorem A and Theorem B in [LM1]. �

Proposition 1.5. Let X be a complex projective manifold of dimension n
and let E be an ample vector bundle of rank n− 2 ≥ 2 on X satisfying (∗).

(1) If Z is a geometrically ruled surface over a smooth curve B such that
Z 6= F0,F1, then X is a Pn−1-bundle over B and EF = OPn−1(1)⊕(n−2)

for every fiber F of the bundle map X → B.
(2) If Z = F0, then (X, E) is either the type in (1) with B = P1 or

(Pn,OPn(2)⊕OPn(1)⊕(n−3)) or (Qn,OQn(1)⊕(n−2)).
(3) If Z = F1, then (X, E) is either the type in (1) with B = P1 or possibly

X ' PP2(F) for some ample vector bundle F on P2 with c1(F) =
k(n− 2) + 3 for some positive integer k and EF = OPn−2(1)⊕(n−2) for
every fiber F of the bundle map X → P2.

Proof. See [LM3]. �

Proposition 1.6. Let X be a complex projective manifold of dimension n
and let E be an ample vector bundle of rank r ≥ 2 on X. If g(X, det E) = 2,
then n = 2 and (X, E) is one of the following:

(1) X is the Jacobian variety of a smooth curve B of genus 2 and E '
Er(B, o) ⊗ N for some N ∈ PicX with N ≡ 0, where Er(B, o) is the
Jacobian bundle for some point o on B;

(2) X ' PB(F) for some stable vector bundle F of rank 2 on an elliptic
curve B with c1(F) = 1. There is an exact sequence

0 → OX [2H(F) + ρ∗G] → E → OX [H(F) + ρ∗T ] → 0,

where G,T ∈ PicB and ρ is the projection X → B. We have (degG,
deg T ) = (−2, 1) or (−1, 0);

(2]) X,F , B and ρ are as in (2) and E ' ρ∗G⊗H(F) for some stable vector
bundle G of rank 3 on B with c1(G) = −1;

(3) X ' PB(F) and E ' ρ∗G ⊗H(F) for some semistable vector bundles
F and G of rank 2 on an elliptic curve B with (c1(F), c1(G)) = (1, 0)
or (0, 1);
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(4) −KX is ample, K2
X = 1 and det E = −2KX . We have E ' [−KX ]⊕2,

or c2(E) = 3 and r = 2;
(50) X ' P1 × P1 and E ' O(1, 1)⊕O(1, 2);
(51) X is the blowing-up of P2 at a point and E ' [2L − E]⊕2, where L is

the pull-back of OP2(1) and E is the exceptional curve.

Proof. See (2.25) Theorem in [Fj2]. �

Proposition 1.7. Let X be a complex projective manifold of dimension n
and let E be an ample and spanned vector bundle of rank r ≥ 2 on X. If
g(X, det E) = 3, then n = 2 and (X, E) is one of the following:
(1a) X = P2, E = OP2(1)⊕4;
(1b) X = P2, and either E = OP2(1)⊕2 ⊕OP2(2) or E = TP2 ⊕OP2(1);
(1c) X = P2, rank E = 2 and det E = OP2(4);
(2a) X = F0, and either E = [σ + f ]⊕ [σ + 3f ] or E = [σ + 2f ]⊕2;
(2b) X = F1, E = [σ + 2f ]⊕ [σ + 3f ];
(2c) X = F2, E = [σ + 3f ]⊕2;
(3) X is a Del Pezzo surface with K2

X = 2 and either E = [−KX ]⊕2, or
E = ψ∗(Q|Y ), where ψ is a birational morphism from X to a surface
Y of bidegree (4, 4) in the Grassmannian of lines of P3, and Q is the
universal rank 2 quotient bundle;

(4) X = P(F), where F is a rank 2 vector bundle on an elliptic curve
B with c1(F) = 1 and E = H(F) ⊗ ρ∗G, where ρ : X → B is the
bundle projection and G is any rank 2 vector bundle on B defined by a
nonsplitting exact sequence 0 → OB → G → OB(x) → 0, where x ∈ B.

Proof. See (1.10) Theorem in [BiLL]. �

2. The cases g(X, E) = 2 and g(X, E) = 3.

Theorem 2.1. Let X be a compact complex manifold of dimension n and E
an ample vector bundle of rank r on X with 1 < r < n− 1 and the property
(∗) in (1.2). If g(X, E) = 2, then (X, E) is one of the following:

(i) There exists an ample line bundle A on X such that (X,A) is a Del
Pezzo 4-fold of degree 1 and E = A⊕2 (see also (2.2.1));

(ii) X ' PB(F) and E = H(F)⊗π∗G, where F and G are vector bundles on
an elliptic curve B such that rankF = 4, rankG = 2, c1(F)+2c1(G) =
1, and π : X → B is the bundle projection;

(iii) X ' PB(F) and E = H(F)⊗ π∗G, where F and G are vector bundles
on an elliptic curve B such that rankF = 5, rankG = 3, 3c1(F) +
5c1(G) = 1, and π : X → B is the bundle projection.

Proof. Suppose that g(X, E) = 2. Since E satisfies (∗), there exists a nonzero
section s ∈ H0(X, E) whose zero locus Z := (s)0 is a smooth submanifold
of X of dimension n− r and 2 = g(X, E) = g(Z,det EZ). From (1.6) we see
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that n − r = 2 and (Z, EZ) is one of the cases in (1.6). We make a case by
case analysis in the following.

(2.1.1) If (Z, EZ) is in case (1.6;1), then KZ = OZ . We have KX+det E =
OX since [KX + det E ]Z = KZ and Pic(ι) : Pic(X) → Pic(Z) is injective by
(1.3). We get also that H1(ι) : H1(X,Z) → H1(Z,Z) is an isomorphism by
(1.3), but this is impossible since X is a Fano manifold and Z is an abelian
surface.

(2.1.2) If (Z, EZ) is in case (1.6;50), we have r = 2 and n = 4. By (1.4),
(X, E) is one of the cases (Q1),(Q2) and (Q3). We easily see that g(X, E) 6= 2
in cases (Q1) and (Q2). In case (Q3), we can write F = ⊕4

i=1OP1(ai). Since
E is ample, H(F)+π∗OP1(bj) is ample and so is F ⊗OP1(bj). Hence we get
ai + bj > 0 for every i and j. Then it follows that

2 = 2g(X, E)− 2 = (KX + 2c1(E))c1(E)c2(E)

= 2

(
−2 +

4∑
i=1

ai + 2(b1 + b2)

)
≥ 4,

a contradiction.
(2.1.3) If (Z, EZ) is in case (1.6;51), we have r = 2 and n = 4. Since

Z = F1, we see that (X, E) is in case (1.5;3). If (X, E) is the type (1.5;1)
with B = P1, then we come to a contradiction by the argument of (2.1.2).
Hence we have X ' PP2(F) for some ample vector bundle F on P2 with
c1(F) = 2k + 3 (k > 0), and EF = OP2(1)⊕2 for every fiber F of the bundle
map π : X → P2. We set H := H(F); we can write E = H ⊗ π∗G for
some vector bundle G of rank 2 on P2. Since EZ = [2L − E]⊕2, we can
write HZ = aL − E (2 ≤ a ∈ Z). Then we get G = OP2(2 − a)⊕2, hence
E = [H + π∗OP2(2− a)]⊕2 by (π|Z)∗G = EZ ⊗ [−HZ ] = [(2− a)L]⊕2. Since
E is ample, H + π∗OP2(a) is ample and so is F ⊗ OP2(a). Then we get
c1(F ⊗OP2(2− a)) ≥ 3, hence 2k − 3a+ 6 ≥ 0. We note that

3 = (2L− E)2 = c2(EZ) = c2(E)2 = s2(F) + 4c1(F) · (2− a) + 6(2− a)2.

On the other hand, we have

a2− 1 = (aL−E)2 = H2
Z = H2 · c2(E) = s2(F) + 2c1(F) · (2− a) + (2− a)2.

From these two equalities we get (2−a)(2k−3a+7) = 0. Since 2k−3a+6 ≥ 0,
we have a = 2 and then c2(F) = 3 and E = H⊕2. It follows that

2 = 2g(X, E)− 2 = (KX + 2c1(E))c1(E)c2(E) = 2s2(F) + 4k ≥ 10,

a contradiction.
(2.1.4) If (Z, EZ) is in case (1.6;4), then r = 2 and n = 4. We have

2KX+3 det E = OX since, by adjunction, [2KX+3 det E ]Z = 2KZ+det EZ =
OZ and the restriction map Pic(X) → Pic(Z) is injective. By setting A :=
KX + 2det E , we get det E = 2A and KX + 3A = OX , hence (X,A) is a
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Del Pezzo 4-fold. Then we set E ′ := E ⊕ A; we get KX + det E ′ = OX and
E ′ ' A⊕3 by using Proposition 7.4 in [PSW]. It follows that E ' A⊕2 and

2 = 2g(X, E)− 2 = (KX + 2c1(E))c1(E)c2(E) = 2A4,

hence A4 = 1. Thus we obtain that (X, E) is the case (i) of our theorem.
(2.1.5) If (Z, EZ) is in case (1.6;2), then r = 2 and n = 4. Since Z is

a geometrically ruled surface over an elliptic curve B, by (1.5), X is a P3-
bundle over B and E| eF = OP3(1)⊕2 for every fiber F̃ of the ruling π : X → B.
On the other hand, we have EZ |F = OP1(1) ⊕ OP1(2) for every fiber F of
the ruling ρ : Z → B. This is a contradiction since π|Z = ρ. If (Z, EZ) is in
case (1.6;2]) or (1.6;3), by using (1.5), we obtain that (X, E) is the case (ii)
or (iii) of our theorem respectively. This completes the proof. �

Remark 2.2. We make some comments on (2.1).

(2.2.1) In case (2.1; i), Del Pezzo 4-folds of degree 1 have been classified
in [Fj1], Part III. In particular, they are weighted hypersurfaces of degree 6
in the weighted projective space P(3, 2, 1, 1, 1, 1).

(2.2.2) We give an example of (X, E) in case (2.1; ii) in the following. Let
L1 and L2 be line bundles on an elliptic curve B such that degL1 = degL2

and L1 6= L2 in PicB. Let F be an indecomposable vector bundle of rank 4
on B with c1(F) = 1−2 degL1−2 degL2. We setX := PB(F), G := L1⊕L2,
and E := H(F)⊗π∗G = ⊕2

i=1[H(F)+π∗Li], where π : X → B is the bundle
projection. Since c1(F ⊗ Li) = 1, F ⊗ Li is ample and h0(B,F ⊗ Li) = 1.
Then there exists an exact sequence

0 → OB → F ⊗ Li → Qi → 0,

where Qi is a locally free sheaf of rank 3 on B. Since Qi is ample and
c1(Qi) = 1, we see that Qi is indecomposable. We set Di := PB(Qi) and
Z := D1 ∩D2. Since c1(Q2 ⊗ [L1 − L2]) = 1, there exists an exact sequence

0 → OB → Q2 ⊗ [L1 − L2] → Q→ 0,

where Q is a locally free sheaf of rank 2 on B. Then we have Z = PB(Q) in
|H(Q2) + (π|D2)

∗(L1 −L2)|. Thus we see that (X, E) satisfies the condition
(∗) and (X, E) is an example of (2.1; ii).

(2.2.3) The authors have no example for case (2.1; iii). We note that
without the condition (∗) we have examples for the case. Indeed, we can take
semistable vector bundles F and G on an elliptic curve B with the property
that rankF = 5, rankG = 3, and 3c1(F) + 5c1(G) = 1. Let π : P(F) → B
and π′ : P(G) → B be the bundle projections. Then 5H(F) − π∗ detF is
nef on P(F) and 3H(G)− (π′)∗ detG is nef on P(G) by Theorem 3.1 in [Mi].
We set E := H(F) ⊗ π∗G and let p : P(E) → B be the composition of the
projection P(E) → P(F) and π. Then 15H(E)− F is nef on P(E) for a fiber
F of p, hence E is ample. But it is uncertain that such E satisfies (∗).
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(2.2.4) We see that every vector bundle E appeared in (2.1) is not spanned.
Indeed, it is clear for case (2.1; i). For cases (2.1; ii) and (2.1; iii), we use
the following:

Lemma 2.2.5. Let F be a vector bundle of rank r on an elliptic curve.
Then there exists a line sub-bundle L of F such that degL ≥ [c1(F)/r],
where [c1(F)/r] is the largest integer that is not greater than c1(F)/r.

This is a consequence of the Mukai-Sakai theorem [MuS], hence proof is
omitted.

Suppose that E is spanned in case (2.1; ii). Applying the lemma to F∨
and G∨, we get quotient line bundles L1 and L2 of F and G respectively, with
the property that degL1 ≤ −[−c1(F)/4] and degL2 ≤ −[−c1(G)/2]. The
surjection F → L1 gives a section C := P(L1) of the projection π : PB(F) →
B. Since H(F)|C = (π|C)∗L1, we see that (π|C)∗(L1⊗L2) is a quotient line
bundle of EC , hence L1⊗L2 is ample and spanned. From c1(F)+2c1(G) = 1
we get degL1 + degL2 ≤ −[(2c1(G) − 1)/4] − [−c1(G)/2] = 1; this leads to
a contradiction since B is an elliptic curve. Similarly we can show that E is
not spanned in case (2.1; iii).

Theorem 2.3. Let X be a compact complex manifold of dimension n and
E an ample and spanned vector bundle of rank r on X with 1 < r < n− 1.
If g(X, E) = 3, then (X, E) is one of the following:

(i) (P6,OP6(1)⊕4);
(ii) (P1 × P3,OP1×P3(1, 1)⊕2);
(iii) There exists a double covering f : X → P4 with branch locus B ∈

|OP4(4)| and E = f∗OP4(1)⊕2.

Proof. Suppose that g(X, E) = 3. We argue as in the proof of (2.1). Since
E is spanned, there exists a nonzero section s ∈ H0(X, E) whose zero locus
Z := (s)0 is a smooth submanifold ofX of dimension n−r and 3 = g(X, E) =
g(Z,det EZ). From (1.7) we see that n − r = 2 and (Z, EZ) is one of the
cases in (1.7).

(2.3.1) If (Z, EZ) is in case (1a), (1b), or (1c) of (1.7), then Z = P2 and
(X, E) is the case (P1) of (1.4) since n− r = 2. We obtain that (X, E) is the
case (i) of our theorem by g(X, E) = 3.

(2.3.2) If (Z, EZ) is in case (3) of (1.7), then r = 2 and n = 4. By setting
A := KX+2 det E , we infer that (X,A) is a Del Pezzo manifold and E = A⊕2

from the same argument as that in (2.1.4). Then we find that A4 = 2 since
g(X, E) = 3. Hence we obtain that (X, E) is the case (iii) of our theorem by
[Fj1], Part I.

(2.3.3) If (Z, EZ) is in case (2a), (2b), (2c), or (4) of (1.7), then r = 2 and
n = 4. Since Z is a geometrically ruled surface, by (1.5), (X, E) is one of
the following:
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(R1) (P4,OP4(1)⊕OP4(2));
(R2) (Q4,OQ4(1)⊕2);
(R3) X is a P3-bundle over a smooth curve B and E eF = OP3(1)⊕2 for every

fiber F̃ of the bundle map π : X → B;
(R4) Z = F1, X ' PP2(F) for some ample vector bundle F on P2 with

c1(F) = 2k + 3 (k > 0), and E eF = OP2(1)⊕2 for every fiber F̃ of the
bundle map π : X → P2.

Cases (R1) and (R2) are ruled out by g(X, E) = 3. Case (R4) comes from
(2b) of (1.7), hence π|Z is the blowing-up F1 → P2 and EZ = [σ+2f ]⊕ [σ+
3f ]. We can write E = H(F)⊗ π∗G for some vector bundle G of rank 2 on
P2 and H(F)Z = aσ + bf for some a, b ∈ Z. Then

2σ + 5f = det EZ = 2H(F)Z + (π|Z)∗ detG
= (2a+ c1(G))σ + (2b+ c1(G))f,

hence 2a − 2b = −3, a contradiction. In case (R3), we have X ' PB(F)
and E = H(F) ⊗ π∗G for some vector bundles F and G on B such that
rankF = 4 and rankG = 2. Then

4 = 2g(X, E)− 2 = (KX + 2c1(E))c1(E)c2(E)

= 2(2g(B)− 2 + c1(F) + 2c1(G)),

where g(B) is the genus of B. Since E is ample, we find that c1(F)+2c1(G) >
0 from (det E)4 > 0. It follows that g(B) ≤ 1. In case g(B) = 0, we have
B ' P1 and c1(F) + 2c1(G) = 4. Then we can write F =

∑4
i=1O(ai) and

G =
∑2

j=1O(bj). By the same argument as that in (2.1.2), we infer that
ai + bj = 1 for every i and j. It follows that a1 = · · · = a4 and b1 = b2,
hence PB(F) ' P1 × P3 and E = OP1×P3(1, 1)⊕2, which is the case (ii) of
our theorem. In case g(B) = 1, we have c1(F) + 2c1(G) = 2. Then we
get a contradiction by the same argument as that in (2.2.4). We have thus
completed the proof. �

3. The cases g(X, E) = q(X) + 1 and g(X, E) = q(X) + 2.

Theorem 3.1. Let X be a compact complex manifold of dimension n and
let E be an ample and spanned vector bundle of rank r with 1 < r < n − 1.
Then g(X, E) = q(X) + 1 if and only if (X, E) is one of the following:

(1) (P5,OP5(1)⊕2);
(2) (P5,OP5(1)⊕3);
(3) (Q4,OQ4(1)⊕2).

Proof. First we note that if (X, E) is one of the cases (1),(2) and (3) of our
theorem, then we easily see that g(X, E) = 1 = q(X) + 1. Suppose that
g(X, E) = q(X) + 1 on the contrary. Let Z be a smooth submanifold of
X with dimZ = n − r defined as the zero locus of some s ∈ H0(X, E).
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Then g(X, E) = g(Z,det EZ). We put A := det EZ ; then A is ample and
spanned. If n− r ≥ 3, we take general members D1, . . . , Dn−r−2 ∈ |A| with
the property that S := D1 ∩ · · · ∩Dn−r−2 is a smooth surface. If n− r = 2,
we set S = Z. Hence there exists a polarized surface (S,AS) such that
g(Z,A) = g(S,AS). We get q(X) = q(Z) = q(S) by using (1.3). Thus we
get g(S,AS) = q(S) + 1.

We show that h0(KS) = 0. Indeed, it is obvious if κ(S) = −∞, where
κ(S) is the Kodaira dimension of S. When κ(S) ≥ 0, by Riemann-Roch
Theorem and Vanishing Theorem, we get

h0(KS +AS)− h0(KS) = g(S,AS)− q(S) = 1.

If h0(KS) > 0, then

h0(KS +AS) ≥ h0(KS) + h0(AS)− 1.

But this is impossible since h0(AS) ≥ 3. Hence h0(KS) = 0. Thus we get
g(S,AS) ≥ 2q(S) by Lemma 1.4 in [Ma1] since (S,AS) is not a scroll over
a smooth curve. Then q(S) ≤ 1 and g(X, E) ≤ 2 by the above argument.
So we obtain that (X, E) is the case (1),(2), or (3) of our theorem by using
(2.1), (2.2.4) and [I]. �

Remark 3.2. Let L be an ample and spanned line bundle on a compact
complex manifold X of dimension n ≥ 2. When n ≥ 3, we have g(X,L) =
q(X) + 1 if and only if (X,L) is a Del Pezzo manifold (see [Fk3]). When
n = 2, we have g(X,L) = q(X) + 1 if and only if (X,L) is a Del Pezzo
surface (i.e., L = −KX) or X ' PB(F) and L ≡ 2H(F) for some ample
vector bundle F of rank 2 on an elliptic curve B with c1(F) = 1. We can
prove this by the argument in (3.1) and Theorem 3.1 in [LP].

Proposition 3.3. Let X be a compact complex manifold of dimension n
and let E be an ample and spanned vector bundle of rank r with 1 < r < n−1.
Then we have g(X, E) 6= q(X) + 2.

Proof. The following argument is similar to the proof of (3.1). Suppose that
g(X, E) = q(X)+2. Let Z be a smooth submanifold of X with dimZ = n−r
defined as the zero locus of some s ∈ H0(X, E). Then g(X, E) = g(Z,det EZ)
and det EZ is ample and spanned. As in the proof of (3.1), we get a smooth
surface S such that g(Z,det EZ) = g(S,det ES). We have q(X) = q(Z) =
q(S), thus we get g(S,det ES) = q(S) + 2. Then we find that q(S) ≤ 1 by
Theorem 3.4 in [R]. It follows that g(X, E) ≤ 3 and we infer that (X, E)
does not exist from (2.1), (2.2.4) and (2.3). This completes the proof. �

Remark 3.4. We see that the pairs (X, E) in (2.3) satisfy g(X, E) = q(X)+
3. In Appendix we give a classification of polarized surfaces (X,L) such that
g(X,L) = q(X) + 2 and L is spanned.
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4. Another Lower bound for g(X, E).

Proposition 4.1. Let L be an ample and spanned line bundle on a compact
complex manifold X with dimX = n ≥ 2. Then g(X,L) ≥ 2q(X)− 1 unless
(X,L) is a scroll over a smooth curve B of genus g(B) ≥ 2.

Proof. Since L is ample and spanned, if n ≥ 3, we can take general members
D1, . . . , Dn−2 ∈ |L| such that S := D1 ∩ · · · ∩Dn−2 is a smooth surface. If
n = 2, we set S = X. Then we get g(X,L) = g(S,LS) and q(X) = q(S).

If κ(S) ≥ 0, then g(X,L) = g(S,LS) ≥ 2q(S)−1 = 2q(X)−1 by Corollary
3.2 in [Fk1].

If κ(S) = −∞ and (S,LS) is not a scroll over a smooth curve, then
g(X,L) = g(S,LS) ≥ 2q(S) = 2q(X) by Lemma 1.4 in [Ma1].

If κ(S) = −∞ and (S,LS) is a scroll over a smooth curve, then g(X,L) =
g(S,LS) = q(S) = q(X). Hence we get g(X,L) ≥ 2q(X)− 1 if q(S) ≤ 1. So
we may assume that q(S) ≥ 2. Then we obtain that (X,L) is a scroll over
a smooth curve B of genus g(B) ≥ 2 by using Theorem 3 in [Bǎ]. �

Theorem 4.2. Let X be a compact complex manifold with dimX = n and
let E be an ample and spanned vector bundle of rank r with 1 < r < n − 1.
Then g(X, E) ≥ 2q(X)− 1.

Proof. Let Z be the zero locus of some s ∈ H0(X, E) such that Z is a
smooth submanifold of X with dimZ = n− r. Then g(X, E) = g(Z,det EZ)
and q(X) = q(Z). We put A := det EZ ; then A is ample and spanned.
Since (Z,A) is not a scroll, by (4.1), we obtain that g(X, E) = g(Z,A) ≥
2q(Z)− 1 = 2q(X)− 1. �

5. The case of a fiber space over a curve.

Definition 5.1. Here we say that a quartet (f,X,C, E) is a generalized
polarized fiber space over a curve if:

(1) X and C are compact complex manifolds with 1 = dimC < dimX =
n,

(2) f : X → C is a surjective morphism with connected fibers, and
(3) E is an ample vector bundle of rank r on X.

Theorem 5.2. Let (f,X,C, E) be a generalized polarized fiber space over a
curve with r ≤ n− 1. Then g(X, E) ≥ g(C).

Proof. First we remark that the following equality holds:

g(X, E) = g(C) +
1
2
(KX/C + (n− r)c1(E))c1(E)n−r−1cr(E)(5.2.1)

+ (g(C)− 1)(c1(E)n−r−1cr(E)F − 1),

where KX/C := KX − f∗(KC) and F is a general fiber of f .
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If g(C) = 0, then Theorem 5.2 is true by [I]. So we may assume that
g(C) ≥ 1.

(I) The case in which KX/C + (n− r)c1(E) is f -nef.
Then there exists a surjective map

f∗ ◦ f∗(O(m(KX/C + (n− r)c1(E)))) → O(m(KX/C + (n− r)c1(E)))

for any large m by base point free theorem.
By Theorem A in Appendix in [Fk2], f∗(O(m(KX/C + (n− r)c1(E)))) is

semipositive. Hence KX/C + (n− r)c1(E) is nef. So we get

(KX/C + (n− r)c1(E))c1(E)n−r−1cr(E) ≥ 0.

Hence we obtain g(X, E) ≥ g(C) because of (5.2.1) and c1(E)n−r−1cr(E)F ≥
1.

(II) The case in which KX/C + (n− r)c1(E) is not f -nef.
Then KX + (n − r)c1(E) is not nef. So by Mori Theory, there exists an

extremal rational curve l such that (KX + (n− r)c1(E))l < 0. Hence

n+ 1 ≥ −KX l > (n− r)c1(E)l ≥ (n− r)r ≥ n− 1.

If (n− r)r = n, then (n, r) = (4, 2).
If (n− r)r = n− 1, then r = 1 or r = n− 1.

(II-1) The case where (n, r) = (4, 2).
Then −KX l = 5 = n + 1. So we have PicX ∼= Z by [W]. But this is

impossible because X has a nontrivial fibration.

(II-2) The case in which r = 1.
Then Theorem 5.2 is true by Theorem 1.2.1 in [Fk2].

(II-3) The case in which r = n− 1.
If n = 2, then r = 1 and so we may assume that n ≥ 3. Since X has

a nontrivial fibration, (X, E) is the following type by [YZ]: There exists
a surjective morphism π : X → B such that any fiber of π is Pn−1 and
E|Fπ

∼= O(1)⊕n−1, where B is a smooth curve and Fπ is a fiber of π.
Since any fiber of π is Pn−1, there exists a morphism δ : B → C such

that f = δ ◦ π. Because f has connected fibers, δ is an isomorphism. In
particular, g(B) = g(C). On the other hand, by [Ma2], g(X, E) = g(B).
Hence g(X, E) = g(C). This completes the proof of Theorem 5.2. �

Theorem 5.3. Let (f,X,C, E) be a generalized polarized fiber space over a
curve with 2 ≤ r ≤ n− 1. If g(X, E) = g(C), then r = n− 1, any fiber F of
f is isomorphic to Pn−1 and E|F ∼= ⊕n−1

i=1 OPn−1(1).

Proof. (I) The case in which g(C) ≤ 1.
Then g(X, E) = g(C) ≤ 1, and by the classification results of [I] and

[Ma2], we get the following: X is a Pn−1-bundle over P1 or a smooth elliptic
curve and E|Fπ

∼= OPn−1(1)⊕n−1, where Fπ is a fiber of its bundle map
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π : X → B and B is P1 or a smooth elliptic curve. Since any fiber of π is
Pn−1, there exists a morphism δ : B → C such that f = δ ◦ π. Because f
has connected fibers, δ is an isomorphism. Therefore we get the assertion.

(II) The case in which g(C) ≥ 2.

(II-1) n− r ≥ 2 case.
If KX/C + (n− r− 1)c1(E) is f -nef, then by the same argument as in the

proof of Theorem 5.2 we get

(KX/C + (n− r − 1)c1(E))c1(E)n−r−1cr(E) ≥ 0

and
(KX/C + (n− r)c1(E))c1(E)n−r−1cr(E) ≥ 1.

Hence we obtain that g(X, E) > g(C) by (5.2.1). So we may assume that
KX/C + (n− r− 1)c1(E) is not f -nef. Then by Mori Theory, there exists an
extremal rational curve l such that (KX + (n− r− 1)c1(E))l < 0. Hence we
get

n+ 1 ≥ −KX l > (n− r − 1)c1(E)l ≥ (n− r − 1)r ≥ n− 2.
If (n− r− 1)r = n, then −KX l = n+ 1 and PicX ∼= Z by [W]. But this

is impossible.
If (n− r − 1)r = n− 1, then n = 5 and r = 2.
Here we prove the following Lemma.

Lemma 5.4. Let (f,X,C, E) be a generalized polarized fiber space over a
curve with 2 ≤ r ≤ n−1 and g(C) ≥ 1. If κ(KF+xc1(EF )) ≥ 0 for a rational
number x with x < n−r and a general fiber F of f , then g(X, E) ≥ g(C)+1.

Proof. By assumption, there exists a natural number N such that

f∗(O(N(KX/C + xc1(E)))) 6= 0.

By Remark 1.3.2 in [Fk2], N(KX/C +xc1(E)) is pseudo effective. Therefore

(KX/C + xc1(E))c1(E)n−r−1cr(E) ≥ 0

and we get
(KX/C + (n− r)c1(E))c1(E)n−r−1cr(E) ≥ 1.

Since g(C) ≥ 1, we get that g(X, E) ≥ g(C) + 1 by (5.2.1). �

We continue the proof of Theorem 5.3. IfKF+xc1(EF ) is nef for a rational
number x with x < 3, then we can prove that g(X, E) > g(C) by Lemma
5.4.

Assume that KF +xc1(EF ) is not nef for a rational number x with x < 3.
Then there exists an extremal rational curve l on F such that n ≥ −KF l >
xc1(EF )l ≥ rx. Since n = 5 and r = 2, we have x < 5/2. Therefore there
exists a rational number y < 3 such that KF + yc1(EF ) is nef, and we get
g(X, E) > g(C).
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If (n − r − 1)r = n − 2, then r = n − 2 by assumption. Assume that
KF + xc1(EF ) is not nef for a rational number x with x < 2. Then we
get n > rx by the same argument as above. Since r = n − 2, we get
x < n/(n − 2) = 1 + 2/(n − 2). By assumption, we get n ≥ 4. So we
have x < 2. Therefore there exists a rational number y < 2 such that
KF + yc1(EF ) is nef. Hence we have g(X, E) > g(C).

(II-2) n− r = 1 case.
First we assume that KF + c1(EF ) is nef for a general fiber F of f . If

KF + c1(EF ) is ample, then there exists a rational number t > 0 such that
κ(KF + (1− t)c1(EF )) ≥ 0 by Kodaira’s Lemma. So we get that g(X, E) >
g(C) by the same argument as above. Assume that KF + c1(EF ) is not
ample. Since dimF = rank EF , by [Fj3], we get that (F, EF ) is one of the
following:

(A) (Pn−1,OPn−1(2)⊕OPn−1(1)⊕n−2),
(B) (Pn−1, TPn−1),
(C) (Qn−1,OQn−1(1)⊕n−1),
(D) F is a Pn−2-bundle over a smooth curve B and EFπ = OP1(1)⊕n−1 for

every fiber Fπ of the projection π : F → B.

If (F, EF ) is one of the type (A), (B), or (C), then h0(KF + c1(EF )) > 0 by
easy calculation. Here we prove the following Lemma.

Lemma 5.5. Let (f,X,C, E) be a generalized polarized fiber space over a
curve with 2 ≤ r ≤ n − 1. If h0(KF + c1(EF )) > 0 for a general fiber F of
f , then (KX/C + c1(E))c1(E)n−r−1cr(E) > 0.

Proof. By hypothesis, f∗O(KX/C + c1(E)) 6= 0. By Theorem 2.4 and Corol-
lary 2.5 in [EV], we get that f∗O(KX/C + c1(E)) is ample. By the proof of
Lemma 1.4.1 in [Fk2], we get that m(KX/C + c1(E)) − f∗A is an effective
divisor for a large number m and an ample divisor A on C. Hence we obtain
(KX/C + c1(E))c1(E)n−r−1cr(E) > 0. �

By Lemma 5.5, we get that g(X, E) > g(C) if (F, EF ) is one of the type
(A), (B), or (C).

Assume that (F, EF ) is the type (D). Then there exist vector bundles
F and G on B with rankF = rankG = n − 1 such that EF ∼= H(F) ⊗
π∗(G), where H(F) is the tautological line bundle of P(F). Then KF +
c1(EF ) = π∗(KB +detF +detG). Since KF + c1(EF ) is nef, we get (KX/C +
c1(E))cr(E) ≥ 0 by the proof of Lemma 5.4. We have g(X, E) = g(C), then
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cr(E)F = 1 by (5.2.1). Since 1 = cr(EF ) = c1(F) + c1(G), we obtain that

h0(KB + detF + detG)

≥ 1− g(B) + deg(KB + detF + detG)

= g(B)− 1 + c1(F) + c1(G)

= g(B).

Because KF + c1(EF ) is nef, we obtain that deg(KB + detF + detG) ≥ 0.
Hence g(B) ≥ 1. Therefore h0(KF + c1(EF )) ≥ 1. By Lemma 5.5 we obtain
that g(X, E) > g(C) and this is a contradiction.

Next we assume that KF + c1(EF ) is not nef. Then KX + c1(E) is not nef
and the same argument as in the proof of Theorem 5.2, case (II-3), shows
that (f,X,C, E) is as required. This completes the proof of Theorem 5.3. �

Remark 5.6. Let (f,X,C, E) be as in Theorem 5.2. Suppose that g(X, E)
= g(C) and r = 1. Then by Theorem 1.4.2 and Proposition 1.4.3 in
[Fk2], (f,X,C, E) is a scroll (in the sense of [Fk2], §0) unless n = 2 and
(f,X,C, E) ∼= (π,P1×P1,P1, L), where π is one projection such that LFπ ≥ 2
for a fiber Fπ of π. By the other projection ρ, however, (ρ,P1 × P1,P1, L)
becomes a scroll.

Appendix.

Proposition A. Let (X,L) be a quasi-polarized surface (i.e., L is a nef
and big line bundle on a smooth surface X) such that κ(X) = 2 and h0(L) ≥
2. Then KXL ≥ 2q(X)− 2. If equality holds and (X,L) is L-minimal (i.e.,
LE > 0 for any (−1)-curve E on X), then (X,L) is the following:
X ∼= F × C and L ≡ C + 2F , where F and C are smooth curves with

g(F ) = 2 and g(C) ≥ 2.

Proof. See [Fk4]. �

Proposition B. Let (X,L) be a polarized surface with κ(X) = 0 or 1.
Assume that L is spanned. Then g(L) := g(X,L) ≥ 2q(X). Furthermore if
g(L) = 2q(X), then (X,L) is one of the following:

(1) (X,L) is a polarized abelian surface with L2 = 6 such that (X,L) 6∼=
(E1 × E2, p

∗
1(D1) + p∗2(D2)), where Ei is a smooth elliptic curve, pi is

the i-th projection, and Di ∈ Pic(Ei) for i = 1, 2 with degD1 = 1 and
degD2 = 3.

(2) X is a one point blowing up of S, and L = µ∗A − 2E, where S is an
abelian surface, A is an ample line bundle with A2 = 8, µ : X → S is
its blowing up, and E is a (−1)-curve of µ.

(3) κ(X) = 1, L2 = 4, q(X) = 3, X has a locally trivial elliptic fibration
f : X → C, and LF = 3 for a fiber F of f , where C is a smooth curve
with g(C) = 2.
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Proof. See [Fk5]. �

Theorem. Let X be a smooth projective surface and let L be an ample
and spanned line bundle on X. If g(L) = q(X) + 2, then (X,L) is one of
the following:

(1) (X,L) is a relatively minimal conic bundle over a smooth curve B of
genus two (i.e., X is a P1-bundle over B and LF = OP1(2) for every
fiber F of the ruling).

(2) X is a P1-bundle X0 blown-up at s (0 ≤ s ≤ 4) points p1, . . . , ps on
distinct fibers and L = π∗L0 − E1 − · · · − Es, where π : X → X0 is
the blowing up, Ei = π−1(pi), X0 is an elliptic P1-bundle of invariant
e ≤ 0, and L0 ≡ 2σ + (e + 2)f (σ is a minimal section with σ2 = −e
and f is a fiber).

(3) X is an Fe (e ≤ 2) blown-up at s (0 ≤ s ≤ 9) points p1, . . . , ps on
distinct fibers and L = π∗L0 −E1 − · · · −Es, where π : X → Fe is the
blowing up, Ei = π−1(pi), and L0 ≡ 2σ + (e+ 3)f .

(4) X is a Del Pezzo surface of degree one and there exists a double cov-
ering π : X → Q ⊂ P3 of a quadric cone Q branched at the vertex
and along the transverse intersection of Q with a cubic surface and
L = π∗(OQ(1)).

(5) (X,L) is a polarized abelian surface with L2 = 6 such that (X,L) 6∼=
(E1 × E2, p

∗
1(D1) + p∗2(D2)), where Ei is a smooth elliptic curve, pi is

the i-th projection, and Di ∈ Pic(Ei) for i = 1, 2 with degD1 = 1 and
degD2 = 3.

(6) X is a blowing up of an abelian surface S at one point p and L =
π∗A− 2E, where π : X → S is the blowing up, E = π−1(p), and A is
an ample line bundle on S with A2 = 8.

(7) X is a K3 surface which is a double covering of P2 branched along a
smooth curve of degree six and L is the pull back of OP2(1).

Proof. (I) The case in which κ(X) = 0 or 1.
Then by Proposition B, we get that g(L) ≥ 2q(X). So we obtain q(X) ≤ 2

by assumption.
(I-1) If q(X) = 2, then g(L) = q(X) + 2 = 2q(X) and by Proposition B

we get the type (5) and (6) in Theorem.
(I-2) If q(X) ≤ 1, then g(L) ≤ 3 and L2 ≤ 4 by KXL ≥ 0.
(I-2-1) If L2 = 4, then κ(X) = 0 and X is minimal since KXL = 0.

So by Kodaira vanishing Theorem and Riemann-Roch Theorem, we get the
equality: h0(L) = L2/2 + χ(OX) = 2 + χ(OX). Because L is ample and
spanned, we obtain h0(L) ≥ 3 and χ(OX) ≥ 1. But then q(X) = 0 by the
classification theory of surfaces and this is impossible.

(I-2-2) If L2 = 3, then g(L) = 3, KXL = 1, and q(X) = 1. We have
h0(L) ≥ 3 since L is ample spanned.
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If h0(L) ≥ 4, then g(L) > ∆(L) and L2 ≥ 2∆(L) + 1, where ∆(L) :=
2 + L2 − h0(L) is the ∆-genus of L. But then q(X) = 0 (see e.g. (I.3.5) in
[Fj4]).

If h0(L) = 3, then there is a triple covering ϕ|L| : X → P2 which is defined
by |L|. Let E be a vector bundle of rank two on P2 such that π∗OX = OP2⊕E .
By Lemma 3.2 in [Be], we get the following two equalities:

(i) χ(OX) = (1/2)g(L)(g(L) + 1) + 2− c2,
(ii) K2

X = 2g(L)2 − 4g(L) + 11− 3c2,
where c2 := c2(E). Since g(L) = 3, we get that 3χ(OX) −K2

X = 7 by the
above equalities.

If κ(X) = 0, thenK2
X = −1 becauseKXL = 1. So we get χ(OX) = 2. But

by the classification theory of surfaces, this is impossible because q(X) = 1.
If κ(X) = 1, then X is minimal and K2

X = 0 because KXL = 1. But then
3χ(OX) = 7 and this is impossible.

(I-2-3) If L2 = 2, then KXL = 0 or 2. Since κ(X) ≥ 0, we get that
∆(L) ≥ 1 and h0(L) = 3. Then there exists a double covering ϕ|L| : X → P2

which is defined by |L|. We remark that KX = ϕ∗|L|(KP2 + D) for some
D ∈ Pic(P2). Since κ(X) = 0 or 1, we get that κ(X) = 0 and so X is
minimal. In particular KX = OX . Therefore KXL = 0 and g(L) = 2. Since
h0(L) = L2/2 + χ(OX) = 1 + χ(OX), we get χ(OX) = 2. Hence X is a
K3 surface by the Classification theory of surfaces. This is the type (7) in
Theorem.

(II) The case in which κ(X) = 2.
Then by Corollary 3.2 in [Fk1], we get g(L) ≥ 2q(X) − 1. So we obtain

q(X) ≤ 3 and g(L) ≤ 5 by assumption. Furthermore L2 ≤ 3 by Proposition
A because L is spanned. (We remark that L is L-minimal if L is ample.)

If h0(L) ≥ 4, then g(L) > 1 ≥ ∆(L) and L2 ≥ 2∆(L) + 1. On the other
hand, since κ(X) ≥ 0, we obtain that ∆(L) = 1 and L2 = 3. So we get
q(X) = 0 and g(L) ≥ 3 and this is impossible. Therefore h0(L) = 3.

If L2 = 3, then there exists a triple covering ϕ|L| : X → P2 which is
defined by |L|. In this case, by the same argument as above, we get

2(K2
X − 3χ(OX)) = (g(L)− 1)(g(L)− 10).

Since 3 ≤ g(L) ≤ 5, we get the following:
(α) (g(L), q(X),KXL,K

2
X − 3χ(OX)) = (5, 3, 5,−10),

(β) (g(L), q(X),KXL,K
2
X − 3χ(OX)) = (4, 2, 3,−9),

(γ) (g(L), q(X),KXL,K
2
X − 3χ(OX)) = (3, 1, 1,−7).

Claim. The above three cases cannot occur.

Proof. (II-1) The case (γ).
In this case X is minimal because KXL = 1. But then this is impossible

by Hodge index Theorem.
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(II-2) The case (β).
If X is minimal, then K2

X ≥ 2q(X) = 4 by Théorème 6.1 in [D]. On the
other hand, K2

X ≤ 3 by Hodge index Theorem and this is a contradiction.
So we get that X is not minimal. Let µ := µr ◦ · · · ◦ µ1 : X := X0 →

X1 → · · · → Xr−1 → Xr =: X ′ be an admissible minimalization of X and
let m = (mr, . . . ,m1) be the weight sequence of this minimalization (see
(II.14.4) in [Fj4]). We remark that mr ≥ · · · ≥ m1.

If m1 = 1, then g(L1) = q(X1) + 1 and h0(L1) ≥ 2, where L1 := (µ1)∗(L)
in the sense of cycle theory. But then this is impossible by Proposition
A because 2 = KXL > KX1L1. So we get m1 ≥ 2. Then L2

1 ≥ 7 and
KX1L1 ≤ 1. Hence X1 is minimal and this is a contradiction by Hodge
index Theorem.

(II-3) The case (α).
If X is minimal, then χ(OX) ≥ 4 because 3χ(OX) = K2

X + 10. Further-
more pg(X) ≥ 6 since q(X) = 3. Hence K2

X ≥ 2pg(X) ≥ 12 by Théorème
6.1 in [D]. But this is impossible by Hodge index Theorem. So we get that
X is not minimal. By the same argument as in the case (II-2) we get a
contradiction. �

We continue the proof of Theorem.
If L2 = 2, then there exists a double covering ϕ|L| : X → P2 which is

defined by |L|. Let OP2(a) be a line bundle on P2 such that B ∈ |OP2(2a)|,
where B is the branch locus. Then (ϕ|L|)∗(OX) = OP2 ⊕OP2(−a). Hence

h1(OX) = h1((ϕ|L|)∗(OX)) = h1(OP2) + h1(OP2(−a)) = 0.

So we get g(L) = 2. But since KXL > 0 and L2 = 2, this is impossible.
(III) The case in which κ(X) = −∞.
Since (X,L) is not a scroll over a smooth curve, we get g(L) ≥ 2q(X) by

Lemma 1.4 in [Ma1]. So q(X) ≤ 2.
(III-1) The case in which q(X) = 2.
In this case, g(L) = q(X) + 2 = 2q(X). Since KX + L is nef, we get

0 ≤ (KX + L)2 = (KX)2 + 2(KX + L)L− L2

≤ 8(1− q(X)) + 4(g(L)− 1)− L2

= 4(g(L)− 2q(X) + 1)− L2.

Hence L2 ≤ 4 in this case.
If L2 = 4, then X is relatively minimal and (KX+L)2 = 0, that is, (X,L)

is a relatively minimal conic bundle over a smooth curve. This is the type
(1) in Theorem.

If L2 ≤ 3 and h0(L) ≥ 4, then we get a contradiction as in (I-2-2). So we
may assume that L2 ≤ 3 and h0(L) = 3.
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If L2 = 3, then KXL = 3 and there is a triple covering ϕ|L| : X → P2

which is defined by |L|. Since χ(OX) = −1, we get that K2
X = −12 by

Lemma 3.2 in [Be]. Here we calculate (KX + L)2;

(KX + L)2 = K2
X + 2KXL+ L2 = −12 + 6 + 3 < 0.

But this is a contradiction because KX + L is nef.
If L2 = 2, then there is a double covering ϕ|L| : X → P2 which is defined

by |L|. But then q(X) = 0 and this is a contradiction.
(III-2) The case in which q(X) = 1.
Then g(L) = 3. Here we use the classification of polarized surfaces with

sectional genus three by [LL].

Claim. The case in which L2 = 3 cannot occur.

Proof. If L2 = 3 and h0(L) ≥ 4, then g(L) > 1 ≥ ∆(L) and L2 ≥ 2∆(L)+1.
But this is impossible because q(X) = 1. So we may assume that h0(L) = 3.
Then there is a triple covering ϕ|L| : X → P2 which is defined by |L|. Since
χ(OX) = 0, we get K2

X = −7 by Lemma 3.2 in [Be]. But in the table II of
[LL], the case in which L2 = 3 cannot occur. �

Next we prove that the following case cannot occur (see (2.6) in [LL]):
X is an elliptic P1-bundle X] of invariant e = 0, blown up at a single point

p not lying on a curve D ∈ |mσ|, m ≤ 2 and L = η∗[4σ+(2e+1)f ]⊗ [E]−2.
(Here we use the same notations as in [LL].)

Let σ′ be the strict transform of σ under η. Since

0 < Lσ′ = (4σ + f)σ − 2Eσ′ = 1− 2Eσ′,

we see that Eσ′ = 0 and Lσ′ = 1. It follows that σ ∼= σ′ ∼= P1 since L is
spanned. This is a contradiction.

By the above argument, we obtain the type (2) in Theorem by the clas-
sification of polarized surfaces with sectional genus three (see [LL]).

(III-3) The case in which q(X) = 0.
Then g(L) = 2. So by Theorem 3.1 in [LP] we get the type (3) and (4)

in Theorem. �
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Math. France, 110 (1982), 319-346; Addendum, Bull. Soc. Math. France, 111
(1983), 301-302.

[EV] H. Esnault and E. Viehweg, Effective bounds for semipositive sheaves and for the
height of points on curves over complex function fields, Compositio Math., 76
(1990), 69-85.

[Fj1] T. Fujita, On the structure of polarized manifolds with total deficiency one, I,
J. Math. Soc. Japan, 32 (1980), 709-725; II, J. Math. Soc. Japan, 33 (1981),
415-434; III, J. Math. Soc. Japan, 36 (1984), 75-89.

[Fj2] , Ample vector bundles of small c1-sectional genera, J. Math. Kyoto Univ.,
29 (1989), 1-16.

[Fj3] , On adjoint bundles of ample vector bundles, in ‘Complex Algebraic Vari-
eties’, Bayreuth, 1990; Lecture Notes in Math., 1507, Springer, (1992), 105-112.

[Fj4] , Classification Theories of Polarized Varieties, London Math. Soc. Lecture
Note Ser., 155, Cambridge Univ. Press, 1990.

[Fk1] Y. Fukuma, On sectional genus of quasi-polarized manifolds with nonnegative Ko-
daira dimension, Math. Nachr., 180 (1996), 75-84.

[Fk2] , A lower bonnd for sectional genus of quasi-polarized manifolds, J. Math.
Soc. Japan, 49 (1997), 339-362.

[Fk3] , On polarized 3-folds (X, L) with g(L) = q(X) + 1 and h0(L) ≥ 4, Ark.
Mat., 35 (1997), 299-311.

[Fk4] , A lower bound for KXL of quasi-polarized surfaces (X, L) with nonneg-
ative Kodaira dimension, Canad. J. Math., 50 (1998), 1209-1235.

[Fk5] , On sectional genus of k-very ample line bundles on smooth surfaces with
nonnegative Kodaira dimension, Kodai. Math. J., 21 (1998), 153-178.

[I] H. Ishihara, A generalization of curve genus for ample vector bundles, I, Comm.
Algebra, 27 (1999), 4327-4335.

[LL] A. Lanteri and E.L. Livorni, Complex surfaces polarized by an ample and spanned
line bundle of genus three, Geom. Dedicata, 31 (1989), 267-289.

[LM1] A. Lanteri and H. Maeda, Ample vector bundles with sections vanishing on pro-
jective spaces or quadrics, Internat. J. Math., 6 (1995), 587-600.

[LM2] , Ample vector bundle characterizations of projective bundles and quadric
fibrations over curves, in ‘Higher Dimensional Complex Varieties’, Trento, 1994,
de Gruyter, (1996), 247-259.

[LM3] , Geometrically ruled surfaces as zero loci of ample vector bundles, Forum
Math., 9 (1997), 1-15.

[LP] A. Lanteri and M. Palleschi, Adjunction properties of polarized surfaces via Rei-
der’s method, Math. Scand., 65 (1989), 175-188.

[Ma1] H. Maeda, On polarized surfaces of sectional genus three, Sci. Papers College Arts
Sci. Univ. Tokyo, 37 (1987), 103-112.

[Ma2] , Ample vector bundles of small curve genera, Arch. Math. (Basel), 70
(1998), 239-243.

[Mi] Y. Miyaoka, The Chern classes and Kodaira dimension of a minimal variety, in
‘Algebraic Geometry’, Sendai, 1985; Adv. Stud. in Pure Math., 10, Kinokuniya,
(1987), 449-476.



326 Y. FUKUMA AND H. ISHIHARA

[MuS] S. Mukai and F. Sakai, Maximal subbundles of vector bundles on a curve,
Manuscripta Math., 52 (1985), 251-256.
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L2 SPECTRAL DECOMPOSITION ON THE HEISENBERG
GROUP ASSOCIATED TO THE ACTION OF U(p, q)

T. Godoy and L. Saal

Here we consider the Heisenberg group Hn = Cn × <.
U (p, q) , p+q = n, acts by automorphism on Hn by g ·(z, t) =
(gz, t) .

Let {X1, . . . , Xn, Y1, . . . , Yn, T} be the standard basis of
the Lie algebra of Hn and let

L =
p∑

j=1

(
X2

j + Y 2
j

)
−

n∑
j=p+1

(
X2

j + Y 2
j

)
.

Via the Plancherel inversion formula, we obtain the joint
spectral decomposition of L2 (Hn) with respect to L and T

f =
∑
k∈Z

∫ +∞

−∞
f ∗ Sλ,k |λ|n dλ, f ∈ S (Hn)

where each Sλ.k is a tempered distribution U (p, q) invariant
satisfying iTSλ,k = λSλ,k, LSλ,k = − |λ| (2k + p − q) Sλ,k. We
compute explicitly the distributions Sλ,k and the integral µk =∫+∞

−∞ f ∗ Sλ,k |λ|n dλ.

1. Introduction.

Let Hn = Cn×< with law group (z, t) (z′, t′)=
(
z + z′, t+ t′ − 1

2 ImB(z, z′)
)
,

where B (z, w) =
p∑
j=1

zjwj −
n∑

j=p+1
zjwj . Then Hn can be viewed as the

2n + 1 dimensional Heisenberg group. Indeed, if n = p + q, Q (z, w) =
−ImB (z, w) is the standard symplectic form on <2(p+q) via the identification
Ψ : <2(p+q) → Cn given by

(1.1) Ψ
(
x′, x′′, y′, y′′

)
=
(
x′ + iy′, x′′ − iy′′

)
, x′, y′ ∈ <p;x′′, y′′ ∈ <q.

Moreover, Ψ provides a global coordinate system (x, y, t) with x = (x′, x′′) ,
y = (y′, y′′) . The vector fields Xj = −1

2yj
∂
∂t + ∂

∂xj
, Yj = 1

2xj
∂
∂t + ∂

∂yj
,

j = 1, . . . , n and T = ∂
∂t form a basis for the Lie algebra hn of Hn. As usual,

U (hn) will denote its universal enveloping algebra, which can be identified
with the algebra of left invariant differential operators on Hn.
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U (p, q) = {g ∈ GL (n,C) : B (gz, gw) = B (z, w)} acts by automorphism
on Hn by

(1.2) g · (z, t) = (gz, t) , g ∈ U (p, q) , (z, t) ∈ Hn.

It is well known that the subalgebra U (hn)
U(n) of the elements which com-

mute with the action of U (n) = U (n, 0) given by (1.2), is generated by T

and the Heisenberg Laplacian
n∑
j=1

(
X2
j + Y 2

j

)
. The spherical functions asso-

ciated with the Gelfand pair (U (n) ,Hn) have been obtained independently
by many authors (see e.g., [H-R], [Ko], [St]). Moreover in [B-J-R] it is
developed a general calculus to provide the bounded K- spherical functions
for a Gelfand pair (K,Hn) , K ⊂ U (n) .

For general p, q, p+ q = n, let

L =
p∑
j=1

(
X2
j + Y 2

j

)
−

n∑
j=p+1

(
X2
j + Y 2

j

)
.

Then

L =

 p∑
j=1

(
x2
j + y2

j

)
−

n∑
j=p+1

(
x2
j + y2

j

) ∂2

∂t2
+

p∑
j=1

(
∂2

∂xj2
+

∂2

∂yj2

)
(1.3)

−
n∑

j=p+1

(
∂2

∂xj2
+

∂2

∂yj2

)
+
∂

∂t

n∑
j=1

(
xj

∂

∂yj
− yj

∂

∂xj

)
.

It is easy to see, reasoning as in the case p = n, q = 0, (see Lemma 2.1
below), that the subalgebra U (hn)

U(p,q) , of the left invariant differential
operators which commute with the action of U (p, q) is generated by T and
L. So, it is natural to ask for the joint eigendistributions of L and T and
the associated decomposition of L2 (Hn) . In order to do this, we will use,
following [St], the Plancherel inversion formula to decompose f ∈ S (Hn) as

f =
∑
k∈Z

∫ +∞

−∞
f ∗ Sλ,k |λ|n dλ

where each Sλ,k is a tempered and U (p, q) invariant distribution satisfying
iTSλ,k = λSλ,k, LSλ,k = − |λ| (2k + p− q)Sλ,k.

Next we will study the confluent hypergeometric equation in a suitable
distribution space in order to obtain that, for k ≥ q

〈Sλ,k, f〉 = c
n−2∑
j=0

cj (λ)
∫
<

e−iλtδjB (f (., t)) dt

+ c

∫
Cn×<

e−iλte−
|λ|
4
B(z)Ln−1

k−q

(
|λ|
2
B (z)

)
H (|λ|B (z)) f (z, t) dzdt
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where B (z) = B (z, z) , H is the Heaviside function, δjB are canonical distri-
butions associated to the quadratic form B defined as in [G-Sh], supported
on {z ∈ Cn : B (z) = 0} and where Ln−1

k−q denotes, as usual, a Laguerre poly-
nomial. The various constants c, cj (λ) are explicitly computed. Similar
formulas are obtained if k ≤ −p. If −p < k < q, Sλ,k is written as a finite
sum in terms of the distributions δjB, j = 1, ..., n − 2. Finally, we compute
µk =

∫
<
Sλ,k |λ|n dλ and so the projections ℘kf = f ∗µk, k ∈ Z. In particular

we recover the projections onto the kernel of L+ i (2k + p− q)T, extending
the formula given in [M-R,2] for n = 2, p = q = 1, to arbitrary n, p, q.

Acknowledgments. We express our thanks to Fulvio Ricci who introduced
and guides us in this beautiful subject and to Jorge Vargas for many useful
conversations.

2. Some preliminaries.

As in the case p = n, q = 0 we have that U (hn)
U(p,q) is generated by T

and L and the proof follows the same lines but we add it for the sake of
completeness.

Lemma 2.1. U (hn)
U(p,q)is generated by T and L.

Proof. Let S (hn) be the symmetric algebra generated by the set

{X1, . . . , Xn, Y1, . . . , Yn, T}
and let Λ : S (hn) → U (hn) be the symmetrizer map. Since U (p, q) acts on
S (hn) and on U (hn) by automorphism, the following diagram is commuta-
tive (see [V], Th. 3.3.4)

S(hn)
Λ−−−→ U(hn)yg yg

S(hn)
Λ−−−→ U(hn)

, g ∈ U(p, q).

Λ is a linear isomorphism, thus Λ maps S (hn)
U(p,q) onto U (hn)

U(p,q) . Since
the action of U (p, q) preserves degree on S (hn) , the lines of Theorem 3.3.8
in [V] say that if {1, u1, . . . , um} is a set of generators of S (hn)

U(p,q) , then
{1,Λ (u1) , . . . ,Λ (um)} generates U (hn)

U(p,q) . If u ∈ S (hn)
U(p,q) then u =∑

Pj (X1, . . . , Xn, Y1, . . . , Yn, )T j where the sum is finite and each Pj is
a polynomial U (p, q) invariant. Decomposing Pj as a sum of homogeneous
polynomials, the same is true for all of them. Since SU (p, q) acts transitively
on

S1 =

(x, y) ∈ <2n :
p∑
j=1

(
x2
j + y2

j

)
−

n∑
j=p+1

(
x2
j + y2

j

)
= 1
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each Pj must be a polynomial in
p∑
j=1

(
x2
j + y2

j

)
−

n∑
j=p+1

(
x2
j + y2

j

)
. This ends

the proof. �

We recall that for λ ∈ < λ 6= 0, the Schrödinger’s representation πλ of the
Heisenberg group <n ×<n ×< is defined on L2 (<n) by

(2.1) πλ (x, y, t)h (ζ) = e
−i

“
λt+sg(λ)

√
|λ|x·ζ+ 1

2
λx·y

”
h
(
ζ +

√
|λ|y

)
.

We denote by Eλ (h1, h2) the matrix entry associated to πλ and the vectors
h1, h2, given by

Eλ (h1, h2) (x, y, t) = 〈πλ (x, y, t)h1, h2〉 .

We also denote by dπλ the infinitesimal representation defined on the space
of C∞ vectors for πλ, which is, in this case, the space of the rapidly decreas-
ing functions

dπλ (X)h =
d

dt |t=0
πλ (exp tX)h.

We still denote by πλ the corresponding representation of Hn = Cn ×
< and by Eλ (h1, h2) , dπλ its associated matrix entries and infinitesimal
representation respectively.

It is remarked in [St] that

XEλ (h1, h2) = Eλ (dπλ (X)h1, h2) , X ∈ U (hn) .

It follows that iTEλ = λEλ and that, in order to obtain matrix entries
eigenfuntions of L, we must look for eigenvectors of dπλ (L) in L2 (<n) .

Thus we pick the orthonormal basis of L2 (<n) given by the Hermite
functions: For α = (α1, . . . , αn) ∈ (N ∪ {0})n , let

hα (ζ) =
(
2|α|α!

√
π
)−n

2
e−

|ζ|2
2

n∏
j=1

Hαj (ζj)

with |α| = α1 + · · ·+ αn, α! = α1! . . . αn! and where

Hk (s) = (−1)k es
2 dk

dsk

(
e−s

2
)

is the k − th Hermite polynomial.
It follows from (2.1) that

dπλ (L) = − |λ|

B (ζ)−

 p∑
j=1

∂2

∂ζ2
j

−
n∑

j=p+1

∂2

∂ζ2
j


where B (ζ) =

p∑
j=1

ζ2
j −

n∑
j=p+1

ζ2
j .
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For α = (α1, . . . , αn) we set ‖α‖ =
p∑
j=1

αj−
n∑

j=p+1
αj . Since

(
ζ2
j − ∂2

∂ζ2j

)
hαj

= (2αj + 1)hαj , we have that dπλ (L)hα = − |λ| (2 ‖α‖+ p− q)hα. Thus

(2.2) dπλ (L)Eλ (hα, hα) = − |λ| (2 ‖α‖+ p− q)Eλ (hα, hα) .

(2.2) and the Plancherel inversion formula lead us to the joint spectral res-
olution of iT and L.

The inversion formula asserts that, for f ∈ S (Hn)

f (x, y, t) =
1

(2π)n+1

∫ +∞

−∞
tr (πλ (f)πλ (x, y, t)) |λ|n dλ

where πλ (f) =
∫
Hn

f (x, y, t)πλ (x, y, t)−1 dxdydt.Moreover, for f ∈ S (Hn) ,
(x, y, t) ∈ Hn, we have that

(2.3)
∑
α

∫ +∞

−∞
|〈πλ (x, y, t)πλ (f)hα, hα〉| |λ|n dλ ≤M <∞

with M independent of (x, y, t) (see [R], Th. 10.1).
Taking account of that

〈πλ (x, y, t)πλ (f)hα, hα〉 = (Eλ (hα, hα) ∗ f) (x, y, t)

and that

Eλ (hα, hα)
(
(x, y, t)−1

)
= Eλ (hα, hα) (x, y, t)

we have

f (x, y, t) =
1

(2π)n+1

∫ +∞

−∞

∑
α

〈πλ (x, y, t)πλ (f)hα, hα〉 |λ|n dλ

=
1

(2π)n+1

∑
α

∫ +∞

−∞
(f ∗ Eλ (hα, hα)) (x, y, t) |λ|n dλ

=
1

(2π)n+1

∑
k∈Z

∫ +∞

−∞

∑
‖α‖=k

(f ∗ Eλ (hα, hα)) (x, y, t) |λ|n dλ.

Lemma 2.2. Let µk : S (Hn) → C be defined by

µk (f) =
∫ +∞

−∞

∑
‖α‖=k

〈f,Eλ (hα, hα)〉 |λ|n dλ, f ∈ S (Hn) .

Then µk ∈ S′ (Hn) .

Proof. For k ∈ Z, let Hk be the closed subspace of L2 (<n) generated by
{hα : ‖α‖ = k} , thus L2 (<n) =

⊕
k∈Z

Hk. Let Pk be the orthogonal projection

from L2 (<n) onto Hk. Now, for f ∈ S (Hn) , we define ℘kf by

(2.4) πλ (℘kf) = Pkπλ (f) .
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It follows from (2.3) that∫ +∞

−∞

∑
α

|〈πλ (℘kf)πλ (x, y, t)hα, hα〉| |λ|n dλ <∞

and so

℘kf (x, y, t) =
1

(2π)n+1

∫ +∞

−∞

∑
‖α‖=k

(f ∗ Eλ (hα, hα)) (x, y, t) |λ|n dλ.

℘kf commutes with left translations and by (2.4) and the Plancherel formula
it extends to a bounded operator on L2 (Hn) . So, there exists a unique
tempered distribution, which is µk such that ℘kf = f ∗ µk. �

We set, for λ ∈ < − {0} and f ∈ S (Hn)

(2.5) Sλ,k (f) =
∑
‖α‖=k

〈f,Eλ (hα, hα)〉 .

We claim that Sλ,k is well defined and belongs to S′ (Hn) . In order to see this,
we consider Hn = Hn/N where N = {0}×{0}×2πZ. Then Hn = <n×<n×
S1, where S1 =

{
eiθ : θ ∈ <

}
. Each irreducible unitary representation of Hn

is unitarily equivalent to one and only one of the following representations:
The representations πm acting on L2 (<n) corresponding to λ = 2πm, m ∈ Z
and the one dimensional representations σa,b (x, y, t) = ei(ax+by), (a, b) ∈
<n×<n. For f nice enough, πm (f) is a Hilbert Schmidt operator. We have
also σa,b (f) =

∫
<n×<n×S1 f (x, y, t) e−i(ax+by)dxdydt = f̂

(
a, b, 0

)
, where f̂

denotes the euclidean Fourier transform and 0 is the identity in N. The
Plancherel identity asserts that

‖f‖2
L2(Hn) =

∑
m6=0

‖πm (f)‖2
HS |m|

n +
∫
<n×<n

|σa,b (f)|2 dadb.

Also, setting φ (a, b) = σa,b (f) , the inversion formula is in this case

f (x, y, t) =
∑
m6=0

tr
(
πm (f)πm (x, y, t)−1

)
|m|n + φ̂ (−x,−y) .

So we can consider L, T = ∂
∂θ and ℘k as above, and repeat all the arguments

for Hn instead of Hn to obtain that νk (f) =
∑
m6=0

|m|n
∑

‖α‖=k
〈f,Em (hα, hα)〉

defines a tempered distribution on S
(
<n ×<n × S1

)
. Furthermore, the

analogous of (2.3) says that the last double series converges absolutely.
Now, for λ ∈ < − {0} , (z, t) ∈ Cn × <, we can write (see, for example
[Fo]), Eλ (hα, hα) (z, t) in terms of Laguerre polynomials as

(2.6) Eλ (hα, hα) (z, t) = e−iλte−
1
4
|λ||z|2

n∏
j=1

L0
αj

(
1
2
|λ| |zj |2

)
.
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For f ∈ S
(
<2n

)
, we set νk,l (f) = νk (gl (f)) , where gl (f) (z, t) = eiltf (z) ,

(z, t) ∈ Cn×< and where we use the identification of Cn with <2n given by
(1.1). Then νk,l ∈ S′

(
<2n

)
if l ∈ Z − {0} . In particular, we have that the

series

(2.7) e−
1
4
|z|2

∑
‖α‖=k

n∏
j=1

L0
αj

(
1
2
|zj |2

)
defines an element in S′

(
<2n

)
and so S1,k ∈ S′ (Hn) .

We set, for µ ∈ S′ (Hn) , λ ∈ < − {0}
(2.8) 〈δλµ, f〉 = |λ|−n−1 〈µ, δλ−1f〉

where δλf (z, t) = f
(√

|λ|z, λt
)
.

Lemma 2.3. Sλ,k ∈ S′ (Hn) for all λ ∈ < − {0} , k ∈ Z.

Proof. Sλ,k = δλ (S1,k) and S1,k ∈ S′ (Hn) . �

Remark 2.4. Since the series (2.7) belongs to S′
(
<2n

)
, the same dilation

argument shows that the series e−
1
4
|λ||z|2 ∑

‖α‖=k

n∏
j=1

L0
αj

(
1
2 |λ| |zj |

2
)

defines a

tempered distribution Fλ,k on <2n for λ ∈ < − {0} , k ∈ Z.

For g ∈ U (p, q) , let Sgλ,k be defined by Sgλ,k (f) = Sλ,k (fg) , where
fg (z, t) = f (gz, t) . We have

Lemma 2.5. Sλ,k is a U (p, q) invariant distribution for all λ ∈ <−{0} , k ∈
Z.

Proof. Let w be the metaplectic representation of SU (p, q) on L2 (<n) .
Then, for g ∈ SU (p, q) , (z, t) ∈ Hn, we have that

(2.9) πλ (gz, t) = w (g)πλ (z, t)w
(
g−1
)
.

Furthermore, L2 (<n) =
⊕
k∈Z

Hk, where Hk is, as in Lemma 2.2, the closed

subspace generated by {hα : ‖α‖ = k} . It is known that (w,Hk) is SU (p, q)
irreducible (see 1.12, 2.7 and 2.8, Ch.VIII in [B-W]).

We denote by Ik : Hk → L2 (<n) the inclusion map and by Pk : L2 (<n) →
Hk the orthogonal projection. We also set Tz,t = Pkπλ (z, t) Ik. Then, for
f ∈ S (Hn) , the operator T =

∫
Hn

f (z, t)Tz,tdzdt is a trace class operator.
Now, by (2.9)〈

Sgλ,k, f
〉

=
∑
‖α‖=k

∫
Hn

f (z, t) 〈πλ (gz, t)hα, hα〉 dzdt

=
∑
‖α‖=k

∫
Hn

f (z, t)
〈
πλ (z, t)w

(
g−1
)
hα, w

(
g−1
)
hα
〉
dzdt
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=
∑
β

〈Tθβ, θβ〉 = 〈Sλ,k, f〉

with θβ = w
(
g−1
)
hβ and where we use that {θβ}β is another orthonormal

basis of Hk. Then Sλ,k is SU (p, q) invariant. Finally, we note also that if
g = z0I, |z0| = 1, I the n × n identity matrix, it is clear from (2.6) that
Sgλ,k = Sλ,k and so Sλ,k is a U (p, q) invariant distribution. �

Remark 2.6. By the inversion Plancherel formula and Lemmas (2.2), (2.3)
and (2.5) we have f =

∑
k∈Z

∫ +∞
−∞ f ∗ Sλ,k |λ|n dλ, f ∈ S (Hn) .

Let Fλ,k ∈ S′
(
<2n

)
be the distribution defined in Remark 2.4. Since

Fλ,k
⊗

1 = eiλtSλ,k we have that Fλ,k is U (p, q) invariant. Then

n∑
j=1

(
xj

∂

∂yj
− yj

∂

∂xj

)
Fλ,k = 0.

From LSλ,k = − |λ| (2k + p− q)Sλ,k and (1.3) we have that

(2.10)
(
−1

4
λ2B (z) + �

)
Fλ,k = − |λ| (2k + p− q)Fλ,k

where � =
p∑
j=1

(
∂2

∂xj
2 + ∂2

∂yj
2

)
−

n∑
j=p+1

(
∂2

∂xj
2 + ∂2

∂yj
2

)
and B (z) = B (z, z) for

z = x+ iy, x, y ∈ <n.
Now, according with [T], the space of the U (p, q) invariant tempered

distributions can be described as the dual of the space of the functions
in C∞ (<− {0}) with some kind of singularity at the origin. In order to
describe them, we introduce polar coordinates on <2n as follows. For x, y ∈
<n we set σ =

p∑
j=1

(
x2
j + y2

j

)
−

n∑
j=p+1

(
x2
j + y2

j

)
, ρ =

n∑
j=1

(
x2
j + y2

j

)
, u =(ρ+σ

2

) 1
2 wu, v =

(ρ−σ
2

) 1
2 wv where wu belongs to the 2p − 1 dimensional

sphere S2p−1 and wv ∈ S2q−1.
For f ∈ S

(
<2n

)
and for ρ, σ ∈ <, ρ ≥ σ, ρ ≥ 0, let

(Mf) (ρ, σ) =
∫

S2p−1×S2q−1

f

((
ρ+ σ

2

) 1
2

wu,

(
ρ− σ

2

) 1
2

wv

)
dwudwv

and let, for τ ∈ <,

(2.11) (Nf) (τ) =
∫

ρ>|τ |

(Mf) (ρ, τ) (ρ+ τ)p−1 (ρ− τ)q−1 dρ.
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We note that

(2.12)
∫
<2n

f (x) dx =
1
2n

∫
<

Nf (σ) dσ.

LetH be the Heaviside function, defined byH (τ) = 1 if τ ≥ 0 andH (τ) = 0
if τ < 0. Let H0 the space of the functions ϕ : < → C such that ϕ (τ) =
ϕ1 (τ) + H (τ)ϕ2 (τ) τn−1, ϕ1, ϕ2 ∈ D (<) , where D (<) denotes the space
of the functions in C∞ (<) with compact support and let H be the space
defined analogously, but where now we require ϕ1, ϕ2 ∈ S (<) .

If ϕ ∈ H, then it is regular out of the origin and ϕ ∈ Cn−2 (<) . Moreover,
for each m ≥ n− 1, there exists Pm (ϕ) , polynomial of degree m, such that
ϕ−HPm (ϕ) ∈ Cm (<) . So, for m ∈ N, ϕ admits an expansion

(2.13) ϕ (τ) =
m∑
j=0

Bj (ϕ) τ j +H (τ)
m∑
j=0

Aj (ϕ) τ j + o (τm)

with Aj (ϕ) = 0 for j < n− 1.

Remark 2.7. H0 and H, with the topology given in [T], are Frechet spaces
and N : S

(
<2n

)
→ H, N : D

(
<2n

)
→ H0 are linear, continuous and

surjective maps. Moreover, their adjoints N ′ : H′ → S′
(
<2n

)U(p,q)
, N ′ :

H′
0 → D′ (<2n

)U(p,q) are linear homeomorphisms. (see 2.1, 4.3, 5.1 and
some remarks at the beginning of §7 in [T]). (We also remark that 5.1 in
[T] holds for U (p, q) instead of SO (p, q) with the obvious changes.)

It is also proved in [T] that

(2.14) N (�f) = D (Nf) , f ∈ S
(
<2n

)
where the differential operator D is defined by

(2.15) D = 4
(
τ
∂2

∂τ2
+ (2− n)

∂

∂τ

)
so the adjoint of D is given by D′T = 4 (τT ′′ + nT ′) , T ∈ H′

.
We say that T ∈ H′ is a solution of D′T = 0 if 〈D′T, ϕ〉 = 0 for all ϕ ∈ H.

It is easy to see that T ∈ H′ is a solution of

(2.16)
λ2

4
τT + 4

(
τT ′′ + nT ′

)
= − |λ| (2k + p− q)T

if and only if N ′T is a solution of (2.10) . The same assertion is true for
solutions in H′

0.

Setting b = − |λ| (2k + p− q) , (2.16) becomes 16τT ′′ + 16nT ′−(
λ2τ + 4b

)
T = 0. As in [Ko], we note that if β = ±λ

4 ,
β
α = −1

2 and
l = 4nβ−b

4α and if w (t) = eβtv (αt) , then w is a solution of 16τw′′ + 16nw′ −



336 T. GODOY AND L. SAAL(
λ2τ + 4b

)
w = 0 if and only if v is a solution of the confluent hypergeometric

equation (C.H.E) tv′′ + (n− t) v′ + lv = 0.
For T ∈ H′ and for k ∈ Z, λ ∈ < − {0} we set

(2.17) 〈Tλ,k, ϕ〉 =
〈
δ |λ|

2

T, ψλ (ϕ)
〉
, ψλ (ϕ) (t) = e−

|λ|
4
tϕ (t)

for k ≥ 0, where δλϕ (t) = ϕ (λt) and 〈δλT, ϕ〉 = |λ|−1 〈T, δλ−1ϕ〉 .
We also set

(2.18) 〈Tλ,k, ϕ〉 =
〈
δ− |λ|

2

T, ψλ (ϕ)
〉
, ψλ (ϕ) (t) = e

|λ|
4
tϕ (t)

if k < 0.
We note that if k ≥ 0 then T ∈ H′

0 is a solution of the C.H.E. with
parameter l = k− q if and only if Tλ,k is a solution in H′

0 of (2.16). If k < 0
then T ∈ H′

0 solves the C.H.E. with parameter l = −k−p if and only if Tλ,k
solves (2.16).

Our aim is to find all the solutions in H′ of (2.16). We note that if S is
such a solution, then S = Tλ,k for some solution T ∈ H′

0 of the C.H.E. with
parameter l = k − q if k ≥ 0 and l = −k − p if k < 0. This leads us to
determine all the solutions in H′

0 of C.H.E. with parameter l ≥ −n+1 such
that the corresponding Tλ,k ∈ H′.

3. About the confluent hypergeometric equation.

As in [Sz], if m, β are non negative integers, we denote by {Lβm}, the La-
guerre polynomials. Then Lβm(x) is defined as the only polynomial solution
of

tv′′ + (β + 1− t)v′ +mv = 0
and normalized by the condition

(3.1)
∫ ∞

0
e−xxβLβm(x)Lβm′(x)dx = Γ(β + 1)

(
m+ β

m

)
δm,m′ .

We have that

(3.2) L0
m(t) =

m∑
j=0

(
m

j

)
(−1)j

xj

j!

and that d
dtL

β
m = −Lβ+1

m−1.
Let Dl be the differential operator on H given by

(3.3) Dlϕ(τ) = τϕ′′ + (2− n)ϕ′ + τϕ′ + (l + 1)ϕ.

Then its adjoint D′
l is D′

lT = tT ′′+(n− t)T ′+ lT . We recall that Aj (ϕ) = 0
for ϕ ∈ H, j ≤ n − 2. It is easy to see that if ϕ admits an asymptotic
development ∑

j≥0

Bj (ϕ) τ j +H
∑
j≥0

Aj (ϕ) τ j
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then the expansion around τ = 0 of Dlϕ is∑
j≥0

[(l + 1 + j)Bj (ϕ) + (j + 1)(j + 2− n)Bj+1 (ϕ)] τ j(3.4)

+H
∑
j≥0

[(l + 1 + j)Aj (ϕ) + (j + 1)(j + 2− n)Aj+1 (ϕ)] τ j .

With the natural restrictions on f, integration by parts gives

(3.5)
∫ b

a
f(t) (Dlϕ) (t) dt =

∫ b

a

(
D′
lf
)
(t)ϕ(t)dt+R(b, ϕ)−R(a, ϕ)

where −∞ ≤ a < b ≤ +∞ and

(3.6) R(b, ϕ) = (1− n+ b)f(b)ϕ(b) + bf(b)ϕ′(b)− bf ′(b)ϕ(b).

Proposition 3.1. For l ≥ 0, T =
(
L0
l+n−1H

)(n−1) is a solution in H′
0 of

D′
lT = 0.

Proof. Let cj,l =
(
L0
l+n−1

)(n−2−j) (0) , 0 ≤ j ≤ n − 2. Then a computation
shows that

T =
(
L0
l+n−1

)(n−1)
H +

n−2∑
j=0

cj,lδ
(j)

and so T ∈ H′ since every ϕ ∈ H is in Cn−2 (<) . Also〈
D′
lT, ϕ

〉
= 〈T,Dlϕ〉

=
∫ ∞

0

(
L0
l+n−1

)(n−1) (t) (Dlϕ) (t) dt+

〈
n−2∑
j=0

cj,lδ
(j), Dlϕ

〉
.

By (3.4), (3.5) and (3.6) we have∫ ∞

0

(
L0
l+n−1

)(n−1) (t) (Dlϕ) (t) dt = (n− 1)
(
L0
l+n−1

)(n−1) (0)B0 (ϕ)

and by (3.4)〈
n−2∑
j=0

cj,lδ
(j), Dlϕ

〉

=
n−2∑
j=0

cj,l (−1)j j!Bj (Dlϕ)

=
n−2∑
j=0

cj,l (−1)j j! ((l + 1 + j)Bjϕ+ (j + 1) (j + 2− n)Bj+1 (ϕ))

=
n−2∑
j=0

dj,lBj (ϕ)
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where d0,l=(l + 1) c0,l and dj,l=(−1)j j! ((l + 1 + j) cj,l + (n− j − 1) cj−1,l)
if 1 ≤ j ≤ n− 2. Since cj,l = (−1)n−j

(
l+n−1
n−j−2

)
the lemma follows. �

Now, it is proved in [T] that if S ∈ H′ and supp(S) = {0} then there
exists m1,m2 ∈ N ∪ {0} α0, . . . αm1 , α

′
0, . . . α

′
m2
∈ C such that

S (ϕ) =
m1∑
j=0

αjBj (ϕ) +
m2∑
j=0

α′jAj (ϕ) , ϕ ∈ H.

We will need the following:

Lemma 3.2. Assume l ≥ −n+ 1. If S ∈ H′, suppS = {0} and if

D′
lS = cn−1Bn−1 + dn−1An−1 +

n−2∑
j=0

cjBj

with c0, . . . , cn−1, dn−1 ∈ C, then cn−1 = dn−1 = 0.

Proof. We write S =
∑m1

j=0 αjBj +
∑m2

j=0 α
′
jAj . Suppose cn−1 6= 0. By

(3.4) the coefficient of Bj (ϕ) in the expansion of Dl (ϕ) is (l + 1 + j)αj
+j (j + 1− n)αj−1 and so cn−1 = (l + n)αn−1 and αj = − j(j+1−n)

l+1+j αj−1 for
j ≥ −l. Then αj 6= 0 if j ≥ n. Contradiction. Analogously dn−1 6= 0 would
imply α′j 6= 0 for j ≥ n. �

If l ≥ 0, a solution of the C.H.E. is the function f1 (t) = Ln−1
l (t). Another

solution f2 ∈ C2 ((−∞, 0)) of the C.H.E., linearly independent with f1, is
obtained setting f2(t) = c(t)f1(t) where c(t) satisfy

tf1(t)c′′(t) +
[
2tf ′1(t) + (n− t)f1(t)

]
c′(t) = 0.

Then for t < 0,

(3.7) f2(t) = f1(t)
∫ t

−∞
f1(s)−2s−nesds

is well defined since the zeros of the Laguerre’s polynomials are in (0,+∞).
Also

(3.8)

f2 (t) = o
(
et
)

t→−∞
,

f ′2 (t) = o
(
et
)

t→−∞
,

f2 (t) v − 1
f1(0)(n−1) t

−n+1 as t→ 0.
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Lemma 3.3. Let for ϕ ∈ H,

〈Pf (f2) , ϕ〉 = lim
ε→0+

−ε∫
−∞

f2 (t)

ϕ (t)−
n−2∑
j=0

ϕ(j) (0)
j!

tj

 dt.

Then Pf (f2) ∈ H′ and D′
lPf (f2) = − 1

f1(0)Bn−1 (ϕ) .

Proof. Pf (f2) ∈ H′ by Lemma 3.3 in [T]. On the other hand, from (3.4) it

follows that if ψ (t) =
n−2∑
j=0

ϕ(j)(0)
j! tj then Dlψ =

n−2∑
j=0

(Dlϕ)(j)(0)
j! tj . Thus〈

D′
lPf (f2) , ϕ

〉
=
〈
Pf (f2) , D′

lϕ
〉

= lim
ε→0+

−ε∫
−∞

f2 (t)

(Dlϕ) (t)−
n−2∑
j=0

(Dlϕ)(j) (0)
j!

tj

 dt

= lim
ε→0+

−ε∫
−∞

f2 (t)Dl (ϕ− ψ) (t) dt = lim
ε→0+

R (−ε, ϕ1)

where ϕ1 = ϕ− ψ and R (−ε, ϕ1) is given by (3.6).
As by (3.8)

lim
s→0−

(1− n+ s) f2 (s)ϕ1 (s) = (1− n)
1

f1 (0) (1− n)
Bn−1 (ϕ) ,

lim
s→0−

sf2 (s)ϕ′1 (s) =
1

f1 (0)
lim
s→0−

s−n+2

1− n

(
(n− 1)Bn−1s

n−2 + ....
)

= − 1
f1 (0)

Bn−1

and

lim
s→0−

sf ′2 (s)ϕ1 (s) =
1

f1 (0)
Bn−1

the lemma follows. �

Proposition 3.4. Let T be in H′
0. Suppose that either k ≥ q or k ≤ −p and

λ ∈ <−{0} , let Tλ,k be defined as in (2.17) and (2.18). If Tλ,k is a tempered
solution (i.e., Tλ,k ∈ H′) of (2.16) then T is a multiple of

(
L0
l+n−1H

)(n−1)

where l = k − q if k ≥ q and l = −k − p if k ≤ −p.

Proof. We know that there exists a basis of the solution space in C2 (0,+∞)
given by f1 (t) and a certain function g (t) where g (t) v et as t→ +∞ [Se].
In particular when we write T restricted to (0,+∞) , as a linear combination
af1 + bg, the condition Tλ,k ∈ H′ implies b = 0.
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We now consider S = T − a
(
L0
l+n−1H

)(n−1)
. Then suppS ⊂ (−∞, 0] ,

D′
lS = 0 and the corresponding Sλ,k ∈ H′.
Writing S restricted to (−∞, 0) as a linear combination αf1 + βf2 we

obtain that α = 0. Thus S − βPf (f2) has support at t = 0 and by Lemma
3.3

D′
l (S − βPf (f2)) = −β 1

f1 (0)
Bn−1.

If β 6= 0, this contradicts Lemma 3.2. Thus suppS = {0} . But, from (3.4), it
is easy to see that there is not nontrivial solution S supported at the origin
of D′

lS = 0 if l ≥ 0. So S = 0 and the proof is complete. �

To state a similar result for −p < k < q we will need some facts about
the equation

(3.9) tv′′ + (n− t) v′ − lv, l = 1, . . . , n− 1.

Lemma 3.5. For l = 1, . . . , n−1 there exists a polynomial Pl−1 of degree l−
1 with Pl−1 (0) = 1 such that for all open interval I ⊂ <−{0} (not necessarily
finite) two linearly independent solutions in C2 (I) are given by g1 (t) =
t1−nPl−1 (t) et and g2 (t) = t1−nTn−2

(
Pl−1 (t) et

)
where Tn−2 (g) denotes the

Taylor polynomial of degree n− 2 around the origin for the function g.

Proof. Following the notation of [Se], we can write every solution of (3.9)
belonging to C2 (I) as α.1F1 (l, n, t) + βt1−n.1F1 (1 + l − n, 2− n, t) where

(3.10) 1F1 (a, c, t) =
∞∑
j=0

(a)j
(c)j

tj

j!

and (a)j = a (a+ 1) . . . (a+ j − 1) .

By (3.10) 1F1 (1 + l − n, 2− n, t) =
∞∑
j=0

pl−1 (j) t
j

j! where pl−1 (j) =

l−1∑
k=0

akj
k for some a1, . . . , ak−1 ∈ < and a0 = 1. Induction on k shows that

∞∑
j=0

jk t
j

j! = qk (t) et with qk a polynomial of degree k such that qk (0) = 0 for

k > 0. So g1 (t) = t1−n.1F1 (1 + l − n, 2− n, t) is a solution of the desired
form.

Also

1F1 (l, n, t)

=
∞∑
j=0

(l)j
(n)j

tj

j!
=

(n− 1)!
(l − 1)!

∞∑
j=0

(j + 1) . . . (j + l − 1)
(n+ j − 1)!

tj

=
(n− 1)!
(l − 1)!

∞∑
j=0

(j + (n− 1) + (2− n)) . . . ((j + n− 1) + (l − n))
(n+ j − 1)!

tj
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=
(n− 1)!
(l − 1)!

1
tn−1

∞∑
j=n−1

(j + 2− n) . . . (j + l − n)
tj

j!

=
(n− 1)!
(l − 1)!

(2− n) . . . (l − n)

· 1
tn−1

(1F1 (1 + l − n, 2− n, t)− Tn−2 (1F1 (1 + l − n, 2− n, t))) .

So we can take g2 (t) = t1−nTn−2 (1F1 (1 + l − n, 2− n, t)) . �

Lemma 3.6. For ϕ ∈ H, let Pf− (g1) and Pf+ (g2) be defined by

〈
Pf− (g1) , ϕ

〉
= lim

ε→0+

−ε∫
−∞

g1 (t)

ϕ (t)−
n−2∑
j=0

ϕ(j) (0)
j!

tj

 dt,

〈
Pf+ (g2) , ϕ

〉
= lim

ε→0+

1∫
ε

g2 (t)

ϕ (t)−
n−2∑
j=0

ϕ(j) (0)
j!

tj

 dt

+

∞∫
1

g2 (t)ϕ (t) dt.

Then Pf− (g1) and Pf+ (g2) belong to H′ and they satisfy:
(i) D′

l (Pf
− (g1)) = (n− 1)Bn−1,

(ii) D′
l (Pf

+ (g2)) = − (n− 1) (Bn−1 +An−1) +
n−2∑
j=0

βjBj for some con-

stants β1, . . . , βn−2.

Proof. The proof follows similar lines those of Lemma 3.3, but now, to prove
(i) we take account of that Pl−1 (0) = 1 where Pl−1 is as in Lemma 3.5.

For (ii) we observe that if ϕ ∈ H and if ψ (t) =
n−2∑
j=0

Bj (ϕ) tj , we have

R (1, ϕ− ψ)−R (1, ϕ) = − (2− n)ψ (1)− ψ′ (1) f2 (1) + f ′2 (1)ψ (1) .
The constants βj are determined by f2 (1) and f ′2 (1). �

Lemma 3.7. For each l = −1,−2, . . . ,−n + 1, the space of the solutions
T ∈ H′

0 which are supported at the origin of the equation D′
lT = 0 is one

dimensional.

Proof. For such a T we write T =
m1∑
j=0

αjBj+
m2∑

j=n−1
α′jAj . From 〈T,Dlϕ〉 = 0

and (3.4) we obtain that αj (l + 1 + j) + αj−1 (j + 1− n) = 0 for all j. If
j = n− 1, this implies that αn−1 (l + n) = 0 and so αj = 0 for all j ≥ n− 1.

The same argument says that α′j = 0, j ≥ n− 1 and thus T =
n−2∑
j=0

αjBj . Let
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j0 = −l − 1. Then αj0−1 = 0. . Since

(3.11) αj = −j + 1− n

l + 1 + j
αj−1

for j 6= j0 we have α0 = α1 = · · · = αj0−1 = 0. So T is completely determined
by αj0 . On the other hand, it is clear that for each αj0 we obtain in this way
a solution supported at {0} . �

Remark 3.8. Let l, T be as in Lemma 3.7. If we write T =
n−2∑
j=0

γj,lδ
(j)

instead of
n−2∑
j=0

αjBj , by (3.11) we see that {γj,l} satisfy

(l + 1 + j) γj,l + (n− j − 1) γj−1,l = 0

for 0 ≤ j ≤ n − 2. But this is also the recurrence relation for the succes-
sive derivatives at the origin of the polynomial L0

l+n−1, so we can choose

a nontrivial solution as T0 =
n−2∑
j=0

γj,lδ
(j) with γj,l =

(
L0
l+n−1

)(n−j−2) (0) ,

0 ≤ j ≤ n− 2. Now, a computation shows that T0 =
(
L0
l+n−1H

)(n−1)
.

Proposition 3.9. Let T be in H′
0. Suppose −p < k < q, λ ∈ < − {0} , let

Tλ,k be defined as in (2.17) and (2.18). If Tλ,k is a tempered solution (i.e.,
Tλ,k ∈ H′) of (2.16) then T is a multiple of the distribution T0 defined in
Remark 3.8.

Proof. We argue as in Proposition 3.4. Suppose 0 ≤ k < q. So Tλ,k is
given by (2.17). Now, Tλ,k ∈ H′ implies that T restricted to (0,+∞) agrees
with αg2 and T restricted to (−∞.0) agrees with βg1, for some α, β ∈ C
and where g1, g2 are defined as in Lemma 3.5. So S = T − βPf− (g1) −
αPf+ (g2) has support at the origin and, by Lemma 3.6, it satisfies D′

l (S) =

−β (n− 1)Bn−1 + α (n− 1) (Bn−1 +An−1) +
n−2∑
j=0

βjBj . But, by Lemma 3.2

α = β = 0 and so T has support at the origin and the lemma follows from
Lemma 3.7. The case −p < k < 0 is analogous. �

4. Determination of Sλ,k and ℘k.

In this section we compute explicitly the distributions Sλ,k and µk. Tak-
ing account of Remark 3.8 and Proposition 3.1, we consider the particular
distribution T given by T =

(
L0
l+n−1H

)(n−1) where l = k − q if k ≥ 0
and l = −k − p if k < 0. Let Fλ,k ∈ S′

(
<2n

)
be defined as in Remark

2.4. Since Fλ,k ∈ S′ (Hn)
U(p,q) and satisfies (2.10), the considerations in

Remark 2.7 and Propositions 3.4 and 3.9 imply that Fλ,k = cλ,kN
′ (Tλ,k) for
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some cλ,k ∈ C. In order to compute cλ,k we apply both distributions to the
function
(4.1)

fλ (z) = fλ (z1, . . . zn) = e−
|λ|
4
|z|2

∑
β1 + · · ·+ βn = |k| ,
β1 ≥ 0, . . . βn ≥ 0

n∏
j=1

L0
β1

(
1
2
|λ| |zj |2

)
.

By (3.1) we have that, if k ≥ 0

(4.2) 〈Fλ,k, fλ〉 = 2nπn |λ|−n
∑

β1 + · · ·+ βp = |k| ,
β1 ≥ 0, . . . βp ≥ 0

1 = 2nπn |λ|−n
(
p+ k − 1
p− 1

)

and if k < 0
(4.3)

〈Fλ,k, fλ〉 = 2nπn |λ|−n
∑

β1 + · · ·+ βq = |k| ,
β1 ≥ 0, . . . βq ≥ 0

1 = 2nπn |λ|−n
(
q − k − 1
q − 1

)
.

On the other hand, by well known properties of the Laguerre polynomials,

(4.4) fλ (z) = e−
|λ|
4
|z|2Ln−1

|k|

(
1
2
|λ| |z|2

)
.

So, for t ≥ 0, and taking account of that the volume of the n dimensional
sphere is 2π

n+1
2 /Γ

(
n+1

2

)
, we have

Nfλ

(
2 |λ|−1 t

)(4.5)

=
4πp+q

(p− 1)! (q − 1)!

∞∫
2|λ|−1t

e−
|λ|
4
ρLn−1

|k|

(
|λ| ρ
2

)

·
(
ρ+ 2 |λ|−1 t

)p−1 (
ρ− 2 |λ|−1 t

)q−1
dρ

=
4πp+q

(p− 1)! (q − 1)!
2n−1 |λ|−(n−1)

∫ ∞

t
e−

s
2Ln−1

|k| (s) (s+ t)p−1 (s− t)q−1 ds.

Now,
〈Fλ,k, fλ〉 = cλ,k

〈
N ′ (Tλ,k) , fλ

〉
= cλ,k 〈Tλ,k, N (fλ)〉 .

From (4.5), the definition of Tλ,k and (4.2) we obtain that cλ,k is inde-
pendent of λ. In order to compute cλ,k we consider first the case k ≥ 0. By
(2.17)

〈Tλ,k, N (fλ)〉 =
〈
2 |λ|−1 δ |λ|

2

T, t→ e−
|λ|
4
tN (fλ) (t)

〉
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= 2 |λ|−1
〈
T, t→ e−

t
2N (fλ)

(
2 |λ|−1 t

)〉
thus, by (4.5), we need to evaluate T (ψ0) where T =

(
L0
k−q+n−1H

)(n−1)

and ψ0 (t) = e−
t
2ϕ0 (t) with

ϕ0 (t) = e−
t
2

∫ ∞

0
e−

ρ
2Ln−1

k (ρ+ t) (ρ+ 2t)p−1 ρq−1dρ.

Since k−q+n−1 = k+p−1 and Ln−1
k (ρ+ t) (ρ+ 2t)p−1 is a polynomial

in t of degree k + p− 1 we can use the Leibnitz formula for the derivatives
of a product, the fact that every polynomial can be written as a linear
combination of the Laguerre polynomials and the orthogonality relations
(3.1) to obtain that

T (ψ0)

= (−1)n−1
∫ ∞

0
L0
k+p−1 (t)

∫ ∞

0
e−

ρ
2 ρq−1e−tLn−1

k (ρ+ t) (ρ+ 2t)p−1 dρdt.

Since Ln−1
k (ρ+ t) =

∑
m+j=k

Ln−2
m (ρ)L0

j (t) , we repeat the same argument to

obtain that

T (ψ0)

= 2p−1 (−1)n−1
∫ ∞

0
L0
k+p−1 (t)

[∫ ∞

0
e−

ρ
2 ρq−1Ln−2

0 (0) dρ
]
e−tL0

k (t) tp−1dt

= (−1)n−1 2p−1 (−1)q 2q (q − 1)!
∫ ∞

0
e−tL0

k+p−1 (t)
(−1)k

k!
tk+p−1dt

= (−1)n+q−1 2n−1 (q − 1)!
(−1)k

k!
(−1)k+p−1 (k + p− 1)!

where we have used (3.1) and (3.2).
Finally, by (4.2), we find that

2nπn
(p+ k − 1)!
k! (p− 1)!

= cλ,k2n
4πn

(p− 1)! (q − 1)!
2n−1 (k + p− 1)!

k!
(q − 1)!

and so
cλ,k =

1
2n+1

.

If k < 0, we can repeat the above computation, using (2.18) instead of (2.17)
and replacing L0

k−q+n−1 by L0
−k−p+n−1. In this case we also find cλ,k = 1

2n+1 .

Theorem 4.1. If k ≥ q, λ ∈ < − {0} , f ∈ S (Cn) , then

〈Fλ,k, f〉 =
1
2

∫
B(z)≥0

e−
|λ|
4
B(z)Ln−1

k−q

(
|λ|
2
B (z)

)
f (z) dz



L2 SPECTRAL DECOMPOSITION 345

+
1
2n

n−2∑
l=0

4l |λ|−(l+1)
n−2∑
j=l

1
2j

(
j

l

)
(−1)n−j

(
n+ k − q − 1
k − q + j + 1

)〈
δlB, f

〉
where δlB = N ′ (δ(l)) .
Proof.

〈Fλ,k, f〉 =
1

2n+1

〈
N ′Tλ,k, f

〉
=

1
2n+1

〈Tλ,k, Nf〉

=
1

2n+1

〈
T, t→ 2 |λ|−1 e−

t
2Nf

(
2 |λ|−1 t

)〉
.

Now, as at the beginning of the proof of Proposition 3.1,

T = Ln−1
k−qH +

n−2∑
j=0

(
L0
k−q+n−1

)(n−2−j) (0) δ(j).

But

2 |λ|−1

∞∫
0

Ln−1
k−q (t) e−

t
2Nf

(
2 |λ|−1 t

)
dt

=

∞∫
0

Ln−1
k−q

(
|λ| t
2

)
e−

|λ|t
4 Nf (t) dt

= 2n
∫

B(z)≥0

e−
|λ|
4
B(z)Ln−1

k−q

(
|λ|
2
B (z)

)
f (z) dz

where the last equality follows from (2.12) applied to the function

F (z) = Ln−1
k−q

(
|λ|B (z)

2

)
e−

|λ|B(z)
4 f (z) .

On the other hand, a computation shows that〈
n−2∑
j=0

(
L0
k−q+n−1

)(n−2−j) (0) δ(j), t→ 2 |λ|−1 e−
t
2Nf

(
2 |λ|−1 t

)〉

= 2
n−2∑
l=0

4l |λ|−(l+1)
n−2∑
j=l

(
j

l

)(
L0
k−q+n−1

)(n−2−j) (0)
1
2j
〈
δlB, f

〉
and the theorem follows. �

Remark 4.2. Theorem 4.1 remains true for k ≤ −p, with the obvious
changes in the proof, if we replace Ln−1

k−q by Ln−1
−k−p,

(
n+k−q−1
k−q+j+1

)
by
(
n−k−p−1
−k−p+j+1

)
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and the integration region {z : B (z) ≥ 0} by {z : B (z) ≤ 0} . It is also im-
mediate to see that if −p < k < q, λ ∈ < − {0} , f ∈ S (Cn) , then

〈Fλ,k, f〉 =
1
2n

n−2∑
l=0

4l |λ|−(l+1)
n−2∑
j=l

1
2j

(
j

l

)
γj,k

〈
δlB, f

〉
with γj,l as in Remark 3.8, i.e.,

γj,k =
(
L0
k−q+n−1

)(n−j−2) (0) = (−1)n−j
(
n+ k − q − 1
n− j − 2

)
for q− k− 1 ≤ j ≤ n− 2 and γj,k = 0 if j < q− k− 1 and where δlB is as in
Theorem 4.1.

Remark 4.3. We have computed the distributions Fλ,k and the constant
cλ,k, and so also Sλ,k = e−iλtFλ,k.

Next, we compute µk. We first assume k ≥ q. Taking account of Theorem
4.1. We recall that for f = f (z, t) ∈ S′ (Hn)

〈µk, f〉 =

∞∫
−∞

〈
e−iλtFλ,k, f

〉
|λ|n dλ.

By Theorem 4.1 |λ|n e−iλt 〈Fλ,k, f (., t)〉 = J1 (f) (λ, t) + J2 (f) (λ, t), t ∈ <,
where

J1 (f) (λ, t) =
1
2
|λ|n e−iλt

∫
B(z)≥0

e−
|λ|
4
B(z)Ln−1

k−q

(
|λ|
2
B (z)

)
f (z, t) dz

and

J2 (f) (λ, t)

=
1
2n
e−iλt

n−2∑
l=0

4l |λ|n−(l+1)
n−2∑
j=l

1
2j

(
j

l

)(
L0
k−q+n−1

)(n−j−2) (0)
〈
δlB, f (., t)

〉
.

So, by well known properties of the Fourier transform on S′ (<),∫
<

∫
<

J2 (f) (λ, t) dt

 dλ(4.6)

=
1
2n

n−2∑
l=0

4l (−i)n−l−1
n−2∑
j=l

1
2j

(
j

l

)
γj,k

〈
νl,

∂n−l−1f

∂tn−l−1

〉
where νl = δlB ⊗ pv

(
1
t

)
if n − l − 1 is odd and νl = δlB ⊗ δ if n − l − 1 is

even. Let I1 (f) =
∫
<

(∫
<
J1 (f) (λ, t) dt

)
dλ. The properties of the Fourier
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transform in S′ (<) imply that

I1 (f) =
∫
<

〈
e−λite−

|λ|
4
B(z)Ln−1

k−q

(
|λ|
2
B (z)

)
H (B (z)) , f

〉
|λ|n dλ(4.7)

= i

∫
<

〈
e−λite−

|λ|
4
B(z)Ln−1

k−q

(
|λ|
2
B (z)

)
H (B (z)) , h

〉
|λ|n−1 dλ

where h (z, t) =
∂(pv( 1

t
∗f))

∂t (z, t) .
Now, following [St], we will compute (4.7).

Lemma 4.4. For f ∈ S (Cn ×<) there exists
∫

Cn×<

H(B(z))
B(z)+it f (z, t) dzdt and

lim
ε→0

∫
Cn×<

H (B (z))
B (z) + ε+ it

f (z, t) dzdt =
∫

Cn×<

H (B (z))
B (z) + it

f (z, t) dzdt.

Proof. We write
1

B (z) + ε+ it
= P (t, B (z) + ε)− iQ (t, B (z) + ε)

where P (t, s) = s
s2+t2

, Q (t, s) = t
s2+t2

, t, s ∈ <. Thus, for s ∈
<‖P (., s)‖L1(<) = π. So∫

<

|P (t, B (z) + ε) f (z, t)| dt ≤ π ‖f (z, .)‖L∞(<) , z ∈ Cn.

Also, for B (z) 6= 0, we have

lim
ε→0

(P (., B (z) + ε) ∗ f (z, .)) (0) = (P (., B (z)) ∗ f (z, .)) (0) .

Since sup
t∈<

|f (z, t)| ∈ L1 (Cn) , the dominated convergence theorem implies

that P (t, B (z)) f (z, t) ∈ L1 (Cn ×<) and

lim
ε→0

∫
Cn×<

P (t, B (z) + ε)H (B (z)) f (z, t) dzdt

=
∫

Cn×<

P (t, B (z))H (B (z)) f (z, t) dzdt.

On the other hand, let Gε (z) =
∫
<
Q (t, B (z) + ε) f (z, t) dt. So

Gε (z) =
∫

|t|<1

Q (t, B (z) + ε) [f (z, t)− f (z, 0)] dt
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+
∫

|t|≥1

Q (t, B (z) + ε) f (z, t) dt.

Now, for |t| < 1∣∣∣∣f (z, t)− f (z, 0)
t

∣∣∣∣ = ∣∣∣∣∂f∂t (z, ζ (z, t))
∣∣∣∣ ≤ sup

|u|<1

∣∣∣∣∂f∂t (z, u)
∣∣∣∣ .

Also
sup
|t|<1

|tQ (t, B (z) + ε)| ≤ 1, sup
|t|≥1

|Q (t, B (z) + ε)| ≤ 1.

Thus |Gε (z)| ≤ sup
|u|<1

∣∣∣∂f∂t (z, u)
∣∣∣ + ‖f (z, .)‖L1(<−[−1,1]) . So, as above,

we can use the dominated convergence theorem to obtain that
Q (t, B (z))H (B (z)) f (z, t) ∈ L1 (Cn ×<) and

lim
ε→0

∫
Cn×<

Q (t, B (z) + ε)H (B (z)) f (z, t) dzdt

=
∫

Cn×<

Q (t, B (z))H (B (z)) f (z, t) dzdt.

�

Following [St], we use the generatrix identity for the Laguerre polynomials

(4.8)
∞∑
s=0

Ln−1
s (t) rs = (1− r)−n e−

r
1−r

t

to obtain, for ε > 0∫ ∞

0
e−ελe−iλte−

λ
4
B(z)Ln−1

k−q

(
λ

2
B (z)

)
H (B (z))λn−1dλ(4.9)

= αk
[B (z)− 4ε− 4it]k−q

[B (z) + 4ε+ 4it]k+p
H (B (z))

where

(4.10) ακ = 4n (n− 1)!
(
p+ k − 1
k − q

)
(−1)k−q .

Indeed, by (4.8), we can write, for |r| < 1, B (z) ≥ 0, t ∈ <, ε > 0
∞∑
k=q

rk−q
∫ ∞

0
e−ελe−iλte−

λ
4
B(z)Ln−1

k−q

(
λ

2
B (z)

)
λn−1dλ

=
∞∑
s=0

rs
∫ ∞

0
e−ελe−iλte−

λ
4
B(z)Ln−1

s

(
λ

2
B (z)

)
λn−1dλ
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= (1− r)−n
∫ ∞

0
exp

(
−λ
(
B (z) (1 + r) + 4 (ε+ it) (1− r)

4 (1− r)

))
λn−1dλ

=
4n (n− 1)!

[B (z) + 4ε+ 4it+ r (B (z)− 4ε− 4it)]n
.

Now, we compare the Taylor developments to obtain (4.9).
Write

B (z)− it

B (z) + it
=

2B (z)
B (z) + it

− 1.

Now, letting ε → 0+, and taking account of Lemma 4.4, we have∫ ∞

0

〈
e−iλte−

λ
4
B(z)Ln−1

k−q

(
λ

2
B (z)

)
H (B (z))λn−1, f

〉
dλ(4.11)

= αk lim
ε→0

〈
[B (z)− 4ε− 4it]k−q

[B (z) + 4ε+ 4it]k+p
H (B (z)) , f

〉
.

Now, this limit is

αk lim
ε→0

〈[
2B (z)

B (z) + 4ε+ 4it
− 1
]k−q H (B (z))

[B (z) + 4ε+ 4it]n
, f

〉

= αk lim
ε→0

k−q∑
l=0

(
k − q

l

)
(−1)k−q−l 2l

〈
B (z)lH (B (z))

[B (z) + 4ε+ 4it]n+l
, f

〉

= αk

k−q∑
l=0

(
k − q

l

)
(−1)k−q−l

2l (−4i)n+l−1

(n+ l − 1)!

〈
B (z)lH (B (z))
B (z) + 4it

,
∂n+l−1f

∂tn+l−1

〉
.

So ∫ ∞

0

〈
e−iλte−

λ
4
B(z)Ln−1

k−q

(
λ

2
B (z)

)
H (B (z))λn−1, f

〉
dλ(4.12)

= αk

k−q∑
l=0

βk,l

〈
B (z)lH (B (z))
B (z) + 4it

,
∂n+l−1f

∂tn+l−1

〉
where

(4.13) βk,l =
(
k − q

l

)
(−1)k−q−l

2l (−4i)n+l−1

(n+ l − 1)!
.

From (4.11) a change of variable gives∫ 0

−∞

〈
e−iλte−

|λ|
4
B(z)Ln−1

k−q

(
|λ|
2
B (z)

)
H (B (z)) |λ|n−1 , f

〉
dλ(4.14)

= αk

k−q∑
l=0

βk,l

〈
B (z)lH (B (z))
B (z)− 4it

,
∂n+l−1f

∂tn+l−1

〉
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where, by (4.13), βk,l = (−1)n+l−1 βk,l. So we have:

Theorem 4.5. For k ≥ q and 0 ≤ l ≤ k − q, let αk, βk,l defined by (4.10)
and (4.13) respectively. Then we have µk (f) = I1 (f) + I2 (f) where

I1 (f)

= iαk

2

k−qX
l=0

βk,l

* 
B (z)l H (B (z))

B (z) + 4it
+ (−1)n+l−1 B (z)l H (B (z))

B (z)− 4it

!
,
∂n+l

`
pv
`

1
t
∗ f
´´

∂tn+l

+

and

I2 (f)

=
1
2n

n−2∑
l=0

4l
n−2∑
j=l

(−i)n−l−1 1
2j

(
j

l

)(
L0
k−q+n−1

)(n−j−2) (0)
〈
νl,

∂n−l−1f

∂tn−l−1

〉
where νl = δlB⊗pv

(
1
t

)
if n− l−1 is odd and νl = δlB⊗ δ if n− l−1 is even.

Proof. It follows from (4.12), (4.14), (4.7) and (4.6). �

Remark 4.6. If k ≤ −p, Theorem 4.5 remains true if we replace k − q
by −k − p and H (B (z)) by H (−B (z)) with the same proof, using (2.18)
instead of (2.17). If −p < k < q the same arguments give us µk (f) = I2 (f) ,
with

I2 (f) =
1
2n

n−2∑
l=0

4l
n−2∑
j=l

1
2j

(
j

l

)
γj,k

〈
νl,

∂n−l−1f

∂tn−l−1

〉
where γj,k is defined as in Remark 3.8.

Remark 4.7. Let A = {(z, t) ∈ Cn ×< : B (z) = 0} . If f ∈ S (Hn) and
supp(f) ∩ A = ∅ thus supp

(
∂
∂t

(
p.v.

(
1
t

)
∗ f
))
∩ A = ∅, then from (4.7) and

(4.11) and taking account of that I2 (f) = 0, we have

µk (f) = I1 (f)

= iαk lim
ε→0

〈
[B (z)− 4ε− 4it]k−q

[B (z) + 4ε+ 4it]k+p
H (B (z)) ,

∂

∂t

(
p.v.

(
1
t

)
∗ f
)〉

= iαk

〈
[B (z)− 4it]k−q

[B (z) + 4it]k+p
H (B (z)) ,

∂

∂t

(
p.v.

(
1
t

)
∗ f
)〉

= iαk

〈
− ∂

∂t

(
[B (z)− 4it]k−q

[B (z) + 4it]k+p

)
H (B (z)) , p.v.

(
1
t

)
∗ f

〉
.

This is an analogous expression to those obtained in [St], p. 362.

Remark 4.8. For ε = ±1, k ∈ Z, we set Rk,ε = {ερ, ρ (2k + p− q) : ρ > 0} .
The rays Rk,ε are closely related to the study of the kernels of the op-
erators L − iαT, α ∈ C. In order to describe ker (L− iαT ) , with α ∈
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2Z for n even and ker (L− iαT ) , with α ∈ 1 + 2Z for n odd, we de-
fine ℘+

k , ℘
−
k : L2 (Hn) → L2 (Hn) via the Plancherel inversion formula

requiring that for λ ∈ < − {0} , πλ℘+
k = χ(0,∞) (λ)Pkπλ and πλ℘

−
k =

χ(−∞,0) (λ)Pkπλ, where Pk is define as at the beginning of the proof of
Lemma 2.2. Thus ℘+

k , ℘
−
k are orthogonal projections over certain sub-

spaces of L2 (Hn) . As in Lemma 2.2 we have ℘+
k f =

∫ +∞
0 f ∗ Sλ,k |λ|n dλ,

f ∈ S (Hn) (and the analogous formula for ℘−k ). If m has the same parity
than n, we define k1 (m) = −1

2 (m+ p− q) and k2 (m) = 1
2 (m− p+ q) .

Thus k1 (m) , k2 (m) ∈ Z. We observe that R
(
℘+
k1(m)

)
⊂ ker (L− imT ) ∩

L2 (Hn) , where ker (L− imT ) = {S ∈ S′ (Hn) : (L− imT )S = 0} . In order
to see this inclusion, we proceed as follows. As in Lemma 2.2 we con-
struct µ±k1(m) ∈ S′ (Hn) such that ℘±k1(m)f = f ∗ µ±k1(m). As there, we have〈
µ+
k1(m), ϕ

〉
=
∫ +∞
0

〈
Sλ.k1(m), ϕ

〉
|λ|n dλ, ϕ ∈ S′ (Hn) . Then〈

(L− imT )
(
µ+
k1(m)

)
, ϕ
〉

=
〈
µ+
k1(m), (L+ imT ) (ϕ)

〉
=
∫ +∞

0

〈
Sλ.k1(m), (L+ imT ) (ϕ)

〉
|λ|n dλ

=
∫ +∞

0

〈
(L− imT )Sλ.k1(m), ϕ

〉
|λ|n dλ = 0.

Now, since L, T commute with left translations (L− imT )
(
f ∗ µ+

k1(m)

)
=

f ∗
(
(L− imT )µ+

k1(m)

)
= 0. So R

(
℘+
k1(m)

)
⊂ ker (L− imT )∩L2 (Hn) . Sim-

ilarly, R
(
℘−k2(m)

)
⊂ ker (L− imT )∩L2 (Hn) . So R

(
℘+
k1(m)

)
⊕R

(
℘−k2(m)

)
⊂

ker (L− imT ) ∩ L2 (Hn) . On the other hand, Plancherel theorem implies
that R

(
℘±k
)
⊥ R (℘±s ) if k 6= s and R

(
℘+
k

)
⊥ R

(
℘−k
)
,k ∈ Ż. We know

also that, as operator on L2 (Hn) , iLT−1 has a closed and self-adjoint ex-
tension (see [M-R,1], Th. 7.4) that we still denote by iLT−1. We have
ker (L− iαT ) ∩ L2 (Hn) = ker

(
LT−1 − iα

)
, α ∈ C (see [M-R,2], Proposi-

tion 1.4). Since iLT−1 is a self adjoint operator, we have ker
(
LT−1 − im

)
⊥

ker
(
LT−1 − im̃

)
for m 6= m̃. Now, L2 (Hn) =

⊕
k∈Z

R (℘k) . Thus we have the

direct orthogonal sum

L2 (Hn) =
⊕
m∈Z

(
R
(
℘+
k1(m)

)⊕
R
(
℘−k2(m)

))
.

Then we conclude that

ker (L− imT ) ∩ L2 (Hn) = R
(
℘+
k1(m)

)⊕
R
(
℘−k2(m)

)
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and that if n is even then ker (L− iαT )∩L2 (Hn) = 0 if α /∈ 2Z and that if
n is odd then ker (L− iαT ) ∩ L2 (Hn) = 0 if α /∈ 1 + 2Z.

The projectors ℘±k , k ∈ Z can be computed proceeding as in the de-
termination of ℘k. As in Lemma 2.2 we construct µ±k ∈ S′ (Hn) such that
℘±k f = f ∗µ±k , and then, with the same arguments used for µk, we decompose
µ+
k (f) = I+

1 (f) + I+
2 (f) , where

I+
1 (f) =

∫ ∞

0

〈
e−λite−

λ
4
B(z)Ln−1

k−q

(
λ

2
B (z)

)
H (B (z)) , f

〉
λndλ

and

I+
2 (f) =

∫
<

∫
<

1
2n
e−iλtH (λ)

n−2∑
l=0

4lλ−(l+1)

·
n−2∑
j=l

(−1)n−j

2j

(
j

l

)(
n+ l − 1
l + j + 1

)〈
δlB, f (., t)

〉
dtdλ

thus, using the properties of the Fourier transform and taking account of
that Ĥ = δ− ip.v.

(
1
t

)
we can obtain explicit formulas for µ+

k of similar type
those given for µk. Since µ−k = µk−µ+

k we obtain also an explicit description
for µ−k .
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AN ELECTROSTATICS MODEL FOR ZEROS OF
GENERAL ORTHOGONAL POLYNOMIALS

Mourad E.H. Ismail

We prove that the zeros of general orthogonal polynomi-
als, subject to certain integrability conditions on their weight
functions determine the equilibrium position of movable n
unit charges in an external field determined by the weight
function. We compute the total energy of the system in terms
of the recursion coefficients of the orthonormal polynomials
and study its limiting behavior as the number of particles
tends to infinity in the case of Freud exponential weights.

1. Introduction.

Stieltjes [24], [25] considered the following electrostatic model. Fix two
charges (α + 1)/2 and (β + 1)/2 at x = 1 and x = −1, respectively, then
put n movable unit charges at distinct points in (−1, 1). The question is
to determine the equilibrium position of the movable charges when the in-
teraction forces arise from a logarithmic potential. Stieltjes proved that
the equilibrium position is attained at the zeros of the Jacobi polynomial
P

(α,β)
n (x). For a proof see Szegő’s book [26]. Another electrostatic problem

is to have a fixed point charge (α+ 1)/2 at x = 0 and n movable unit point
charges at distinct points in [0,∞). The state of equilibrium in the presence
of an additional external potential v(x) = x is now reached at the zeros of
the Laguerre polynomial L(α)

n (x) provided that the point charges interact
according to a logarithmic potential. Stieltjes [24], [25] stated evaluations
of the discriminants of the classical orthogonal polynomials of Hermite, La-
guerre and Jacobi and his results explicitly give the minimum energy for the
Stieltjes electrostatic model, which is the energy of the system at the equi-
librium position. Later Hilbert [11] proved Stieltjes statements and Schur
gave a very elegant proof in [22]. Recently Forrester and Rogers [9] consid-
ered similar problems on the unit circle. In a very recent work, Grünbaum
[10] gave an electrostatic interpretation of the zeros of the Koornwinder-
Krall polynomials. The latter polynomials are orthogonal with respect to a
measure with an absolutely continuous component supported on [−1, 1] and
two discrete masses at the end points ±1.

In this paper we extend the Stieltjes models to general orthogonal poly-
nomials. In the latter part of this section we remind the reader of some

355
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definitions, some basic facts, and recent related results. In Section 2 we
shall describe the new model, state and prove our first main results concern-
ing this model. We also give an explicit formula for the total energy at the
equilibrium position of our model in terms of the recursion coefficients of
orthonormal polynomials associated with the model. This is formula (2.17)
and we hope it will have some applications to statistical mechanics. In an-
other work, in collaboration with Yang Chen, formula (2.17) will be analyzed
further and combined with the Coulomb fluid method of F. Dyson to discuss
certain models in statistical mechanics, a continuation of [7]. In Section 2
we consider an explicit example worked out to independently verify our re-
sults. Section 4 contains a derivation of the limiting behavior of the total
energy of the n particle system as n → ∞ in cases of potentials associated
with Freud type weights. In Section 3 we comment on electrostatic inter-
pretation for the Freud weights and Selberg-type integrals. We also mention
how the differential equation (1.9) gives information on the Bethe Ansatz
for general systems of polynomials orthogonal with respect to an absolutely
continuous measure supported on an interval. This also relates to systems of
nonlinear equations for the zeros such general orthogonal polynomials and
extends earlier work of Ahmed, Bruschi, Calegro, Olshantsky and Perelomov
[1], and Mehta [18]. The related and later work of Ahmed and Muldoon [2]
also contains a detailed bibiolography on the subject.

Let {pn(x)} be polynomials orthonormal with respect to a weight function
w supported on [a, b], finite or infinite and w(x) > 0 for x ∈ (a, b). In other
words

b∫
a

pm(x) pn(x)w(x) dx = δm,n.(1.1)

We associate with w(x) an external potential v(x),

w(x) = e−v(x), x ∈ (a, b).(1.2)

We shall normalize w by
b∫
a
w(x) dx = 1. The initial values and three term

recurrence relation of {pn(x)} take the form

p0(x) = 1, p1(x) = (x− b0)/a1,(1.3)

xpn(x) = an+1pn+1(x) + bnpn(x) + anpn−1(x), n > 0.(1.4)
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Assuming v is twice differentiable and convex function on [a, b] we define
An(x) and Bn(x) via

An(x) =
anw(b−) p2

n(b)
b− x

+
anw(a+) p2

n(a)
x− a

+ an

b∫
a

v′(x)− v′(y)
x− y

p2
n(y) w(y) dy,

(1.5)

Bn(x) =
anw(a+)pn(a)pn−1(a)

x− a
+
anw(b−) pn(b) pn−1(b)

b− x

+ an

b∫
a

v′(x)− v′(y)
x− y

pn(y)pn−1(y) w(y) dy.
(1.6)

In (1.5) and (1.6) it is assumed that

yn
v′(x)− v′(y)

x− y
w(y), n = 0, 1, . . . ,(1.7)

are integrable over (a, b) and the boundary terms in (1.5) and (1.6) exist.
Under the latter assumptions the orthonormal polynomials pn’s satisfy the
differential recurrence relation [3], [4], [5],

p′n(x) = An(x)pn−1(x)−Bn(x)pn(x),(1.8)

and the differential second order equation

p′′n(x) +Rn(x)p′n(x) + Sn(x)pn(x) = 0,(1.9)

where

Rn(x) := −
[
v′(x) +

A′n(x)
An(x)

]
,(1.10)

Sn(x) := B′n(x)−Bn(x)
A′n(x)
An(x)

−Bn(x)[v′(x) +Bn(x)]

+
an
an−1

An(x)An−1(x).
(1.11)

The representations (1.5) and (1.6) of the An’s and Bn’s are in [5] but earlier
versions are in [4] and [3].

It is important to note that (1.9) follows from (1.8) and, (1.3) and (1.4),
so (1.9) with Rn and Sn given by (1.10) and (1.11) may hold for polynomials
orthogonal with respect to a measure with discrete part. Indeed this is the
case, for example, for the Koornwinder polynomials in [14] and [10]. All we
need is to eliminate v′ in (1.10) and (1.11) by using

Bn(x) +Bn+1(x) =
x− bn
an

An(x)− v′(x).(1.12)
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Observe that v′ when obtained via (1.12) may depend on n and as such can
be thought of as a varying weight. It is clear from (1.3) and (1.4) that

pn(x) =
xn

a1a2 . . . an
+ lower order terms.(1.13)

The discriminant Dn of a polynomial gn,

gn(x) := γxn + lower order terms,(1.14)

is defined by

Dn = D(gn) := γ2n−2
∏

1≤j<k≤n
(xj − xk)2,(1.15)

where x1, x2, . . . , xn are the zeros of gn, see [8].
Although we shall not use potential theory in this work, the reader may

be interested in consulting Lubinski’s publications [15], [16], [17] and the
recent book by Saff and Totik [21]. A noteworthy reference is the very
influential paper of Nevai [19] on Freud’s mathematical legacy.

2. The Interacting Particle Model.

We propose that a weight function w(x) creates two external fields. One is a
long range field whose potential at a point x is v(x) of (1.2). In addition in
the presence of n unit charges w produces a short range field whose potential
is ln(An(x)/an). Thus the total external potential V (x) is the sum of the
short and long range potentials, that is

V (x) = v(x) + ln(An(x)/an).(2.1)

The potential energy at x of a point charge e located at c is −2e ln |x−c|. We
shall refer to this potential as a logarithmic potential. Consider the system
of n movable unit charges in [a, b] in the presence of the external potential
V (x) of (2.1). Let

x := (x1, x2, . . . , xn) ,(2.2)

where x1, . . . , xn are the positions of the particles arranged in decreasing
order. The total energy of the system is

E(x) =
n∑
k=1

V (xk)− 2
∑

1≤j<k≤n
ln |xj − xk| .(2.3)

Let

T (x) := exp(−E(x)).(2.4)

Theorem 2.1. Assume w(x) > 0, x ∈ (a, b) and let v(x) of (1.2) and
v(x) + lnAn(x) be twice continuously differentiable functions whose second
derivative is nonnegative on (a, b). Then the equilibrium position of n mov-
able unit charges in [a, b] in the presence of the external potential V (x) of
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(2.1) is unique and attained at the zeros of pn(x), provided that the particle
interaction obeys a logarithmic potential and that T (x) → 0 as x tends to
any boundary point of [a, b]n, where

T (x) =

 n∏
j=1

exp(−v(xj))
An(xj)/an

 ∏
1≤l<k≤n

(xl − xk)2.(2.5)

Before proving Theorem 2.1, observe that finding the equilibrium distri-
bution of the charges in Theorem 2.1 is equivalent to finding the maximum
of T (x) in (2.4). The reason is that at interior points of [a, b]n, the gradient
of T vanishes if and only if the gradient of E vanishes. Furthermore at such
points of vanishing gradients the Hessians of T and E have opposite signs.
There is no loss of generality in assuming

x1 > x2 > · · · > xn,(2.6)

a convention we shall follow throughout this work.

Proof of Theorem 2.1. The assumption v′′(x) > 0 ensures the positivity of
An(x). To find an equilibrium position we solve

∂

∂xj
lnT (x) = 0, j = 1, 2, . . . , n.

This system is

−v′(xj)−
A′n(xj)
An(xj)

+ 2
∑

1≤k≤n, k 6=j

1
xj − xk

= 0, j = 1, 2, . . . , n.(2.7)

Let

f(x) :=
n∏
j=1

(x− xj).(2.8)

It is clear that ∑
1≤k≤n, k 6=j

1
xj − xk

= lim
x→xj

[
f ′(x)
f(x)

− 1
x− xj

]

= lim
x→xj

[
(x− xj)f ′(x)− f(x)

(x− xj)f(x)

]
and L’Hôspital’s rule implies

2
∑

1≤k≤n, k 6=j

1
xj − xk

=
f ′′(xj)
f ′(xj)

.(2.9)

Now (2.7), (2.8) and (2.9) imply

−v′(xj)−
A′n(xj)
An(xj)

+
f ′′(xj)
f ′(xj)

= 0,(2.10)
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or equivalently

f ′′(x) +Rn(x)f ′(x) = 0, x = x1, . . . , xn,

with Rn as in (1.10). In other words

f ′′(x) +Rn(x)f ′(x) + Sn(x)f(x) = 0, x = x1, . . . , xn.(2.11)

To check for local maxima and minima consider the Hessian matrix

H = (hij), hij =
∂2 lnT (x)
∂xi∂xj

.(2.12)

It readily follows that

hij = 2(xi − xj)−2, i 6= j,

hii = −v′′(xi)−
∂

∂xi

(
A′n(xi)
An(xi)

)
− 2

∑
1≤j≤n, j 6=i

1
(xi − xj)2

.

This shows that the matrix −H is positive definite because it is real, sym-
metric, strictly diagonally dominant and its diagonal terms are positive, [12,
Cor. 7.2.2]. Therefore lnT has no relative minima nor saddle points. Thus
any solution of (2.10) will provide a local maximum of lnT or T . There can-
not be more than one local maximum since T (x) → 0 as x → any boundary
point along a path in the region defined in (2.6). Thus the system (2.7) has
at most one solution. On the other hand (1.9) and (2.11) show that the
zeros of

f(x) = a1 a2 . . . , an pn(x),(2.13)

satisfy (2.7), hence the zeros of pn(x) solve (2.7). This completes the proof
of Theorem 2.1.

Let

x1n > x2n > · · · > xnn,(2.14)

be the zeros of pn(x). In [13] we used an idea from Schur [22] to prove that
the discriminant of pn(x) is given by

Dn =


n∏
j=1

An(xjn)
an


[

n∏
k=1

a2k−2n+2
k

]
.(2.15)

Our next result gives a representation for the maximum value of T in terms
of the recursion coefficients {an}.
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Theorem 2.2. Let Tmax and En be the maximum value of T (x) and the
equilibrium energy of the n particle system. Then

Tmax = exp(−
n∑
j=1

v(xjn))
n∏
k=1

a2k
k ,(2.16)

En =
n∑
j=1

v(xjn)− 2
n∑
j=1

j ln aj .(2.17)

Proof. Since Tmax is n∏
j=1

exp(−v(xjn))
An(xjn)/an

 γ2−2nDn(pn),(2.18)

then (2.16) follows from (1.15) and (2.15). We also used γa1 · · · an = 1. Now
(2.17) holds because En is − ln(Tmax). This completes the proof.

It is important to observe that if we only know the differential recurrence
relation (1.8) and the pure three term recurrence relation (1.3)–(1.4) then
using (1.12) Theorem 2.1 can be recast in the following form:

Theorem 2.3. Let {pn(x)} be orthonormal with respect to a positive mea-
sure supported on [a, b] and assume that An(x) > 0 on (a, b). Define v′,
which may depend on n (up to an additive constant), through (1.12). If
v + ln(An(x)/an) is convex then the equilibrium position described in The-
orem 2.1 is unique and is attained at the zeros of pn(x). Furthermore the
minimum energy is given by (2.17).

Theorem 2.4. Theorem 2.1 holds if instead of v′′(x) > 0 we require An(x)
to have a fixed sign in (a, b) and An(x) in (2.1) and (2.4) is replaced by
|An(x)|.

Proof. The assumption v′′(x) > 0 was only used to guarantee the positivity
of An(x) in (a, b). The rest of the proof remains the same. In the case of
Laguerre polynomials [13]

w(x) =
xα exp(−x)

Γ(α+ 1)
,

An(x)
an

=
1
x
,(2.19)

and Stieltjes electrostatic interpretation of the zeros of Laguerre polynomials
follows from Theorem 2.1. For the Jacobi polynomials

w(x) =
(1− x)α (1 + x)β Γ(α+ β + 2)

2α+β+1 Γ(α+ 1) Γ(β + 1)
,

An(x)
an

=
α+ β + 1 + 2n

1− x2
,

(2.20)

[13]. This gives Stieltjes result concerning the electrostatics of zeros of
Jacobi polynomials. Observe that the assumption T (x) → 0 as x tends to
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a boundary point of [0,∞]n in the Laguerre case, or a boundary point of
[−1, 1]n in the Jacobi case is automatically satisfied.

The quantity En is related to what was denoted by Fn in [7]. The first
sum in (2.17) is twice the interaction energy while En is the free energy, [7].

It is worth pointing out that Theorems 2.2 and 2.3 give closed forms for
the energy at the equilibrium position in terms of the recursion coefficients.
This gives an exactly solvable model in contrast with the earlier models
where the location of the moving charges is only found approximately and
has no analytic expression other than being the equilibrium position (Fekete
points). In a future work we will show that for large n the first two terms
in the asymptotics of the energy En agrees with the corresponding terms of
the free energy of the system [7] in several models.

Let us consider the example

w(x) =
2 exp(−x4)

Γ(1/4)
, or v(x) = x4 + ln(Γ(1/4))− ln 2.(2.21)

In the case we have the Freud nonlinear recurrences

n = 4a2
n(a

2
n−1 + a2

n + a2
n+1),(2.22)

[19] and An(x) is given by, [5],

An(x) = 4an
[
x2 + a2

n + a2
n+1

]
.(2.23)

In (2.22) a0 := 0. We now consider the case n = 3, so

a1a2a3p3(x) = x(x2 − a2
1 − a2

2).(2.24)

Since v is even then the unknowns in (2.7) are ±x1 and zero. The only
information we get from (2.7) is that x1 must satisfy

4x3 +
2x

x2 + a2
3 + a2

4

=
3
x
.(2.25)

From (2.22) we get

a2
2 + a2

3 + a2
4 =

3
4a2

3

=
3 a2

2

2[1− 2a2
2(a

2
1 + a2

2)]
.

Now (2.22) gives a2
1 + a2

2 = 1/(4a2
1) and (2.25) becomes

4x4 +
2x2

x2 − 1
4a2

1
+ 2a2

1

12a4
1−1

=
3
x
,

and it can be factored as(
x2 − 1

4a2
1

)(
2x4 +

4 a2
1 x

2

12a4
1 − 1

+
1

12a4
1 − 1

− 1
2

)
= 0.(2.26)

Clearly (2.24) has solutions ±(2a1)−1 which are ±
√
a2

1 + a2
2, as predicted by

Theorem 2.1 and the definition of p3 in (2.24). To see that (2.24) has no other



ELECTROSTATICS AND ORTHOGONALITY 363

real solutions it suffices to show 12a4
1 − 1 < 2 which will make the second

factor on left-hand side of (2.24) strictly positive. Now
∞∫
−∞

p2
1(x)w(x)dx = 1

and p1(x) = x/a1 give a2
1 = Γ(3/4)/Γ(1/4) and all we need to show is

equivalent to

4 Γ2(7/4)
9 Γ2(5/4)

< 1.(2.27)

But Γ(7/4) (= 0.91906) and Γ(5/4) (= 0.90640) are nearly equal, so (2.25)
holds and we have no other real solutions of (2.24) other than ±

√
a2

1 + a2
2.

3. Remarks.

It is known that the zeros {xjn} of the Hermite polynomials satisfy the
Bethe Ansatz:

xjn =
∑

1≤k≤n, k 6=j

1
xjn − xkn

.(3.1)

A similar property also holds for the Jacobi and Laguerre polynomials, [1],
[2]. We now show that this property has analogues for general polynomials
orthogonal with respect to a weight function. Let {xjn} be the zeros of
pn(x). One can express the sums

∑
1≤k≤n, k 6=j

(xjn−xkn)−i for fixed j in terms

of the values of v′, An, Bn and their derivatives at the zeros {xjn}. For
i = 1, use (2.9) and (2.10) to get

2
∑

1≤k≤n, k 6=j

1
xjn − xkn

= v′(xjn) +
A′n(xjn)
An(xjn)

.(3.2)

For Hermite polynomials (3.2) reduces to (3.1) since v(x) = x2 and A′n(x) =
0. As an example consider the Freud weight w(x) = exp(−x4) so that
v(x) = x4. Here An(x) is 4an

(
x2 + a2

n + a2
n+1

)
and (3.2) becomes∑

1≤k≤n, k 6=j

1
xjn − xkn

= 2x3
jn +

xjn
x2
jn + a2

n + a2
n+1

.(3.3)

To find
∑

1≤k≤n, k 6=j
(xjn − xkn)−2 in the general case we use

∑
1≤k≤n, k 6=j

1
(xjn − xkn)2

= lim
x→xjn

[
− d

dx

p′n(x)
pn(x)

− 1
(x− xjn)2

]

= lim
x→xjn

[(
p′n(x)
pn(x)

)2

− p′′n(x)
pn(x)

− 1
(x− xjn)2

]
.
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After some simplification we get∑
1≤k≤n, k 6=j

1
(xjn − xkn)2

=
[
p′′n(xjn)
2p′n(xjn)

]2

− p′′′n (xjn)
3p′n(xjn)

.(3.4)

In terms of the coefficients Rn and Sn in the differential equation (1.9) the
above sum is

∑
1≤k≤n, k 6=j

1
(xjn − xkn)2

=
1
4
R2
n(xjn)−

1
3
Rn(xjn) +

1
3
[
R′n
(
xjn) + S′n(xjn

)]
.

(3.5)

Similarly we can generate sums of higher powers of differences of zeros.
In the remainder of this section we shall concentrate on the case

v(x) = c2mx
2m + lower order terms, m = 2, 3, . . . ,(3.6)

and −a = b = ∞.

Lemma 3.1. If v is as in (3.6), and is convex then An(x) is of degree 2m−2
and has only complex zeros.

The proof follows from (1.5).
Let z1, z2, . . . , z2m−2 be the zeros of An(x).

Theorem 3.2. Under the assumptions of Theorem 2.1 the electrostatic sys-
tem has n movable unit charges, external field

v(x) + ln(2mc2m) + V1(x),(3.7)

where V1 is the potential due to 2m− 2 unit charges at z1, z2, . . . , z2m−2.

Proof. Clearly (1.5) implies

An(x)/an = 2mc2m
2m−2∏
j=1

(z − zj).(3.8)

The electrostatic interpretation now follows from (1.5) and (3.8).
Selberg [23] proved

(3.9)
∫

[0,1]n


n∏
j=1

tx−1
j (1− tj)y−1

 ∏
1≤i<k≤n

|ti − tk|2zdt1 . . . dtn

=
n∏
j=1

Γ(x+ (n− j)z) Γ(y + (n− j)z) Γ(jz + 1)
Γ(x+ y + (2n− j − 1)z) Γ(z + 1)

,

for Re(x) > 0, Re(y) > 0, and Re(z) > −min{1/n,Re(x)/n− 1,Re(y)/(n−
1)}. Here [0, 1]n is the unit cube in Rn. This integral is the multivariate
generalization of the beta integral and is now called the Selberg integral.
It is important to note that if we normalize the Jacobi polynomials to be
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orthogonal on [0, 1] then the Stieltjes-Hilbert results provide the L∞ norm
of 

n∏
j=1

tαj (1− tj)β

 ∏
1≤i<k≤n

|ti − tk|2.(3.10)

On the other hand the Selberg integral (3.9) essentially gives the Lp norm
of the expression in (3.10). One is then led to view the Stieltjes-Hilbert
results as limiting cases of the Selberg integral. Our Theorem 2.2 extends
the Stieltjes-Hilbert results from Jacobi polynomials to general orthogonal
polynomials, so it would be of interest to explore the analogue of the Selberg
integral and evaluate the integrals∫

[a,b]n

 n∏
j=1

exp(−v(tj))
An(tj)/an

p ∏
1≤i<k≤n

(ti − tk)2p dt1 . . . dtn.(3.11)

In particular for v(x) as in (2.21) the integral in (3.11) is∫
Rn

exp(−p
∑n

j=1 t
4
j )∏n

j=1(t
2
j + a2

n + a2
n+1)p

∏
1≤i<k≤n

(ti − tk)2p dt1 . . . dtn.(3.12)

The an’s can be generated from (2.22) with the initial values

a0 = 0, a2
1 =

Γ(3/4)
Γ(1/4)

, a2
2 =

Γ(5/4)
Γ(3/4)

− Γ(3/4)
Γ(1/4)

.(3.13)

It must be emphasized that the an’s in (3.12) are not arbitrary but are the
recursion coefficients of the Freud polynomials.

4. Energy Asymptotics.

In this section we first discuss the large n asymptotics of En in the potential
model of the Freud weights. We use the approximation

n∑
j=1

v(xjn) ∼
x1n∫
xnn

v(x)σ(x) dx, n→∞,(4.1)

where σ(x) is the density of the zeros. In (4.1) fn ∼ gn as n → ∞ means
fn/gn → 1 as n → ∞. In the literature on potential theory the measure
σ(x)dx is called the equilibrium measure. Consider the Freud weight func-
tion

wF (x;α) :=
exp(−|x|α)
2Γ(1 + 1/α)

, α ≥ 1.(4.2)
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This case is well studied in the literature but we will use the special form of
σ from [6] because we need the same normalization. We have

σ = σ(x, α) =
α

π

21−αΓ(α)
[Γ(α/2)]2

bα−2
√
b2 − x2

2F1

(
1− α/2, 1; 3/2; 1− (x/b)2

)
,

(4.3)

where

b := x1n = −xnn.(4.4)

Furthermore from the Freud conjectures

bα ∼ [Γ(α/2)]2 2α−1n

Γ(α)
.(4.5)

The An(x) is now defined by (1.5) with vanishing boundary terms. Using
the beta function integral [20], the fact

(a)n = Γ(a+ n)/Γ(a),(4.6)

and the Gauss sum for a hypergeometric function of unit argument, [20],
we get

b∫
−b

σ(x;α) v(x)dx

=
α

π

22−αΓ(α)
[Γ(α/2)]2

b2α

·
1∫

0

|x|α
√

1− x2
2F1(1− α/2, 1; 3/2; 1− x2)dx

=
α

π

21−αΓ(α)
[Γ(α/2)]2

b2α
∞∑
k=0

(1− α/2)k
(3/2)k

1∫
0

t(α−1)/2(1− t)k+1/2 dt

=
α

π

21−αΓ(α)
[Γ(α/2)]2

b2α
∞∑
k=0

(1− α/2)kΓ(k + 3/2)Γ((α+ 1)/2)
(3/2)kΓ(k + 2 + α/2)

=
21−αΓ(3/2)Γ(α+ 1)Γ((α+ 1)/2)

πΓ2(α/2) Γ(2 + α/2)b−2α 2F1(1− α/2, 1; 2 + α/2; 1)

=
21−αb2α Γ(α)Γ((α+ 1)/2)√

π αΓ3(α/2)
.
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The above calculation and the duplication formula for the gamma function
and (4.5) give

n∑
j=1

v(xjn) ∼
b∫

−b

σ(x;α) v(x)dx ∼ n2

α
,(4.7)

as n→∞. It is also known that an ∼ b/2. Therefore (4.5) gives
n∑
j=1

j ln aj ∼
1
2
n2 lnn,(4.8)

and we have proved

En ∼ −n
2

α
lnn.(4.9)

This is the same as the main term in the large n form of the free energy
in [7]. More precise asymptotics will be developed in a future work. In
some cases it is possible to express En entirely in terms of the recursion
coefficients. This is certainly the case when v(x) = x2m and m is a positive
integer. We illustrate this for v(x) = x4. Since v is even the pn’s satisfy
pn(−x) = (−)npn(x), so that (1.12) imply

a1a2 . . . anpn(x) = xn − cn,1x
n−2 + cn,2x

n−4 + · · · .(4.10)

From (1.3) and (1.4) it follows that

cn+1,1 = cn,1 + a2
n and cn+1,2 = cn,2 + a2

ncn−1,1,(4.11)

hence

cn,1 =
n−1∑
j=1

a2
j , and cn,2 =

n−1∑
k=3

a2
k

k−2∑
j=1

a2
j

 .(4.12)

Now

n∑
j=1

v(xjn) =
n∑
j=1

x4
jn =

 n∑
j=1

x2
jn

2

− 2
∑

1≤j<k≤n
x2
jnx

2
kn.(4.13)

Formula (4.10) and pn(−x) = (−1)npn(x) imply

cn,1 =
n∑
j=1

x2
jn, cn,2 =

∑
1≤j<k≤n

x2
jnx

2
kn,(4.14)

hence

En = c2n,1 − 2cn,2 − 2
n∑
k=1

k ln ak,(4.15)

and cn,1 and cn,2 are given by (4.12).
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[26] G. Szegő, Orthogonal Polynomials, Fourth Edition, Amer. Math. Soc., Providence,
1975.

Received March 24, 1998. This research was partially supported by NSF grant DMS-
9625459.

University of South Florida
Tampa, FL 33620-5700
E-mail address: ismail@math.usf.edu

mailto:ismail@math.usf.edu


PACIFIC JOURNAL OF MATHEMATICS
Vol. 193, No. 2, 2000

STEINITZ CLASS OF MORDELL–WEIL GROUPS
OF ELLIPTIC CURVES

WITH COMPLEX MULTIPLICATION

Tong Liu and Xianke Zhang

Let E be an elliptic curve having Complex Multiplication
by the ring OK of integers of K = Q(

√
−D), let H = K(j(E))

be the Hilbert class field of K. Then the Mordell–Weil group
E(H) is an OK-module. Its Steinitz class St(E) is studied
here. In particular, when D is a prime number, St(E) is
determined: If D ≡ 3 (mod 4) then St(E) = 1; if D ≡ 1
(mod 4) then St(E) = [P]t, where P is any prime-ideal factor
of 2 in K, [P] the ideal class of K represented by P, t is a
fixed integer. In addition, general structure for modules over
Dedekind domain is also discussed. These results develop the
results by D. Dummit and W. Miller for D = 10 and specific
elliptic curves to more general D and general elliptic curves.

1. Introduction.

Let K = Q(
√
−D) be an imaginary quadratic number field, OK the ring of

all integers of K. Let E be an elliptic curve having Complex Multiplication
by the ring OK . Then E is defined over the field F = Q(j(E)), where j(E)
denotes the j-invariant of E. So H = K(j(E)) is the Hilbert class field of
K, [4], and the Mordell-Weil group E(H) (i.e., all the H-rational points of
E) is naturally a module over the Dedekind domain OK (operation is the
complex multiplication). By the structural theorem for finitely generated
modules over Dedekind domain we have

E(H) ∼= E(H)tor ⊕OK ⊕ · · · ⊕ OK ⊕A = E(H)tor ⊕Os−1
K ⊕A,

where A is an ideal of OK which is uniquely determined by E(H) up to a
multiplication by a number from K. Thus E(H) determines uniquely an
ideal class [A] of K represented by A; [A] is said to be the Steinitz class
of E and denoted by St(E). (Similarly, any module M over a Dedekind
domain R defines an ideal class of R, which is said to be the Steinitz class
of M and denoted by St(M).) So the structure of the Mordell-Weil group
E(H), as a module over the Dedekind domain OK , is uniquely determined
by its Steinitz class, rank s, and its torsion part. Therefore, it is important
to determine the Steinitz class. D. Dummit and W. Miller, [1] in 1996
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determined the Steinitz class of some specific elliptic curves when D = 10
and found some of their properties.

Since the Steinitz class St(E) is essentially concerned only with the free
part of E(H), we denote

E(·)f = E(·)/E(·)tor,
that is, the quotient group of the Mordell group E(·) modulo its torsion
part. Note that E(·)f is isomorphic to the free part of E(·). This notation
will be used also for any subgroup I of E(·) to define If . Also we can assume
the Weierstrass equation of the elliptic curve E to be ([5])

E : y2 = f(x) = x3 + a2x
2 + a4x+ a6

with a2, a4, a6 ∈ F .

We will first analyze the interior structure of E(H), give a general theorem
for the structure of modules over Dedekind domain, and then determine
Steinitz classes St(E) for some types of elliptic curves. In particular, when
D = p is a prime number and p ≡ 3 (mod 4), we will prove that St(E) is
the principal class of K; And when D = p is a prime number and p ≡ 1
(mod 4), we will show that

St(E) = [P]t, with t = l + log |H1(G,E(H)f )|,
where P is any prime factor of 2 in K, l = rankZ(E(F )) is the Z-rank
of E(F ), |H1(G,E(H)f )| is the order of the first cohomology group
H1(G,E(H)f ), and G = Gal(H/F ).

2. The Structure of the Mordell group E(H).

Lemma 1. The degree of the extension H/F is [H : F ] = 2, where F =
Q(j(E)), H = K(j(E)), j(E) is the j-invariant of E.

Proof. Obviously we have [H : F ] ≤ 2. If [H : F ] = 1, then K ⊂ F . By a
result in page 12-13 of [2] we know that F = Q(j(E)) has a real embedding
into the complex field C. Since K is totally imaginary, K ⊂ F is impossible.
Thus [H : F ] = 2. This proves the lemma. �

Based on Lemma 1, we assume throughout the Galois group of H/F to be
G = Gal(H/F ) = {1, σ}. For any α ∈ OK , let [α] denote the endomorphism
of E corresponding to the multiplication by α. The multiplication by

√
−D

will be important to our following proof. Associating with E : y2 = f(x),
we consider the following elliptic curve

ED : −Dy2 = f(x).

Note that ED and E are isomorphic via the map

i : ED(C) → E(C), (x, y) 7→ (x,
√
−Dy).
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Therefore we know that

End(ED) ∼= End(E).

So ED also has complex multiplication by OK , and is defined over F . Also
via the isomorphism i of E and ED, we have

ED(F ) ∼= I,

where
I = {(x,

√
−Dy)|(x,

√
−Dy) ∈ E(H), x, y ∈ F}.

The subgroup I of E(H) defined here will be very important in the following
analysis.

Lemma 2. The map i ◦ [
√
−D] is an F -isogeny of ED to E. Thus

rankZ(ED(F )) = rankZ(E(F )) = l.

Proof. By [1] we have

[
√
−D](x, y) = (a(x), y

√
−Db(x)),

with a(x), b(x) ∈ F (x). So i ◦ [
√
−D] is an F -isogeny of ED to E. �

Lemma 3. (If : [
√
−D]E(F )f )(E(F )f : [

√
−D]If ) = Dl.

Proof.

Dl = (E(F )f : [D]E(F )f )

= (E(F )f : [
√
−D]If )([

√
−D]If : [D]E(F )f )

= (E(F )f : [
√
−D]If )(If : [

√
−D]E(F )f ).

�

Lemma 4. 2E(H)f ⊂ E(F )f ⊕ If ⊂ E(H)f ,

rankZ(E(H)) = rankZ(E(F )) + rankZ(ED(F )) = 2 rankZ(E(F )) = 2l.

Proof. If P = (x, y) ∈ E(F )f with P ∈ If , then y = 0, which means that P is
a torsion point. So P = O is the point at infinity, and E(F )f⊕If = E(F )f+
If ⊂ E(H)f . For any Q ∈ E(H)f , we have 2Q = (Q + Qσ) + (Q − Qσ),
where G = Gal(H/F ) = {1, σ}. Via the definition of E(F )f and If , we
have

E(F )f = {P |P σ = P, ∀P ∈ E(H)f}, If = {P |P σ = −P, ∀P ∈ E(H)f}.

So Q + Qσ ∈ E(F )f , Q − Qσ ∈ If , 2Q ∈ E(F )f ⊕ If . Thus 2E(H)f ⊂
E(F )f ⊕ If ⊂ E(H)f . This completes the proof. �

As for the index of E(F )f ⊕ If in E(H)f , we have the following theorem,
which could be also deduced from the cohomology theory of cyclic groups.
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Theorem 1.

(E(H)f : E(F )f ⊕ If ) =
2l

|H1(G,E(H)f )|
,

where |H1(G,E(H)f )| is the order of the cohomology group H1(G,E(H)f ).

Proof. Consider the colomology group

H1(G,E(H)f ) = Z1(G,E(H)f )/B1(G,E(H)f ).

Let T = {P − P σ|P ∈ E(H)f}. We will prove that Z1(G,E(H)f ) ∼= If ,

B1(G,E(H)f ) ∼= T . For any cocycle ξ ∈ Z1(G,E(H)f ) , let ξ
φ→ ξσ,

where Gal(H/F ) = {1, σ}. By the definition of cocycle we have that 0 =
ξ1 = ξσ2 = (ξσ)

σ + ξσ, so (ξσ)
σ = −ξσ, thus ξσ ∈ If , and φ is a map of

Z1(G,E(H)f ) to If . Via the map φ we could see that Z1(G,E(H)f ) ∼=
If , B

1(G,E(H)f ) ∼= T . Now consider the homomorphism E(H)f
ψ=P−Pσ

−→
T . Obviously 2If ⊂ T . Since ψ−1(2If ) = E(F )f ⊕ If , so

(E(H)f : E(F )f ⊕ If ) = (T : 2If ) = (If : 2If )/(If : T )

= 2l/|H1(G,E(H)f )|.

�

3. Main Results and Their Proofs.

We will first give a general theorem on a finitely-generated module over a
Dedekind domain, which establishes a relationship between the Steinitz class
and the index of the module in its corresponding free module. This theorem
is the key to our final results about Steinitz class.

Theorem 2. Suppose that L is a free OK-module, and M ⊂ L is a submod-
ule with (L : M) < +∞. Then there is an integral OK-ideal A such that [A]
is the Steinitz class of M , and NK

Q (A) = (L : M), where NK
Q (·) denotes

the norm map of ideals from K to the rationals Q.

Proof. Let L =
n⊕
i=1

OKei , so {e1, . . . , en} is an OK-basis for L. We

will inductively prove that there are OK-ideals Bi (i = 1, . . . , n) such that

M ∼=
n⊕
i=1

Bi , and (L : M) =
n∏
i=1

(OK : Bi).

When n = 1, everything is obvious. Assume then the statement is true for

n− 1 and consider the module-homomorphism ρ : L→ OK , ρ
(

n∑
i=1

riei

)
=

rn. Then B = ρ(M) is an ideal of OK , and the sequence

0 → N →M
ρ→ B → 0
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is exact, where N = ker(ρ) ∩M . Since B is a projective OK-module, there
exists OK-module C ⊂M such that C ∼= B, ρ(C) = B, M = N ⊕C ∼= N ⊕B.
Thus

(L : M) = (L : N ⊕ C) =

(
L :

n−1⊕
i=1

OK + C

)(
n−1⊕
i=1

OK + C : N ⊕ C

)

where
(
L :

n−1⊕
i=1

OK + C
)

= (ρ−1(OK) : ρ−1(B)) = (OK : B).

Consider C ∩
n−1⊕
i=1

OK = C ∩ ker(ρ). When restricted on C, the map ρ is

injective, so we have
n−1⊕
i=1

OK + C =
n−1⊕
i=1

OK ⊕ C,

(
n−1⊕
i=1

OK + C : N ⊕ C

)
=

(
n−1⊕
i=1

OK ⊕ C : N ⊕ C

)

=

(
n−1⊕
i=1

OK : N

)
.

Note that N ⊂
n−1⊕
i=1

OK . So via the hypothesis of our induction, we know

that there are OK-ideals Bi (i = 1, . . . , n − 1) such that N ∼=
n−1⊕
i=1

Bi, and(
n−1⊕
i=1

OK : N
)

=
n−1∏
i=1

(OK : Bi). Thus we have M ∼=
n⊕
i=1

Bi and (L : M) =

n∏
i=1

(OK : Bi) =
n∏
i=1

NK
Q (Bi) = NK

Q

(
n∏
i=1

Bi
)

, where Bn = B. Now the proof

is completed by the following lemma.

Lemma 5. Assume A1 and A2 are two nonzero ideals of the Dedekind do-
main R, then we have isomorphism of R-modules: A1 ⊕A2

∼= R⊕A1A2.

Proof. See Lemma 13 in page 168 of [3]. �

We now intend to prove our main results via our Theorem 2. To use Theo-
rem 2, we need first to find the corresponding L and M in the Mordell group
E(H). The corresponding L is given in Lemma 6. While the corresponding
M is given in the proofs of Theorem 4 and 5, i.e., M = [

√
−D]E(H)f if

D ≡ 3 (mod 4); M = [2
√
−D]E(H)f if D ≡ 1 (mod 4).

Lemma 6. L = OK · E(F )f is a free OK-module of rank l.
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Proof. Assume P1, . . . , Pl form a Z-basis of E(F )f . We will prove

L = OK · E(F )f =
l⊕

i=1

OKPi.

Now we suppose that
l∑

i=1
[αi]Pi = 0 for some αi ∈ OK (i = 1, . . . , l). When

D ≡ 3 (mod 4), we have αi = si + ti(1 +
√
−D)/2 (si, ti ∈ Z, i = 1, . . . , l),

then via
l∑

i=1
[αi]Pi = 0 we have

l∑
i=1

[2si + ti]Pi = 0 and
l∑

i=1
[
√
−Dti]Pi = 0.

Thus ti = 0, si = 0, αi = 0 (i = 1, . . . , l). This proves the theorem when
D ≡ 3 (mod 4). The case D ≡ 1 (mod 4) goes in the same way.

To determine our corresponding M in the case D ≡ 3 (mod 4), we need
the following theorem.

Theorem 3. For D≡3 (mod 4), we have |H1(G,E(H)f )| = 1, and E(H)f
= OK · E(F )f + If .

Proof. Let P1, . . . , Pl form a Z-basis of E(F )f , and Q1, . . . , Ql form
a Z-basis of If . Put α = (1 +

√
−D)/2. We need only to prove that

E(H)f/(E(F )f ⊕ If ) = C1 ⊕ · · · ⊕ Cl, where Ci = ([α]Pi) is subgroup
of order 2 generated by [α]Pi in the quotient group E(H)f/(E(F )f ⊕ If ).
(Here a denotes the residue class of a in this quotient group.) Obviously we
have [α]Pi 6= 0; otherwise there would be tj , sj ∈ Z (j = 1, . . . , l) such that

[α]Pi =
l∑

j=1
[tj ]Pj +

l∑
j=1

[sj ]Qj , then [1 +
√
−D]Pi =

l∑
j=1

[2tj ]Pj +
l∑

j=1
[2sj ]Qj ,

and Pi =
l∑

j=1
[2tj ]Pj , giving a contradiction.

Furthermore, if
l∑

i=1
[ui][α]Pi = 0 for some ui ∈ Z (i = 1, . . . , l), then there

are ti, si ∈ Z (i = 1, . . . , l) such that
l∑

i=1
[uiα]Pi =

l∑
i=1

[ti]Pi +
l∑

i=1
[si]Qi, so

l∑
i=1

[ui]Pi +
l∑

i=1

[ui
√
−D]Pi =

l∑
i=1

[2ti]Pi +
l∑

i=1

[2si]Qi.

Thus
l∑

i=1
[ui]Pi =

l∑
i=1

[2ti]Pi, which gives ui = 2ti (i = 1, . . . , l). Hence

[ui][α]Pi = [ti][2α]Pi = [ti(1 +
√
−D)]Pi = 0̄. This completes the proof. �

Now we can prove our main results via Theorem 2.
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Theorem 4. Suppose that D = p ≡ 3 (mod 4) is a prime number, and
E is an elliptic curve having complex multiplication by the full ring OK of
integers of K = Q(

√
−D). Then the Steinitz class of E is the principal

class, i.e., St(E) = 1.

Proof. Let L = OK · E(F )f , M = [
√
−p]E(H)f . Since M ∼= E(H)f , we

need only to prove St(M) is the principal class.
By Theorem 3 we have E(H)f = OK · E(F )f + If . Thus

M = [
√
−p]E(H)f = E(F )f · (

√
−pOK) + [

√
−p]If ⊂ OK · E(F )f = L;

(L : M) = (OK · E(F )f : [
√
−p]E(H)f )

=
(E(H)f : [

√
−p]E(H)f )

(E(H)f : OK · E(F )f )

=
pl

(E(H)f : OK · E(F )f )
.

Since p is a prime number, so (L : M) = pt for some t (0 ≤ t ≤ l) . By
Theorem 2, the Steinitz class of M is equal to [A] for some OK-ideal A,
and pt = (L : M) = NK

Q (A). Since p is a prime number, A = (
√
−pOK)t is

principal. Thus St(E) = St(M) is the principal class. �

Theorem 5. Suppose that D = p ≡ 1 (mod 4) is a prime number, and
E is an elliptic curve having complex multiplication by the ring OK of all
integers of K = Q(

√
−D). Then the Steinitz class of E is St(E) = [P]t,

where [P] is the ideal class of K represented by P the prime factor of 2 in
OK , 2t = 2l|H1(G,E(H)f )|. In particular, the parity of t determines St(E),
since P is not principal while P2 = 2OK is principal.

Proof. Let L = OK · E(F )f , M = [2
√
−p]E(H)f . Since M ∼= E(H)f , so

St(E) = St(M). Note that [2
√
−p]E(H)f ⊂ [

√
−p](E(F )f⊕If ), [

√
−p]If ⊂

E(F )f . Thus we have M ⊂ OK · E(F )f = L, and

(L : M) = (OK · E(F )f : [2
√
−p]E(H)f )

=
(E(H)f : [2

√
−p]E(H)f )

(E(H)f : OK · E(F )f )

=
(4p)l

(E(H)f : E(F )f ⊕ If )(E(F )f ⊕ If : OK · E(F )f )

=
(4p)l

2l|H1(G,E(H)f )|−1(If : [
√
−p]E(F )f )

= 2l|H1(G,E(H)f )| · pl/(If : [
√
−p]E(F )f ).

Thus (L : M) = 2tpr for some t, r ≥ 0, since p is a prime number. By
Theorem 2 we know that NK

Q (A) = 2tpr for some OK-ideal A. Therefore
A = Pt([

√
−p]OK)r, St(E) = [A] = [Pt]. This proves the theorem. �
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Corollary 1. Suppose as in Theorem 5. If l = rankZ(E(F )) = 1, then
H1(G,E(H)f ) determines the Steinitz class of E.

Now we analyze the examples of Dummit and Miller in [1] by utilizing
the above method. For these examples, we have K = Q(

√
−10), D = 10,

H = K(
√

5) = Q(
√
−10,

√
5). We consider theOK-module L = OK ·E(F )f

and M = 2[
√
−10]E(H)f . Then via the same idea in the proof of Theorem

5 we have similar ratiocination for D = 10:

(L : M) =
(E(H)f : 2[

√
−10]E(H)f )

(E(H)f : OK · E(F )f )

=
(4 · 10)l

(E(H)f : E(F )f ⊕ If )(E(F )f ⊕ If : OK · E(F )f )

=
(40)l

2l|H1(G,E(H)f )|−1(If : [
√
−10]E(F )f )

= 2l|H1(G,E(H)f )|10l/(If : [
√
−10]E(F )f ).

Thus the Steinitz class of E is determined by the 2-exponent of

2l|H1(G,E(H)f )|(If : [
√
−10]E(F )f ).

(DM1) Consider the following elliptic curve of Dummit and Miller in [1]:

E1 : y2 = x3 + (6 + 6
√

5)x2 + (7− 3
√

5).

Then l = 1, |H1(G,E(H)f )| = 2, (If : [
√
−10]E(F )f ) = 1. Therefore we

know that 2l|H1(G,E(H)f )|(If : [
√
−10]E(F )f ) = 4. Thus the Steinitz

class of E1 is the principal class, i.e., St(E1) = 1.

(DM2) Consider the following elliptic curve in [1]:

E1,isog : y2 = x3 − (912 + 12
√

5)x2 + (188 + 84
√

5)x.

We have l = 1, |H1(G,E(H)f )| = 2, (If : [
√
−10]E(F )f ) = 2, and

2l|H1(G,E(H)f )|(If : [
√
−10]E(F )f ) = 23. Thus the Steinitz class

St(E1,isog) = [P], where P is a prime factor of 2 in OK .

(DM3) For E3 : y2 = x3 + 36x2 + (162 − 72
√

5)x, in [1], we have l =
2, |H1(G,E(H)f )| = 2, (If : [

√
−10]E(F )f ) = 1, 2l|H1(G,E(H)f )|(If :

[
√
−10]E(F )f ) = 23. Thus St(E3) = [P], P a prime factor of 2 in OK .

There are still many open problems about the Steinitz classes of elliptic
curves. For example, we have the following conjecture.

Conjecture. Both the cases St(E) = 1 and St(E) 6= 1 exist for some
elliptic curves E having complex multiplication by OK , where K = Q(

√
−D)

with prime number D ≡ 1 (mod 4).
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TOROIDAL SURGERY ON PERIODIC KNOTS

Katura Miyazaki and Kimihiko Motegi

We show that r-Dehn surgery on a hyperbolic, periodic
knot K with period p > 2 yields a hyperbolic manifold unless
p = 3, r = 0 and the genus of K is one. Regarding hyperbolic,
periodic knots with period 2, we show that only integral Dehn
surgeries can yield toroidal manifolds.

1. Introduction.

A 3-manifold is toroidal if it contains an essential torus, i.e., an incompress-
ible torus not parallel to a boundary component. A knot K in S3 is called
a periodic knot with period p if there is a homeomorphism f : S3 → S3 such
that f(K) = K, Fix(f)∩K = ∅, and Fix(f) is a circle. We call f a periodic
map of K. For a knot K in a 3-manifold M ⊂ S3 we denote by M(K; r)
the manifold obtained by r-Dehn surgery of M on K, where r ∈ Q∪ {1/0};
if M = S3, simply we denote M(K; r) by (K; r).

The hyperbolic Dehn surgery theorem of Thurston [25] shows that for
hyperbolic knots K, (K; r) is non-hyperbolic only for finitely many r ∈ Q.
In this paper we consider when Dehn surgery on a hyperbolic, periodic knot
yields a non-hyperbolic, in particular toroidal, manifold. For example, the
figure eight knot 41, which has period 2, has exactly 10 surgeries producing
non-hyperbolic manifolds [25]; if (41; r) is toroidal, then r = 0,±4.

Theorem 1.1. If K is a hyperbolic, periodic knot with period 2 and (K; r)
is toroidal, then r is an integer.

Remark. Gordon and Luecke proved that the denominator of a toroidal
surgery slope is at most two for hyperbolic knots [11], and furthermore if
the denominator is two then the knot is strongly invertible [12]. Eudave-
Muñoz [5] constructed an infinite family of strongly invertible hyperbolic
knots having non-integral, toroidal surgeries. Theorem 1.1 shows that none
of his knots has period 2.

Then, does a hyperbolic, periodic knot with period greater than 2 have
a non-hyperbolic Dehn surgery? Our answer is “no except for a special
case” (Corollary 1.4). Before giving the statement let us review what non-
hyperbolic manifolds are like. Each of the following cases is an obstruction
to a closed orientable manifold M being hyperbolic:
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(1) M is reducible;
(2) M is a Seifert fibered manifold with a finite fundamental group;
(3) π1(M) has a subgroup isomorphic to Z× Z.

In 1981, Thurston announced the Symmetry Theorem [26]: If M admits an
action by a finite group G such that a fixed point set of some nontrivial ele-
ment of G has dimension at least one, then M has a G-invariant geometric
decomposition such that G acts on each piece by isometries. The theorem
implies that (1)-(3) are the only obstructions to such M being hyperbolic.
Recently, the Symmetry Theorem is proved in the case when the union of
fixed point sets of nontrivial elements of G is a 1-manifold by Cooper, Hodg-
son and Kerckhoff [3], and Boileau and Porti [1]; this case of the theorem
is what we need and referred to below as the Symmetry Theorem. On the
other hand, if M is irreducible, condition (3) implies (3′) below [7, Corollary
8.6].

(3′) M is either toroidal or a Seifert fibered manifold with an infinite fun-
damental group.

If K is a hyperbolic, periodic knot, (K; r) does not fall under case (1) by
the Cabling Conjecture for symmetric knots (Hayashi and Shimokawa [17],
Gordon and Luecke). Since the periodic map of K extends to a periodic
map on (K; r), the Symmetry Theorem applies to (K; r). Regarding (2)
and (3′), the authors proved that:

Theorem 1.2 ([21, Theorem 1.5 and Proposition 5.6]). If K is a hyper-
bolic, periodic knot with period greater than 2, then (K; r) is not Seifert
fibered for any r ∈ Q. (Without using the Symmetry Theorem we show that
M is not a Seifert fibered manifold with an infinite fundamental group.)

Without assuming the Symmetry Theorem, we shall prove:

Theorem 1.3. Let K be a hyperbolic, periodic knot with period p > 2. Then
(K; r) is toroidal if and only if p = 3, r = 0, and the genus of K is one.

Remark. The (3, 3, 3) pretzel knot is an example of a genus one, hyperbolic,
periodic knot with period 3.

Theorems 1.2 and 1.3 preclude the possibility of cases (2) and (3′). Then
the Symmetry Theorem implies that:

Corollary 1.4. Let K be a hyperbolic, periodic knot with period p > 2.
Then (K; r) is hyperbolic for any r ∈ Q except when p = 3, r = 0, and the
genus of K is one.

The if part of Theorem 1.3 is proved below. The only if part is proved in
§§3, 4. Theorem 1.1 is proved in §5 by graph-theoretic arguments.

Proof of the if part of Theorem 1.3. IfK has an incompressible Seifert surface
of genus one, then (K; 0) contains a non-separating torus obtained from the
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Seifert surface by attaching a meridian disk of the glued solid torus. Gabai
[6] shows that such a torus is incompressible. �

2. Preliminaries.

2.1. Dehn surgery on a factor knot.
Let K be a periodic knot, and f a periodic map of K with period p.

Set C = Fix(f), which is a trivial knot in S3 by the positive solution to
the Smith Conjecture [22]. Then f induces the p-fold cyclic covering π
from S3 to the quotient space S3/〈f〉 = S3 branched along the trivial knot
Cf = π(C). We denote the factor knot π(K) by Kf . Dehn surgeries on K
and Kf are related as follows.

Take an f -invariant tubular neighborhood N(K) of K. We can extend
f |S3 − intN(K) over (K;m/n) periodically. Denote by f̄ the resulting
periodic map on (K;m/n); the period of f̄ is p. We may assume that
f̄ preserves the core K∗ of the reglued solid torus. Note that for any
0 < i < p, Fix(f̄ i) is either C or C ∪K∗. The projection π′ : (K;m/n) →
(K;m/n)/〈f̄〉 is a p-fold cyclic branched covering. Then (K;m/n)/〈f̄〉 is
identified with (Kf ;m/(np)) such that π′(K∗) is a core of the reglued solid
torus in (Kf ;m/(np)). So denote π′(K∗) = K∗

f ; see Diagram 2.1.

K −→ Kf

∩ ∩
S3 π−→ S3/〈f〉 = S3y ↘

(K; mn ) π′
−→ (K; mn )/〈f̄〉 = (Kf ; mnp)

∪ ∪
K∗ −→ K∗

f

Diagram 2.1. The vertical and the slanted arrows mean Dehn surgeries.

Now choosing an f -invariant tubular neighborhood N(C) of C, set V =
S3−intN(C) and Vf = V/〈f〉 = S3 − intN(Cf ). Just as above a Dehn
surgery of V on K and that of Vf on Kf are related (Diagram 2.2).

V
π−→ V/〈f〉 = Vfy ↘

V (K; mn ) π′
−→ V (K; mn )/〈f̄〉 = Vf (Kf ; mnp)

Diagram 2.2. The vertical and the slanted arrows mean Dehn surgeries.

Suppose K ⊂ V is a hyperbolic knot. Since π : V −K → Vf −Kf is an
unbranched covering, Vf −Kf is neither toroidal nor Seifert fibered. Thus
Kf is hyperbolic in Vf [22]. In the next subsection, we shall show that this
hypothesis is satisfied if K is hyperbolic in S3.
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2.2. Hyperbolic, periodic knots.

Proposition 2.1. Let K ⊂ S3 be a hyperbolic, periodic knot. Let C =
Fix(f), where f is a periodic map of K. Then K ∪C is a hyperbolic link in
S3.

Proof. N(K) and N(C) denote disjoint tubular neighborhoods of K and C
which are preserved by f , respectively. Set V = S3−intN(C), an unknotted
solid torus. Let T be a characteristic family of tori for V−intN(K) whose
union is invariant under f [19, Theorem 8.6]. It suffices to prove T = ∅.
Note that since K ⊂ S3 is hyperbolic, any torus in T is compressible in
S3 −K; in particular, any compressing disk meets C.

Assume for a contradiction that there is a torus in T which separates
∂N(K) and ∂V . Among such tori let T be the one closest to ∂V . Let V ′

be the solid torus in V such that ∂V ′ = T . Note f(V ′) = V ′, and T = ∂V ′

is compressible in S3 − K. It follows that V ′ is unknotted in S3. By the
equivariant loop theorem [20] there is a meridian disk D of S3 − intV ′ such
that f(D) = D or f(D)∩D = ∅. Since C∩D 6= ∅, we have f(D) = D. Hence,
D meets C = Fix(f) in a single point. This together with the unknottedness
of C in S3 shows that C is a core of the unknotted solid torus S3− intV ′. A
core of V ′ and C then form a Hopf link, so that T and ∂V bounds T 2 × I.
This contradicts the minimality of T .

Hence, if T 6= ∅, each torus in T would not separate ∂N(K) and ∂V .
Let T be a torus in T such that the manifold E ⊂ V−intN(K) bounded by
T does not contain a torus in T − {T}. Then for any i either f i(E) = E
or f i(E) ∩ E = ∅. Set X = S3 − int(N(K) ∪

⋃
i≥0 f

i(E)). Since T is
compressible in S3 −K, T is compressible in S3 − int(N(K) ∪E) and thus
in X. Let D be a compressing disk for T ⊂ X such that f(D) = D or
f(D)∩D = ∅ [20]. Just as above, the fact C ∩D 6= ∅ implies that D meets
C in a single point. Hence C winds around the knotted solid torus S3− intE
geometrically once, which contradicts that C is unknotted in S3. �

3. Proof of Theorem 1.3: Case when (m, p) = 1 or p.

In this section and the next, we prove the only if part of Theorem 1.3.
Let K be a hyperbolic, periodic knot, and f a periodic map of K with

period p > 2. We use the notation in §2.1 in what follows.
Assume that (K;m/n) is toroidal. Note that (K;m/n) is irreducible and

not Seifert fibered (Theorem 1.2). By the equivariant torus decomposition
theorem [19], (K;m/n) contains an incompressible torus T such that for
any i, f̄ i(T ) = T or f̄ i(T ) ∩ T = ∅. By rechoosing T , if necessary, the
〈f̄〉-equivariant torus T meets C ∪K∗ transversely, and N(C) and N(K∗)
in (possibly empty) meridian disks. Note T ∩K∗ 6= ∅.

The proof is divided into three cases: (1) (m, p) = 1, (2) (m, p) = p,
(3) 1 < (m, p) < p, where (m, p) is the greatest common divisor of m and p.
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The first two cases are dealt with in this section. Cases 1 and 3 will lead to
contradictions.

Case 1. (m, p) = 1; then Fix(f̄ i) = C for 0 < i < p.

Claim 3.1. T ∩ C = ∅.

Proof. Assume that T intersects C in k(> 0) points. Then f(T ) = T .
Moreover, since f fixes C pointwise, f̄ preserves the orientation of T , and
thus T/〈f̄〉 is an orientable surface. The assumption (m, p) = 1 implies
m 6= 0, and then any closed orientable surface in (K;m/n) is separating.
Thus k is even. The projection π′ : T → T/〈f̄〉 = π′(T ) is a p-fold cyclic
branched covering along k branch points of index p. The Riemann-Hurewitz
formula gives

0 = χ(T ) = p

(
χ(π′(T ))− k

(
1− 1

p

))
.(1)

It follows χ(π′(T )) > 0. Since π′(T ) is a closed, orientable surface, χ(π′(T ))
must be 2. Hence, 2 = k(1 − 1/p). We then obtain (p − 1)(k − 2) = 2.
The solution sets in positive integers are (k, p) = (3, 3), (4, 2). The former
contradicts the fact that k is even; the latter does the assumption p > 2. �

By Claim 3.1 π′ : T → π′(T ) is an unbranched covering, thus π′(T ) is a
Klein bottle or a torus. Hence, the m/(np)-surgery of the solid torus Vf on
Kf contains a Klein bottle or a torus. Note that Kf is a hyperbolic knot
in Vf , for K is hyperbolic in V (Proposition 2.1). Then, if π′(T ) is a Klein
bottle, by [11] |np| = 1. This contradicts p > 1. It follows that π′(T ) is a
torus. The fact that π′ : V (K;m/n) → Vf (Kf ;m/(np)) is an unbranched
covering implies that π′(T ) is an essential torus in Vf (Kf ;m/(np)). For
hyperbolic knots in S3, Gordon and Luecke [11] proved that the denomina-
tor of a toroidal surgery slope is at most 2. As pointed out in [13], their
proof works also for hyperbolic knots in a solid torus. Hence |np| ≤ 2, a
contradiction.

Case 2. (m, p) = p; then Fix(f̄ i) = C ∪K∗ for 1 < i < p.
Let k = |T ∩ (C ∪ K∗)|. The projection π′ : T → T/〈f̄〉 is a p-fold

cyclic branched covering along k branch points of index p. As in Case 1 we
obtain Equation (1), and the relevant solution set is (k, p) = (3, 3). This
implies that T intersects C or K∗ in an odd number of points, so T is a
non-separating incompressible torus in (K;m/n). By considering the first
homology group we see m = 0. [6, Corollary 8.3] shows if (K; 0) contains
such a torus, then the genus of K is one as desired.
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4. Proof of Theorem 1.3: Case when 1 < (m, p) < p.

In this case, Fix(f̄) = C, f̄ |K∗ has period p/(m, p), and f̄ |S3−intN(K∗∪C)
has period p. Note that (K;m/n) and (Kf ;m/(np)) do not contain non-
separating closed surfaces because m 6= 0. Set n1 = |T ∩ C| and n2 =
|T ∩K∗|. Then ni are even numbers, and n2 > 0.

Subcase 1. T ∩ C 6= ∅.
Then f̄

p
(m,p) |T has n1 + n2 fixed points. This implies that π′ : T →

T/〈f̄〉 = π′(T ) is a p-fold cyclic branched covering along n1 branch points
of index p and n2(m, p)/p branch points of index (m, p). Note n2(m, p)/p =
|π′(T ) ∩K∗

f |.

Claim 4.1. n1 = n2 = 2.

Proof. The Riemann-Hurewitz formula to the covering above gives:

0 = χ(T ) = p

(
χ(π′(T ))− n1

(
1− 1

p

)
− n2(m, p)

p

(
1− 1

(m, p)

))
.(2)

As in the proof of Claim 3.1, we obtain χ(π′(T )) = 2. It follows:

2 = n1

(
1− 1

p

)
+
n2(m, p)

p

(
1− 1

(m, p)

)
.(3)

The right hand side of (3) is greater than n1/2, therefore 4 > n1. Since
n1(> 0) is even, n1 = 2 as claimed.

Multiplying (3) by p and substituting n1 = 2, we obtain 2p = 2p − 2 +
n2(m, p) − n2. Thus 2 + n2 = n2(m, p) ≥ 2n2. It follows that the even
number n2 must be 2. �

Since (m, p) < p, we have n2(m, p)/p < n2 = 2. Hence n2(m, p)/p = 1.
This implies that the 2-sphere π′(T ) in (Kf ;m/(np)) meets K∗

f in a single
point, a contradiction.

Subcase 2. T ∩ C = ∅.
Then the closed surface π′(T ) is contained in Vf (Kf ;m/(np)).

Claim 4.2. (1) π′(T ) is a 2-sphere.
(2) K∗

f meets π′(T ) in 4 points.

Proof. Let i be the least positive integer such that f̄ i(T ) = T ; then π′ :
T → T/〈f̄ i〉 = π′(T ) is a p/i-fold cyclic branched covering along in2(m, p)/p
branch points of index (m, p). For simplicity set k = in2(m, p)/p. We then
have:

0 = χ(T ) =
p

i

(
χ(π′(T ))− k

(
1− 1

(m, p)

))
.(4)
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This shows χ(π′(T )) > 0, so π′(T ) is RP 2 or S2. If the orientable manifold
Vf (Kf ;m/(np)) contains RP 2, it has a RP 3 factor in its prime decomposi-
tion. This is absurd because no surgery on a hyperbolic knot in a solid torus
yields a reducible manifold [23]. Therefore π′(T ) is a 2-sphere as claimed.

Letting χ(π′(T )) = 2 in (4), we obtain 2 = k(1−1/(m, p)). The right hand
side is smaller than k and greater than or equal to k/2, so that 2 < k ≤ 4.
Since k = |π′(T ) ∩K∗

f | is even, it must be 4. �

Claim 4.3. The 2-sphere π′(T ) in Vf (Kf ;m/(np)) gives an essential tangle
decomposition (defined below) of K∗

f .

Definition. Let K be a knot in a 3-manifold M . A separating 2-sphere
Ŝ ⊂M gives an essential tangle decomposition of K if Ŝ meets K in 4 points
and S = Ŝ−intN(K) is incompressible in M−intN(K). Note that such an
S is boundary-incompressible in M−intN(K).

Proof. By Claim 4.2 it suffices to see S = π′(T )−intN(K∗
f ) is incompressible

in Vf (Kf ;m/(np)) − intN(K∗
f ). Assume for a contradiction that S has a

compressing diskD. Under the unbranched cyclic covering π′ : V (K;m/n)−
intN(K∗) → Vf (Kf ;m/(np)) − intN(K∗

f ), π
′−1(D) consists of disks. Since

T is incompressible in V (K;m/n), each component of π′−1(∂D)∩T bounds
a unique disk in T which meets K∗. Let ∆ be an innermost one among such
disks. Recall f̄ |K∗ has period p/(m, p). Then g = f̄

p
(m,p) preserves ∆, and

thus g(∂∆) = ∂∆. This contradicts that f̄ permutes the p components of
π′−1(D) cyclically. �

The following proposition is essentially proved in Wu [27, Theorem 4.4].
We say that a Dehn surgery on a knot K is integral if the surgery slope on
∂N(K) meets a meridian of K in a single point.

Proposition 4.4. Let K be a knot in an irreducible 3-manifold M . Suppose
that K ⊂M admits an essential tangle decomposition. Then M − intN(K)
contains an incompressible, closed orientable surface of genus 1 or 2 which
remains incompressible after any non-integral, nontrivial surgery on K ⊂
M .

In our setting, M = Vf (Kf ;m/(np)) is irreducible by [23], and K∗
f ⊂ M

admits an essential tangle decomposition. The solid torus Vf = Vf (Kf ; 1/0)
contains no incompressible closed surface. But the 1/0-slope of Kf ⊂ Vf

does not meet a meridian ofK∗
f ⊂M in a single point by

∣∣∣∣ 1 m/(m,np)
0 np/(m,np)

∣∣∣∣=
np/(m,np) = np/(m, p) 6= ±1. This contradicts Proposition 4.4. Hence,
Subcase 2 does not occur (Theorem 1.3). �
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Proof of Proposition 4.4. Let Ŝ be a 2-sphere giving an essential tangle
decomposition of K ⊂M , and set S = Ŝ−intN(K). Let B be a 3-ball in M
bounded by Ŝ, and let B ∩K = t1 ∪ t2, two arcs properly embedded in B.

If E = B−intN(t1 ∪ t2) contains an incompressible torus F , then it is
incompressible in M−intN(K). Assume for a contradiction that F com-
presses after a non-integral, nontrivial surgery on K ⊂ M . We can apply
[4, Theorem 2.4.4] after cutting M−intN(K) along F . Then we obtain an
annulus A ⊂ M − intN(K) such that ∂A consists of an essential loop on
F and a longitude of ∂N(K). Isotop A so as to meet S transversely and
to minimize |A ∩ S|. Each component of A ∩ S is an arc whose ends are
in the longitude. An outermost disk of the components of A − S is then
a boundary-compressing disk for S. This contradicts the definition of an
essential tangle decomposition. Hence, we may assume that E does not
contain an incompressible torus.

Claim 4.5 (Hayashi [14]). M−intN(K) contains an incompressible, closed
orientable surface F of genus 2 which has a compressing disk in M inter-
secting K in a single point.

By applying [4, Lemma 2.5.3] or the arguments in [24] to M−intN(K)
cut along F , it follows that F remains incompressible after any non-integral,
nontrivial surgery on K ⊂ M . This completes the proof of Proposition
4.4. �

Proof of Claim 4.5. The arcs ti (i = 1, 2) are attached to Ŝ such that
ti ∩ Ŝ = ∂ti. First surger Ŝ along a 1-handle N(ti) attached to Ŝ; we obtain
a torus meeting K in 2 points. Then surger the torus along a 1-handle
N(K − tj) where i 6= j. Let Fi (i = 1, 2) be the resulting closed surface
of genus 2; see Figure 4.1. A cocore D of the 1-handle N(K − tj) is a
compressing disk for Fi ⊂M meeting K in a single point, as desired.

The closed surface Fi splits M−intN(K) into two components. Let X be
the one containing ∂N(K), and Y the other. To prove the claim it suffices to
see that either F1 or F2 is incompressible in both X and Y . If Fi compresses
in X, the intersection of the compressing disk and D can be eliminated by a
cut and paste argument, so Fi− ∂D is compressible in X −D. This implies
that S surgered along ti is compressible in E = B−intN(t1 ∪ t2). However,
[27, Lemma 2.2] shows that for the atoroidal nontrivial tangle (B, t1 ∪ t2),
S surgered along ti is incompressible in E for i = 1 or 2. Hence, either F1

or F2 is incompressible in X.
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Figure 4.1.

Assume for a contradiction that there is a compressing disk ∆ for Fi ⊂ Y ,
where i = 1 or 2. Let A ⊂ Y be an annulus such that ∂A consists of
meridians of the 1-handles N(ti) and N(K − tj) (the shaded annulus in
Figure 4.1). By isotopy we may assume that ∆ meets A transversely in arcs.
Let ∆0 be the closure of an outermost component in ∆−A. If ∂∆0∩A is an
arc connecting distinct components of ∂A, then S is boundary-compressible
in M−intN(K), a contradiction. If ∂∆0 ∩ A is an arc connecting the same
component of ∂A, then Fi− ∂A is compressible in Y −A. This implies that
S is compressible in M−intN(K), a contradiction. �

5. Proof of Theorem 1.1.

Although Boyer and Zhang [2] showed the theorem when (K;m/n) is Seifert
fibered, we proceed without assuming their result.

Let K be a hyperbolic, periodic knot, and f a periodic map of K with
period 2. Assume that (K;m/n) is toroidal. If m is even, then [11] implies
that |n| = 1 as desired. In the following we assume that m is odd.

Lemma 5.1. There is an incompressible torus T in (K;m/n) meeting C =
Fix(f) = Fix(f̄) transversely such that f̄(T ) = T or f̄(T ) ∩ T = ∅.

Proof. The lemma follows from the equivariant torus theorem for involutions
[18, Corollary 4.6] unless (K;m/n) is a Seifert fibered manifold over S2 with
four exceptional fibers. If (K;m/n) is such a Seifert fibered manifold, first
choose an f̄ -invariant Seifert fibration p : (K;m/n) → B = S2 [19] (see also
[21, Lemma 5.4]). By [21, Proposition 5.1] C cannot be a fiber of (K;m/n);
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then f̄ preserves each fiber meeting C but reverses the orientation of it. It
follows that f̄ induces an orientation reversing involution, ϕ, of B which
fixes each point on p(C). Then, ϕ is a reflection about the embedded circle
p(C). Let l be a ϕ-invariant circle in B which meets p(C) transversely
and encloses two cone points in each side (Figure 5.1). Then p−1(l) is an
f̄ -invariant incompressible torus meeting C transversely. �

Figure 5.1.

Let T be the torus in Lemma 5.1.

Case 1. T ∩ C = ∅.
The argument in the paragraph just after the proof of Claim 3.1 shows

that |n| = 1.

Case 2. T ∩ C 6= ∅.

Lemma 5.2. If |n| ≥ 2, then (Kf ;m/(2n)) has two lens space summands.

Theorem 1.1 readily follows from this lemma. If |n| ≥ 2, then by Lemma
5.2 the non-integral surgery (Kf ;m/(2n)) would be reducible, contradicting
[9, Theorem 1] (Theorem 1.1). �

The rest of this section is devoted to proving Lemma 5.2 by graph-
theoretic technique. The arguments are variants of those in Hayashi and
Motegi [16, §4].

From the argument in the proof of Claim 3.1, T/〈f̄〉 ∼= S2 and T meets
C in four points. Consider the unbranched covering π′ : V (K;m/n) →
Vf (Kf ;m/(2n)). We set S = π′(T − intN(C)), a 2-sphere with four open
disks removed; S is properly embedded in Vf (Kf ;m/(2n)) with components
of ∂S preferred longitudes of Vf (⊂ S3). Since T is separating in (K;m/n),
T/〈f̄〉 is separating in (Kf ;m/(2n)) and hence S separates Vf (Kf ;m/(2n)).

Claim 5.3. S is essential in Vf (Kf ;m/(2n)).

Proof. (Cf. the proof of Claim 4.3.) If D is a compressing disk of S in
Vf (Kf ;m/(2n)), π′−1(D) consists of two compressing disks of T − intN(C)
in V (K;m/n). However T is incompressible, so each component of π′−1(∂D)
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bounds a disk in T which meets C. Since C = Fix(f̄), each such disk
is preserved by f̄ . This contradicts that f̄ exchanges the components of
π′−1(D). �

In the following we writeM = Vf−intN(Kf ), which is hyperbolic (Propo-
sition 2.1).

Isotoping S so as to minimize qS = |S ∩K∗
f |, we obtain an essential (i.e.,

incompressible and boundary-incompressible) planar surface PS = S ∩M in
M . Since qS is even and (K;m/n)− intN(K∗) is atoroidal, we have qS ≥ 2.
Let D be a meridian disk of Vf such that qD = |D ∩Kf | is minimal. Then
we have an essential planar surface PD = D ∩M in M . Since K has period
2, the linking number lk(Cf ,Kf ) = lk(C,K) is odd, so qD is odd. If qD = 1,
then K is a trivial knot or a composite knot, contradicting the hyperbolicity
of K. Thus qD ≥ 3.

We define graphs in D and S as in [4] and introduce the concepts of
(great) x-edge cycles and [x, x + 1]-Scharlemann cycles as in [16]. By an
isotopy we may assume that ∂PD and ∂PS intersect in minimum number of
points, and PD ∩ PS consists of loops and arcs which are essential in both
PD and PS . We define ΓD to be the graph in D such that its (fat) vertices
are the disks D ∩N(Kf ) and its edges are the arc components e of PD ∩PS
with at least one endpoint of e in a fat vertex. Similarly, we define the graph
ΓS in S. An edge with one endpoint in ∂D or ∂S is a boundary edge.

Number the fat vertices of ΓD (resp. ΓS) 1, 2, . . . , qD (resp. 1, 2, . . . , qS)
in the order of appearence on Kf (resp. K∗

f ). We next define a sign of a
vertex of ΓD to be the sign of the corresponding intersection point of Kf

with D with respect to some chosen orientations of D,Kf and M . Similarly,
give a sign to each vertex of ΓS . An edge of Γα (α = D,S) joining vertices
of Γα with the same sign is a positive edge, and an edge joining the opposite
signs is a negative edge.

Let p be some edge’s endpoint at a fat vertex of ΓD labelled x. Then
p is in the boundary of some fat vertex of ΓS labelled y (say). We label
the edge-endpoint at the fat vertex x with y. Around each fat vertex of ΓD
the edge-endpoint labels occur in order 1, 2, . . . , qS , . . . , 1, 2, . . . , qS repeated
2|n| times; the ordering is, without loss of generality, anticlockwise (resp.
clockwise) at a positive (resp. negative) vertex. Label edge-endpoints at fat
vertices of ΓS , similarly. An edge with label x at one endpoint is an x-edge.

For a subgraph σ of ΓD (resp. ΓS), we call components of D − σ (resp.
S − σ) faces of σ. For a face P of a subgraph σ ⊂ Γα (α = D or S),
∂P denotes the subgraph of σ which consists of vertices and edges of σ
meeting the closure of P in α. A subgraph σ of Γα is an x-edge cycle if
its edges are positive x-edges, and there is a disk face P of σ such that
σ = ∂P . Furthermore, if all the vertices of Γα in P have the same sign as
the vertices of σ, then σ is a great x-edge cycle. A Scharlemann cycle is
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an x-edge cycle for some label x which bounds a disk face of Γα. In our
setting Γα does not contain a Scharlemann cycle with only one edge. Note
that a Scharlemann/x-edge cycle σ is not necessarily a “cycle”, i.e., σ with
its vertices regarded as points may not be homeomorphic to a circle; see
Figure 5.2. The above definition of a Scharlemann cycle is a mild extension
of the definition by Gordon and Luecke [4], but the same as in Gordon [8].
We orient a Scharlemann cycle σ ⊂ Γα anticlockwise (resp. clockwise) if the
sign of the vertices of σ is positive (resp. negative). Then, if an edge of σ
has a label x at its tail, then its head has the label x + 1 (mod qα). (Cf.
Figure 5.2.) We say that σ is a Scharlemann cycle for the interval [x, x+1],
or simply [x, x+ 1]-Scharlemann cycle.

Figure 5.2.

Lemma 5.4. The graph ΓS does not contain a Scharlemann cycle.

Proof. If ΓS contains a Scharlemann cycle, then by [8, Theorem 4.1] we have
a lens space summand in the solid torus Vf . This is a contradiction. �

Lemma 5.5. If the graph ΓD contains Scharlemann cycles for distinct in-
tervals, then (Kf ;m/(2n)) has at least two lens space summands.

Proof. Let σi be [xi, yi]-Scharlemann cycles for i = 1, 2 such that [x1, y1] 6=
[x2, y2]. Let Ei ⊂ D be the disk face of σi. Then Ei is disjoint from the
separating 2-sphere Ŝ = T/〈f̄〉 in (Kf ;m/(2n)). There are three posibilities:
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{x1, y1} ∩ {x2, y2} is empty, consists of one element, or two elements. (The
last case occurs only when qS = 2, [x1, y1] = [1, 2] and [x2, y2] = [2, 1].)
Except for the first case, E1 and E2 are contained in the opposite sides
of Ŝ, thus (Kf ;m/(2n)) contains two disjoint punctured lens spaces by [8,
Theorem 4.1].

Assume the first case happens. We consider the subgraph σ̂i of ΓS consist-
ing of two vertices of labels xi, yi and the edges of σi. Then Ŝ − σ̂1 consists
of open disks; σ̂2 is contained in one of such disks because σ̂1 ∩ σ̂2 = ∅.
Hence we can choose disjoint disks D1 and D2 so that σ̂i lies in Di. Thus
there are two disjoint punctured lens spaces in (Kf ;m/(2n)). �

Remark. Since m is assumed to be odd, H1((Kf ;m/(2n))) has odd order.
This implies that each Scharlemann cycle in ΓD has an odd number of edges.

Lemma 5.6 ([15, Proposition 5.1]). If Γα contains a great x-edge cycle σ,
then the disk face of σ contains a Scharlemann cycle.

Claim 5.7. ΓS contains at most qD(qS + 2)/2 positive edges.

Proof. First we show that ΓS contains at most qS + 2 positive x-edges for
every label x. Let x be an arbitrary label of fat vertices of ΓD. Let Λ
be the subgraph of ΓS consisting of all positive x-edges and all vertices of
ΓS . (The graph Λ may have an isolated vertex.) Note that if Λ has a disk
face, its boundary is a great x-edge cycle of ΓS . Let fd be the number of
disk faces of Λ. Applying Euler’s formula to the graph Λ on S, we have
qS − k + Σχ(face) = χ(S) = −2, where k is the number of edges of Λ.
Thus if k ≥ qS + 3, then fd ≥ Σχ(face) ≥ 1, so that ΓS contains a great
x-edge cycle. Hence, ΓS contains a Scharlemann cycle by Lemma 5.6. This
contradicts Lemma 5.4.

Assume for a contradiction that ΓS contains more than qD(qS + 2)/2
positive edges. Then the number of their endpoints is more than qD(qS+2).
By the parity rule [4, §2.5] every positive edge has distinct labels at its two
endpoints. Since there are qD kinds edge-endpoint labels in ΓS , there are
more than qS + 2 positive x-edges for some label x. This contradicts what
we show above. �

Claim 5.8. If ΓD has at least (qD−1)qS positive edges, then ΓD has Scharle-
mann cycles for distinct intervals.

Proof. We first show that ΓD contains at least qD − 1 Scharlmann cycles by
the arguments in the proof of Claim 5.7 or [16, Lemmas 4.5, 4.6]. In fact,
using the arguments in the second paragraph of the proof of Claim 5.7, we
see that ΓD has at least 2(qD−1) positive x-edges for some label x. Then, as
in the first paragraph of the proof, apply Euler’s formula to the graph Λ onD
consisting of all vertices of ΓD and all positive x-edges of ΓD. It follows that
the Euler number of the faces of Λ is at least χ(D)−qD+2(qD−1) = qD−1.
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This implies that ΓD contains at least qD − 1 great x-edge cycles bounding
mutually disjoint disk faces. The claimed result then follows from Lemma
5.6.

Following the proof of [10, Theorem 2.3] ([16, Lemma 4.4]), we find
Scharlemann cycles for distinct intervals. Assume for a contradiction that
ΓD contains Scharlemann cycles only for the interval (say) [x, x+ 1]. Let k
be the number of Scharlemann cycles in ΓD. As in Figure 8 in [16], we form
a dual graph Λ ⊂ D for Scharlemann cycles. First take one dual (fat) vertex
in the disk face of each Scharlemann cycle in ΓD, and then draw edges from
each dual vertex to the vertices of the corresponding Scharlemann cycle. The
vertices of Λ consist of qD vertices of ΓD and k dual vertices; the edges of Λ
consist of the edges defined above. We apply Euler’s formula to the graph Λ
inD. The number of the vertices is qD+k; the number of the edges is at least
3k by Remark after the proof of Lemma 5.5. It follows that the Euler number
of the faces of Λ is at least χ(D)− (qD+k)+3k = 2k+1− qD ≥ qD−1 > 0.
This implies that there is a disk face of Λ, which contains a great x-edge cycle
of ΓD as shown in [16, Figure 9] and thus a Scharlemann cycle (Lemma 5.6).
Hence, ΓD contains more than k Scharlemann cycles, a contradiction. �

Proof of Lemma 5.2. Since each component of ∂S is a longitude of Vf , the
graph ΓS has at most four boundary edges. Each vertex of ΓS has |2n|qD(≥
4qD) edge-endpoints; ΓS has at most qD(qS + 2)/2 positive edges (Claim
5.7). Thus, the number of endpoints of the negative edges of ΓS is at least

4qDqS − 4− qD(qS + 2)
= 3qDqS − 2qD − 4

= 2(qD − 1)qS + (qS − 2)qD + 2qS − 4.

Since qS ≥ 2, this number is greater than or equal to 2(qD − 1)qS . By
the parity rule ΓD then has at least (qD − 1)qS positive edges. Hence ΓD
contains Scharlemann cycles for distinct intervals (Claim 5.8). Lemma 5.2
now follows from Lemma 5.5. �
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TOPOLOGICAL DYNAMICS ON MODULI SPACES, I

Joseph P. Previte and Eugene Z. Xia

Let M be a one-holed torus with boundary ∂M (a circle)
and Γ the mapping class group of M fixing ∂M . The group Γ
acts on MC(SU(2)) which is the space of SU(2)-gauge equiv-
alence classes of flat SU(2)-connections on M with fixed ho-
lonomy on ∂M . We study the topological dynamics of the
Γ-action and give conditions for the individual Γ-orbits to be
dense in MC(SU(2)).

1. Introduction.

Let M be a Riemann surface of genus g with m boundary components
(circles). Let

{γ1, γ2, . . . , γm} ⊂ π1(M)

be the elements in the fundamental group corresponding to these m bound-
ary components. The space of SU(2)-gauge equivalence classes of SU(2)-
connections, YM2(SU(2)), is the well-known Yang-Mills two space of quan-
tum field theory. Inside YM2(SU(2)) is the moduli space M(SU(2)) of flat
SU(2)-connections.

The moduli space M(SU(2)) has an interpretation that relates to the rep-
resentation space Hom(π1(X),SU(2)) which is a real algebraic variety. The
group SU(2) acts on Hom(π1(M),SU(2)) by conjugation, and the resulting
quotient space is precisely

M(SU(2)) = Hom(π1(M),SU(2))/SU(2).

Conceptually, the moduli space M(SU(2)) relates to the semi-classical limit
of YM2(SU(2)).

Assign each γi a conjugacy class Ci ⊂ SU(2) and let

C = {C1, C2, . . . , Cm}.

Definition 1.1. The relative character variety with respect to C is

MC(SU(2)) = {[ρ] ∈M : ρ(γi) ∈ Ci, 1 ≤ i ≤ m}.

The space MC(SU(2)) is compact, but possibly singular. The set of
smooth points of MC(SU(2)) possesses a natural symplectic structure ω
which gives rise to a finite measure µ on MC(SU(2)) (see [2, 3, 5]).
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Let Diff(M,∂M) be the group of diffeomorphisms fixing ∂M . The map-
ping class group Γ is defined to be π0(Diff(M,∂M)). The group Γ acts on
π1(M) fixing the γi’s. It is known that ω (hence µ) is invariant with respect
to the Γ-action. In [2], Goldman showed that with respect to the measure
µ:

Theorem 1.2 (Goldman). The the mapping class group Γ acts ergodically
on MC(SU(2)).

Since MC(SU(2)) is a variety, one may also study the topological dyna-
mics of the mapping class group action. The topological-dynamical prob-
lem is considerably more delicate. To begin, not all orbits are dense in
MC(SU(2)). If σ ∈ Hom(π1(M), G) where G is a proper closed subgroup of
SU(2) and τ ∈ Γ, then τ(σ) ∈ Hom(π1(M), G). In other words, MC(G) ⊂
MC(SU(2)) is invariant with respect to the Γ-action. The main result of
this paper is the following:

Theorem 1.3. Suppose M is a torus with one boundary component and
σ ∈ Hom(π1(M),SU(2)) such that σ(π1(M)) is dense in SU(2). Then the
Γ-orbit of the conjugacy class [σ] ∈MC(SU(2)) is dense in MC(SU(2)).

The group SU(2) is a double cover of SO(3):

p : SU(2) −→ SO(3).

The group SO(3) contains O(2), and the symmetry groups of the regular
polyhedra: T ′ (the tetrahedron), C ′ (the cube), and D′ (the dodecahedron).
Let Pin(2), T, C, and D denote the groups p−1(O(2)), p−1(T ′), p−1(C ′), and
p−1(D′), respectively. The proper closed subgroups of SU(2) consist of T ,
C, D, and the closed subgroups of Pin(2). In particular, T ⊂ C and T ⊂ D.
Suppose σ ∈ Hom(π1(X),SU(2)). Denote [σ] the corresponding SU(2)-
conjugacy class in MC(SU(2)). Theorem 1.3 implies that if σ(π1(M)) is not
contained in a group isomorphic to C,D, or Pin(2), then the Γ-orbit of the
conjugacy class [σ] ∈MC(SU(2)) is dense in MC(SU(2)).

A conjugacy class in SU(2) is determined by its trace. For M a torus
with one boundary component, the moduli space M(SU(2)) is a topological
ball while MC(SU(2)) is generically a smooth 2-sphere. The mapping class
group Γ is generated by two Dehn twists τX , τY . With a proper change of
coordinates, τX and τY act on MC(SU(2)) by rotations along two axes. The
angle of rotation depends on the latitude of the circle along the respective
axis. The ergodicity theorem for MC(SU(2)) follows since almost all the ro-
tations are irrational multiples of 2π. However, in the context of topological
dynamics, one must analyze the orbit of each class [ρ] ∈ MC(SU(2)) upon
which one or both of the τX , τY actions are rotations of rational multiples
of 2π.

The proof of Theorem 1.3 consists of two steps. The first is purely
topological-dynamical in nature, concerning the case when the Γ-orbit is
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infinite. The second step deals with the cases where the Γ-orbits are poten-
tially finite and involves the theory of trigonometric Diophantine equations.
All in all, the proof is a delicate interplay of ideas in geometric invariant
theory [6, 7], topological dynamics, and Diophantine equations. Inciden-
tally, the proof also yields the well-known result that the only proper closed
subgroups SU(2) are the closed subgroups of Pin(2) and the double covers
of the automorphism groups of the Platonic solids.

The following conjecture is the analogue of Theorem 1.2 in the category of
topological dynamics. Theorem 1.3 is a major stepping stone in the search
of a proof for this conjecture.

Conjecture 1.4. Suppose that M is a Riemann surface with boundary and
σ ∈ Hom(π1(M),SU(2)) such that σ(π1(M)) is dense in SU(2). Then the
Γ-orbit of the conjugacy class [σ] ∈MC(SU(2)) is dense in MC(SU(2)).

Acknowledgments. During the course of this research, Eugene Xia was
with the University of Arizona. We thank Professors Michael Brin, William
Goldman, Larry Grove, Kirti Joshi, David Levermore, William McCallum,
Michelle Previte, and Lawrence Washington for insightful discussions during
the course of this research. Eugene Xia also thanks IHÉS for their hospitality
during the final phase of this research.

2. Coordinates on the Moduli Space.

For the rest of this paper, fix M to be a torus with one boundary component.
We write E forM(SU(2)) and Ek forMC(SU(2)) such that k = tr(C), where
C is the sole element in C. In this section, we briefly summarize some general
properties of E. Consult [2] for details.

The fundamental group π1(M) has a presentation

π1(M) = 〈X,Y,K|K = XYX−1Y −1〉

where K represents the element generated by the boundary component. In
particular, π1(M) is the free group generated by X and Y . Note

E = Hom(π1(M),SU(2))/SU(2).

The SU(2)-invariant polynomials [7] on Hom(π1(M),SU(2)) are generated
by the traces of the representations. In particular, a point [σ] ∈ E is deter-
mined by

x = tr(σ(X)), y = tr(σ(Y )), z = tr(σ(XY )).
This provides a global coordinate chart:

F : E 7−→ R3

[σ] F7−→ (tr(σ(X)), tr(σ(Y )), tr(σ(XY ))).
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In addition, k = tr(σ(K)) is given by the formula

k = tr(σ(K)) = x2 + y2 + z2 − xyz − 2.(1)

The trace of every element in SU(2) is in [−2, 2]. In fact, one can show that

E = {(x, y, z) ∈ [−2, 2]3 : −2 ≤ k ≤ 2}.
Let f be the map

f : E −→ [−2, 2]
f([σ]) = tr(σ(K)).

The fibre f−1(k) is precisely Ek and is a smooth 2-sphere for each −2 < k <
2. The fibre f−1(2) is a singular sphere while f−1(−2) consists of one point.

The mapping class group Γ is generated by the maps τX and τY :

τX(X) = X and τX(Y ) = Y X

τY (X) = XY and τY (Y ) = Y.

The induced action of Γ on E preserves Ek.
With respect to the global coordinate, the actions of τX and τY can be

described explicitly:

τX(x, y, z) = (x, z, xz − y)

τY (x, y, z) = (z, y, yz − x).

The action of τX fixes x and k, and preserves the ellipse

Ex,k = {x} ×
{

(y, z) :
2 + x

4
(y + z)2 +

2− x

4
(y − z)2 = 2 + k − x2

}
.

The topological sphere f−1(1) is pictured below, decomposed into ellipses.

Figure 1. The topological sphere E1.

The change of coordinates
x̃ = x

ỹ =
√

2−x+
√

2+x

2
√

2
y +

√
2−x−

√
2+x

2
√

2
z

z̃ =
√

2−x−
√

2+x

2
√

2
y +

√
2−x+

√
2+x

2
√

2
z
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transforms Ex,k into the circle

Ex,k = {x̃} × {(ỹ, z̃) : ỹ2 + z̃2 = 2 + k − x̃2}.

In this new coordinate system, τX acts as a rotation by cos−1(x/2). In short,
the sphere Ek is the union of circles

Ek =
⋃
x

Ex,k,

and τX rotates (up to a coordinate transformation) each level set Ex,k by
an angle of cos−1(x/2).

Under an analogous coordinate transformation, the action τY becomes a
rotation of Ey,k by an angle of cos−1(y/2).

3. The Closed Subgroup Representations.

All closed proper subgroups of SU(2) are contained in Pin(2), C, or D, where
C and D are the double covers of the isometry groups of the cube and dodec-
ahedron, respectively. In this section, we classify the Pin(2) representation
classes and produce a list of global coordinates for some C,D representation
classes. We shall prove later that the list is complete up to some simplifying
assumptions and the variations allowed by the following proposition:

Proposition 3.1. Suppose σ is a G representation such that G ⊂ SU(2).
If (x, y, z) are the global coordinates of [σ], then any permutation of (x, y, z)
also corresponds to a G representation class. In addition, if −I ∈ G, then
the triples (−x, y,−z), (x,−y,−z), (−x,−y, z) also correspond to G repre-
sentation classes.

Proof. Suppose σ is a G representation such that [σ] has global coordinates
(x, y, z). Since G is a group, the representation σ′, with

σ′(X) = σ(XY ), σ′(Y ) = σ(X−1),

is also a G representation. Moreover [σ′] has global coordinates (z, x, y).
The other permutations of coordinates are handled similarly.

Suppose σ is a G representation. Since −I ∈ G, the representation σ′,
with

σ′(X) = −σ(X), σ′(Y ) = σ(Y ),
is also a G representation and the global coordinates of [σ′] is (−x, y,−z).
The other cases are handled similarly. �

If −I ∈ G, then two classes

[σ], [σ′] ∈ Hom(π1(M), G)/G

are called S-equivalent if their global coordinates differ from one another as
prescribed by Proposition 3.1. If −I is not in G, then two classes [σ], [σ′]
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are called S-equivalent if their global coordinates differ from one another by
a permutation.

3.1. The Pin(2) Representations. The group Pin(2) has two compo-
nents, and we write

Pin(2) = Spin(2) ∪ Spin−(2),

where Spin(2) is the identity component of Pin(2).

Proposition 3.2. A representation σ is a Spin(2) representation if and
only if tr(σ(K)) = 2.

Proof. If σ is a Spin(2) representation, then

σ(K) = σ(XYX−1Y −1) = I,

since Spin(2) is abelian. Hence,

k = tr(σ(K)) = tr(I) = 2.

If k = tr(σ(K)) = 2, then

I = σ(K) = σ(X)σ(Y )σ(X)−1σ(Y )−1.

This implies that the image of σ is abelian, hence, is contained in Spin(2).
�

Proposition 3.3. A representation σ is a Pin(2) representation and not a
Spin(2) representation if and only if k 6= 2 and at least two of the three global
coordinates of [σ] are zero.

Proof. If σ is a Pin(2) representation and not a Spin(2) representation, then
at least two of the following

σ(X), σ(Y ), σ(XY )

are in Spin−(2). Since A ∈ Spin−(2) implies tr(A) = 0, at least two of the
three global coordinates of [σ] must be zero.

Suppose two of the three global coordinates of [σ] are zero, say y, z = 0.
One easily finds a Pin(2) representation σ′ such that the global coordinates
of [σ′] are (x, 0, 0):

σ′(X) =
(

cos(θ) sin(θ)
− sin(θ) cos(θ)

)
, σ′(Y ) =

(
0 i
i 0

)
,

where x = 2 cos(θ). If x 6= ±2, then k 6= 2 and σ is not a Spin(2) represen-
tation. Since global coordinates are unique,

[σ] = [σ′] ∈ Hom(π1(M),SU(2))/SU(2).

Thus, σ is a Pin(2) representation but not a Spin(2) representation. The
proofs for the other cases are similar. �
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This provides a complete characterization of the Pin(2) representation
classes.

Corollary 3.4. The space of Spin(2) representation classes consists pre-
cisely of E2 (or ∂E). The Pin(2) representation classes consist of E2 and
the intersections of the three axes with E. For −2 < k < 2, there are exactly
six points corresponding to Pin(2) representation classes in Ek.

3.2. The C and D Representations. Since C (respectively, D) is finite,
the Γ-orbit of a C (respectively, D) representation class is finite. One also
notes that −I is in C and D.

We introduce the quaternionic model for SU(2), namely set 1, i, j, k as

[
1 0
0 1

]
,

[
i 0
0 −i

]
,

[
0 1
−1 0

]
,

[
0 i
i 0

]
,

respectively. Then SU(2) = {x+ yi + zj +wk : x2 + y2 + z2 +w2 = 1}, with
the usual quaternionic multiplication.

For the rest of the paper, we fix the constants

r =
√

5+1
4

s =
√

5−1
4 .

Let

T =
√

2
2 +

√
2

2 i

U =
√

2
2 +

√
2

2 j,A = r + si + 1
2k

B = −s+ 1
2 i− rk.

Then

〈T,U〉 ∼= C and 〈A,B〉 ∼= D.
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S-equivalence classes

X Y (x, y, z) k

T (TU)−1 (
√

2, 1,
√

2) 1

A3B8 (AABA)−1 (1, 1, 1) 0

B−1 AAB (−2s, 2s, 2s) 1−
√

5
2

ABA3B2 B (−2s,−2s, 1) 1−
√

5
2

A−1 ABB (2r,−2r,−2r) 1+
√

5
2

ABAAB6 AABA (2r, 1, 2r) 1+
√

5
2

ABAA A (1, 2r, 1) 1

AB−6 B−6 (1, 2s,−1) 1

ABAA A−1 (1, 2r, 2s) 1

Table 1. Global coordinates for some C and D representation classes.

Table 1 is a list of S-equivalence classes that come from either 〈T,U〉
(cube) or 〈A,B〉 (dodecahedron) representation classes. We shall prove in
Section 6 the following statement. Suppose (x, y, z) is a C or D represen-
tation class, but not a Pin(2) representation class. Then there exists γ ∈ Γ
such that γ(x, y, z) is in one of the S-equivalence classes in Table 1.

4. The Irrational Rotations and Infinite Orbits.

The Dehn twist τY acts on the (transformed) subsets Ey,k via a rotation of
angle cos−1(y/2). The y-coordinates that yield finite orbits under τY create
a filtration as follows: Let Yn ⊂ (−2, 2) such that y ∈ Yn implies that if
(x, y, z) ∈ E are global coordinates of a representation class, then the τY -
orbit of (x, y, z) is periodic with period greater than one but less than or
equal to n. This gives a filtration

∅ = Y2 ⊂ Y3 ⊂ . . . ⊂ Yn ⊂ . . . .

For example, Y2 = ∅, Y3 = {−1}, Y4 = {−1, 0}, etc. In particular, Yn is
a finite set for every n. By symmetry, there exists a similar filtration Xn,
with Xn = Yn as sets.

Fix −2 < k < 2 and consider the two-dimensional sphere Ek. The global
coordinates provide an embedding of Ek in R3 as a submanifold. Hence
Ek inherits a metric from the flat Riemannian metric on R3. This provides
a distance function (metric) d on Ek. The metric d generates the usual
topology on Ek. Note that there are two points on Ek that are fixed by τY .
These points correspond to Pin(2) representation classes.
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Definition 4.1. For ε > 0, a set U is ε-dense if for each p ∈ U ⊂ Ek, there
exists a point q ∈ U such that 0 < d(p, q) < ε.

Let ε > 0. Since Ek is compact, there is an M(ε) such that n ≥ M(ε)
implies that every τY -orbit Oy in Ey,k is ε-dense for any y 6∈ YM(ε). Let N(ε)
be the cardinality of YM(ε).

Proposition 4.2. Let (x0, y0, z0) ∈ Ek. Suppose that one of cos−1(x0/2) or
cos−1(y0/2) is an irrational multiple of π. Then the Γ-orbit of (x0, y0, z0) is
dense in Ek.

Proof. Suppose that cos−1(x0/2) is an irrational multiple of π. Let ε > 0 and
(x∗, y∗, z∗) ∈ Ek which does not correspond to a Pin(2) representation class.
Since cos−1(x0/2) is an irrational multiple of π, τX acts on the (transformed)
subset of Ex0,k, by an irrational rotation. By the compactness of Ek, there
exists a y-value, y1 6= y∗ and δ > 0 such that Ey∗,k is in the ε-neighborhood
of Ey1,k and 0 < δ < d(Ey1,k, Ey∗,k). We first consider the special case
where there exists an integer J such that the y-coordinate of τJX(x0, y0, z0)
is strictly between y1 and y∗. Since cos−1(x0/2) is an irrational multiple
of π, there are infinitely many integers Ji such that the y-coordinate of
τJi
X (x0, y0, z0) is strictly between y1 and y∗. Choose Ji such that the y-

coordinate of (τX)Ji(x0, y0, z0) is not in YM(ε). By the triangle inequality,
there is some point on the τY -orbit of (τX)Ji(x0, y0, z0) that is at most 2ε
from (x∗, y∗, z∗).

We now prove the proposition in general. Since (x∗, y∗, z∗) satisfies Equa-
tion (1) and is not a Pin(2) representation class, Ey∗,k is a circle. Hence, we
must have that (0, y∗, z′) ∈ Ey∗,k for some z′ 6= 0. Therefore, there exists
x2 6= 0 such that Ex2,k intersects Ey∗,k.

Choose ε′ = δ
N(ε)+2 . By the filtration Xn, the set XM(ε′) contains all

x-values that have the following properties:
1) Ex,k intersects Ey∗,k.
2) There is a point in Ex,k whose τX -orbit has at most N(ε) points with

distinct y-coordinates between y1 and y∗.
Note that the x-coordinate of τY (τX)J(x0, y0, z0) is the z-coordinate of

(τX)J(x0, y0, z0). Since cos−1(x0/2) is an irrational multiple of π, there is an
infinite sequence of numbers Ji such that |xJi | < |x2|, where xJi is the the
x-coordinate of τY (τX)Ji(x0, y0, z0). This forces ExJi

,k to intersect Ey∗,k.
Of these, choose J such that xJ is not in XM(ε′). Thus, the τX -orbit of
τY (τX)J(x0, y0, z0) has at least N(ε) + 1 points with distinct y-coordinates
between y1 and y∗.

Now at most N(ε) values of y yield τY -orbits that are not ε-dense. Thus,
there exists a point (x̂, ŷ, ẑ) on the τX -orbit of τY (τX)J(x0, y0, z0) such that ŷ
is between y1 and y∗, moreover, the τY -orbit of (x̂, ŷ, ẑ) is ε-dense. Since the
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ε-neighborhood of Eŷ,k covers Ey∗,k, some point in the τY -orbit of (x̂, ŷ, ẑ)
comes within 2ε of (x∗, y∗, z∗). Finally, by Corollary 3.4, the set of Pin(2)
representation classes in Ek consists of six discrete points. This implies there
is no loss of generality in assuming that (x∗, y∗, z∗) does not correspond to
a Pin(2) representation class. A symmetric argument holds if cos−1(y0/2)
is an irrational multiple of π. �

Proposition 4.3. Suppose the Γ-orbit of (x0, y0, z0) ∈ Ek is infinite. Then
the Γ-orbit of (x0, y0, z0) is dense in Ek.

Proof. Let (x0, y0, z0) ∈ Ek have infinite Γ-orbit and (x∗, y∗, z∗) ∈ Ek which
does not correspond to a Pin(2) representation class.

There are two cases. One possibility is that the Γ-orbit O has an infinite
number of points on some circle Ey,k (respectively, Ex,k). Hence, there is
an infinite number of points on O ∩ Ey,k that have distinct x-coordinates.
However, a priori, these points may not be dense in Ey,k. One uses the
infinite number of points on O ∩ Ey,k with distinct x-coordinates as in the
proof of Proposition 4.2.

The other possible case is that no circle Ex,k (or Ey,k) has an infinite
number of points on O. As in the previous case, there are an infinite number
of points on the Γ-orbit of (x0, y0, z0) having distinct x-coordinates. The
proof again follows similarly to the proof of Proposition 4.2. �

5. Trigonometric Diophantine Equations.

It remains for us to classify the finite Γ-orbits. These orbits exist and can be
constructed by taking G-representation classes where G is a closed proper
subgroup of SU(2) as described in Section 3.

The problem amounts to considering cases where the rotations generated
by τX and τY are both rational. In such cases, an additional iteration is made
as follows. By assumption, both cos−1(x/2) and cos−1(y/2) are rational
multiples of π. Also, cos−1(z/2) is a rational multiple of π since the x-
coordinate of τY (x, y, z) is z. Since τX(x, y, z) = (x, z, xz−y), in order for the
orbit to be finite, cos−1(xz−y2 ) must be a rational multiple of π. In particular,
x = 2 cos(θx), y = 2 cos(θy), z = 2 cos(θz) and xz − y = 2 cos(θxz−y), where
all angles are rational multiples of π in [0, π]. Hence,

2 cos(θx) cos(θz)− cos(θy) = cos(θxz−y),

or

cos(θx + θz) + cos(θx − θz)− cos(θy) = cos(θxz−y),(2)

where all angles are rational multiples of π, 0 ≤ θx + θz ≤ 2π, and −π ≤
θx − θz ≤ π. Similarly, the action of τY gives

cos(θy + θz) + cos(θy − θz)− cos(θx) = cos(θyz−x),(3)
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where all angles are rational multiples of π, 0 ≤ θy + θz ≤ 2π, and −π ≤
θy − θz ≤ π. Equations (2) and (3) are referred to as the τX -equation and
τY -equation at (x, y, z) (or at (θx, θy, θz)), respectively.

Proposition 5.1. Let (x, y, z) ∈ Ek with x, y, z all nonzero. Suppose that
two terms appearing in Equation (2) cancel one another. Then k = 2.

Proof. Suppose cos(θy) = − cos(θxz−y). Then xz − y = −y which implies
that x = 0 or z = 0, a contradiction to the assumption that x, y, z are all
nonzero.

Suppose cos(θy) = cos(θx + θz). Recall that (x, y, z) satisfies Equation
(1). Thus,

k = 4 cos(θx)2 + 4 cos(θx + θz)2 + 4 cos(θz)2

−8 cos(θx) cos(θx + θz) cos(θz)− 2
= 4 cos(θx)2 + 4 cos(θz)2 − 4 cos(θx − θz) cos(θx + θz)
= 2 cos(2θx) + 2 + 2 cos(2θz)− 2 cos(2θx)− 2 cos(2θz) = 2.

A similar argument applies in the case cos(θy) = cos(θx − θz). �

A symmetric argument shows that if two terms appearing in Equation (3)
cancel one another, then k = 2. For the remainder of this paper, we assume
that (x, y, z) ∈ E does not correspond to a Pin(2) representation class. This
implies that k 6= 2. In addition, we may assume that all coordinates of
(x, y, z) ∈ Ek are nonzero: For if x = 0, then y, z must both be nonzero by
Proposition 3.3. The point τY (0, y, z) = (z, y, yz) has all nonzero entries.

Equation (2) is an at most four-term Diophantine equation, the solutions
to which are few as shown by Conway and Jones.

Theorem 5.2 (Conway, Jones, [1]). Suppose that we have at most four dis-
tinct rational multiples of π lying strictly between 0 and π/2 for which some
linear combination of their cosines is rational, but no proper subset has this
property. That is,

A cos(a) +B cos(b) + C cos(c) +D cos(d) = E,

for A,B,C,D,E rational and a, b, c, d ∈ (0, π/2) rational multiples of π.
Then the appropriate linear combination is proportional to one from the
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following list:

cos(π/3) = 1/2

cos(t+ π/3) + cos(π/3− t)− cos(t) = 0 (0 < t < π/6)

cos(π/5)− cos(2π/5) = 1/2

cos(π/7)− cos(2π/7) + cos(3π/7) = 1/2

cos(π/5)− cos(π/15) + cos(4π/15) = 1/2

− cos(2π/5) + cos(2π/15)− cos(7π/15) = 1/2

cos(π/7) + cos(3π/7)− cos(π/21) + cos(8π/21) = 1/2

cos(π/7)− cos(2π/7) + cos(2π/21)− cos(5π/21) = 1/2

− cos(2π/7) + cos(3π/7) + cos(4π/21) + cos(10π/21) = 1/2

− cos(π/15) + cos(2π/15) + cos(4π/15)− cos(7π/15) = 1/2.

The nonzero cosine terms in Equation (2) are not necessarily in (0, π/2).
By applying the identities cos(π/2 − t) = − cos(π/2 + t) and cos(π − t) =
cos(π + t), we derive from Equation (2) a new four-term cosine equation
whose arguments are in [0, π/2]. That is, by a possible change of sign, each
term in Equation (2) may be rewritten with angle in [0, π/2].

Equation (2) cannot correspond to the last four equations appearing in
Theorem 5.2 since these equations have five nonzero terms. By Proposition
5.1, we may assume that the angles appearing in Equation (2) are all distinct.
For if two or more angles are the same, then after combining terms, the
resulting equation must be proportional to the first equation in Theorem
5.2. This leads to k = 2 by Proposition 5.1.

Proposition 5.3. Suppose (x, y, z) ∈ Ek are not the global coordinates of a
Pin(2) representation class with x, y, z all nonzero. Suppose that the Γ-orbit
of (x, y, z) is finite and that some angle in Equation (2) or Equation (3) is
an integer multiple of π. Then (x, y, z) is S-equivalent to a triple appearing
in Table 1.

Proof. By the assumption k 6= 2, the only way that Equation (2) can have
angles equal to an integer multiple of π is if θx − θz = 0 or θx + θz = π, i.e.,
x = z or x = −z. Note that both cannot happen simultaneously.

Suppose θx + θz = π. Then Equation (2) becomes

cos(θx − θz)− cos(θy)− cos(θxz−y) = 1.(4)

Theorem 5.2 and the assumption y 6= 0 lead to the following cases:
(A) Two terms in Equation (4) correspond to the first equation of Theo-

rem 5.2, with one term equal to zero (angle π/2).
Since y 6= 0, we must have that cos(θy) = −1

2 , so y = −1. Now either
cos(θxz−y) = 0 or −1

2 . If cos(θxz−y) = 0, then xz = −1, hence x2 = 1
which yields the triples (1,−1,−1) and (−1,−1, 1). If cos(θxz−y) = 1

2 , then
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xz = −2, or x = ±
√

2. The resulting triples (x, y, z) are (
√

2,−1,−
√

2) and
(−
√

2,−1,
√

2). Note that all of the above triples belong to an S-equivalence
class appearing in Table 1.

(B) Two terms in Equation (4) correspond to the third equation of The-
orem 5.2 while the remaining term corresponds to the first equation in The-
orem 5.2 . The resulting triples are:

(−2s, 2s, 2s), (2s, 2s,−2s), (−2s,−1, 2s), (2s,−1,−2s),

(−2r,−2r, 2r), (2r,−2r,−2r), (−2r,−1, 2r), (2r,−1,−2r),

(−1,−2r, 1), (1,−2r,−1), (−1, 2s, 1), (1, 2s,−1).

Note that all above triples belong to an S-equivalence class appearing in
Table 1.

Suppose θx − θz = 0. Then Equation (2) becomes

cos(θx + θz)− cos(θy)− cos(θxz−y) = −1.(5)

Theorem 5.2 and the assumption y 6= 0 lead to the following cases.
(A) Two terms in Equation (5) correspond to the first equation of Theo-

rem 5.2, with one term equal to zero (angle π/2). The various possibilities
lead to the triples:

(1, 1, 1), (−1, 1,−1), (
√

2, 1,
√

2), (−
√

2, 1,−
√

2).

(B) Two terms in Equation (5) correspond to the third equation of The-
orem 5.2 while the other corresponds to the first equation. The various
possibilities lead to the triples:

(2r, 2r, 2r), (−2r, 2r,−2r), (2r, 1, 2r), (−2r, 1,−2r),

(1, 2r, 1), (−1, 2r,−1), (1,−2s, 1), (−1,−2s,−1),

(2s,−2s, 2s), (−2s,−2s,−2s), (2s, 1, 2s), (−2s, 1,−2s).

Again, the S-equivalence classes of these triples appear in Table 1. A similar
argument holds if some angle in Equation (3) is an integer multiple of π,
i.e., y = ±z. �

Henceforth, we assume that all angles in nonzero cosine terms appearing
in Equation (2) are distinct and not integer multiples of π. Under these
assumptions, Equation (2) can be rewritten as an equation that satisfies the
hypotheses of the following which is a special case of Theorem 5.2:

Theorem 5.4 (Conway, Jones, [1]). Suppose that we have at most four dis-
tinct rational multiples of π lying strictly between 0 and π/2 for which some
linear combination of their cosines is zero, but no proper subset has this
property. That is,

A cos(a) +B cos(b) + C cos(c) +D cos(d) = 0,
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for A,B,C,D rational and a, b, c, d ∈ (0, π/2) rational multiples of π. Then
the linear combination is proportional to one from the following list:

cos(t+ π/3) + cos(π/3− t)− cos(t) = 0 (0 < t < π/6)

cos(π/5)− cos(2π/5)− cos(π/3) = 0

cos(π/7)− cos(2π/7) + cos(3π/7)− cos(π/3) = 0

cos(π/5)− cos(π/15) + cos(4π/15)− cos(π/3) = 0

− cos(2π/5) + cos(2π/15)− cos(7π/15)− cos(π/3) = 0.

6. Proof of Theorem 1.3.

In this section we prove the following proposition which in turn proves The-
orem 1.3:

Proposition 6.1. Let (x, y, z) ∈ Ek with x, y, z nonzero. Then the Γ-orbit
of (x, y, z) is infinite or there is γ ∈ Γ such that γ(x, y, z) is S-equivalent to
a triple in Table 1.

An immediate consequence of Proposition 6.1 is:

Corollary 6.2. Suppose (x, y, z) is a C or D representation class, but not
a Pin(2) representation class. Then there exists γ ∈ Γ such that γ(x, y, z) is
in one of the S-equivalence classes in Table 1.

The proof of Proposition 6.1 presented here is lengthy and highly com-
putational. We begin by outlining the overall strategy. Consider all triples
(x, y, z) that arise from the solutions of Equation (2) provided by Theo-
rem 5.4. For a triple (x, y, z) to have a finite Γ-orbit, the four-term trigono-
metric equations that arise from repeated applications of τX or τY must have
solutions provided by Theorem 5.4 or violate the hypotheses of Theorem 5.4.
We prove Proposition 6.1 by showing that all triples (x, y, z) that arise from
the solutions of Equation (2) provided by Theorem 5.4 fall into one of the
following three categories:

1) (x, y, z) has k ≥ 2 or one of the global coordinates (x, y, z) is zero.
2) (x, y, z) belongs to one of the S-equivalence classes in Table 1. Hence,

corresponds to a C or a D representation class.
3) (x, y, z) has infinite Γ-orbit with −2 < k < 2. Hence, has dense Γ-orbit

by Proposition 4.3.

Definition 6.3. The pairs of angles (θz, θx), (π−θx, π−θz), and (π−θz, π−
θx) are called the symmetric, dual, and dual-symmetric pairs of (θx, θz),
respectively.

Recall that by a possible change of sign, each term in Equation (2) may
be rewritten with angle in [0, π/2]. Therefore, for fixed a, b ∈ [0, π/2], we
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obtain the following eight systems of equations
cos(a) = ± cos(θx + θz)

cos(b) = ± cos(θx − θz)


cos(b) = ± cos(θx + θz)

cos(a) = ± cos(θx − θz),

for θx, θz ∈ (0, π). The following, together with their dual, symmetric, and
dual-symmetric pairs, are all possible pairs (θx, θz) that satisfy one of the
above eight systems of equations:

(a+b2 , |a−b2 |), (π − a+b
2 , |a−b2 |),

(π/2− a+b
2 , π/2 + a−b

2 ), (π/2− a+b
2 , π/2 + b−a

2 ).
We prove in detail the cases in which Equation (2) corresponds to Equa-

tion 2 or 3 in Theorem 5.4. The argument for Equation 3 is the simplest
and exemplifies the primary techniques used in the other cases. The case of
Equation 2 involves a free parameter t, hence, is somewhat more involved
than the others. For the other cases, we simply enumerate all the possible
solutions and categorize them according to the above mentioned categories.

We first consider the case of

cos(π/7)− cos(2π/7) + cos(3π/7)− cos(π/3) = 0

in detail. Consider a = π/7 and b = 2π/7. As given above, the possibilities
for (θx, θz) are

(3π/14, π/14), (11π/14, π/14), (2π/7, 3π/7), (2π/7, 4π/7),

along with their symmetric, dual, and dual-symmetric pairs. Suppose first
that θy = π/3 (respectively, 2π/3). Then the angles θy ± θz are rationally
related to π by reduced rationals with denominators 21 or 42. Thus, for
(x, y, z) to have a finite Γ-orbit, the τY -equation at (θx, θy, θz) must corre-
spond to Equation 1. Since x 6= 0 this equation can be rewritten as Equation
1 only if yz − x = 0, or y = x

z . Then y 6= x
z for θy = π/3 (or 2π/3), and x, z

as given by the four pairs listed above (as well as their dual, symmetric, and
dual-symmetric pairs). Thus the τY -equation at (θx, θy, θz) must violate the
hypotheses of Theorem 5.4.

If θxz−y = π/3 or 2π/3 then, consider the point τX(θx, θy, θz) =
(θx, θz, θxz−y) (in angle notation). The τY -equation at (θx, θz, θxz−y) is

cos(θz + θxz−y) + cos(θz − θxz−y)− cos(θx) = cos(θz(xz−y)−x),

but here xz − y is playing the role of y in the argument given above.
This type of argument works for the other five cases (e.g., a = π/7, b =

3π/7, etc.).
Now we cover the case

cos(t+ π/3) + cos(π/3− t)− cos(t) = 0 (0 < t < π/6).
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Recall that we are under the standing assumption x, y, z 6= 0. There are
six cases.

Case 1: For a = t+ π/3, and b = π/3− t, the possibilities are:

(π/3, t), (2π/3, t), (π/6, π/2 + t), (π/6, π/2− t),

and their dual, symmetric, and dual-symmetric pairs. Since y 6= 0, θy
corresponds to t and xz − y = 0.

The first two pairs, together with their duals (π/3, π − t), (2π/3, π − t),
yield y = ±z. By Proposition 5.3, these triples are either S-equivalent to
those appearing in Table 1 or have infinite Γ-orbits.

In the above symmetric (dual-symmetric) pairs, we have y = ±x and z =
1. The τX preimage of (x,±x, 1) is (x,±x2 − 1,±x) (signs taken together).
Since ±x2 − 1 6= 0, we may apply Proposition 5.3 to this triple as above.
The same holds for z = −1.

Now consider the last two pairs. Note that the angle θx = π/6 does
not appear in Equations 1-5. Therefore, any triple associated with these
pairs will have an infinite Γ−orbit. For the symmetric pairs, i.e., θz =
π/6 (respectively, 5π/6), note that τX(θx, θy, θz) = (θx, θz, θxz−y). The τY -
equation at (θx, θz, θxz−y) cannot be put into the form of Equations 1-5, as
above. This argument also applies to the duals of all such pairs.

Case 2: For a = t+ π/3, and b = t, the possibilities are:

(t+ π/6, π/6), (5π/6− t, π/6), (π/3− t, 2π/3), (π/3− t, π/3),

and their dual, symmetric, and dual-symmetric pairs. Since y 6= 0, θy
corresponds to π/3− t and xz − y = 0.

As in the previous case, the last two pairs together with their dual, sym-
metric, and dual-symmetric pairs yield triples (or triples whose τX preim-
age) are either S-equivalent to those appearing in Table 1 or have infinite
Γ-orbits. The argument for the first two pairs is also similar to that in the
previous case.

Case 3: For a = π/3− t, and b = t, the possibilities are:

(π/6, π/6− t), (5π/6, π/6− t), (π/3, 2π/3− t), (π/3, t+ π/3),

together with their dual, symmetric, and dual-symmetric pairs. An argu-
ment similar to the one given in case 1 holds.

Case 4: For a = π/3 + t, and b = π/2, the possibilities are:
(5π/12 + t/2, π/12− t/2), (7π/12− t/2, π/12− t/2),
(π/12− t/2, 5π/12 + t/2), (π/12− t/2, 7π/12− t/2),

and their duals. Note that the last two pairs are the symmetric pairs of the
first two. As in previous arguments, it is enough to consider θy = t or π− t.

We first handle the triple (in angle notation) (5π/12 + t/2, t, π/12− t/2).
Note that three of the angles in the τY -equation of this point (all angles
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rewritten in [0, π/2]) are: 5π/12+t/2, π/12+t/2, and |π/12−3t/2|. However,
both |π/12−3t/2| and π/12+t/2 correspond to angles in [0, π/6). If |π/12−
3t/2| is nonzero, then the τY -equation of this point cannot correspond to
Equations 1-5 since no equation in Theorem 5.4 has two angles in [0, π/6).
If |π/12 − 3t/2| = 0, then Proposition 5.3 applies. For (5π/12 + t/2, π −
t, π/12−t/2), the angles in the τY -equation of this point (all angles rewritten
in [0, π/2]) are again: 5π/12 + t/2, | − π/12 + 3t/2|, and π/12 + t/2.

The dual of the pair (5π/12+t/2, π/12−t/2) is (7π/12−t/2, 11π/12+t/2).
Three of the angles in the τY -equation of (7π/12− t/2, t, 11π/12 + t/2) are:
7π/12 − t/2, 11π/12 + 3t/2, and 11π/12 − t/2, which, when rewritten in
[0, π/2], become: 5π/12 + t/2, |π/12− 3t/2|, and π/12 + t/2. These are the
same angles as before, thus the same argument applies. The same argument
also holds for (7π/12− t/2, π − t, 11π/12 + t/2).

Consider the symmetric pair (π/12 − t/2, 5π/12 + t/2). For the triple
(π/12 − t/2, t, 5π/12 + t/2), three of the angles in the τY -equation of this
point are: π/12 − t/2, 5π/12 + 3t/2, and 5π/12 − t/2. Note that the angle
5π/12 + 3t/2, rewritten in [0, π/2], is:{

5π/12 + 3t/2 t ∈ (0, π/18]

7π/12− 3t/2 t ∈ [π/18, π/6).

This angle is in (π/3, π/2]. Further note that the angle 5π/12 − t/2 is in
(π/3, π/2). A calculation rules out Equation 1. Now of the remaining equa-
tions, the angle π/12−t/2 can only correspond to the angle π/15 in Equation
4. However, Equation 4 does not have any angles inside (π/3, π/2). The same
argument holds for the triple (π/12− t/2, π − t, 5π/12 + t/2).

The dual of the pair (π/12− t/2, 5π/12 + t/2) is (11π/12 + t/2, 7π/12−
t/2) and the τY -equation of the triples (11π/12 + t/2, t, 7π/12 − t/2) and
(11π/12+ t/2, π− t, 7π/12− t/2) have the same three angles (in [0, π/2]) as
above.

A similar argument holds for for the triples associated with the pairs
(7π/12− t/2, π/12− t/2) and (π/12− t/2, 7π/12− t/2).

Case 5: For a = π/3− t, and b = π/2, the possibilities are:
(5π/12− t/2, π/12 + t/2), (7π/12 + t/2, π/12 + t/2),
(π/12 + t/2, 5π/12− t/2), (π/12 + t/2, 7π/12 + t/2),

and their duals. Note that the two last pairs are the symmetric pairs of the
first two. As in previous arguments, it is enough to consider θy = t or π− t.

We first handle the triple (in angle notation) (5π/12− t/2, t, π/12 + t/2).
Note that three of the angles in the τY -equation of this point are: 5π/12−t/2,
π/12 + 3t/2, and π/12 − t/2. A calculation shows that Equation 1 is ruled
out. Thus, π/12 − t/2 can only correspond to the angle π/15 in Equation
4, while 5π/12− t/2 is in (π/3, π/2) which rules out Equation 4. The same
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holds for the triple (5π/12− t/2, π− t, π/12+ t/2) and those associated with
the dual of (5π/12− t/2, π/12 + t/2).

We now consider the triples associated with the symmetric pair (π/12 +
t/2, 5π/12− t/2). Consider the triple (π/12 + t/2, t, 5π/12− t/2). Three of
the angles in the τY -equation of this point are: π/12+t/2, 5π/12−3t/2, and
5π/12 + t/2. One can check that Equation 1 is ruled out. Now 5π/12 + t/2
can only correspond to the angles 7π/15 and 3π/7 in Equations 3 and 5.
That is, t = π/10 or π/42. But in either case, the angle π/12 + t/2 will not
appear in any of Equations 2-5. The same holds for the triple (π/12+t/2, π−
t, 5π/12−t/2) and those associated with the dual of (π/12+t/2, 5π/12−t/2).

Similar arguments hold for triples associated with the pairs (7π/12 +
t/2, π/12 + t/2) and (π/12 + t/2, 7π/12 + t/2).

Case 6: For a = t, and b = π/2, the possibilities are:
(π/4 + t/2, π/4− t/2), (3π/4− t/2, π/4− t/2),
(π/4− t/2, π/4 + t/2), (π/4− t/2, 3π/4− t/2),

and their duals. Note that the two last pairs are the symmetric pairs of the
first two. As before, it is enough to consider θy = π/3− t or 2π/3 + t.

We first handle the triple (in angle notation) (π/4+t/2, π/3−t, π/4−t/2).
Note that three of the angles in the τY -equation are: π/4+t/2, 7π/12−3t/2,
and π/12−t/2. It is clear that Equation 1 is ruled out. The angle π/12−t/2
can only correspond to the angle π/15 in Equation 4, while 7π/12 − 3t/2,
when rewritten in [0, π/2], corresponds to an angle in (π/3, π/2], which rules
out Equation 4. The same holds for the triple (π/4+t/2, 2π/3+t, π/4−t/2)
and those associated with the dual of (π/4 + t/2, π/4− t/2).

Consider the symmetric pair (π/4− t/2, π/4 + t/2). For the triple (π/4−
t/2, π/3 + t, π/4 + t/2), three of the angles (rewritten in [0π/2]) in the τY -
equation are: π/4 − t/2, π/12 + t/2, and 5π/12 − 3t/2. Note that both
π/4 − t/2 and π/12 + t/2 are less than π/4, leaving only Equations 1 and
4. However, a calculation rules out Equation 4, while Equation 1 is clearly
ruled out. The same holds for the triple (π/4− t/2, 2π/3+ t, π/4+ t/2) and
those associated with the dual of (π/4− t/2, π/4 + t/2).

Similar arguments hold for triples associated with the pairs (3π/4 −
t/2, π/4− t/2) and (π/4− t/2, 3π/4− t/2).

For the other three equations, we simply list the solutions (θx, θy, θz) in
their respective category. For simplicity, we do not list the solutions corre-
spond to the Pin(2) representations and those with one global coordinate
equal to zero. Note that the complete set of solutions include the dual,
symmetric, and dual-symmetric solutions in the first and third coordinates
to those listed below.

cos(π/5)− cos(2π/5)− cos(π/3) = 0.

1) (k ≥ 2) (π/5, π/3, 3π/5), (π/5, 2π/3, 2π/5).
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2) Triples appearing in Table 1: (π/5, 2π/3, 3π/5), (π/5, π/3, 2π/5).
3) Triples with an angle not appearing in Theorem 5.4:

(3π/10, π/3, π/10), (3π/10, 2π/3, π/10), (7π/10, π/3, π/10),
(7π/10, 2π/3, π/10), (7π/30, 2π/5, 13π/30), (7π/30, 3π/5, 13π/30),
(7π/30, 2π/5, 17π/30), (7π/30, 3π/5, 17π/30), (7π/20, 2π/5, 3π/20),
(7π/20, 3π/5, 3π/20), (7π/20, π/3, 3π/20), (7π/20, 2π/3, 3π/20),
(3π/20, 2π/5, 13π/20), (3π/20, 3π/5, 13π/20), (3π/20, π/3, 13π/20),
(3π/20, 2π/3, 13π/20), (11π/30, π/5, π/30), (11π/30, 4π/5, π/30),
(19π/30, π/5, π/30), (19π/30, 4π/5, π/30), (9π/20, π/5, π/20),
(9π/20, 4π/5, π/20), (9π/20, π/3, π/20), (9π/20, 2π/3, π/20),
(11π/20, π/5, π/20), (11π/20, 4π/5, π/20), (11π/20, π/3, π/20),
(11π/20, 2π/3, π/20), (5π/12, π/5, π/12), (5π/12, 4π/5, π/12),
(5π/12, 2π/5, π/12), (5π/12, 3π/5, π/12), (7π/12, π/5, π/12),
(7π/12, 4π/5, π/12), (7π/12, 2π/5, π/12), (7π/12, 3π/5, π/12).
Triples (x, y, z) whose τY -equation does not correspond to any equation
in Theorem 5.4:
(4π/15, 2π/5, π/15), (4π/15, 3π/5, π/15), (11π/15, 2π/5, π/15),
(11π/15, 3π/5, π/15), (2π/15, π/5, 8π/15), (2π/15, 4π/5, 8π/15),
(2π/15, π/5, 7π/15), (2π/15, 4π/5, 7π/15).

Note that the categories above are not mutually exclusive.

cos(π/5)− cos(π/15) + cos(4π/15)− cos(π/3) = 0.

1) (k ≥ 2) (π/3, 4π/5, 2π/5), (3π/5, π/5, π/3).
2) Triples appearing in Table 1: (π/3, π/5, 2π/5), (π/3, π/3, 2π/5),

(π/3, 2π/3, 2π/5), (3π/5, 4π/5, π/3), (3π/5, π/3, π/3).
3) Triples with an angle not appearing in Theorem 5.4:

(11π/30, 4π/15, 17π/30), (11π/30, 11π/15, 17π/30),
(11π/30, π/3, 17π/30), (11π/30, 2π/3, 17π/30),
(11π/30, 4π/15, 13π/30), (11π/30, 11π/15, 13π/30),
(11π/30, π/3, 13π/30), (11π/30, 2π/3, 13π/30), (7π/30, π/15, π/30),
(7π/30, 14π/15, π/30), (7π/30, π/3, π/30), (7π/30, 2π/3, π/30),
(23π/30, π/15, π/30), (23π/30, 14π/15, π/30), (23π/30, π/3, π/30),
(23π/30, 2π/3, π/30), (7π/30, π/15, 13π/30),
(7π/30, 14π/15, 13π/30), (7π/30, 4π/15, 13π/30),
(7π/30, 11π/15, 13π/30), (7π/30, π/15, 17π/30),
(7π/30, 14π/15, 17π/30), (7π/30, 4π/15, 17π/30),
(7π/30, 11π/15, 17π/30), (π/6, π/5, π/10), (π/6, 4π/5, π/10),
(π/6, π/3, π/10), (π/6, 2π/3, π/10),
(5π/6, π/5, π/10), (5π/6, 4π/5, π/10),
(5π/6, π/3, π/10), (5π/6, 2π/3, π/10), (3π/10, π/5, 11π/30),
(3π/10, 4π/5, 11π/30), (3π/10, 4π/15, 11π/30),
(3π/10, 11π/15, 11π/30), (3π/10, π/5, 19π/30),
(3π/10, 4π/5, 19π/30), (3π/10, 4π/15, 19π/30),
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(3π/10, 11π/15, 19π/30), (3π/10, π/5, π/30), (3π/10, 4π/5, π/30),
(3π/10, π/15, π/30), (3π/10, 14π/15, π/30), (7π/10, π/5, π/30),
(7π/10, 4π/5, π/30), (7π/10, π/15, π/30), (7π/10, 14π/15, π/30).
Triples (x, y, z) whose τY -equation does not correspond to any equation
in Theorem 5.4:
(2π/15, 4π/15, π/15), (2π/15, 11π/15, π/15), (2π/15, π/3, π/15),
(2π/15, 2π/3, π/15), (13π/15, 4π/15, π/15), (13π/15, 11π/15, π/15),
(13π/15, π/3, π/15), (13π/15, 2π/3, π/15), (4π/15, π/15, 7π/15),
(4π/15, 14π/15, 7π/15), (4π/15, π/3, 7π/15), (4π/15, 2π/3, 7π/15),
(4π/15, π/15, 8π/15), (4π/15, 14π/15, 8π/15), (4π/15, π/3, 8π/15),
(4π/15, 2π/3, 8π/15), (π/5, π/15, 7π/15), (π/5, 14π/15, 7π/15),
(π/5, 4π/15, 2π/15), (π/5, 11π/15, 2π/15), (8π/15, π/15, π/5),
(4π/5, 11π/15, 2π/15), (4π/5, 4π/15, 2π/15), (8π/15, 14π/15, π/5).
Triples with infinite orbits, by Proposition 5.3:
(π/5, π/5, 2π/15), (π/5, 4π/5, 2π/15), (4π/5, π/5, 2π/15),
(4π/5, 4π/5, 2π/15), (3π/5, 2π/3, π/3), (4π/15, π/15, π/15),
(4π/15, 14π/15, π/15), (4π/15, 4π/15, π/15), (4π/15, 11π/15, π/15),
(11π/15, π/15, π/15), (11π/15, 14π/15, π/15), (11π/15, 4π/15, π/15),
(11π/15, 11π/15, π/15), (π/5, π/5, 7π/15), (π/5, 4π/5, 7π/15),
(8π/15, π/5, π/5), (8π/15, 4π/5, π/5).

− cos(2π/5) + cos(2π/15)− cos(7π/15)− cos(π/3) = 0.

1) (k ≥ 2) (π/5, 3π/5, π/3), (π/5, 2π/3, π/3), (2π/3, 2π/5, π/5),
(2π/3, π/3, π/5).

2) Triples appearing in Table 1:
(π/5, 2π/5, π/3), (2π/3, 2π/3, π/5) (π/5, π/3, π/3), (2π/3, 3π/5, π/5).

3) Triples with an angle not appearing in Theorem 5.4:
(7π/30, 7π/15, 19π/30), (7π/30, π/3, 19π/30), (7π/30, 8π/15, 19π/30),
(7π/30, 2π/3, 19π/30), (7π/30, 7π/15, 11π/30), (7π/30, π/3, 11π/30),
(7π/30, 8π/15, 11π/30), (7π/30, 2π/3, 11π/30), (13π/30, 2π/15, π/30),
(13π/30, π/3, π/30), (13π/30, 13π/15, π/30), (13π/30, 2π/3, π/30),
(17π/30, 2π/15, π/30), (17π/30, π/3, π/30), (17π/30, 13π/15, π/30),
(17π/30, 2π/3, π/30), (11π/30, 2π/15, π/30), (11π/30, 7π/15, π/30),
(11π/30, 13π/15, π/30), (11π/30, 8π/15, π/30), (19π/30, 2π/15, π/30),
(19π/30, 7π/15, π/30), (19π/30, 13π/15, π/30), (19π/30, 8π/15, π/30),
(3π/10, 2π/5, π/6), (3π/10, π/3, π/6), (3π/10, 3π/5, π/6),
(3π/10, 2π/3, π/6), (7π/10, 2π/5, π/6), (7π/10, π/3, π/6),
(7π/10, 3π/5, π/6), (7π/10, 2π/3, π/6), (7π/30, 2π/5, π/10),
(7π/30, 7π/15, π/10), (7π/30, 3π/5, π/10), (7π/30, 8π/15, π/10),
(23π/30, 2π/5, π/10), (23π/30, 7π/15, π/10), (23π/30, 3π/5, π/10),
(23π/30, 8π/15, π/10), (π/10, 2π/5, 17π/30), (π/10, 2π/15, 17π/30),
(π/10, 3π/5, 17π/30), (π/10, 13π/15, 17π/30), (π/10, 2π/5, 13π/30),
(π/10, 2π/15, 13π/30), (π/10, 3π/5, 13π/30), (π/10, 13π/15, 13π/30).
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Triples (x, y, z) whose τY -equation does not correspond to any equa-
tion in Theorem 5.4:
(4π/15, 7π/15, 2π/15), (4π/15, π/3, 2π/15), (4π/15, 8π/15, 2π/15),
(4π/15, 2π/3, 2π/15), (11π/15, 7π/15, 2π/15), (11π/15, π/3, 2π/15),
(11π/15, 8π/15, 2π/15), (11π/15, 2π/3, 2π/15), (π/15, 2π/15, 7π/15),
(π/15, π/3, 7π/15), (π/15, 13π/15, 7π/15), (π/15, 2π/3, 7π/15),
(π/15, 2π/15, 8π/15), (π/15, π/3, 8π/15), (π/15, 13π/15, 8π/15),
(π/15, 2π/3, 8π/15), (4π/15, 7π/15, 2π/5), (4π/15, 8π/15, 2π/5),
(4π/15, 7π/15, 3π/5), (4π/15, 8π/15, 3π/5), (2π/5, 2π/15, π/15),
(2π/5, 13π/15, π/15), (3π/5, 2π/15, π/15), (3π/5, 13π/15, π/15).

Triples with infinite orbits, by Proposition 5.3:
(4π/15, 3π/5, 3π/5), (4π/15, 2π/5, 3π/5), (3π/5, 3π/5, π/15),
(3π/5, 2π/5, π/15), (2π/5, 3π/5, π/15), (2π/5, 2π/5, π/15),
(2π/15, 13π/15, 8π/15), (2π/15, 13π/15, 7π/15), (4π/15, 3π/5, 2π/5),
(4π/15, 2π/5, 2π/5), (2π/15, 2π/15, 7π/15), (2π/15, 2π/15, 8π/15),
(2π/15, 7π/15, 7π/15), (2π/15, 8π/15, 7π/15), (2π/15, 8π/15, 8π/15),
(2π/15, 7π/15, 8π/15).
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ON THE ACTION SPECTRUM FOR CLOSED
SYMPLECTICALLY ASPHERICAL MANIFOLDS

Matthias Schwarz

Symplectic homology is studied on closed symplectic man-
ifolds where the class of the symplectic form and the first
Chern class vanish on the second homotopy group. Critical
values of the action functional are associated to cohomology
classes of the manifold. Those lead to continuous sections
in the action spectrum bundle. The action of the cohomol-
ogy ring via the cap-action and the pants-product on the set
of critical values is studied and a bi-invariant metric on the
group of Hamiltonian symplectomorphisms is defined and an-
alyzed. Finally, a relative symplectic capacity is defined which
is bounded below by the π1-sensitive Hofer-Zehnder capacity.
As an application it is proven that a Hamiltonian automor-
phism whose support has finite such capacity has infinitely
many nontrivial geometrically distinct periodic points.

1. Overview of the Results.

It is a well-known problem in symplectic geometry and Hamiltonian dynam-
ics to study the existence of fixed points of Hamiltonian diffeomorphisms and
to relate them to invariants from symplectic topology. The aim of this pa-
per is to study the existence of “homologically visible” critical values of the
action functional and their dependence on the Hamiltonian automorphism
in the case of symplectically aspherical closed manifolds. The methods are
provided by the theory of Floer homology. The initial aim of this paper
is to consider a version of Floer homology refined by a filtration via the
action functional. This version has been introduced by Floer and Hofer as
so-called symplectic homology for open subsets of R2n, [4]. Here we study
its generalization for closed symplectic manifolds which satisfy the property
that

ω|π2(M) = 0 and c1|π2
= 0.(A)

This condition forms the simplest case for which Floer homology was studied
initially. Note that, very recently, examples have been constructed of closed
manifolds satisfying (A) but having nontrivial second homotopy group, [6],
[9]. Observe that a closed symplectic manifold satisfying (A) is necessarily
non-simply connected and π1(M) contains elements of infinite order. From
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now on we call a symplectic manifold (M,ω) satisfying (A) symplectically
aspherical.

In terms of Floer theory, condition (A) implies that for any given Hamil-
tonian H : [0, 1]×M → R, the associated action functional AH on the space
of free contractible loops is real-valued. Having in mind that the full Floer
homology can already be uniquely associated to the time-1-map φ1

H gen-
erated by the Hamiltonian H one naturally asks how the action spectrum
depends on the choice of H. By the action spectrum one denotes the set
of critical values of the action functional. In fact, it is easy to prove that any
two Hamiltonian functions H and K generating the same automorphism φ
and homotopic to each other with respect to this property have the same
action associated to the fixed points provided that they are normalized as
follows ∫

M
H(t, ·)ωn = 0 for all t .(norm)

However, in general, two different homotopy classes of Hamiltonians generat-
ing the same time-1-map might have action spectrum differing by a quantity
I([H][K]−1) associated to the difference of the homotopy classes. In fact,
one can define a group homomorphism

I : π1(Ham(M,ω)) → R

describing this obstruction. Here, Ham(M,ω) is the group of Hamiltonian
automorphisms. For a definition of I one considers g ∈ π1(Ham) and glues
the trivial symplectic fibre bundles D2×M with reversed orientations of the
disk along their boundaries using a loop in Ham(M,ω) representing g. The
resulting symplectic fibre bundle E over S2 carries the so-called coupling
form ωE defined by ω on D2 ×M and one defines

I(g) =
∫
S2

s∗ωE

for any section s of E. It follows from Floer theory that such a section exists
and (A) implies that I(g) ∈ R does not depend on the choice of s. As an
immediate consequence of a theorem by P. Seidel, [22], we observe:

Theorem 1.1. The obstruction homomorphism I : π1(Ham(M,ω)) → R
vanishes if (M,ω) is a closed symplectically aspherical manifold.

We obtain for each φ ∈ Ham(M,ω) a well-defined action spectrum Σφ

which as a whole provides the action spectrum bundle Σ → Ham(M,ω).
The main result of this paper is a construction of continuous sections of
this bundle associated to cohomology classes of M . Here the topology on
Ham(M,ω) is given by the bi-invariant Hofer-metric

dH : Ham×Ham → [0,∞), dH(φ, id) = inf{ ‖H‖ |φ = φ1
H }(1)
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where ‖H‖ =
∫ 1
0 oscM H(t, ·)dt.

The result of this paper was predominantly motivated by a remark by
M. Bialy and L. Polterovich in [1], cf. 1.5.B. They already suggested a
generalization of Hofer’s minimax selector γ from the theory on R2n to
more general manifolds using Floer theory and an idea by C. Viterbo. An
intrinsic motivation was the problem of infinitely many periodic points of a
Hamiltonian automorphism, which is partly analyzed by Theorem 1.4 below.

Theorem 1.2. Let (M,ω) be symplectically aspherical. Then for each non-
zero cohomology class α ∈ H∗(M) there exists a section c(α) of the action
spectrum bundle Σ → Ham(M,ω) which is continuous with respect to the
metric from (1). These sections satisfy:

1) c(λα) = c(α) for all λ ∈ R and α ∈ H∗(M) with λα 6= 0.
2) c([M ]) ≤ c(α) ≤ c(1) for all 0 6= α ∈ H∗(M) where [M ] = [ωn] ∈

H2n(M) and 1 ∈ H0(M) are the canonical generators. If α ∈ Hk(M)
for 0 < k < 2n then we have strict inequality over the regular auto-
morphisms.

3) c(1;φ)− c([M ];φ) ≤ dH(φ, id) = inf{ ‖H‖ |φ = φ1
H }, φ ∈ Ham(M,ω).

4) If α ∪ β 6= 0 then c(α ∪ β;ψ ◦ φ) ≤ c(α;φ) + c(β;ψ) for all φ, ψ ∈
Ham(M,ω).

5) c([M ];φ) = −c(1;φ−1) for all φ ∈ Ham(M,ω).

Note that the obstruction homomorphism I can be viewed as the mon-
odromy map of the action spectrum bundle with respect to any of the sec-
tions c(α). This observation should be relevant for a generalization to the
non-aspherical situation which will be studied in a separate paper.

The construction of the sections c(α) is based on Viterbo’s idea for gen-
erating functions defined in the context of a cotangent bundle M = T ∗P ,
cf. [23]. There, c(α) is a critical value of a generating function. In our case
of closed symplectically aspherical manifolds we use the construction of an
explicit isomorphism between Floer homology and standard cohomology of
M which was introduced in [16]. A detailed description of this isomorphism
will appear in [18]. The critical values of the Hamiltonian action functional
then are defined as the infimum of all action levels below which the specified
Floer homology class is still nontrivial.

The problem of finding a nontrivial continuous section in the action spec-
trum bundle was first introduced and treated by Hofer and Zehnder [7]
in the context of open subsets of R2n and a capacity for such symplectic
manifolds. This so-called Hofer-Zehnder capacity, denoted by cHZ below, is
defined in terms of periodic solutions for compactly supported Hamiltoni-
ans on R2n. Using a variational minimax method for the associated action
functional they constructed a so-called selector γ : Hamcpt → R which is
continuous in the Hofer metric. For a detailed treatment see [8]. It is this
continuous selector γ in the context of compactly supported Hamiltonians
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on R2n which Theorem 1.2 replaces by the family of continuous sections
c(α) in the case of closed symplectically aspherical manifolds. In the case
of the open symplectic manifold given by a cotangent bundle, the result
corresponding to Theorem 1.2 has been obtained by Y.-G. Oh in [14], [15].
There the finite-dimensional concept of C. Viterbo from [23] finding critical
levels of generating functions has been applied in Floer homological context
replacing the action functional for the generating function.

As a consequence of Theorem 1.2 we can consider the difference between
c(1;φ) and c([M ];φ) which is a continuous function of φ ∈ Ham(M,ω).

Theorem 1.3. Given a closed symplectically aspherical manifold (M,ω)
there exists a unique nonnegative function

γ : Ham(M,ω) → R+, such that γ(φ) = c(1;φ)− c([M ];φ)

for all φ ∈ Ham(M,ω) which is continuous in Hofer’s metric. Moreover,
dγ(φ, ψ) = γ(φψ−1) is a bi-invariant metric on Ham(M,ω) bounded above
by Hofer’s metric.

Since γ measures the maximal action difference of homologically visible
1-periodic solutions of the Hamilton equation, this difference can be related
to the oscillation of H if there exists no non-constant 1-periodic solutions.
We show in Theorem 5.11 below that γ coincides with the Hofer distance
‖ · ‖ for quasi-autonomous Hamiltonians which are admissible in the sense
that they admit no non-constant contractible periodic solutions which are
“fast”, i.e., of period T ≤ 1. This shows the close relationship between
γ and the Hofer-Zehnder capacity defined via the maximal oscillation of
an autonomous Hamiltonian admitting no non-constant periodic solutions,
cf. [8]. Here, this capacity has to be refined as a π1-sensitive capacity coHZ
with respect to the nontrivial fundamental group. We consider the larger
set of admissible Hamiltonians which admit no non-constant contractible 1-
periodic solutions. Based on γ we can define a relative capacity for subsets
of (M,ω) which is monotone and invariant under global automorphisms of
(M,ω). Defining a γ-capacity for subsets of M by

cγ(A) = sup{ γ(φ) | ∃H s.t. φ = φ1
H ,

suppXH(t, ·) ⊂ A for all t ∈ [0, 1] },

we have the estimate

cHZ(U) ≤ coHZ(U) ≤ cγ(U) ≤ 2e(U)

for all open subsets U ⊂ M . Here, e(U) is the displacement energy as con-
sidered in [11]. The idea of using symplectic homology in order to construct
symplectic capacities was first carried out in the series of papers by Floer
and Hofer et al., cf. [4], [5].
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In the context of such a capacity based on the Floer homological approach
we prove the following conditional existence result for infinitely many peri-
odic points:

Theorem 1.4. Assume that φ ∈ Ham(M,ω) admits a Hamiltonian func-
tion H such that φ = φ1

H 6= id and there exists a uniform bound on the
γ-capacity of the support for all φtH , t ∈ [0, 1],

cγ(suppφtH) ≤ m <∞, for all t ∈ [0, 1].

Then φ has infinitely many geometrically distinct non-constant periodic
points corresponding to contractible solutions.

There are clearly examples for such a bounded capacity of the support of
φtH , for example if the support can be separated from itself by a Hamiltonian
isotopy. However, in general, in view of Theorem 1.3 it is obvious that such
a uniform bound cannot exist if γ(φn) →∞ for n→∞. Hence our method
of finding infinitely many periodic points via the action spectrum is closely
related to the question of the diameter of Ham(M,ω) in the Hofer-metric.
It is in fact conjectured that this diameter should always be infinite. Using
the methods developed in this paper we are also able to reproduce several
known examples of such infinite diameter.

It is clearly an interesting question how far one obtains similar results if
ω|π2

6= 0. This will be studied in a sequel.

Organization of the paper. In Section 2 we present the construction of
symplectic homology on a closed symplectically aspherical manifold for the
purpose of this paper. For a more thorough exposition in the case of R2n

see [4]. We associate critical levels of the Hamiltonian action functional
to given cohomology classes of M using the explicit isomorphism between
standard cohomology of M and Floer homology for a given Hamiltonian
functionH. It is shown that these homologically visible critical levels depend
continuously on H in the C0-norm.

In Section 3 we analyze more closely the action spectrum, i.e., the critical
levels of the action functional for a given Hamiltonian and we show that
these levels are already uniquely associated to the Hamiltonian equivalence
class φ = [H] ∈ H̃am(M,ω) and do not depend on the specific Hamilton-
ian provided that we use a suitable normalization. We consider a more
intrinsic version of Floer homology. Namely, Floer homology is already
canonically associated to the automorphism φ ∈ H̃amreg(M,ω) such that we
still have the filtration by the action functional. This requires methods of J-
holomorphic sections in symplectic fibre bundles over Riemann surface which
are used by P. Seidel in [22], where a monodromy action of π1(Ham(M,ω))
on this intrinsically defined Floer homology is analyzed.

Using these methods, we obtain in Section 4 a concise proof for the “sharp
energy estimate” for the pair-of-pants multiplication on Floer homology.
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This estimate expresses the compatibility of symplectic homology with this
multiplication provided that it is viewed as a product

HF∗(φ)×HF∗(ψ) → HF∗(φψ) .

The result of this estimate is the nontrivial fact that the nonnegative func-
tion γ : Ham(M,ω) → R satisfies the triangle inequality. As a consequence
of the pair-of-pants multiplication we also obtain the continuity of the sec-
tions c(α) with respect to Hofer’s metric.

In the last section we draw conclusions from the constructed metric γ. We
define the γ-capacity, compare it to the π1-sensitive Hofer-Zehnder capacity
and deduce the results on the infinite number of periodic points.

Acknowledgments. This preprint was largely written during the author’s
stay at the Max-Planck Institute for Mathematics in the Sciences, Leipzig,
and the Forschungsinstitut für Mathematik, ETH Zürich. He thanks them
for their warm hospitality. The author also thanks Leonid Polterovich for
many helpful discussions and Dusa McDuff for pointing out that the vanish-
ing of the monodromy I follows from Seidel’s theorem. Moreover, he thanks
Y.-G. Oh for his comments.

2. Symplectic homology and critical levels for the Hamiltonian
action.

2.1. Symplectic homology. Let (M,ω) be a closed symplectically aspher-
ical manifold, i.e., satisfying condition (A). Throughout this section we as-
sume H : S1 ×M → R to be a regular Hamiltonian, i.e., every fixed point
x ∈ Fixφ1

H is non-degenerate, where φ1
H : R ×M → M is the time-1-map

for the flow of the non-autonomous Hamiltonian vector field XH defined by

ω(XH , ·) = −dH .

Denoting the space of contractible free loops by Ωo(M) ⊂ C∞(R/Z,M) we
define the set of 1-periodic contractible solutions of the Hamilton equation
by

P1(H) = {x ∈ Ωo(M) | ẋ(t) = XH(t, x) }.
We have P1(H) = CritAH for the action functional

AH(x) =
∫
D2

x̄∗ω −
∫
S1

H(t, x)dt

where x̄ : D2 → M is any extension of x to the unit disk. Note that AH is
real-valued due to assumption (A). In view of the same condition we have
the integral grading by the Conley-Zehnder index µ : P1(H) → Z, where
we choose the normalization such that for an autonomous C2-small Morse
function H we have µ(x) = n−µMorse(x) for stationary x ∈ P1(H) = CritH,
cf. [17].
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Given a generic ω-compatible S1-dependent almost complex structure
J(t, p), (t, p) ∈ S1 × M , i.e., ω ◦ (id×J) = gJ is a Riemannian metric
on TM → S1 ×M , we obtain the moduli spaces of Floer trajectories with
the component-wise structure of a smooth manifold

My,x(J,H) =
{
u : R× S1 →M |∂su+ J(t, u)

(
∂tu−XH(t, u)

)
= 0,

u(−∞, ·) = y, u(+∞, ·) = x
}

where u(±∞, ·) denotes the uniform limit in C0(S1,M) as s → ±∞. A
standard computation in Floer theory is:

Lemma 2.1. The dimension satisfies dimMy,x(J,H) = µ(x) − µ(y) and
for u ∈My,x(J,H) we have

E(u) def=
∫ ∞

−∞

∫ 1

0
|∂su|2dsdt = AH(x)−AH(y) ≥ 0.

In particular, if the flow energy E(u) vanishes then x ≡ y and u(s, t) = x(t)
for all (s, t) ∈ R× S1.

Heuristically, in view of the chosen sign conventions, the Floer trajectories
correspond to the positive gradient flow of AH .

The full Floer homology is based on the chain complex obtained from
the Z-module C∗(H) = Crit∗AH ⊗ Z which is graded by µ. The boundary
operator is defined as

∂ : Ck(H) → Ck−1(H),

∂x =
∑

µ(y)=k−1

#algM̂y,x(J,H) y,

where #alg denotes counting the finitely many unparameterized Floer tra-
jectories with sign determined by a coherent orientation, cf. [3]. Here,
M̂y,x = My,x/R is the space of unparameterized trajectories after divid-
ing out the free R-action from shifting the trajectories in the s-variable.
Floer’s central theorem is that ∂ ◦∂ = 0 and that the thus defined homology

HF∗(J,H) = H∗(C∗(H), ∂(J,H))

is canonically isomorphic to the singular cohomology of M .
Symplectic homology was developed by Floer and Hofer, cf. [4] using the

additional filtration of the complex C∗(H) by the action functional.

Definition 2.2. For any a ∈ R we define the the Z-module

Cak (H) =

 ∑
µ(x)=k

ax x ∈ Ck(H) |ax = 0 for AH(x) > a

 .
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In view of Lemma 2.1,
(
Ca∗ (H), ∂

)
is obviously a sub-complex of

(C∗(H), ∂). Denoting C
(a,b]
∗ (H) = Cb∗(H)/Ca∗ (H) for a < b we have the

short exact sequence of chain complexes

0 → Ca∗
i−→ Cb∗

j−→ C
(a,b]
∗ → 0, a < b ≤ ∞.

We use the convention that C∞∗ (H) = C∗(H) and C
(−∞,a]
∗ = Ca∗ . Conse-

quently we obtain for the homology groups

HF
(a,b]
∗ =

(
C

(a,b]
∗ (H), ∂(J,H)

)
the long exact sequence associated to −∞ ≤ a < b < c ≤ ∞,

. . .→ HF
(b,c]
k+1

∂∗−→ HF
(a,b]
k

i∗−→ HF
(a,c]
k

j∗−→ HF
(b,c]
k

∂∗−→ HF
(a,b]
k−1 → . . . .

(2)

Lemma 2.3. It holds that HF (−∞,a]
∗ (H) = {0} for a ∈ R small enough and

HF
(b,∞]
∗ (H) = {0} for b ∈ R large enough.

Proof. This follows immediately from the regularity of H which implies
that P1(H) is finite. So, choose a < min{AH(x) |x ∈ P1(H) } and b >
max{AH(x) |x ∈ P1(H) }. �

Let us now analyze within the context of symplectic homology the con-
crete realization of the canonical isomorphism between Floer homology and
singular cohomology which was introduced in [16]. We first define the iso-
morphism

Φ: Hk(M)
∼=−→ HF

(−∞,∞]
n−k (H).

We represent the standard cohomology of M in terms of Morse cohomology,
see [19]. That is, let f be an auxiliary Morse function on M and g a generic
Riemannian metric. We choose a smooth cut-off function

β−(s) =

{
1, s ≤ −1,
0, s ≥ −1

2 ,

and define the solution spaces of mixed type associated to x ∈ Critk f =
{x ∈ Crit f |µMorse(x) = k} and y ∈ P1(H),

M−
y;x(H,J ; f) =

{
(u, γ)

∣∣u : R× S1 →M, γ : [0,∞) →M,

∂su+ J
(
∂tu− β−(s)XH(u)

)
= 0,∫ ∞

−∞
|∂su|2dsdt <∞, γ̇ +∇gf ◦ γ = 0,

u(−∞) = y, u(+∞) = γ(0), γ(+∞) = x

}
.



ON THE ACTION SPECTRUM 427

Note that the condition of finite flow energy of u together with the cut-off
function β− in the perturbed Cauchy-Riemann equation implies by remov-
able singularities that u has a continuous extension to u(+∞). For regular-
ity, we have to allow even explicit dependence of J on the variable s ∈ R
in order that for a generic J , f and g, M−

y;x is again component-wise a
manifold of dimension

dimM−
y;x(H,J ; f, g) = n− µMorse(x)− µ(y) .

(See also [20].) Moreover, in view of (A) and standard bubbling-off analysis
these solution spaces are compact in dimension 0, i.e., finite and the following
Z-module homomorphism is well-defined,

Φ• : Ck(f) → Cn−k(H),

Φ•(x) =
∑

µ(y)+µMorse(x)=n

#algM−
y;x(H,J ; f, g) y.(3)

A theorem analogous to Floer’s central theorem states that Φ• commutes
with the boundary operator ∂(H,J) on C∗(H) and the coboundary operator
of the Morse cochain complex associated to f and g. Hence we obtain the
induced homomorphism

Φ: Hk(M) → HFn−k(H,J).

Details are carried out in [18]. There it is shown that Φ is indeed an isomor-
phism. We have an analogous representation of Φ−1. Define in the reversed
order for x ∈ Crit f and y ∈ P1(H)

M+
x;y(H,J ; f) =

{
(γ, u)

∣∣u : R× S1 →M, γ : (−∞, 0] →M,

∂su+ J
(
∂tu− β−(−s)XH(u)

)
= 0,∫ ∞

−∞
|∂su|2dsdt <∞, γ̇ +∇gf ◦ γ = 0,

γ(−∞) = x, γ(0) = u(−∞), u(+∞) = y.

This implies for generic J , f and g manifolds of dimension µ(y)+µMorse(x)−
n, so that we obtain

Ψ• : Ck(H) → Cn−k(f),

Ψ•(y) =
∑

µ(y)+µMorse(x)=n

#algM+
x;y(H,J ; f, g)x.(4)

In [16] it is shown that the induced homomorphism

Ψ: HFk(H) → Hn−k(M)

equals Φ−1.
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2.2. Critical levels of the action functional. Following an idea of
Viterbo, which in [23] was used to define symplectic capacities via generating
functions, we will associate critical levels c(α;H) for the action functional
AH associated to given cohomology classes α in M . The same idea was also
employed in [14].

Definition 2.4. Given the Hamiltonian H : S1 ×M → R we define

E+(H) = −
∫ 1

0
inf
M
H(t, ·)dt,

E−(H) = −
∫ 1

0
sup
M

H(t, ·)dt,

and ‖H‖ = E+(H)− E−(H).

Note that ‖H‖ is a semi-norm with ‖H −K‖ ≤ ‖H −K‖C0(M×S1). Con-
sider now x ∈ Critk(f) and Φ•(x) =

∑
µ(y)=n−k ay y. It is a straightforward

computation (compare the energy estimate, Lemma 4.1 in [21] and the proof
of Lemma 2.12) to show that

AH(y) ≤ E+(H) for ay 6= 0.(5)

Analogously, we have

AH(y) ≥ E−(H) whenever Ψ•(y) 6= 0.(6)

This shows:

Lemma 2.5. The isomorphisms Φ and Ψ factorize as

Φ: Hk(M) Φ̃−→ HF
(−∞,E+(H)]
n−k (H) i∗−→ HFn−k(H),

Ψ: HFk(H)
j∗−→ HF

(E−(H)−ε,∞]
k

Ψ̃−→ Hn−k(M), for all ε > 0.

Consider the diagram for given a ∈ R
Hk(M)

Φ

y
HF

(−∞,a]
n−k (H)

ia∗−−−→ HF
(−∞,∞]
n−k (H)

ja
∗−−−→ HF

(a,∞]
n−k (H)

Ψ

y
Hk(M).

In other terms, Lemma 2.5 says that{
ja∗ ◦ Φ = 0, i.e., im Φ ⊂ im ia∗, if a ≥ E+(H),
Ψ ◦ ia∗ = 0, i.e., im Φ ∩ im ia∗ = {0} if a < E−(H).

(7)

This lends itself to the following definition:
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Definition 2.6. Given any nonzero cohomology class α ∈ H∗(M) we define

c(α;H) = inf{ a ∈ R | ja∗ (Φ(α)) = 0}.

In view of Lemma 2.5 and (7) the c(α;H) are finite real numbers which
are obviously critical values of AH . They satisfy

E−(H) ≤ c(α;H) ≤ E+(H) for all 0 6= α ∈ H∗(M).(8)

In the following we discuss the behaviour of c(α;H) with respect to vari-
ations of H leading to first continuity properties, and with respect to vari-
ations of α, in terms of the cohomology ring structure on H∗(M).

2.3. The cap-action of H∗(M). Let us recall from [2] the definition of
the cap-action

∩ : H l(M)×HFk(H) → HFk−l(H).(9)

Given a generic Morse function f and a Riemannian metric g as above we
denote for a critical point x ∈ Crit f

W s
x(f) =

{
γ : [0,∞) →M | γ̇ +∇gf ◦ γ = 0, γ(+∞) = x

}
.

Recall the definition of the Floer trajectory space Mz,y(J,H) from above.
Given y, z ∈ P1(H) we set

Mz;x;y(H,J ; f, g) =
{

(u, γ) ∈Mz,y ×W s
x |u(0, 0) = γ(0)

}
.

As before, for generic J , f and g, this is a manifold of dimension

dimMz;x;y = µ(y)− µ(z)− µMorse(x),

compact in dimension 0. Thus, we can define

∩ : C l(f)× Ck(H) → Ck−l(H),

x ∩ y =
∑

µ(z)=µ(y)−µMorse

#algMz;x;y(H; f) z.

Again, ∩ commutes with the boundary operators in the standard way so
that we obtain the cap-action (9) of the standard cohomology ring H∗(M)
on Floer homology. The first of the following crucial relations is essentially
due to Floer and has been studied in full details in [13].

Proposition 2.7.
1) The operation ∩ is a ring operation, i.e.,

(u ∩ α) ∩ β = u ∩ (α ∪ β),

for all α, β ∈ H∗(M), u ∈ HF∗(H).
2) It is compatible with the isomorphism Φ: H∗(M) → HF∗(H),

Φ(α) ∩ β = Φ(α ∪ β).
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The proof of the second property is carried out in [18].
It should be no surprise that this cap-action is also compatible with the

refined structure as symplectic homology. We have:

Lemma 2.8. For generic J , f and g and µMorse(x) > 0, a non-empty so-
lution space Mz;x;y(H,J ; f, g) implies

AH(z) ≤ AH(y)− ε(H)

with 0 < ε(H) def= min{0 < AH(y)−AH(z)|y, z ∈ P1(H)}.

Proof. Suppose the assertion is not true. By definition of ε(H) we have
AH(y) = AH(z). Hence, due to Lemma 2.1, u ∈ Mz,y must be constant,
i.e., u(0, 0) = y(0) = z(0) ∈ Fixφ1

H . However, u(0, 0) ∈ W s
x(f, g), but for

generic f and g, W s
x is a manifold of codimension at least 1 and does not

intersect the finite set Fixφ1
H . �

We obtain:

Proposition 2.9. Given α, β ∈ H∗(M) with α ∪ β 6= 0 and β 6= 1 we have
the estimate

c(α ∪ β;H) ≤ c(α;H)− ε(H),

in particular, c(α ∪ β;H) < c(α;H).

Proof. In view of the definition of c(·;H) suppose that ja∗ (Φ(α)) = 0. Due
to Lemma 2.8 it follows that Φ(α) ∩ β ∈ im i

a−ε(H)
∗ . Hence by Proposition

2.7 we have ja−ε(H)
∗

(
Φ(α ∪ β)

)
. �

We have the following a priori estimate for the critical levels c(α;H),
compare (8).

Proposition 2.10. Let 1 ∈ H0(M) and [M ] ∈ H2n(M) be the two canoni-
cal classes in the ring H∗(M). We have

E−(H) ≤ c([M ];H) < c(1;H) ≤ E+(H),

in particular,

c([M ];H) < c(α;H) < c(1;H) for any α ∈ Hk(M), 0 < k < 2n.

The upper estimate follows directly from Proposition 2.9, the lower esti-
mate is due to the Poincaré duality which will be discussed below.

Following Viterbo in [23] we can make the following:

Definition 2.11. Given any regular Hamiltonian H we define the positive
number γ(H),

0 < ε(H) ≤ γ(H) def= c(1;H)− c([M ];H) ≤ ‖H‖.
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2.4. First continuity properties. Let H and K be any two Hamiltonians
and consider the associated canonical isomorphism between the associated
Floer homologies (cf. [17], [20])

ΦKH : HF∗(H)
∼=−→ HF∗(K).

Namely, we choose a monotone increasing smooth cut-off function β(s), say
β(s) = 0 for s ≤ −1 and β(s) = 1 for s ≥ 1, and we define the homotopy of
Hamiltonians

Gs(t, x) = K(t, x) + β(s)
(
H(t, x)−K(t, x)

)
.

Given y ∈ P1(K) and x ∈ P1(H) we recall the associated moduli space of
homotopy trajectories

My,x(Gs, J) = {u | ∂su+ J(∂tu−XGs(u)) = 0, u(−∞) = y, u(+∞) = x }.

We have the following energy estimate.

Lemma 2.12. If u ∈My,x(Gs) then

AK(y) ≤ AH(x) + E+(H −K).

Recall the definition of E+(f) = −E−(−f) in 2.4.

Proof. A simple computation shows

0 ≤
∫ ∞

−∞

∫ 1

0
|∂su|2dsdt =

∫∫
R×S1

u∗ω −
∫ ∞

−∞

∫ 1

0
ω(us, XGs)dsdt

= AH(x)−AK(y) +
∫ ∞

−∞
β′(s)

∫ 1

0

(
H(t, u(s, t))−K(t, u(s, t))

)
dtds

≤ AH(x)−AK(y) +
∫ 1

0
sup
p

(
H(t, p)−K(t, p)

)
dt.

�

Thus it follows that the canonical homomorphism is already defined as

ΦKH : HF (−∞,a]
∗ (H) → HF

(−∞,a+E+(H−K)]
∗ (K).

What is more, it is compatible with the long exact sequence of symplectic
homology (2), i.e., we have the commutative diagram with e+ = E+(H−K),

HF (−∞,a](H)
ia∗−−−→ HF (−∞,∞)(H)

ja
∗−−−→ HF (a,∞](H) ∂∗−−−→yΦKH

∼=
yΦKH

yΦKH

HF (−∞,a+e+](K)
ia+e+

∗−−−→ HF (−∞,∞)(K)
ja+e+

∗−−−−→ HF (a+e+,∞](K) ∂∗−−−→ .

(10)
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Moreover, recall from the explicit isomorphism between Morse homology
and Floer homology that for ΦH : H∗(M)

∼=−→ HFn−∗(H) we have

ΦK = ΦKH ◦ ΦH .(11)

Thus, if ja∗
(
ΦH(α)

)
= 0 for some α ∈ H∗(M) and a ∈ R it follows by (10)

and (11) that also ja+e
+

∗
(
ΦK(α)

)
= 0. We obtain:

Lemma 2.13. For any two Hamiltonians H and K and any nonzero coho-
mology class α ∈ H∗(M) we have the estimate

c(α;K) ≤ c(α;H) + E+(H −K).

This immediately implies the property that the map H 7→ c(α;H) ∈
σ(φ1

H) ⊂ R is continuous with respect to the semi-norm

‖H‖ =
∫ 1

0
oscxH(t, x)dt = E+(H)− E−(H),

namely ∣∣c(α;H)− c(α;K)
∣∣ ≤ ‖H −K‖(12)

for each 0 6= α ∈ H∗(M). By this first continuity result we see that c(α,H)
is in fact well-defined for all Hamiltonians. Denoting by H the set of all
Hamiltonians and by Hreg the dense subset of regular ones we have:

Proposition 2.14. We have a well-defined function

c : H∗(M) \ {0} ×H → R, (α,H) 7→ c(α,H),

which is continuous in H with respect to the semi-norm ‖H‖.

Proof. This follows immediately from (12) recalling from [17] that Hreg ⊂ H
is C0-dense �

From now on we do not assume regularity of H without further notice.

3. The action spectrum.

The fact known for (R2n, ωo) that the action spectrum is well-defined already
for a Hamiltonian automorphism with compact support regardless of the
chosen Hamiltonian will now be transfered to the case of a symplectically
aspherical closed manifold. However, a priori we have to lift the analysis to
the universal covering of Ham(M,ω). Choosing a suitable normalization for
the generating Hamiltonian functions H we observe that the above functions
c(α, ·) are uniquely defined on this covering group and we will finally show
that they are continuous sections in the so-called action spectrum bundle
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over H̃am(M,ω) with respect to Hofer’s bi-invariant metric. Recall the
definition of this metric on Ham(M,ω),

dH(φ, ψ) = dH(φψ−1, id), dH(φ, id) = inf{ ‖H‖ |φ = φ1
H },

‖H‖ =
∫ 1

0
osc
x∈M

H(t, x) dt.

From now on we assume that the symplectic manifold M is connected and
that

(
Ham(M,ω), dH

)
is the topological group with Hofer’s bi-invariant

metric.

3.1. The action spectrum bundle. Let H and K be two Hamiltonians
which generate the same symplectomorphism,

φ1
H = φ1

K
def= φ.

Without loss of generality we can assume that H(1, ·) = K(1, ·) = 0.
Namely, replace H by Hα(t, ·) = α′(t)H(α(t), ·) where α is any monotone
map α : [0, 1] → [0, 1] satisfying α(0) = 0, α(1) = 1 and α′ has compact
support in (0, 1). Consider the loop in Ham(M,ω) based at the identity

gt =

{
φtH , 0 ≤ t ≤ 1,
φ2−t
K , 1 ≤ t ≤ 2 .

(13)

Clearly, gt is the flow associated to the Hamiltonian

ϕt = φtG, G(t, ·) =

{
H(t, ·), 0 ≤ t ≤ 1,
−K(2− t, ·), 1 ≤ t ≤ 2 .

Let χ : M → Ω(M) be the induced continuous map into the free loop space
χ(p) = (gt(p))t∈[0,2]. Thus, χ(po) is contractible exactly if all χ(p) are con-
tractible. From Floer theory we know that for any k-periodic Hamiltonian
function G(t+k, p) = G(t, p) there exists at least one contractible k-periodic
solution of the associated Hamiltonian equation. Therefore the map χ has
its image in the component of contractible loops and we obtain:

Proposition 3.1. Given any two Hamiltonians H and K generating the
same symplectomorphism φ1

H = φ1
K , there is a canonical identification of

the contractible 1-periodic solutions

P1(H) ∼= P1(K) 6= ∅.

Hence, we can define for φ ∈ Ham(M,ω)

Fixo(φ) =
{
x(0) |x ∈ P1(H), φ = φ1

H

}
.(14)

In the following we use the same notation for x ∈ Fixo(φ1
H) and x ∈ P1(H).
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In order to associate a well-defined action already to the fixed point x ∈
Fixo(φ) we consider the following function Ig : M → R. Let g : [0, 1] →
Ham(M,ω) be a closed loop based at the identity

g0 = g1, gt = φtG, G(t+ 1, p) = G(t, p).

Given any p ∈ M denote by g̃t(p) an extension of the contractible loop to
the unit disk. Since ω|π2

= 0, the function

I(g, p) =
∫
D2

g̃t(p)
∗
ω −

∫ 1

0
G(t, gt(p))dt

is well-defined.

Definition 3.2. We call a Hamiltonian function H : R×M → R normal-
ized if ∫

M
H(t, ·)ωn = 0 for all t ∈ R.

Obviously, for any Hamiltonian isotopy φtH , H can be normalized,

Hnorm(t, x) = H(t, x)− 1∫
M ωn

∫
M
H(t, ·)ωn,(15)

and the action changes by a constant,

AH = AHnorm −
∫ 1

0

∫
M
H(t, x)ωndt.

Lemma 3.3. The function I(g, p) does not depend on p ∈ M and I(g) is
invariant under homotopies of the loop g if the Hamiltonian G is homotoped
through normalized functions.

Proof. Let s 7→ p(s), s ∈ (−ε, ε) be any differentiable arc with p′(0) = ξ,
then

d

ds

(
I(g, p(s))

)∣∣
s=0

=
∫ 1

0
ω
(
Dgt(p)ξ,XG(t, gt(p))

)
dt

−
∫ 1

0
dG(t, gt(p)) ◦Dgt(p)ξ dt = 0,

hence I(g, p) = I(g) for all p ∈M . Let gs,t = φtGs
, G(s, t+ 1, p) = G(s, t, p),

s ∈ (−ε, ε), be a 1-parameter family of Hamiltonian loops based at idM .
Then a straightforward computation shows

d

ds

(
I(g(s), p)

)
= −

∫ 1

0
∂sG(s, t, gs,t(p)) dt f.a. p ∈M.

Integration over M with respect to ωn shows that d
dsI(g(s)) = 0. �
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Clearly, we obtain group homomorphisms

I : π1(Ham(M,ω)) → R(16)

describing the obstruction to a well-defined action spectrum for each φ ∈
Ham(M,ω).

Remark 3.4. If every element of π1(Ham(M,ω)) is of finite order, then
I ≡ 0. In general, if ω|π2

6= 0, we only have I : π1(Ham) → R/ω(π2(M)) and
this argument fails.

Given any point po ∈M consider the evaluation map evpo : Ham(M,ω) →
M , φ 7→ φ(po). Like in the proof of Proposition 3.1 we know that the induced
homomorphism π1(Ham, id) → π1(M,po) vanishes, ev∗ = 0. Moreover, evpo

is a locally trivial fibration with typical fibre Hampo =
{
φ ∈ Ham |φ(po) =

po
}
. We obtain the exact homotopy sequence

. . .→ π2(M,po) → π1(Hampo , id) → π1(Ham, id) → 0.

We conclude:

Remark 3.5. For each {g} ∈ π1(Ham, id) and po ∈ M there exists a nor-
malized generating HamiltonianG(t, p) such that∇G(t, po) = 0 for all t ∈ S1

and thus

I({g}) = −
∫ 1

0
G(t, po)dt.

Example 3.6. Consider (S2, ωo) with ωo(S2) = 1 and {g} ∈ Ham(S2, ωo) =
Z2 generated by the normalized autonomous Hamiltonian G generating the
rotation around the axis through the poles. Its values at the poles are ±1/2.
Hence for the homomorphism I : Z2 → R/Z we have I({g}) = I(1) = 1/2
(mod 1).

Let the Hamiltonians H and K generate the same automorphism φ1
H =

φ1
K . We call them equivalent, H ∼ K if there exists a homotopy (Gs)s∈[0,1]

of Hamiltonians such that each Gs generates the same automorphism, φ1
Gs

=
φ1
H = φ1

K for all s ∈ [0, 1]. It is easy to see that the group of equivalence
classes is the universal covering of Ham(M,ω),

H̃am(M,ω) =
{

[H] |H ∼ K, H,K normalized
}
.

From the previous analysis it follows that we obtain a well-defined action
spectrum bundle over the group H̃am,

Σ =
⋃

φ̄∈H̃am

{φ̄} × Σφ̄, Σφ̄ = {AH(x)|x ∈ Fixo(φ1
H), φ̄ = [H]}.

The action π1(Ham)× H̃am → H̃am, (γ, φ̄) 7→ γφ̄ gives

Aγφ̄(x) = Aφ̄(x) + I(γ), for all x ∈ Fixo(φ), φ = π(φ̄).



436 MATTHIAS SCHWARZ

Analogously to the situation of compactly supported automorphisms of
(R2n, ωo) as studied in [8] we have:

Proposition 3.7. The action spectrum Aφ̄ ⊂ R is compact and nowhere
dense.

Proof:

Lemma 3.8. The regular values of the Hamiltonian action functional AH
form a residual subset of R.

Proof. We will construct a smooth function on a finite-dimensional manifold
whose set of critical values contains all critical values of AH . Thus by Sard’s
theorem the claim follows.

Let S2 = R/2Z and define the function F : H1,2(S2,M) → R,

F (x) =
∫
D2

x̃∗ω −
∫ 1

0
H(t, x(t)),

where D2 = {z| |z| ≤ 1}, x̃ : D2 → M , x̃(eπit) = x(t), t ∈ [0, 2]. Its
differential is given by

dF (x)(ξ) =
∫ 2

0

〈
− J

(
ẋ− χ[0,1]XH(t, x(t))

)
, ξ(t)

〉
dt

for ξ ∈ H1,2(x∗TM). We obtain the embedding of the critical points of AH
into the critical set of F ,

i : CritAH ↪→ CritF, i(x)(t) =

{
x(t), 0 ≤ t ≤ 1,
x(1), 1 ≤ t ≤ 2 .

with AH(x) = F (i(x)) for all x ∈ CritAH . Clearly, i(CritAH) ⊂
H1,2(S2,M) and F is a smooth function.

Denote now by U ⊂ TM the injectivity neighbourhood of the exponential
map such that

exp: U ≈−→ V (4) ⊂M ×M, exp(p, v) = (p, expp(v)).

We define the mapping c : X → H1,2(S2,M) on the open subset X = {x ∈
M | (x, φ1

H(x)) ∈ U } by

c(p)(t) =

{
φtH(p), 0 ≤ t ≤ 1,
expp

(
(2− t) exp−1(p, φ1

H(p))
)
, 1 ≤ t ≤ 2.

The mapping c is smooth and we have c(x(0)) = i(x) for all x ∈ CritAH .
Defining

f : X → R, f(p) = F (c(p))
we conclude that the critical values of AH form a subset of the critical values
of the smooth function f . �
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The proof of Proposition 3.7 follows immediately from this Lemma and
the compactness of the set of critical points of AH since it can be identified
with the fixed point set Fixo(φ) ⊂M . �

We now conclude that c(α;H) only depends on the equivalence class [H] ∈
H̃am(M,ω). Consider H and K such that there exists a homotopy H

Gs' K,
that is (Gs)s∈[0,1], with φ1

H = φ1
Gs

= φ1
K for all s ∈ [0, 1]. After subdividing

Gs in homotopies (Gs), s ∈ [si, si+1], 0 = s0 < s1 < . . . < sN = 1, we have∣∣c(α;Gsi+1)− c(α;Gsi)
∣∣ ≤ ‖Gsi+1 −Gsi‖.

Choosing the subdivision small enough we obtain in view of (12) and Propo-
sition 3.7 that c(α;H) = c(α;K). This idea of an adiabatic homotopy im-
plies that c(α, ·) can be viewed as sections of the action spectrum bundle
over H̃am.

Proposition 3.9. For every nonzero cohomology class α ∈ H∗(M) we ob-
tain a section c(α) of the action spectrum bundle Σ → H̃am(M,ω) which is
continuous with respect to the Hofer-metric dH̃(φ̄, id) = inf

{
‖H‖ | φ̄ = [H]

}
on the covering H̃am(M,ω).

Note that the continuity does not follow directly from the C0-continuity
H 7→ c(α;H) as shown in Lemma 2.13. We will prove continuity in Corollary
4.10 below using an additional structure with respect to the pair-of-pants
product.

Since the sections c(α) are only defined over the universal covering H̃am it
is important to determine the action of π1(Ham) on them. Let us introduce
a more suitable description of Floer homology which has also been used by
P. Seidel in [22] in order to study π1(Ham).

3.2. The intrinsic Floer homology. Let φ ∈ Ham(M,ω) be a given au-
tomorphism and consider the associated mapping torus as a symplectic fibre
bundle over S1,

Mφ = {(t, x) ∈ R×M}/((t, φ(x)) ∼ (t+ 1, x)) → S1.(17)

Obviously ω ∈ Ω2(Mφ) is a closed 2-form and (M,ω) is the typical fibre.
Consider now the following path space

Lφ =
{
x : R →M |φ(x(t+ 1)) = x(t)

}
,

i.e., the space of sections in Mφ → S1. We can view the nonempty point
set of fixed points Fixo(φ) defined in (14), corresponding to contractible
periodic solutions, as a subset of Lφ. In fact, it is contained entirely in one
component of Lφ, and we define

Loφ = {x ∈ L |x ' xo }, for any xo ∈ Fixo(φ) .(18)
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Recall that the symplectic action was uniquely associated to an φ̄ ∈ H̃am
with π(φ̄) = φ and defined on the set Fixo(φ). For each φ̄ we have a well-
defined extension to the component Loφ by:

Proposition 3.10. For each φ̄ ∈ H̃am there exists a continuous extension
of the Hamiltonian action Aφ̄ to a continuous function lφ̄ : Loφ → R such
that for each differentiable1 path γ : [0, 1] → Loφ it holds

lφ̄
(
γ(1)

)
− lφ̄

(
γ(0)

)
=
∫ 1

0

∫ 1

0
γ∗ω.

Proof. Essentially, it satisfies to realize that given any two paths γ, γ̄ : [0, 1]
→ Loφ with coinciding ends, γ(0) = γ̄(0), γ(1) = γ̄(1), we have∫∫

γ∗ω =
∫∫

γ̄∗ω.

This follows from dω = 0 on Mφ, ω|π2(M) = 0 and the fact that we re-
stricted Lφ to the component of sections which contains the fixed points
from contractible periodic solutions. It remains to verify∫∫

γ∗ω = AH(γ(1))−AH(γ(0))(19)

for a differentiable path between x, y ∈ Fixo(φ). Set u(s, t) = φtH(γ(s, t)),
then clearly u(s, t+ 1) = u(s, t) and one computes∫ 1

0

∫ 1

0
u∗ω =

∫∫
ω(DφtHγs, Dφ

t
Hγt +XH(u)) dsdt

=
∫∫

γ∗ω +
∫ 1

0
H(t, u(1, t))dt−

∫ 1

0
H(t, u(0, t))dt.

This proves (19). �

Recall the definition of the moduli space of Floer trajectoriesMx,y associ-
ated to a Hamiltonian H : M ×S1 → R and an ω-calibrated almost complex
structure J on TM →M × S1,

u : R× S1 →M,

us + J(t, u)
[
ut −XH(t, u)

]
= 0,

lim
s→−∞

u(s, ·) = x, lim
s→∞

u(s, ·) = y,

where we consider x, y ∈ P1(H).
In fact, Floer homology HF∗ is already uniquely associated to the sym-

plectomorphism φ, regardless of the generating Hamiltonian (for the grading,

1i.e., differentiable as map [0, 1]× R → M .
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see the remark below). Namely, we consider maps v : R×R →M , satisfying

u(s, t) = φtH(v(s, t)), i.e., v(s, t) = φ1
H(v(s, t+ 1)),

vs + J̄H(t, v)vt = 0,

for J̄H(t, v) = (DφtH)−1J(t, φtH(v))DφtH ,

lim
s→−∞

v(s, t) = x(0), lim
s→∞

v(s, t) = y(0), for all t ∈ R.

We identify v with the section v̄(s, t) = [s, t, v(s, t)] of E = R×Mφ → R×S1.
Let us now generalize this Cauchy-Riemann problem for such mappings v
by considering merely the time-1-map φ = φ1

H and

v : R× R →M, v(s, t) = φ(v(s, t+ 1)),

vs + J̄(t, v)vt = 0, v(−∞, ·) = x(0), v(∞, ·) = y(0),

for J̄ satisfying Dφ−1(v)J(t+ 1, φ(v))Dφ(v) = J̄(t, v).

(20)

As in (19), we have for solutions with J̄ = J̄H∫∫
R×S1

v̄∗ω =
∫ ∞

−∞

∫ 1

0
|vs|2JH

dsdt = AH(y(0))−AH(x(0)).(21)

Moreover, as a corollary we obtain the improvement of (10):

Proposition 3.11. Given any two equivalent Hamiltonians H ∼ K gener-
ating φ̄ ∈ H̃am, the associated canonical homomorphism between the Floer
homologies is compatible with the long exact sequence and respects the filtra-
tion by the action,

ΦKH : HF a∗ (H) → HF a∗ (K).

Proof. We define now ΦKH : C∗(H) → C∗(K) by means of (20) where we
allow the generic almost complex structure J̄ on the fibre bundle R×Mφ →
R× S1 to be explicitly s-dependent such that

J̄(s, ·) =

{
J̄H , s ≤ −T,
J̄K , s ≥ T,

for some T > 0. Observe that such a connecting J̄ exists since the space
of ω-compatible almost complex structures on the fibre bundle is fibrewise
contractible. By virtue of Proposition 3.10 it follows analogously to (7) that
connecting trajectories between y ∈ P1(H) and x ∈ P1(K) solving

vs + J̄(s, t, v)vt = 0(22)

satisfy

0 ≤
∫∫

|vs|2J̄dsdt =
∫∫

v∗ω = AK(y(0))−AH(x(0)).
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Note that such trajectories solving (22) cannot be obtained directly from the
“adiabatic” homotopy (Gs) described above since the s-derivative would im-
ply an additional 0-order term. The most general setup formulated in terms
of connections will be described in the following section. It is straight-
forward to see that all operators ΦKH defined on the chain level by such
sections in R×Mφ induce identical operators between the homology groups

HF∗(H)
∼=−→ HF∗(K). �

Remark on HF∗(φ). Clearly, for any two H ∼ K generating the same
φ̄ ∈ H̃am, the canonical isomorphism ΦHK viewed as an automorphism of
the Floer homologyHF∗(φ) associated to the time-1-map φ = π(φ̄) has to be
the identity. This is not true in general for φ̄, φ̃ ∈ H̃am with π(φ̄) = π(φ̃).
P. Seidel shows in [22] that the group π1(Ham) operates on HF∗(φ) in
terms of the quantum cup-product, i.e., using the canonical isomorphism
HF∗(φ) ∼= QHn−∗(M,ω) with the quantum cohomology ring (cf.[16]),

q : π1(Ham) → Aut(HF∗(φ))

is given by a group homomorphism π1(Ham) → QH×(M,ω) into the group
of invertibles of the quantum cohomology ring of homogeneous degree.
Hence, under our assumption (A) of symplectic asphericity, the quantum
cohomology and thus q is trivial. It can also directly be seen that the
grading on Fixo(φ) by the Conley-Zehnder index is already well-defined if
c1|π2

= 0.

4. The pair-of-pants product and Poincaré duality.

We will now show that also the canonical ring structure on Floer homology,
the pair-of-pants product which was constructed in [20], is compatible with
symplectic homology. This requires a “sharp” energy estimate which will
be proven along the same lines as Proposition 3.11. As a consequence we
obtain a crucial sub-additivity property for the section c(·, ·).

In [20] it was shown that every topological surface with oriented cylindri-
cal ends gives rise to a multi-linear operation on Floer homology. Namely,
choosing a conformal structure on the surface Σ and associating a Hamil-
tonian function to each end, one can generalize the Cauchy-Riemann type
equation from Mx,y(J,H) to mappings from Σ into M with respective 1-
periodic solutions as boundary conditions. The full theory with the verifica-
tion of the axioms of a topological field theory is carried out in [20]. From
the gluing axiom describing the concatenation of such multi-linear operators
on Floer homology it follows that the entire theory is already uniquely de-
termined by the multiplication associated to the surface with two exits and
one entry, by the standard cylinder, by the cylinder with two exits and by
the disk with only one end. From [18] it follows that this graded algebra is
naturally isomorphic to the cohomology ring of M , if ω|π2(M) = 0.



ON THE ACTION SPECTRUM 441

In [20], the construction of the pair-of-pants product on Floer homology
was as follows. Let Σ be a Riemann surface with three cylindrical ends, one
entry and two exits. Associate the Hamiltonians H and K to the exits and
choose any Hamiltonian L for the entry. Then for x ∈ P1(H), y ∈ P1(K)
and z ∈ P1(L) we can define a moduli spaceMz;x,y(L;H,K) of pair-of-pants
solutions u : Σ → M converging towards x, y and z on the respective end.
As before, under generic choices of the almost complex structure J on M ,
the solution space is a manifold, which is compact in dimension 0 and its
dimension formula is

dimMz;x,y = µ(x) + µ(y)− µ(z)− n.

The multiplication on Floer homology is induced by

∗ : Ck(H)× Cl(K) → Ck+l−n(L),

x ∗ y =
∑

µ(z)=k+l−n

#algMz;x,y(L;H,K) z,

and it is isomorphic to the cup-product under the isomorphisms ΦH , ΦK

and ΦL (cf. [16] and [18]),

ΦH(α) ∗ ΦK(β) = ΦL(α ∪ β)(23)

for all α, β ∈ H∗(M).
In order to combine this multiplicative structure with the refinement of

Floer homology by the action filtration we need a suitable energy estimate.
For this purpose we again generalize the definition of the moduli space
Mz;x,y in terms of J-holomorphic sections in a suitably defined symplec-
tic fibre bundle over the pair-of-pants surface Σ. We obtain:

Proposition 4.1. Assume that [L] = [H] ◦ [K] in H̃am(M,ω). Then, the
pair-of-pants product ∗ is compatible with the filtration by the Hamiltonian
action and the following diagram commutes,

HF
(−∞,a]
∗ (H)⊗HF

(−∞,b]
∗ (K)

ia∗⊗ib∗−−−→ HF∗(H)⊗HF∗(K)y∗ y∗
HF

(−∞,a+b]
∗ (L)

ia+b
∗−−−→ HF∗(L) .

For example, as a concrete Hamiltonian generating the composition φ1
K ◦

φ1
H one can choose

(H#K)(t, x) = H(t, x) +K(t, (φtH)−1(x))(24)

for φtK ◦ φtH . Note that this operation preserves also the normalization.
Suppose a > c(α;H) and b > c(β;K) so that ΦH(α) ∈ im ia∗ and ΦK(β) ∈

im ib∗. Then, Proposition 4.1 implies that c(α ∪ β;H#K) ≤ a + b. This
proves:
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Theorem 4.2. Given any α, β ∈ H∗(M) with α ∪ β 6= 0 and φ̄, ψ̄ ∈
H̃am(M,ω) it holds

c(α ∪ β; ψ̄ ◦ φ̄) ≤ c(α; φ̄) + c(β; ψ̄) .

Note that by definition it is obvious that

c(λα; φ̄) = c(α; φ̄) for all λ with λα 6= 0.

In particular, c(α ∪ β; φ̄) = c(β ∪ α; φ̄).
Remark on regularity. In order to prove that, for a generic choice of J ,
the solution space associated to the pair-of-pants model surface is a mani-
fold, one has to exclude solutions which stay constantly on a fixed periodic
solution. Such solutions trivially exist for H = K and L(t, x) = 2H(2t, x).
This singular situation can be excluded by choosing a generic pair of regu-
lar Hamiltonians H, K which have no fixed points for their time-1-maps in
common. Finally, in view of Proposition 2.14 we can approximate the case
H = K by such generic pairs such that all conclusions about critical levels
remain valid.

4.1. The energy estimate for the pair-of-pants. In order to prove
Proposition 4.1 we use a more general formulation of (20) given in terms of
a connection on a symplectic fibre bundle.

Let Σo be a compact Riemann surface of genus 0 with three boundary
components two of which are oriented as exits and one as entry, denoted by
∂+

1 Σo, ∂+
2 Σo and ∂−Σo. Assume that E → Σo is a smooth locally trivial fibre

bundle with a closed 2-form ω̄ ∈ Ω2(E), dω̄ = 0, such that (Ez, ω̄|T (Ez)) is
a symplectic manifold and the typical fibre is (M,ω). Recall the symplectic
fibre bundle Mφ → S1 from (17) associated to φ ∈ Ham(M,ω). Given three
symplectomorphisms φ, ψ, η we assume that there are symplectic diffeomor-
phisms

Mφ
∼−→ E|∂+

1 Σo
, Mψ

∼−→ E|∂+
2 Σo

, Mη
∼−→ E|∂−Σo

.(25)

Note that such diffeomorphisms lead to trivializations over S1 if the symplec-
tomorphisms are isotopic to the identity. The simple but crucial observation
is:

Lemma 4.3. Given φ and ψ, such a symplectic fibre bundle (E, ω̄) satisfy-
ing (25) and such that the fibrewise symplectic form ω̄ is closed on E exists
if η = ψ ◦ φ.
Proof. Consider the domain D ⊂ C as sketched in Figure 1 and impose an
equivalence relation ∼ on D×M by identifying boundary points as indicated
using the symplectomorphisms φ, ψ and ψφ. Details are left to the reader.

Note that the induced M -fibre bundle E = (D ×M)/ ∼ over the pair-
of-pants surface Σo carries the closed fibrewise symplectic form ω̄ ∈ Ω2(E)
canonically induced from (M,ω). �
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φ

ψ
ψ ◦ φ

D

Figure 1. Boundary identification for the pants bundle.

Consider now exactly this fibrewise symplectic form ω̄ and choose an
almost complex structure J̄ such that the projection map π : E → Σo is
J̄-holomorphic, and restricts to an ω-compatible almost complex structure
on the fibres Ez, z ∈ Σo. Associated to ω̄ we have the following connection
on E,

TξE = Verξ ⊕Horξ, ξ ∈ E,
Verξ = (kerDπ(ξ) : TξE → Tπ(ξ)Σ0),

Horξ = { v ∈ TξE |ω̄(v, w) = 0 for all w ∈ Verξ }.

The connection map K : TE → Ver is the projection w.r.t. this connection.
Given a section v : Σo → E we denote the covariant derivative by

∇v = K ◦Dv, ∇v(z) ∈ Hom(TzΣo, Tv(z)(Ez)).(26)

Recall that, since we have a fixed conformal structure on Σo and a vertically
Riemannian structure by ω̄(·, J̄ ·)|Ver, the L2-norm

∫
Σo
|∇v|2

J̄
of ∇v for any

section v is intrinsically defined.
What is crucial for the following is that for the above defined form ω̄ on

the bundle E → Σo we have∫
Σo

|∇v|2J̄ = 2
∫

Σo

v∗ω̄ +
∫

Σo

|∂v|2J̄(27)

where ∂v = J̄∇v i+∇v, and consequently∫
Σo

v∗ω̄ ≥ 0 for ∂v = 0.(28)
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We call a section v J̄-holomorphic if ∂v = 0. This is not true for an arbitrary
closed form ω̃ ∈ Ω2(E) which restricts fibrewise to ω. The above form ω̄
leads to a so-called flat connection.

Let us now combine this energy estimate with the Floer trajectories from
(20). Given φ, ψ ∈ Ham(M,ω) we consider the trivial symplectic fibre bun-
dles

Mφ × [0,∞), Mψ × [0,∞), and Mψφ × (−∞, 0],

and glue them to E → Σo along the boundary circles by means of the
gluing maps from (25). This gives a symplectic fibre bundle over a Riemann
surface Σ, a pair-of-pants, which we denote again by E. We have extensions
of the structures on Σo, ω̄, J̄ and K. Given a continuous section v : Σ → E
we denote by v(∂±i Σ) the uniform limits of v as paths in Loφ, L0

ψ or L0
η

as we approach the respective ends of Σ, i.e., in cylindrical coordinates
s → ±∞. Observe that in terms of the cylindrical coordinates we have for
a J̄-holomorphic section ∂v = 0

1
2 |∇v|

2 = |vs|2ds ∧ dt.

Note that the structure ω̄ on E still satisfies the flatness condition (27). The
crucial estimate analogous to Proposition 3.10 for this fibre bundle over the
surface Σ is:

Proposition 4.4. Let v be a section of the pair-of-pants bundle (E →
Σo, ω̄) with boundary values

v|∂Σo
= (vφ, vψ, vψφ) ∈ Loφ × Loψ × Loψφ.

Then, we have∫
Σo

v∗ω̄ = lφ̄(vφ) + lψ̄(vψ)− lψ̄φ̄(vψφ), for all φ̄, ψ̄ ∈ H̃am(M,ω).

Proof of Proposition 4.4. Observe first that, due to dω̄ = 0 on E and ω|π2(M)

= 0, the value of
∫
Σo
v∗ω̄ only depends on the boundary values v|∂Σo

. The
proof is now exactly analogous to the computation of the Fredholm index
in [20]. Namely, we construct symplectic fibre bundles E± → D± over
the disks with both orientations which restrict respectively to Mφ, Mψ and
Mψφ over the boundary. Moreover, we have to construct fibrewise symplectic
forms on these bundles which are closed. Using the obvious additivity for
the integration it thus remains to compute the relevant formula for the
symplectic fibre bundle over the disk, if the integration over the closed sphere
S2 as a base gives

∫
S2 v

∗ω̄ = 0.
Let us construct the symplectic fibre bundle E+ → D+ over the unit

disk D+ = {|z| ≤ 1} in terms of the coordinates z = e2π(s+it), (s, t) ∈
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(−∞, 0]× S1. Let β : R → [0, 1] be a smooth cut-off function

β(s) =

{
0, s ≤ −2,
1, s ≥ −1,

and choose a generating Hamiltonian H(t, x) for φ = φ1
H . Consider the

smooth 2-parameter family of symplectomorphisms

φts = φtβ(s)H , i.e., ∂tφts = β(s)XH(t, φts).

Define the symplectic fibre bundle E+ → D+ with fibre (M,ω) by

E+ = (−∞, 0]× R×M/{ (s, t, x) ∼ (s, t− 1, φ1
s(x)) } → (−∞, 0]× S1

which is trivialized by

Φ: E+ ∼−→ (−∞, 0]× S1 ×M

[s, t, x] 7→ (s, t (mod 1), φts(x)).

Via Φ, sections v̄(s, t) = [s, t, v(s, t)] of E+ are identified with maps u :
(−∞, 0] × S1 → M , u(s, t) = φts(v(s, t)). Consider the following 2-form
ωE ∈ Ω2(E+), given by ωE = Φ∗α with α ∈ Ω2(R× S1 ×M),

α(s,t,x) = −β′(s)H(t, x)ds ∧ dt+ ωx + iβ(s)XH(t,x)ωx ∧ dt.

One computes

ωE = −β′Hds ∧ dt+ ω − i(Dφ)−1∂sφω ∧ ds.(29)

Straightforward computation shows that

ωE |fibre = ω,

dωE = 0,

π∗ω
n+1
E = 0,

(30)

where π∗ : Ω2n+2(E) → Ω2(R× S1) denotes the fibre integration map. The
last property holds if H is normalized.

Lemma 4.5. Let E+ → (−∞, 0]× S1 and ωE be given as above. Then∫
D+

v̄∗ωE = l[H]

(
v̄(0)

)
holds for any section v̄ in E+.

Proof. We can assume E+ as canonically extended over R×S1. Since ω|π2
=

0 the left hand side does not depend on the section if v̄(∞) is fixed. In view
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of Proposition 3.10 we can also assume that v̄(∞, ·) = x ∈ Fixo φ. Denoting
(s, t, u(s, t)) = Φ(v̄(s, t)) and x(t) = u(∞, t) we compute∫∫

v̄∗ωE =
∫∫

w∗α

=
∫∫

α(ws, wt) ds dt

=
∫∫

α(∂s + us, ∂t + ut) ds dt

=−
∫∫

β′H(t, u)dsdt+
∫∫

u∗ω +
∫∫

iβXH
ω(us)dsdt

=
∫∫

u∗ω −
∫∫

[β′(s)H(t, u(s, t)) + β(s)dH(u(s, t))us]dsdt

=
∫∫

u∗ω −
∫∫

d

ds

(
β(s)H(t, u)

)
dsdt

=AH(u(+∞)).

�

Lemma 4.6. Let E → S2 be a symplectic fibre bundle with a form ωE
satisfying (30). Then for any section s of E we have∫

S2

s∗ωE = I(γ)

if E is obtained from gluing two trivial bundles E± = D± ×M along their
boundary via a loop representing γ ∈ π1(Ham). In particular, if E is trivial
then

∫
S2 s

∗ωE = 0.

Proof. Since we know that Aγ[H](x) = A[H](x)+I(γ) it suffices to show that∫
S2

s∗ωE = 0

in case E is trivial. Let p : E → M be the projection map obtained from
a trivialization E ∼= S2 × M and π : E → S2 the canonical projection.
Denoting by σ ∈ H2(S2) the generator normalized by σ(S2) = 1 we have

{ωE} = p∗{ω}+ aπ∗σ, a =
∫
S2

s∗ωE .

Then, the last condition of (30) implies that a =
∫
S2 π∗ω

n+1
E = 0. �

The proof of Proposition 4.4 now follows from Lemmata 4.5 and 4.6 if
we glue the bundles E−[H], E

−
[K] over D− and E+

[H#K] over D+ to E → Σo

over the pair-of-pants. We obtain a trivial (M,ω)-fibre bundle π : Ē → S2

together with a coupling form ω̄ satisfying (30). �
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Recalling the energy identity (28) for J̄-holomorphic sections in the pair-
of-pants bundle E → Σo we obtain the energy estimate:

Corollary 4.7. Every J̄-holomorphic section v : Σ → E with the bound-
ary condition v(∂+

1 Σ) = x(0) ∈ Fixo(φ), v(∂+
2 Σ) = y(0) ∈ Fixo(ψ) and

v(∂−Σ) = z(0) ∈ Fixo(ψφ) satisfies the energy estimate for automorphisms
φ = φ1

H , ψ = φ1
K ,

0 ≤
∫

Σ
|∇v|2J̄ =

∫
Σ
v∗ω̄ = A[H](x) +A[K](y)−A[K][H](z).

Observe that such a positivity estimate for J̄-holomorphic sections in the
bundle E± → D± does not hold because the closed form ω̄ has non-vanishing
ds ∧ dt-components, see (29). There is no equivalent of (27).

Let the moduli space of such J̄-holomorphic sections of E → Σ with
boundary condition as in Corollary 4.7 replace the originally considered
space Mz;x,y(L;H,K). Then, analogously to Proposition 3.11 we obtain a
multiplication

∗ : Ck(φ)× Cl(ψ) → Ck+l−n(ψφ)
which coincides with the original pair-of-pants product on the level of Floer
homology. The sharp energy estimate from Corollary 4.7 concludes the proof
of Proposition 4.1.

4.2. Poincaré duality. Let us consider the dual Floer complex associated
to symplectic fixed points by applying the Hom-functor. For sake of simplic-
ity we restrict ourselves to coefficients in a field F, e.g., Z2, Q or R. Given
a ∈ R we have the cochain complex

Ck(a,∞)(H) = {x ∈ P1(H) |µ(x) = k, AH(x) > a } ⊗ F,

δ : Ck(a,∞) → Ck+1
(a,∞), δx =

∑
µ(y)=µ(x)+1

#algM̂x,y(J,H) y,

and we identify

C∗(H) = Hom(C∗(H)), C∗(a,∞) = Hom(C(a,∞)
∗ ),

and C∗(−∞,a] = C∗/C∗(a,∞) = Hom
(
C

(−∞,a]
∗

)
.

We observe that the long exact cohomology sequence induced from the short
exact sequence of cochain complexes

0 → C∗(a,∞)

j•a−→ C∗
i•a−→ C∗(−∞,a] → 0(31)

equals the dual sequence obtained by the Hom-functor from the long exact
homology sequence (2). In view of the universal coefficient theorem we have

C∗(H) = Hom(C∗(H),F), HF ∗(H) ∼= Hom(HF∗(H); F),

respectively for C∗(a,∞), etc.
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Let us consider now the dual isomorphism Ψ∗ : H∗(M) → HFn−∗(H) and
the dual generators [pt] ∈ H0(M) and 1 ∈ H0(M). In view of the long exact
cohomology sequence obtained from (31) we have:

Lemma 4.8. The critical value c(1;H) can be equivalently represented in
Floer cohomology by

inf
{
a ∈ R | ja∗

(
ΦH(1)

)
= 0

}
= sup

{
a ∈ R | i∗a

(
Ψ∗
H([pt])

)
= 0

}
.

Proof. We have ΦH(1) ∈ im ia∗ if and only if there exists a ua ∈ HF
(−∞,a]
n

such that
〈
ua, i

∗
a(Ψ

∗
H([pt]))

〉
6= 0. That is,

ja∗
(
ΦH(1)

)
= 0 if and only if i∗a

(
Ψ∗
H([pt])

)
6= 0 .

�

We now use the fact that Poincaré duality is represented in terms of Floer
homology by the canonical isomorphism between the homology HF∗(H)
and the cohomology HF ∗(H(−1)) of the Hamiltonian generating the inverse
symplectomorphism,

H(−1)(t, x) = −H(−t, x), φt
H(−1) = φ−tH .

It is straightforward to verify that the identification

P1(H) ∼= P1(H(−1)), x−1(t) = x(−t),

Mx,y(J,H) ∼= My−1,x−1(J,H(−1)), u−1(s, t) = u(−s,−t),

provides an identification of the chain complex of H with the cochain com-
plex of H(−1), (

C∗(H), ∂
) ∼= (C−∗(H(−1)), δ

)
.

Note that it holds

µ(x−1) = −µ(x) and AH(−1)(x−1) = −AH(x).

Hence we have the identification of C(−∞,a]
∗ (H) with C−∗[−a,∞)(H

(−1)), etc.,
and the short exact sequence of chain complexes

0 → C
(−∞,a]
∗ (H)

ia∗−→ C∗(H)
ja
∗−→ C

(a,∞)
∗ (H) → 0

becomes isomorphic to the short exact sequence of cochain complexes

0 → C∗[−a,∞)(H
(−1))

j∗−a−→ C∗(H(−1))
i∗−a−→ C∗(−∞,−a)(H

(−1)) → 0.

In [20], Poincaré duality was analyzed in terms of a canonical non-degenerate
bilinear form β on Floer homology associated to a Riemann surface with two
cylindrical ends both oriented as entries. This is equivalent to the identifi-
cation of the homology for H with the cohomology for H(−1) because the
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change H → H(−1) corresponds to the change of orientation of a cylindrical
end. Hence, we have the commutative diagram

Hk(M) ΦH−−−→ HFn−k(H)

PD

y =

y
H2n−k(M)

Ψ∗
H(−1)−−−−→ HF k−n(H(−1)) .

(32)

Proposition 4.9. The representation of Poincaré duality in Floer homol-
ogy yields the identity

c([M ];φ) = −c(1;φ−1), for all φ ∈ H̃am(M,ω).

Proof. From (32) we obtain that

c([M ];H) = inf{ a | ja∗ (ΦH([M ])) = 0 } = inf{ a | i∗−a(Ψ∗
H(−1)([pt])) = 0 }.

Hence, the assertion follows by Lemma 4.8. �

An immediate consequence is:

Corollary 4.10. Given any nonzero cohomology class α ∈ H∗(M) and
φ, ψ ∈ H̃am(M,ω) we have the estimate

c([M ], ψ) ≤ c(α;ψφ)− c(α;φ) ≤ c(1, ψ)

and φ 7→ c(α, φ) is continuous with respect to dH̃(φ, id) = inf{‖H‖|φ = [H]}.

Proof. First we combine

c(α;φ) ≤ c(α;ψ ◦ φ) + c(1;ψ−1)

from Theorem 4.2 with Corollary 4.10. The continuity follows from

c(1, [H])− c([M ], [H]) ≤ ‖H‖.
Recall that c(1, [H]) ≤ E+(H) and 0 ≤ E+(H) because H is normalized. �

We can now compute the action of π1(Ham) on these continuous sections
c(α) in the action spectrum bundle.

Proposition 4.11. For any α ∈ H∗(M) \ {0}, γ ∈ π1(Ham), φ ∈
H̃am(M,ω) we have

c(α; γφ) = c(α;φ) + I(γ).

Proof. Considering the covering π : H̃am → Ham we identify π1(Ham) =
π−1(id). Given γ ∈ π−1(id) the action spectrum of γ consist only of one
value, Σγ = {I(γ)}, hence

c(α, γ) = I(γ) for all α ∈ H∗(M) \ {0}.
Then assertion then follows from Corollary 4.10. �

This result allows us to define the following function on Ham(M,ω).
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Definition 4.12. Given φ ∈ H̃am(M,ω) we define

c−(φ) = c([M ];φ), c+(φ) = c(1;φ) and γ(φ) = c+(φ)− c−(φ).

We obtain γ : Ham(M,ω) → R as a continuous function.

Summing up the above results we have

0 ≤ γ(φ) = γ(φ−1) and γ(φ ◦ ψ) ≤ γ(φ) + γ(ψ)(33)

for all φ, ψ ∈ Hampo(M,ω). This function γ plays the role of the nontrivial
selector of Hofer and Zehnder in the case of compactly supported Hamilton-
ian automorphisms of (R2n, ωo).

4.3. Vanishing of the monodromy I. We now show that the homomor-
phism I : π1(Ham) → R is in fact trivial in the symplectically aspherical
case (A).

Let M2n i
↪→ E

π−→ S2 be a Hamiltonian fibre bundle and ωE ∈ Ω2(E)
be a coupling form, i.e., satisfying (30). Let ω|π2(M) = c1|π2(M) = 0 and
choose a generic almost complex structure J on E such that J is fibrewise
ω-compatible, and the projection π is J-i-holomorphic. Then, the space
M(J) of holomorphic sections s : S2 → E is a closed manifold of dimension
2n.

Theorem 4.13 ([22]). The evaluation map evzo at any point zo ∈ S2 in-
duces a homomorphism ev∗ : H2n(M(J),Z) → H2n(M,Z) of degree ±1.

Proof. Given ωE and a generic J on E, Seidel defines in [22] the invariant

Q(E,ωE , S) =
∑
γ∈Γ

[
evzo

(
S(j, J, γ + S)

)]
⊗ 〈γ〉 ∈ QHd(M,Z2),

where zo ∈ S2, Γ = π2(M)/ kerω|π2
∩ker c1|π2

. This is an invariant of a given
equivalence class S of a section of E. The degree of the quantum homology
class Q is given by d = 2n+2c1(TEv, ωE)(S) where TEv is the vertical sub-
bundle. Since by assumption ω|π2

= c1|π2
= 0 we can assume coefficients

in Z, Γ = 0, and the quantum homology equals ordinary homology, the
invariant

Q(E,ωE , S) ∈ H2n(M,Z) ∼= Z
is independent of S. Seidel’s main result is that Q(E,ωE) is an invertible
element in QH∗ of homogeneous degree. Hence Q(E,ωE) = ±1 ∈ Z. �

Corollary 4.14. For any section s : S2 → E it holds s∗[ωE ] = 0 in
H2(M,R).

Proof. Clearly, the result does not depend on the choice of the section s.
Let u ∈ M(J) be a holomorphic section for a generic J on E and consider
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the commutative diagram

M(J)× S2 ev−−−→ Exũ yπ
S2 =−−−→ S2

where ev(w, z) = w(z) is a bundle map and ũ(z) = (u, z) is a constant
section in the trivial bundle. We have u∗[ωE ] = ũ∗ ev∗[ωE ] and ev∗[ωE ] =
α× 1+a1×σ, a ∈ R, for α ∈ H2(M(J),R) and σ ∈ H2(S2,Z) a generator.
Hence,

u∗[ωE ] = aσ ∈ H2(S2,R)

and we have to prove that a = 0.
Since the fibre integration homomorphism π∗ : H2n+2(E) → H2(S2) is an

isomorphism, the assumption (30) on the form ωE implies that the class
[ωE ]n+1 vanishes, hence aαn × σ = 0. Since α = ev∗zo

[ω] for evzo : M(J) →
π−1(zo) ≈M for any fixed zo ∈ S2, we have〈

αn, [M(J)]
〉

= deg(ev∗) = ±1

by Seidel’s theorem. Thus, it follows that a = 0. �

This proves Theorem 1.1 on the vanishing of the obstruction homomor-
phism I in the symplectically aspherical case.

Corollary 4.15. The sections c(α) in the action spectrum bundle are well-
defined over Ham(M,ω) and continuous in the Hofer-metric dH(id, φ) =
inf{ ‖H‖ |φ = φ1

H }.

Proof. Combine Corollary 4.10, Proposition 4.11 and Corollary 4.14. �

This concludes the proof of Theorem 1.2.

5. The bi-invariant metric γ and a relative capacity.

Let us first analyze the relation between the function γ and the well-known
displacement energy introduced by Hofer. Let H : [0, 1] × M → R be a
normalized Hamiltonian and ψ ∈ Ham(M,ω) an automorphism separating
the support set of φ1

H

ψ(S(H)) ∩ S(H) = ∅ S(H) =
⋃

t∈[0,1]

suppXH(t, ·).(34)

As in [8] and [23] we observe that Fix(φtH ◦ ψ) = Fix(ψ ◦ φtH) = Fix(ψ) for
all t ∈ [0, 1] and for x ∈ Fixo ψ, ψ = φ1

K we have

A[K][H](x) = A[K](x) +
∫ 1

0
H(t, x)dt.
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Setting a(H) =
∫ 1
0 H(t, p)dt for any p 6∈ S(H) we obtain for the action

spectra
Σ[K][H] = Σ[K] + a(H).

Considering the continuous path ε 7→ εH, ε ∈ [0, 1] we obtain for every α 6= 0
the continuous function

ε 7→ c(α; [εH][K])− a(εH) = c(α; [K][εH])− a(εH)

into the nowhere dense action spectrum Σ[K] ⊂ R which therefore has to be
constant. It follows that

γ(φ1
Hψ) = γ(ψφ1

H) = γ(ψ).(35)

In particular, this implies:

Proposition 5.1. Given H and ψ as in (34) we have

γ(φkH) ≤ 2γ(ψ)

for all k ∈ Z, where φkH = (φ1
H)k.

Proof. The triangle inequality for γ (33) yields

γ(φ1
H) ≤ γ(ψ ◦ φ1

H) + γ(ψ).

For k ∈ Z use φkH = φ1
Hk with Hk(t, x) = kH(kt, x) and that condition (34)

holds for all k ∈ Z since we can assume H(t+ 1, x) = H(t, x). �

Moreover, we have:

Proposition 5.2. Given any open subset U ⊂ M there exists φ1
H ∈

Ham(M,ω) such that S(H) ⊂ U and γ(φ1
H) > 0.

Proof. We pick a smooth positive function H : M → R independent of t with
suppH ⊂ U such that the only critical point p ∈ suppH is a maximum and
the C2-norm of H is small enough so that the only 1-periodic solution are
the constant solutions p ∈ P1(H) and q ∈ M \ suppH. Approximating
H suitably by C2-small Morse functions we obtain c−(H) = −H(p) and
c+(H) = 0, i.e., γ(H) = ‖H‖ > 0. Recall that here we do not need H to be
normalized. �

Combining this observation with Proposition 5.1 we deduce the metric
property of γ.

Theorem 5.3. For every φ ∈ Ham(M,ω) we have

γ(φ) > 0 if φ 6= id .

That is, γ : Ham(M,ω) → R+ defines a metric dγ by

dγ(φ, ψ) = γ(φψ−1).

Moreover, this metric is bi-invariant.
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Proof. It remains to show that dγ is bi-invariant. This follows analogously
to dH in [8] from the fact that for any θ ∈ Aut(M,ω) we have

θ ◦ φtH ◦ θ−1 = φtHθ
for all t,

where Hθ(t, x) = H(t, θ−1(x)). �

Remark 5.4. This result implies another proof for the nontrivial fact that
Hofer’s metric dH is in fact a metric. This has been shown for all closed
symplectic manifolds in [10]. Here we obtain a different Floer-theoretical
proof for at least symplectically aspherical manifolds.

An interesting application of this bi-invariant metric is obtained analo-
gously to [8].

Theorem 5.5. Let φ ∈ Ham(M,ω) such that there exists a uniform bound

γ(φn) ≤ C for all n ∈ N,

then φ has infinitely many nontrivial geometrically distinct periodic points
corresponding to contractible periodic solutions.

Proof. Let H be a normalized Hamiltonian generating φ = φ1
H .Then φn =

φ1
H(n) . Assume that φ has only finitely many nontrivial periodic points,

then without loss of generality the spectra are related by the scaling with
n, Σφn = n · Σφ. But if φ 6= id then c+(φn)− c−(φn) > 0 for all n ∈ N and
necessarily γ(φn) →∞ contradicting the assumption. �

Clearly examples of such automorphisms with uniformly bounded γ-dist-
ance exist. For example, if the support

⋃
t∈[0,1] suppφt can be disjoined from

itself by a Hamiltonian isotopy.
Let us study the following examples which show that, in general however,

there is no upper bound on γ.

5.1. Examples for infinite diameter of Ham(M,ω).

Example 5.6. Consider the autonomous Hamiltonian function

H : S1 × S1 → R, H(x, y) = sin 2πx.

Since we consider only contractible 1-periodic solutions, P1(H) equals the
set of critical points of H,

P1(H) = {π} × S1 ∪ {−π} × S1.

Moreover, we see that the action spectrum contains only two values, σ(φ1
H) =

{−1, 1} and since γ(φ1
H) > 0 we have γ(φ1

H) = 2. We conclude that

γ(φkH) = 2k →∞ for k →∞ .
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Clearly, it is straightforward to generalize this observation for T2 to any
symplectically aspherical manifold, i.e., ω|π2

= 0, admitting an incompress-
ible Lagrangian torus.

A subset A ⊂M is called incompressible if the inclusion map gives an
injection for the fundamental group.

Example 5.7. Assume that Tn ↪→ M is an incompressible Lagrangian
torus. By Weinstein’s theorem a tubular neighbourhood is symplectomor-
phic to a neighbourhood of the zero section in T ∗Tn which is a product of
T ∗S1. We can now find an autonomous Hamiltonian with compact support
in this neighbourhood which factorizes according to the product structure
and is independent of the base variables. Thus the only nonconstant periodic
solutions are non-contractible and we find a Hamiltonian automorphism φH
such that γ(φkH) →∞ as k →∞.

Example 5.8. Clearly, this argument also works for a general incompress-
ible Lagrangian submanifold which admits a Riemannian metric all of whose
contractible closed geodesics are constant. For example, if it admits a met-
ric of nonpositive sectional curvature. This example recovers the result
by Lalonde and Polterovich in [12] which is proven without restriction to
ω|π2(M).

Example 5.9. It is also easy to recover here, in the more restrictive case of
a symplectically aspherical manifold, the example of products with surfaces
of genus ≥ 1 as given in [11].

More generally one can consider symplectic fibrations (M,ω) ↪→ (E,ωE)
π−→ (B, σ) where ωE is a symplectic form such that its restriction to the

induced horizontal subbundle of TE with respect to the associated connec-
tion equals the pull-back π∗σ. Assume that (B, σ) is a symplectic manifold
of the previously mentioned kind with a Hamiltonian of arbitrarily high os-
cillation norm ‖H‖ but without nontrivial contractible 1-periodic solutions.
Then the Hamiltonian vector field on E of the pull-back π∗H lies in the
horizontal sub-bundle of TE and Dπ identifies it with XH on B. Hence its
non-constant periodic solutions have to be non-contractible too.

5.2. Comparison with Hofer-Zehnder capacity. Let us now compare
the metric γ with the Hofer-Zehnder capacity for symplectic manifolds which
is defined via so-called admissible Hamiltonians.

Definition 5.10. We call a Hamiltonian function H : S1×M → R admis-
sible if its set of 1-periodic contractible solutions x ∈ P1(H) contains only
constant solutions ẋ = 0, i.e., x(0) = x(t) ∈ CritH(t, ·) for all t ∈ S1.

A smooth Hamiltonian H : [0, 1]×M → R is called quasi-autonomous
if there exist two points x+, x− ∈ M such that maximum and minimum of
H are attained at x+ and x− uniformly for all t. Here we will consider a



ON THE ACTION SPECTRUM 455

slightly stronger condition:

max
x

H(t, x) = H(t, p) for all t ∈ [0, 1], p ∈ U+,

min
x
H(t, x) = H(t, p) for all t ∈ [0, 1], p ∈ U−

(36)

for some disjoint open neighbourhoods U−, U+ ⊂M of x−, x+.

Theorem 5.11. Every quasi-autonomous Hamiltonian K satisfying (36)
which is admissible and homotopic to 0 through admissible Hamiltonians
satisfies

γ(φ1
K) = ‖K‖.

Throughout this section we do not assume the Hamiltonian functions
to be normalized without further notice. From Proposition 2.14 we know
that the functions c(α,H) are well-defined and continuous with respect to
‖H‖ without any normalization condition. We also still have the symmetry
from Poincaré duality, c+(H−1) = −c−(H). Moreover, in view of (15), also
γ(φ1

H) = c+(H)− c−(H) does not depend on the normalization.
Let K be an admissible Hamiltonian such that there exists an open subset

U ⊂M with

K(t, p) = max
x∈M

K(t, x) for all t ∈ S1, p ∈ U.(37)

Recall from Definition 2.4, E−(K) = −
∫ 1
0 maxM K(t, ·) dt.

Proposition 5.12. Assume that an admissible Hamiltonian K satisfying
(37) is homotopic to 0 through admissible Hamiltonians. Then any regular
Hamiltonian H ∈ Hreg satisfies

c−(H) ≤ E−(K) + ‖H −K‖.

Clearly, an autonomous Hamiltonian K is homotopic to 0 through admis-
sible Hamiltonians if every T -periodic contractible solution of ẋ = XK(x)
for 0 < T ≤ 1 is constant, namely take the homotopy (τH)τ∈[0,1].

Proof of Proposition 5.12. The proof is based on a suitable variation of the
definition of the map ΦH : H2n(M) → HF−n(H) as given in (3). Given any
Morse function f , we known that any local maximum p ∈ Crit2n f repre-
sents the top cohomology class in terms of Morse cohomology, [M ] = {p} ∈
H2n(f). Moreover, any negative gradient flow trajectory for f converging
towards p has to lie constant in p. Therefore, we can identify the moduli
space used for the definition of ΦH([M ]) as

M−
y;p(H,J ; f) = { (u, p) |u ∈M−

y;p(H,J) },
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where

M−
y;p(H,J) =

{
u : R× S1 →M

∣∣ ∂su+ J
(
∂tu− β(s)XH(u)

)
= 0,∫ ∞

−∞
|∂su|2dsdt <∞,

u(−∞) = y, u(+∞) = p

}
and β(s) = 1 for s ≤ −1, β(s) = 0 for s ≥ 0. We therefore have

ΦH([M ]) =
∑

µ(y)=−n

#algM−
y;p(H,J) y.

Let us now consider the homotopy between H and K

Gs(t, x) = β(s)H(t, x) +
(
1− β(s)

)
K(t, x),

so that the associated Hamiltonian vector field satisfies XGs(t, x) = 0 for
s ≥ 0 and x ∈ U . The associated Cauchy-Riemann type flow equation reads

u : R× S1 →M, us + J
(
ut −XGs(u)

)
= 0.(38)

Analogously to the solutions in M−
y (H,J), every finite energy solution u

of (38), i.e.,
∫∫
|us|2dsdt < ∞, which satisfies lims→∞ u(s, t) ∈ U for all

t ∈ S1 has a removable singularity at +∞ and can be smoothly extended
over R× S1 ∪ {+∞} ∼= C. We have thus the well-defined solution space

M̃−
y;p(H,K) = {u : R× S1 ∪ {∞} →M |u solves (38),

u(−∞) = y, u(+∞) = p }.

Again, for a generic almost complex structure J , M̃−
y;p is a (µ(y) + n)-

dimensional manifold. To be precise, we allow almost complex structures J
to be explicitly (s, t)-dependent for |s| < 2 and t-dependent for t ≤ −2. (For
details cf. [20].) Our aim is to define the element ΦHK ∈ HF−n(H) by

ΦHK =
∑

µ(y)=−n

#algM̃−
y;p(H,K) y.(39)

The crucial point is to show that the 0-dimensional solution space
M̃−

y;p(H,K) is compact. Recall that in view of the asphericity condition
ω|π2

= 0 the only compactness obstruction can occur by splitting off of
cylindrical Floer trajectories at either end. On the negative end, i.e., for
s→ −∞ this is prohibited by the regularity assumption on H, the transver-
sality condition and the index restriction that dimM̃−

y;p = 0. It remains to
rule out splitting off at the positive end of u. Suppose we have such a weak
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C∞loc-convergence to a split solution for a sequence of suitably reparameter-
ized trajectories in M̃−

y;p(H,K). Then there exists a non-constant solution
of

v : R× S1 →M, vs + J(v)
(
vt −XK(t, v)

)
= 0

with v(+∞) = p and lims→−∞ v(s, ·) = z ∈ P1(K). By assumption of
admissibility of K it follows that z(t) = z(0) = zo for all t ∈ S1 and we can
compute the flow energy of v as

E(v) =
∫∫

|vs|2 dsdt = AK(p)−AK(z)

= −
∫
S1

K(t, p)dt+
∫
S1

K(t, zo)dt.

Since by assumption K(t, x) ≤ K(t, p) for all t ∈ S1, x ∈ M , it follows
that E(v) = 0, that is, v has to be constant. Altogether it follows that the
0-dimensional manifold M̃−

y;p(H,K) is compact and ΦHK ∈ CF−n(H) is a
well-defined Floer chain.

By the standard arguments in Floer theory we can show that

∂ΦHK = 0,

that is {ΦHK} ∈ HF−n(H) is well-defined. In order to show that {ΦHK} =
ΦH([M ]) we use the typical homotopy-cobordism argument in Floer theory.
For this we need the assumption that K is homotopic to 0 through admis-
sible Hamiltonians so that we have compactness up to splitting off of Floer
trajectories at the negative end. By a standard argument from Floer theory
we can then define a chain S ∈ CF−n+1 such that

ΦHK − ΦH([M ]) = ∂S.

Hence we have

{ΦHK} = ΦH([M ]) ∈ HF−n(H).(40)

An energy estimate analogous to (5) shows that

AH(y) ≤ AK(p) + ‖H −K‖ if M̃−
y;p(H,K) 6= ∅.

Therefore, it follows that

{ΦHK} ∈ im ia∗ for a = E−(K) + ‖H −K‖.
�

The assumption that K is homotopic to 0 through admissible Hamilto-
nians can be replaced by a simpler condition in view of the following. If
we assume that the possibly non-autonomous Hamiltonian K has no non-
constant contractible T -periodic solution for 0 < T ≤ 1, the homotopy
(τK)τ∈[0,1] is a homotopy through Hamiltonians which are admissible apart
from the fact that they are not anymore 1-periodic in t. But in view of
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the nonlinear Fredholm analysis for the quasi-linear Cauchy-Riemann type
operator of the type ∂̄ : W 1,p → Lp-maps used in the cobordism argument
for (40) this non-continuity of H at t = 1 is not essential. However, this
point is not carried out in further detail since we will apply Proposition 5.12
to autonomous Hamiltonians in view of the Hofer-Zehnder capacity.

From Proposition 5.12 we can now conclude the:

Proof of Theorem 5.11. Note that K−1(t, x) = −K(−t, x) satisfies the same
condition as K. For any regular Hamiltonian H we obtain from Proposition
5.12 applied to H±1 and K±1,

γ(H) ≥ ‖K‖ − 2‖H −K‖.
From the denseness of Hreg and the continuity of γ we thus obtain

γ(K) ≥ ‖K‖
which implies the assertion in view of the obvious estimate γ(K) ≤ ‖K‖. �

In principle, such admissible Hamiltonian functions are the key ingredient
of the definition of the Hofer-Zehnder capacity for symplectic manifolds.
However, here we consider an alteration by allowing admissible Hamiltonians
to exhibit non-contractible non-constant 1-periodic solutions.

Definition 5.13. Let (U, ω) be a symplectic manifold. Consider the func-
tion space

Hc(U) = {H ∈ C∞o (intU) |H ≥ 0, H|V = supH for some open subset V }.
We call H HZ-admissible if the corresponding Hamiltonian flow has no
contractible non-constant T -periodic solution with period T ≤ 1. Let

Ho
HZ(U, ω) = {H ∈ Hc(U) |H is HZ-admissible }.

Then, the π1-sensitive Hofer-Zehnder capacity of (U, ω) is defined as

coHZ(U, ω) = sup
H∈Ho

HZ(U,ω)
‖H‖.

The definition of the original Hofer-Zehnder capacity cHZ(U, ω) also excludes
the existence of non-contractible slow non-constant periodic orbits. That is,
we have

coHZ(U, ω) ≥ cHZ(U, ω).

We now are able to relate the metric γ with this π1-sensitive Hofer-
Zehnder capacity.

Corollary 5.14. Let U be an open subset of (M,ω). Then

coHZ(U) = sup{γ(φ) |φ = φ1
H , H HZ-admissible}.

Proof. This is a direct consequence from the estimate of Theorem 5.11 be-
cause every HZ-admissible Hamiltonian is quasi-autonomous, satisfies (36)
and is homotopic to 0 through admissible Hamiltonians. �
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This comparison result suggests the following definition of a relative ca-
pacity based on the Floer-homological approach via γ.

Definition 5.15. Given any subset A ⊂ M we can define the following
relative capacity cγ(A) ∈ [0,∞) ∪ {∞},

cγ(A) = sup{ γ(φ) |φ = φ1
H ∈ Ham(M,ω), suppXH(t, ·) ⊂ A for all t}.

According to its definition, cγ is a priori only a relative capacity, i.e., in-
variant under global symplectic automorphisms of (M,ω). Following [8] and
[11] we have the displacement energy

e(A) = inf{dH(φ, id) |φ ∈ Ham(M,ω), φ(A) ∩A = ∅}.
From Corollary 5.14 and Proposition 5.1 we have the inequality:

Corollary 5.16. For any open subset U ⊂M we have the inequality of the
capacities

cHZ(U) ≤ coHZ(U) ≤ cγ(U) ≤ 2e(U).

It can, in general, not be expected that cγ(U) and coHZ(U) coincide because
the Hofer-Zehnder capacity is based on the exclusion of any fast non-constant
contractible periodic solution, whereas the γ-capacity only considers periodic
solutions which represent the top and bottom cohomology class. However,
there might be nontrivial fast solutions representing nontrivial intermediate
classes, for example associated to the levels c([ω]k) with 0 < k < n.

As example, consider a symplectic embedding of the standard ball
(B2n(r), ωo) of radius r into M such that the image lies within a set A.
This embedding provides a push-forward of HZ-admissible Hamiltonians on
B2n(r) to M and we obtain

πr2 = cHZ(B2n(r)) ≤ cγ(A) ≤ 2e(A).

This reproduces the result from Theorem 1.1 in [10] in our Floer homological
setup for symplectically aspherical manifolds.

Example 5.17. In the case of the torus, we have seen that

cγ(S1 × S1) = ∞.

But by passing to a suitably large finite covering one can show that

cγ(S1 × S1 \ ({pt} × S1 ∪ S1 × {pt})) <∞.

In fact, since the universal covering is R2, we have

coHZ(S1 × S1 \ ({pt} × S1 ∪ S1 × {pt})) = 1.

To make the covering argument more precise we conclude with the fol-
lowing observations.

Let π : M̂ → M be a finite, symplectic covering of degree m. Given a
Hamiltonian H : S1 ×M → R we obtain the pull-back π∗H : S1 × M̂ → R
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and define the notation π∗φ1
H = φ1

π∗H . We observe that for such a finite
covering we obtain

γ(π∗φ) = γ(φ) for all φ ∈ Ham(M,ω).(41)

Namely, since π is in particular a local symplectomorphism, considering the
pull-back operation on Floer homology for this finite covering we deduce
that

c(π∗α, π∗H) = c(α,H) for all α ∈ H∗(M), s.t. π∗α 6= 0.
The identity (41) then follows from property 1). in Theorem 1.2.

Now suppose we have an open subset U ⊂ M such that its preimage
π−1(U) = U1 ∪ . . . ∪ Um is a disjoint union of m copies of a lift of U , and
suppose that H satisfies the condition suppXH(t, ·) ⊂ U for all t. We may
assume that suppH(t, ·) ⊂ U for all t. Then define φi ∈ Ham(M̂, ω) by
φi = φ1

χiπ∗H
where χi is the characteristic function of Ui. It follows for

φ = φ1
H that π∗φ = φ1 ◦ . . . ◦ φm, hence by (41)

γ(φ) ≤
m∑
i=1

γ(φi) = mγ(φi).(42)

In the case that for (M,U) there exists a finite symplectic covering π : M̂ →
M and ψ ∈ Ham(M̂, π∗ω) such that ψ(Ui) ∩ Ui = ∅ we obtain

cγ(U) ≤ 2γ(ψ) <∞

thus proving the finiteness assertion in Example 5.17.

Remark 5.18. The estimate (42) should not be sharp. One might expect
γ(π∗φ) = γ(φi). This will be studied more closely elsewhere.
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HILBERT’S TENTH PROBLEM FOR ALGEBRAIC
FUNCTION FIELDS OVER INFINITE FIELDS OF
CONSTANTS OF POSITIVE CHARACTERISTIC

Alexandra Shlapentokh

Let K be an algebraic function field of characteristic p > 2.
Let C be the algebraic closure of a finite field in K. Assume
that C has an extension of degree p. Assume also that K
contains a subfield K1, possibly equal to C, and elements u, x
such that u is transcendental over K1, x is algebraic over
C(u) and K = K1(u, x). Then the Diophantine problem of K
is undecidable.

Let G be an algebraic function field in one variable whose
constant field is algebraic over a finite field and is not al-
gebraically closed. Then for any prime p of G, the set of
elements of G integral at p is Diophantine over G.

1. Introduction.

The interest in the questions of Diophantine definability and decidability
goes back to a question which was posed by Hilbert: Given an arbitrary
polynomial equation in several variables over Z, is there a uniform algorithm
to determine whether such an equation has solutions in Z. This question,
otherwise known as Hilbert’s 10th problem, has been answered negatively in
the work of M. Davis, H. Putnam, J. Robinson and Yu. Matijasevich. (See
[5] and [6].) Since the time when this result was obtained, similar questions
have been raised for other fields and rings. Arguably the two most inter-
esting and difficult problems in the area are the questions of Diophantine
decidability of Q and the rings of algebraic integers of arbitrary number
fields. One way to resolve the question of Diophantine decidability over a
ring of characteristic 0 is to construct a Diophantine definition of Z over
such a ring. This notion is defined below.

Definition 1.1. Let R be a ring and let A ⊂ R. Then we say that A has a
Diophantine definition over R if there exists a polynomial f(t, x1, . . . , xn) ∈
R[t, x1, . . . , xn] such that for any t ∈ R,

∃x1, . . . , xn ∈ R, f(t, x1, . . . , xn) = 0 ⇐⇒ t ∈ A.
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If the quotient field of R is not algebraically closed, it can be shown that
we can allow Diophantine definitions to consist of several polynomials with-
out changing the nature of the relationship. (For more details see [6].) Such
Diophantine definitions have been obtained for Z over rings of algebraic in-
tegers of the following fields: Totally real extensions of Q, their extensions
of degree 2, fields with exactly one pair of complex conjugate embeddings,
some fields of degree 4, and some totally real infinite extensions of Q. For
more details concerning these results see [7], [11], [12], [25], [30], [29], [37].
However, not much progress has been made towards resolving the Diophan-
tine problem of Q. Further, one of the consequences of a series of conjectures
by Barry Mazur and Colliot-Thélène, Swinnerton-Dyer and Skorobogatov is
that Z does not have a Diophantine definition over Q, and thus one would
have to look for some other method for resolving the Diophantine problem
of Q. (Mazur’s conjectures can be found in [23] and [24]. However, Colliot-
Thélène, Swinnerton-Dyer and Skorobogatov have found a counterexample
to the strongest of the conjectures in the papers cited above. Their modifi-
cation of Mazur’s conjecture in view of the counterexample can be found in
[4].) In [40], the author of this paper has demonstrated that in certain to-
tally real algebraic number fields there exist recursive integrally closed rings
of algebraic numbers where infinite number of primes can appear in de-
nominators and where rational integers have Diophantine definition. (This
implies, of course, that Hilbert’s Tenth Problem is undecidable over these
rings.) The result above was not proved for Q. The general problem of
existence of Diophantine definitions of rational and algebraic integers over
integrally closed subrings of number fields (including the fields themselves)
remains open.

The problem turned out to be much more tractable over function fields.
At this point there are several results pertaining to Diophantine undecid-
ability of various function fields and rings. More specifically, we know that
the Diophantine problem of the following function fields is undecidable: the
rational function fields of characteristic 0 whose constant fields are subfields
of some p-adic fields or are formally real (see [9] and [19]), the rational
function fields in two variables over C (see [18]), the rational function fields
over the finite fields of constants (see [25], [41]), rational function fields
of positive characteristic whose constant fields do not contain the algebraic
closure of a finite field ([17]), and algebraic function fields over finite fields
of constants ([38]). Results concerning various function rings can be found
in [27], [31], [32], [34], [35], [36].

In this paper we extend the undecidability results of Pheidas, Kim and
Roush, and the author of this paper to a new class of fields of algebraic
functions: Algebraic function fields of positive characteristic p such that the
algebraic closure of a finite field contained in the fields under consideration
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has an extension of degree p. More specifically, we will prove the following
theorems.

Theorem. Let K be an algebraic function field of characteristic p > 2. Let
C be the algebraic closure of a finite field in K. Assume that C has an
extension of degree p. Assume also that K contains a subfield K1, possibly
equal to C, and elements u, x such that u is transcendental over K1, x is
algebraic over C(u) and K = K1(u, x). Then the Diophantine problem of
K is undecidable.

Theorem. Let G be an algebraic function field whose constant field C is
algebraic over a finite field of characteristic p > 0. Assume further, that C
is not algebraically closed. Then for any prime B of G the set of all elements
of G integral with respect to B is Diophantine over G.

The proof of the undecidability result is based on the idea first introduced
by Denef in [10] and further developed by Pheidas in [26], Kim and Roush
in [17], and the author of this paper in [38]. This idea can be summarized
by the following lemma.

Lemma 1.2. Let K be an algebraic function field of characteristic p > 0.
Let t ∈ K be a nonconstant element of K. Let Cp be the finite field of p
elements, and let G be the algebraic closure of Cp(t) in K. Let p be a prime
of K which lies above a nontrivial prime of G, and assume that the following
sets are Diophantine over K.

p(K) = {(x,w) ∈ K2|∃s ∈ N, w = xp
s}

INT (p),

where if w ∈ K ∩ INT (p) then ordpw ≥ 0, and if w ∈ G and ordpw ≥ 0,
then w ∈ INT (p). Then the Diophantine problem of K is undecidable.

(The proof of the lemma can be easily derived from the proof of [38,
Lemma 1.5].)

Section two of the paper is devoted to showing that p(K) is Diophantine
over K, while section three contains a proof of the fact that INT (p) is
Diophantine over K. Before we leave this section, we will state one more
easy but useful lemma concerning Diophantine definitions.

Lemma 1.3. Let L be a field, and let

P (w, u1, . . . , um) = 0(1.1)

be a polynomial equation over L. Let

{P s(w, x1, . . . , xn, y1, . . . , yr) = 0, s = 1, . . . , v}(1.2)
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be a set of equations over L. Then, assuming k > 0 is the degree of P in w,
there exists a set of equations

{Ql(u1, . . . , um, t1,0, . . . , tn,k−1, y1, . . . , yr) = 0, l = 1, . . . , e}(1.3)

over L such that for any u1, . . . , um, y1, . . . , yr ∈ L, the system (1.1) and
(1.2) has solutions w in the algebraic closure of L and x1, . . . , xn ∈ L(w)
if and only if for some t1,0 . . . , tn,k−1 ∈ L, t1,0, . . . , tn,k−1, u1, . . . , um,
y1, . . . , yr are solutions of the system (1.3).

Proof. Fix u1, . . . , um, y1, . . . , yr ∈ L and assume initially that the values
of u1, . . . , um under consideration will not make the leading coefficient of P
with respect to w zero. Under this assumption we can use Equation (1.1)
to compute {Ai,j(u1, . . . , um) ∈ L(u1, . . . , um)} such that for any i ∈ N,

wi =
k−1∑
j=0

Ai,jw
j .(1.4)

Next consider the following system of equations:{
P s

(
w,

k−1∑
i=0

ti,1w
i, . . . ,

k−1∑
i=0

ti,nw
i, y1, . . . , yr

)
= 0, s = 1, . . . , v

}
.(1.5)

If we treat {1, . . . , wk−1} as if they were linearly independent over L(u1, . . . ,
um, y1, . . . , yr) and use Equation (1.4), we can replace the system (1.5) by a
system of the form (1.3), where every Pi is replaced by k equations cor-
responding to the coefficients of the first k powers of w. Suppose now
(1.2) has solutions as described in the statement of the lemma. Since
0 < [L(w) : L] ≤ k, for i = 1, . . . , n, xi =

∑k−1
i=0 ai,jw

j , where ai ∈ L.
(If [L(w) : L] < k then for j = [L(w) : L], . . . , k, we can set ai,j = 0.)
Thus, the system (1.3) will clearly be satisfied with ti,j = ai,j . Conversely, if
for some ai,j ,= Ql(u1, . . . , um, a1,0, . . . , an,k−1, y1, . . . , yr) = 0, l = 1, . . . , e,
then given the construction of Ql’s and assuming w is a root of P ,

Ps

(
w,

k−1∑
i=0

ai,1w
i, . . . ,

k−1∑
i=0

ai,nw
i, y1, . . . , yr

)
= 0, s = 1, . . . , v.

Finally, we remove the assumption that the leading coefficient of P with
respect to w is not zero. To accomplish that we need to consider the following
cases: The k-th coefficient is not zero; the k-th coefficient is zero but k−1-st
coefficient is not zero; . . . ; only the free term is nonzero. Conditions for each
case can be written down in a Diophantine fashion and all the conditions
can be combined together in a Diophantine fashion also.

For the remainder of the paper we will use the following notations.
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Notations 1.4.

• K will denote an algebraic function field over a field of constants CK of
characteristic p > 2. In other words, K is a finite algebraic extension
of CK(w) for some w ∈ K transcendental over CK .

• C will denote the algebraic closure of a finite field in CK .
• u will denote a nonconstant element of K.
• G will denote the algebraic closure of C(u) in K.
• Given x1, . . . , xm ∈ G, Gx1,... ,xm will denote a subfield of G containing
x1, . . . , xm and such that Cx1,... ,xm - the constant field of Gx1,... ,xm is
finite.

• t will denote an element of G \ C such that the divisor of t is of the
form p/q, where p, q are K primes of degree qh for some rational prime
number q and a natural number h. Further, K/CK(t) is separable and
qh = n = [K : CK(t)].

• C̃K = CK̃ , where K̃ = C̃KK, will denote the algebraic closure of CK .
• r will denote the number of primes ramifying in the extension
C̃KK/C̃K(t).

• |C| ≥ N(n+2r+5), where N(n+2r+5) is a positive constant defined
in the proof of Theorem 6.11, or C is infinite.

• C has an extension of degree q, where q is a rational prime possibly
equal to p.

• x will denote a generator of G over C(t). (Such a generator exists by
Lemma 6.18 and our assumption that K/CK(t) is separable.)

• c0 = 0, c1 6= ±1, . . . cn+2r+5 6= ±1 will denote the elements of C such
that for i = 0, 1, . . . , n + 2r + 5, the divisor of t − ci is of the form
pi/q, where pi is a prime divisor. For i 6= j, for any natural number
s, cp

s

i 6= cj .
• For all i, Pi will denote the prime of CK(t) lying below pi, while P

and Q will denote CK(t)-primes below p and q respectively. For all i,
Pi, P and Q do not split in the extension K/CK(t).

• ri will denote the smallest positive integer such that cp
ri

i = ci. We will
let dij = cp

j

i , 0 ≤ j ≤ ri.

(The existence of an algebraic function field K over a sufficiently large or
infinite field of constants containing t and c1, . . . , c2r+n+5 satisfying the con-
ditions above follows from Theorem 6.11. In Section 5 of the paper we will
give a fuller description of the class of fields satisfying our assumptions.)

2. P-th Power Equations: The case of p = q.

In this section we will show that over an algebraic function field K of char-
acteristic p > 0, under some assumptions on the constant field, the set p(K)
is Diophantine. The method we are going to use has its origins in a paper
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of Pheidas (see [26]). It was extended by the author to prove an analogous
result for an algebraic function field over a finite field of constants. Unfortu-
nately, in its original form, this extension cannot be used to prove the results
pertaining to the algebraic function fields over infinite fields of constants,
since it relied on the fact that the class numbers of global fields are finite.
To prove the results mentioned above in our case, we will use the fact that
under our assumptions on the constant field, the algebraic function field K
will have a rational subextension of degree ph.

Lemma 2.1. Let F/G be a finite separable extension of fields of positive
characteristic p. Let α ∈ F be such that all the coefficients of its monic
irreducible polynomial over G are p-th powers in G. Then α is a p-th power
in F .

Proof. Let ap0 + . . .+ apm−1T
m−1 + Tm be the monic irreducible polynomial

of α over G. Let β be the element of the algebraic closure of F such that
βp = α. Then β is of degree at most m over G. On the other hand,
G(α) ⊆ G(β). Therefore, G(α) = G(β).

Lemma 2.2. Let F/G be a finite separable extension of fields of positive
characteristic p. Let [F : G] = n. Let x ∈ F be such that F = G(x) and for
distinct ap0, . . . , a

p
n ∈ G, NF/G(api − x) = ypi . Then x is a p-th power in F .

Proof. Let H(T ) = A0 + A1T + An−1T
n−1 + Tn be the monic irreducible

polynomial of x over G. Then for i = 0, . . . , n, H(api ) = ypi . Further, we
have the following linear system of equations: 1 ap0 . . . a

p(n−1)
0 apn0

. . . . . . . . . . . . . . .

1 apn . . . a
p(n−1)
n apnn


 A0

. . .
1

 =

 yp0
. . .
ypn

 .

Using Cramer’s rule to solve the system, it is not hard to conclude that for
i = 0, . . . , n, Ai is a p-th power in G. Then, by Lemma 2.1, x is a p-th power
in F .

Lemma 2.3. Let w ∈ K, let a1, . . . , ar be primes of K and let a1, . . . , ar+1

∈ C be a set of distinct constants. Then the set {w + a1, . . . , w + ar+1}
contains at least one element of K having no zero at any of the primes
a1, . . . , ar.

Proof. The lemma follows from the fact that each prime ai can be a zero of
at most one element of the set {w + a1, . . . , w + ar+1}.

Lemma 2.4. Let w ∈ K, let a, b ∈ C. Then all the zeros of w+a
w+b are zeros

of w + a and all the poles of w+a
w+b are zeros of w + b. Further, the height of

w+a
w+b is equal to the height of w. (Here by height we mean the degree of zero
or pole divisor of an algebraic function.)
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Proof. Let p be a prime of K. Then p is a pole w if and only if p is a pole
of w + a and a pole of w + b. Moreover, the order of the pole at all the
three functions will be the same. On the other hand, any zero of w+a

w+b will
come from zeros of w + a or poles of w + b. So let p be a pole of w + b.
Then ordp(w + a) = ordp(w + b) and therefore ordp

w+a
w+b = 0. A similar

argument shows that w+a
w+b is a unit at any valuation which is a pole of w+a.

Consequently, all zeros of w+a
w+b are zeros of w + a and all the poles of w+a

w+b
are zeros of w + b.

Finally, note that w+a
w+b = 1 + a−b

w+b . Let HK(w+a
w+b ) denote the K-height of

w+a
w+b . Then we have the following equalities.

HK

(
w + a

w + b

)
= HK

(
1 +

a− b

w + b

)
= HK

(
a− b

w + b

)
= HK(w + b) = HK(w).

The last equality follows from the fact, mentioned above, that the pole
divisors of w + b and w are the same.

Lemma 2.5. Let u, v, z ∈ C̃KK = K̃, let y ∈ C̃K(z), and assume y, z do
not have zeros or poles at any valuation of K̃ ramifying in the extension
K̃/C̃K(z). Further, assume

y − z = up − u(2.1)

y−1 − z−1 = vp − v.(2.2)

Then y = zp
s
, for some natural number s ≥ 0. (Note that in C̃K(z), the

zeros and the poles of z are simple. Assuming that z has no zeros or poles
at any valuations ramifying in the extension K̃/C̃K(z) amounts, therefore,
to assuming that all zeros and poles of z are simple in K̃.)

Proof. The argument below is very similar to the one used in [26, Lemma
1, pages 3-4], with the following difference. In this lemma we do not assume
that u, v are rational functions in z over C̃K and therefore we will have to
use the concept of local derivation with respect to a prime in place of the
derivative defined in the usual manner on a rational function field. (For a
discussion of local and global derivations see [22, pages 9-10] and [13, pages
144-148].) Let A/B be the divisor of z ∈ K̃, where A and B are relatively
prime integral divisors. Further, by assumption all the prime factors of A

and B are distinct. Next note that all the poles of vp − v and up − u in K̃
are of orders divisible by p. Since from the above discussion we know that
all the zeros and poles of z are of orders equal to ±1, we must conclude from
(2.1) and (2.2) that the divisor of y is of the form UpV, where all the prime
factors of V come from A or B and are distinct. Further, the factors of A
will appear to the first power in V; and the factors of B will appear to the
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power −1 in V. Indeed, let t be a prime which is not a factor of A or B.
Without loss of generality assume t is a pole of y. Then, since ordtz = 0,

0 > ordty = ordt(z − y) = ordt(up − u) ∼= 0 modulo p.

Now let t be a factor of A or B. Again, without loss of generality, assume that
t is a pole of y. If t is a factor of A, then ordt(y− z) = ordty = ordt(up−u).
Since we assumed t to be a pole of y, we must conclude that t is a pole of u
and thus ordty = ordt(up − u) ∼= 0 modulo p. If, on the other hand, t is a
factor of B. Then we have two possibilities: ordty = ordtz = −1 or again
ordty = ordt(up − u) ∼= 0 modulo p.

On the other hand, since y ∈ C̃K(z), where A and B are prime divisors,
we must conclude that the divisor of y is actually of the form UpAaBb, with
either a, b = 0 or a = 1, b = −1. (This follows from the observation that the
degree of the zero and the pole divisor of y must be the same. In particular,
the degrees must be equal modulo p.) If a, b = 0, taking into account the
fact that no prime which is a pole or zero of y ramifies in the extension
K̃/C̃K(z), we can conclude that the divisor of y in the rational field is also
a p-th power of another divisor. Thus, since in the rational field every zero
degree divisor is principal, y is a p-th power. Suppose, on the other hand
that a = 1, b = −1. Then we can conclude using an argument similar to the
one above, that yz−1 is a p-th power in the rational field. Thus, (2.1) can
be rewritten as

z(f − 1)p = up − u,(2.3)

where f ∈ C̃K(z). Since f − 1 is a rational function in z, we can further
rewrite (2.3) as

z(fp1 /f
p
2 ) = up − u,(2.4)

where f1, f2 are relatively prime polynomials in z over C̃ and f2 is monic.
From this equation it is clear that any valuation which is a pole of u, is
either a pole of z or a zero of f2. Further, the absolute value of the order
of any pole of u at any valuation which is a zero of f2, must be the same as
the order of f2 at this valuation. Therefore, s = f2u will have poles only at
the valuations which are poles of z. Thus we can rewrite (2.4) in the form

−zfp1 + sp = sfp−1
2 .

Let c be a zero of f2. Then, since f2 is a polynomial in z, c is not a pole of
z. Since, p− 1 ≥ 2, s is integral over C̃K [z], ordc(sp − zfp1 ) ≥ 2.

In general, for any x ∈ K̃ and any K̃-prime a, let ∂x/∂a denote the local
derivative of x with respect to a. Further, if x has a zero at a of order greater
than 1, then ∂x/∂a will have a zero at a. Now observe that

ordc∂(−zfp1 + sp)/∂c = ordc
d(−zfp1 + sp)

dz
= ordc(−fp1 ),



HILBERT’S TENTH PROBLEM... 471

by Lemma 6.17, since, by assumption f2 does not have any zeros at valua-
tions ramifying in the extension K̃/C̃K(t). Thus, f1 has a zero at c. But f1

and f2 are supposed to be relatively prime polynomials. Hence, f2 does not
have any zeros, and thus is equal to 1. Therefore, y is a polynomial in z.
Similarly, we can show that 1/y is a polynomial in 1/z. Hence, y is a power
of z, and more specifically, unless y = z, y must be a power of z divisible by
p. If y = z we are done. Otherwise, we have shown that y is a p-th power of
another rational function in z over C̃K . From this point on, the proof of the
lemma proceeds in the fashion identical to the proof which can be found in
[26, Lemma 1, pages 3, 4].

Lemma 2.6. Let w, u, ui,ji,k,jk , vi,ji,k,jk , i, k = 0, . . . , (r + n + 2),
ji = 1, . . . , ri, jk = 1, . . . , rk be elements of K satisfying the following equa-
tions for all i, k = 0, . . . , (r + n+ 2), and some 1 ≤ ji ≤ ri, 1 ≤ jk ≤ rk.

w − t = up − u(2.5)

w−1 − t−1 = vp − v(2.6)

wi,ji,k,jk =
w − di,ji
w − dk,jk

,(2.7)

ti,k =
t− ci
t− ck

(2.8)

wi,ji,k,jk − ti,k = upi,ji,k,jk − ui,ji,k,jk(2.9)
1

wi,ji,k,jk
− 1
ti,k

= vpi,ji,k,jk − vi,ji,k,jk .(2.10)

Then w = tp
s

for some natural number s ≥ 0.

Proof. First of all note that Q, and Pi for all i will remain prime in the
extension C̃K(t)/CK(t) and their factors will be unramified in the extension
K̃/C̃K . Indeed, the first assertion is true because all the listed primes are
of degree one in CK(t) and thus will remain prime under any constant field
extension. The second assertion is true by Lemma 6.16. Thus, for all i, k, ti,k
has neither zeros nor poles at any prime ramifying in the extension K̃/C̃K(t).

Next we note that by Lemma 2.3, for some i = 0, . . . , (n + r + 2) there
exist distinct k1, . . . , kn+1 ∈ {0, . . . , (r + n + 2)} \ {i} such that for any
1 ≤ ji ≤ ri, 1 ≤ jkl

≤ rkl
, wi,ji,kl,jkl

, l = 1, . . . , n + 1 does not have zeros
or poles at any prime ramifying in the extension K̃/C̃K(t). Indeed, we can
select the required indices in the following manner. First consider the set
{w − di,ji , i = 0, . . . , n + r + 2, 1 ≤ ji ≤ ri}. Note, that by assumption,
for all (i, ji), di,ji is a constant and all these constants are distinct. Let
{mu, u = 1 . . . , s} be the set of all the elements of the set {0, . . . , n+ r+2}
such that for some jmu in the set {1, . . . , rmu}, w − dmu,jmu

has a zero at
a valuation of K̃ ramifying in the extension K̃/C̃K(t). Then by Lemma
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2.3, s ≤ r. Therefore, the set {0, . . . , n + r + 2} \ {m1, . . . ,ms} contains
at least n + 3 elements. Choose i in this set. Finally choose k1, . . . , kn+1

in the set {0, . . . , n + r + 2} \ {m1, . . . ,ms, i}, containing at least n + 2
elements. Next consider, wi,ji,kl,jkl

= w−di,ji
w−dkl,jkl

, where 1 ≤ ji ≤ ri, kl ∈
{0, . . . , n+ r+2} \ {m1, . . . ,ms, i}, 1 ≤ jkl

≤ rkl
. Note that neither numer-

ator, nor denominator of this fraction has a zero at a valuation ramifying
in the extension K̃/C̃K(t). Thus, by Lemma 2.4, wi,ji,kl,jkl

has no zeros or
poles at any valuation ramifying in the extension K̃/C̃K(t).

If w ∈ CK(t) then we can apply Lemma 2.5 to conclude that our lemma is
true. Thus, we may assume w 6∈ CK(t). This would imply that wi,ji,kl,jkl

6∈
CK(t) for all i, ji, kl, jkl

Further, by an argument similar to the one used in
the proof of Lemma 2.5, for all l = 1, . . . , n+ 1, Equations (2.9) and (2.10)
imply that for some ji, jkl

the divisor of wi,ji,kl,jkl
is of the form Appakl

pbi ,
where a is either -1 or 0 and b is either 1 or 0. Let Kw = CK(w, t), and
note that for all i, k, ji, jk, wi,ji,k,jk ∈ Kw and [Kw : CK(t)] = pm, where
0 < m ≤ h. (The left inequality is strict due to our assumption that
w 6∈ CK(t).) Further, since for all l = 1, . . . , n + 1, wi,ji,kl,jkl

does not
have any zeros or poles ramifying in the extension K/CK(t), the divisor
of wi,ji,kl,jkl

will be of the form A
p
Kw

Pa
i,wPb

kl,w
in Kw, where AKw is the

Kw-divisor below the divisor A, and for all i, Pi,w denotes the prime below
pi in CK(t, w). Next we note that for all l = 1, . . . , n + 1 the divisor of
NKw/CK(t)(wi,ji,kl,jkl

) is equal to the corresponding norm of the divisor of
wi,ji,kl,jkl

. On the other hand,

NKw/CK(t)Pi,w = P
f(Pi,w/Pi)
i = P

pm

i .

Thus, for all l = 1, . . . , n+ 1, the divisor of the norm of wi,ji,kl,jkl
in CK(t)

is a p-th power of some other divisor of CK(t). Since in CK(t) every zero
degree divisor is principal, we must conclude that for all l = 1, . . . , n + 1,
the K/CK(t) norm of wi,ji,kl,jkl

is a p-th power of some element of CK(t).
On the other hand,

w−1
i,ji,kljkl

=
w − dkl,jkl

w − di,ji
= 1 +

di,ji − dkl,jkl

w − di,ji

= (di,ji − dkl,jkl
)

(
1

di,ji − dkl,jkl

− 1
di,ji − w

)
.

Thus, we can conclude that for l = 1, . . . , n+ 1,

NKw/CK(t)

(
1

di,ji − dkl,jkl

− 1
di,ji − w

)
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is a p-th power. Then, by Lemma 2.2, taking into account our assumption
that for all natural numbers s, for r 6= j, cp

s

r 6= cj , we can conclude that
w− di,ji is a p-th power in K. Consequently, w is a p-th power in K. Thus,
w = w̃p for some w̃ ∈ K. Next observe the following.

wi,ji,k,jk =
w − di,ji
w − dk,jk

=
w − cp

ji

i

w − cp
jk

k

=

(
w̃ − cp

mi

i

w̃ − cp
mk

k

)p
= (w̃i,mi,k,mk

)p,

where mi = ji − 1,mk = jk − 1, if jk, ji > 1 and mi = ri,mk = rk, if
jk = 1, ji = 1. Note that since for all k, jk took all values 1, . . . , rk, the
same will be true of mk. Thus Equations (2.9) and (2.10) can be rewritten
in the following manner.

w̃i,mi,k,mk
− ti,k = (upi,ji,k,jk − w̃pi,mi,k,mk

)− (ui,ji,k,jk − w̃i,mi,k,mk
),(2.11)

1
w̃i,mi,k,mk

− 1
ti,k

=

(
vpi,ji,k,jk −

1
w̃pi,mi,k,mk

)
−
(
vi,ji,k,jk −

1
w̃i,mi,k,mk

)
,

(2.12)

where 1 ≤ mi ≤ ri, 1 ≤ mk ≤ rk. Equations (2.5) and (2.6) can be rewritten
in a similar fashion. Therefore, the previous argument applies to w̃. Note
also that the height of w̃ is strictly less than the height of w. Thus after
finitely many iterations of this process, we will find ourselves in a situation
where (2.5) and (2.6) hold for a w̄ ∈ K, whose height is less or equal to
the height of t. This would imply that the divisor of w̄ and t are the same.
In other words, w̄ = at, where a is a constant. Thus, (a − 1)t = up − u.
However, unless a = 1, we have a contradiction. Therefore, if we assume
that the height of w̄ is less or equal to the height of t, we must conclude
that w̄ = t. Consequently, for some natural number s, w = tp

s
.

Corollary 2.7. The set {w ∈ K|∃s ∈ N, w = tp
s} is Diophantine over K.

Proof. First we note that for any x ∈ K and any s ∈ N

xp
s − x = (xp

s−1
+ xp

s−2
+ · · ·+ x)p − (xp

s−1
+ xp

s−2
+ · · ·+ x).(2.13)

Next we want to show that assuming w = tp
s
, Equations (2.5)-(2.10) can

be satisfied over K. In view of equality (2.13), it is enough to show that
for some 1 ≤ ji ≤ ri, 1 ≤ jk ≤ rk, wi,ji,k,jk = (ti,k)p

s
. Choose ji ∼= s

modulo ri. (Such a ji exists since the set of all possible values of ji contains
a representative of every class modulo ri.) Then cp

s

i = (cp
ji

i )p
mri = cp

ji

i .
Similarly, choose jk ∼= s modulo rk so that cp

s

k = cp
jk

k . Now the desired
conclusion follows from Equations (2.7) and Equations (2.8).
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Lemma 2.8. Let σ, µ ∈ K. Assume that all the primes that are poles of σ
or µ do not ramify in the extension K̃/C̃K(t). Further, assume the following
equality is true.

t(σp − σ) = µp − µ.(2.14)

Then σp − σ = µp − µ = 0.

Proof. Let A, B be integral divisors of K, relatively prime to each other
and to p and q, such that the divisor of σ is of the form A

Bpiqk, where i, k
are integers. Then it is not hard to see that for some integral divisor C,
relatively prime to B, p and q, some integers j,m, the divisor of µ is of the
form C

Bpjqm. Indeed, let t be a pole of µ such that t 6= p and t 6= q. Then

0 > pordtµ = ordt(µp − µ) = ordt(t(σp − σ)) = ordt(σp − σ) = pordtσ.

Conversely, let t be a pole of σ such that t 6= p and t 6= q. Then

0 > pordtσ = ordt(σp − σ) = ordt(t(σp − σ)) = ordt(µp − µ) = pordtµ.

By the Strong Approximation Theorem there exists b ∈ K such that the
divisor of b is of the form BD/ql, where D is an integral divisor relatively
prime to A,C, p, q and l is a natural number. Then bσ = s1t

i, bµ = s2t
j ,

where s1, s2 are integral over CK [t] and have zero divisors relatively prime
to p and B. Indeed, consider the divisors of bσ:

BD

ql
A

B
piqk = DApiqk−l = DAqk−l+i

pi

qi
.

Thus the divisor of s1 is of the form DAqk−l+i and therefore, q is the only
pole of s1, making it integral over Ck[t]. Further, by construction A and D
are integral divisors relatively prime to p and B. A similar argument applies
to s2.

Multiplying through by bp we will obtain the following equation.

t(sp1t
ip − bp−1s1t

i) = sp2t
jp − bp−1s2t

j .(2.15)

Suppose i < 0. Then the left side of (2.15) has a pole of order ip + 1 at p.
This would imply that j < 0 and the right side has a pole of order jp at p.
Thus, we can assume that i, j are both nonnegative. We can now rewrite
(2.15) in the form

(sp1t
ip+1 − sp2t

jp) = bp−1(s1ti+1 − s2t
j).(2.16)

Let t be any prime factor of B in K̃. Then t does not ramify in the extension
K̃/CK̃(t) and since p > 2, ordt(s

p
1t
ip+1 − sp2t

jp) ≥ 2. Thus, ordt∂(sp1t
ip+1 −

sp2t
jp)/∂t > 0. Since t is not ramified in the extension K̃/CK̃(t), by Lemma

6.17, ordt∂(sp1t
ip+1 − sp2t

jp)/∂t = ordtd(s
p
1t
ip+1 − sp2t

jp)/dt = ordt(s
p
1t
ip).

Therefore, since t, by assumption is not a zero of t, s1 has a zero at t. This,
however, is impossible. Consequently, B is a trivial divisor, and in (2.14)
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all the functions are integral over CK [t], i.e., they can have poles at q only.
Assuming µ is not a constant and thus has a pole at q, we note that the
left side has a pole at q of order equivalent to 1 modulo p, while the right
side has the pole q of order equivalent to 0 modulo p. Thus, µ is a constant.
But the only way the product of t and a function integral over CK [t] can
be a constant is for that function to be equal to zero. Consequently, the
statement of the lemma is true.

Lemma 2.9. Let v ∈ K and assume for some distinct a0 = 0, a1, . . . , an ∈
CK , the divisor of v + a0, . . . , v + an is a p-th power of some other divisor
of K. Then, assuming for all i, v + ai does not have any zeros or poles at
any prime ramifying in the extension K/CK(t), v is a p-th power in K.

Proof. First assume v ∈ CK(t). Since v + ai does not have any zeros or
poles at primes ramifying in the extension K/CK(t), the divisor of v + ai
in CK(t) is a p-th power of another CK(t) divisor. Since in CK(t) every
zero degree divisor is principal, v is a p-th power in CK(t) and therefore
in K. Next assume v 6∈ CK(t). Note that no zero or pole of v + ai is at
any valuation ramifying in the extension K/CK(t, v). Hence, in CK(t, v) the
divisor of v + ai is also a p-th power of another divisor. Finally note that
NCK(t,v)/CK(t)(v + ai) will be a p-th power in CK(t) and apply Lemma 2.2.

Lemma 2.10. Let x, v ∈ K \ {0}, let u = xp+t
xp−t . Further, assume that the

following equations hold for all i, k = 0, . . . , (2r + n + 5), some 1 ≤ ji ≤
ri, 1 ≤ jk ≤ rk, and some s ≥ 0.

ui,k,g =
ug + ci
ug + ck

, g = −1, 1.(2.17)

vi,ji,k,jk,g =
vg + di,ji
vg + dk,jk

, g = −1, 1.(2.18)

(2.19) v2e
i,ji,k,jk,g

tmp
s − u2e

i,k,gt
m = µpi,ji,k,jk,e,m,g − µi,ji,k,jk,e,m,g,

e = −1, 1,m = 0, 1, g = −1, 1.

vei,ji,k,jk,g − uei,k,g = σpi,ji,k,jk,e,g − σi,ji,k,jk,e,g, e = −1, 1, g = −1, 1.(2.20)

(ug + ci)e − (vg + di,ji)
e = µpi,ji,e,g − µi,ji,e,g, e = −1, 1, g = −1, 1.(2.21)

Then for some natural number k, v = up
k
.

Proof. First of all, we claim that for all i, k, g, ui,k,g has no multiple zeros or
poles except possibly at the primes ramifying in K̃/C̃K(t), p or q. Indeed,
by Lemma 2.4, all the poles of ui,k,g are zeros of ug + ck and all the zeros of
ui,k,g are zeros ug + ci. However, by Lemma 4.5 of [38] and by assumption
on ci and ck, all the zeros of ug + ck and ug + ci are simple, except possibly
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for zeros at p, q, or primes ramifying in the extension K̃/C̃K(t). For future
use, we also note that u is not a p-th power in K, assuming x 6= 0. (This
can be established by computing the derivative of u, which is not 0, if x
is not 0.) We will show that if s > 0 then v is a p-th power in K, and
if s = 0 then u = v. Suppose s > 0 and let g = 1. Next note that by
Lemma 2.3, by an argument similar to the one used in Lemma 2.6, there
exist 0 ≤ i ≤ (2r+5+n), 0 ≤ kl ≤ (2r+n+5), l = 1, . . . , n+1, kl 6= i, kl 6= km
for m 6= l, such that for all 1 ≤ ji ≤ ri, 1 ≤ jkl

≤ rkl
, ui,kl,1 and vi,ji,kl,jkl

,1

have no zeros or poles at the primes of K̃ ramifying in the extension K̃/C̃(t),
or p or q. Note that for thus selected indices, all the poles and zeros of ui,kl,1

are simple for l = 1, . . . , n+ 1.
Pick an i, k1, . . . , kn+1, ji, jk1 , . . . , jkn+1 such that Equations (2.17)-(2.21)

are satisfied for these indices and ui,k1,1, vi,ji,k1,jk1
,1, . . . , ui,kn+1,1,

vi,ji,kn+1,jkn+1
,1 have no poles or zeros at primes ramifying in the extension

K̃/C̃(t), or at p or q. Further, by an argument similar to the one used in
the proof of Lemma 2.5, either for l = 1, . . . , n+ 1, the divisor of vi,ji,kl,jkl

,1

in K̃ is a p-th power of another divisor or for some l and some prime t not
ramifying in K̃/C̃(t) and not equal to p or to q, ordtvi,ji,kl,jkl

,1 = ±1. In the
first case, given the assumption that vi,ji,kl,jkl

,1’s do not have poles or zeros
at ramifying primes and Lemma 2.9, v is a p-th power in K. So suppose the
second alternative holds. In this case, without loss of generality, assume t is
a pole of vi,ji,kl,jkl

,1. Next consider the following equations

v2
i,ji,kl,jkl

,1t
ps − u2

i,kl,1
t = µpi,ji,kl,jkl

,1,1,1 − µi,ji,kl,jkl
,1,1,1,(2.22)

v2
i,ji,kl,jkl

,1 − u2
i,kl,1

= µpi,ji,k,jk,0,1,1 − µi,ji,k,jk,0,1,1,(2.23)

obtained from (2.19) by first making e = 1,m = 1 and then e = 1,m = 0.
(If t were a zero of vi,ji,kl,jkl

,1, e would be equal to -1 in both equations.)
Since t does not have a pole or zero at t and p > 2, we must conclude that

ordt(v2
i,ji,kl,jkl

,1t
ps − u2

i,kl,1
t) = ordt(µ

p
i,ji,kl,jkl

,1,1,1 − µi,ji,kl,jkl
,1,1,1) ≥ 0

and

ordt(v2
i,ji,kl,jkl

,1 − u2
i,kl,1

) = ordt(µ
p
i,ji,kl,jkl

,0,1,1 − µi,ji,kl,jkl
,0,1,1) ≥ 0.

Thus,

ordtv
2
i,ji,kl,jkl

,1(t
ps − t)

= ordt(µ
p
i,ji,kl,jkl

,1,1,1 − µi,ji,kl,jkl
,1,1,1 − tµpi,ji,kl,jkl

,0,1,1 + tµi,ji,kl,jkl
,0,1,1)

≥ 0.

Finally, we must deduce that ordt(tp
s − t) ≥ 2|ordtv|. But in CK(t) all the

zeros of (tp
s−t) are simple. Thus, this function can have multiple zeros only



HILBERT’S TENTH PROBLEM... 477

at primes ramifying in the extension K̃/C̃K(t). By assumption t is not one
of these primes and thus we have a contradiction, unless v is a p-th power.

Suppose now that s = 0. Set g = 1 again and let i, k1, . . . , kn+1 be
selected as above. Then from (2.22) and (2.23) we obtain

µpi,ji,k,jk,1,1,1 − µi,ji,k,jk,1,1 = t(µpi,ji,k,jk,0,1,1 − µi,ji,k,jk,0,1,1).

Note here that all the poles of µi,ji,k,jk,1,1,1 and µi,ji,k,jk,0,1,1 are poles of
ui,kl,1, vi,ji,kl,jkl

,1 or t, and thus are not any valuation ramifying in the ex-
tension K̃/C̃K(t). By Lemma 2.8 we can then conclude that

v2
i,ji,kl,jkl

,1 − u2
i,kl,1

= 0.

Thus, vi,ji,kl,jkl
,1 = ±ui,kl,1. Since all the poles of ui,kl,1 are simple, (2.20)

with k = kl rules out “−”. Therefore,

vi,ji,kl,jkl
,1 = ui,kl,1.(2.24)

Rewriting (2.24) we obtain

di,j − dkl,jkl

v + dkl,jkl

=
ci − ckl

u+ ckl

,

or

v = au+ b,(2.25)

where a, b are constants.
Now keep s = 0, set g = −1, pick new distinct i, k1, . . . , kn+1 such that

ui,kl,−1, vi,ji,kl,jkl
,−1, l = 1, . . . , n+ 1 do not have any zeros or poles at valu-

ations ramifying in the extension K̃/C̃K(t), at p or q. Repeat the argument
above (with s = 0) for g = −1 to conclude that

v−1 = āu−1 + b̄,(2.26)

where ā, b̄ are also constants. Equation (2.25) stipulates that u and v have
the same poles. If b̄ 6= 0, then (2.26) stipulates that u and v have no poles in
common. Since u is not constant, and therefore, v is not constant, we must
deduce that b̄ = 0 and u = av for some constant a. If a 6= 1, from (2.21),
we conclude, using g = 1 for all i, that all the zeros of u + ci are of order
divisible by p. Indeed, consider 1

u+ci
and 1

u+a−1di,j
. Either aci = cp

ji

i = di,ji
and

1
u+ ci

− 1
v + di,ji

=
1

u+ ci
− a−1 1

u+ ci
= (1− a−1)/(u+ ci),

or u+ ci and v+ di,ji = au+ di,ji have no common zeros, and 1
u+ci

− 1
v+di,ji

has poles at all the valuations at which 1
u+ci

has poles, and these poles are
of the same order as the poles of 1

u+ci
. Since this cannot happen, a = 1.
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If s > 0 and v is a p-th power, then Equations (2.18)-(2.21) can be rewrit-
ten in the same fashion as equations in Lemma 2.6 with s being replaced by
s−1 and v replaced by its p-th root. Therefore, after finitely many iterations
of this rewriting procedure we will be in the case of s = 0. Hence, for some
natural number k, v = up

k
.

Corollary 2.11. Let x ∈ K, and let u = xp+t
xp−t . Then the set {w ∈ K‖∃s ∈

N, w = up
s} is Diophantine over K.

Proof. Given Lemma 2.10, it is enough to show that if w = up
s

for some
natural number s, Equations (2.17) - (2.21) can be satisfied in the remaining
variables over K. The proof of this assertion is identical to the proof of
Corollary 2.7.

Finally we state the main result of this section.

Theorem 2.12. The set {(x, y) ∈ K2‖∃s ∈ N, y = xp
s} is Diophantine

over K.

Given Corollaries 2.7 and 2.11, the proof of this theorem will be identical
to the proof of Theorem 5.12 of [38].

3. Integrality at One Prime: The case of q = p.

In this section we will show that integrality at one prime is a Diophan-
tine condition over an algebraic function field of characteristic p > 0 whose
constant field has an extension of degree p > 0.

Lemma 3.1. Let L be a local field or an algebraic function field of positive
characteristic p. Let v ∈ L and let α be a root of the equation

xp − x− v = 0.(3.1)

Then either α ∈ L or α is of degree p over L. Further, in the second case the
extension L(α)/L is cyclic of degree p and the only primes possibly ramified
in this extension are the poles of v. On the other hand, if for some L-prime
a, ordav 6∼= 0 modulo p and ordav < 0, then a factor of a in L(α) will be
ramified completely.

Proof. Let α = α1, . . . , αp be all the roots of (3.1) in the algebraic closure
of L. Then we can number the roots so that αi = α + i − 1. Thus, either
the left side of (3.1) factors completely or it is irreducible. In the second
case α is of degree p over L and L(α) contains all the conjugates of α over
L. Thus, the extension L(α)/L is Galois of degree p, and therefore is cyclic.
Next consider the different of α. This different is a constant. By [3, Lemma
2, page 71], this implies that no prime of L at which α is integral has any
ramified factors in the extension L(α)/L. Finally, suppose a is a prime of L
described in the statement of the lemma. Let ã be an L(α) prime above a.
Then ordãv ∼= 0 modulo p. Thus, ã must be totally ramified over a.



HILBERT’S TENTH PROBLEM... 479

Lemma 3.2. Let M/K be a Galois extension of algebraic function fields of
degree n. Let p be a prime of K which does not split in M . Let h ∈ K be
such that ordph 6∼= 0 modulo n. Then h is not a norm of an element of M .

Lemma 3.3. Let H/F be an unramified extension of local fields of degree
n. Let t be the prime of F . Let x ∈ F be such that ordtx ∼= 0 modulo n.
Then x is a norm of some element of H.

Proof. Let π be a local uniformizing parameter for t. Then x = πnε, where
ε is a unit. Since πn is an F -norm, x is an F -norm if and only if ε is an F
norm. The last statement is true by [42, Corollary, page 226].

Lemma 3.4. Let L be an algebraic function field. Let C and B be prime
divisors of L. Let v ∈ L be such that the divisor of v is of the form C−1V,
where V is a divisor of L which has no common factors with C or B. Further,
assume v is equivalent to bp − b modulo B, where b ∈ CL, the constant field
of L. (Such a v exists by the Weak Approximation theorem.) Let β be a root
of (3.1). Let RB be the residue field of B in L and assume it is separable
over CL. Let δ be an element of the algebraic closure of CL, such that CL(δ)
is isomorphic to the Galois closure of RB over CL. Let L̄ = L(β, δ). Then
in L̄,

C =
∏

c
p
i ,(3.2)

and

B =
∏

bi,(3.3)

where for i 6= j, bi 6= bj, ci 6= cj, and for all i, bi is of degree 1.

Proof. By Lemma 3.1, [L(β) : L] = p, and the prime above C in L(β) is
totally ramified. Thus, in L(β), C = cp. Note that by Lemma 3.1, B does
not have ramifying factors in the extension L(β)/L. On the other hand, the
left side of (3.1) will factor completely modulo B. Since all the coefficients of
the left side (3.1) are integral at B and B is not a zero of the discriminant of
this polynomial, β generates a local integral basis with respect to B. Thus
the fact that left side of (3.1) will factor completely modulo B implies that
b will split completely in L(β). Thus, the residue fields of the factors of B in
L(β) are the same as the residue field of B in L. Next note that the constant
fields of L and L(β) are the same because C has a completely ramified factor
in this separable extension. Hence the residue fields of the factors of b in
L(β) are separable over CL(β) = CL. Consequently, we can apply Lemma
6.14 to assert that in L(β, δ) all the factors of b will be of degree 1. Finally
we note that no factor of b is ramified in the extension L(β, δ)/L, so that
all the factors in the product (3.3) are distinct. Similarly, no prime ramifies
in the extension L(β, δ)/L(β), and all the factors in the product (3.2) are
distinct.
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Lemma 3.5. Let b be a prime of K and let B be a prime of G below b.
Assume B is not trivial. Let RB be the residue field of B in G, and let δB
be a generator of the extension of C isomorphic to RB. Let K̄ be a separable
extension of K where b splits into factors of degree 1. Let Ĝ be the algebraic
closure of G in K̄. Then Ĝ contains δB.

Proof. Let b =
∏m
i=1 bi be the factorization of b in K̄. Then each bi lies over

a nontrivial prime Bi of Ĝ. (This is true because each Bi is an extension
of B.) Let x ∈ G be such that its residue class generates RB over C, and
let F (T ) ∈ C[T ] be the irreducible polynomial of the residue class of x over
C. Then F (δB) = 0 and F (x) ∼= 0 modulo B. On the other hand, since b1

is of degree 1, there exists a ∈ CK̄ such that x − a ∼= 0 modulo b1. Hence,
0 ∼= F (x) ∼= F (a) modulo b1. But F (a) is a constant. Therefore, F (a) = 0.
Since every extension of C is Galois, and a is a conjugate of δB over C,
δB ∈ C(a) ⊂ Ĝ.

Lemma 3.6. Let a be a prime of K with a nontrivial restriction to G. Let
A be the prime below a in G. Let K̄ ⊃ Ḡ be finite separable extensions of
K and G respectively. Let ā be a prime above a in K̄. Let Ā be the prime
below ā in Ḡ. Then Ā lies above A in Ḡ (and thus is not a trivial prime of
Ḡ). Further, if we assume that e(ā/a) = e(Ā/A), then e(ā/Ā) = e(a/A).

Proof. Let ā and Ā be as in the statement of the lemma. Then, since ā
restricts to Ā in Ḡ and to A in G, we must conclude that the restriction of
Ā to G is also A. Further, we have the following equality. e(ā/Ā)e(Ā/A) =
e(ā/a)e(a/A). Thus, e(ā/Ā) = e(a/A).

Lemma 3.7. Let a, b be two primes of K, restricting to nontrivial primes
A and B of G respectively. Assume the residue field of b is separable over
CK . Further, assume that b and a are unramified over G and are the only
factors of B and A in K. Let f ∈ G be such that its divisor is of the form

Bs

AU
,(3.4)

where U is an integral divisor of G relatively prime to B and A, and s is a
natural number such that s 6∼= 0 modulo p. Let v ∈ G be such that it has a
pole of order 1 at all the primes which are factors of the pole divisor of f
and is equivalent to bp− b modulo B for some b ∈ C. (Such an f ∈ G exists
by the Strong Approximation Theorem.) Let δG, an element of the algebraic
closure of C, be a generator of the residue field of B over C and let δK , an
element of the algebraic closure of CK , be a generator of the Galois closure
of the residue field of b over CK . Let β be a root of (3.1) in the algebraic
closure of K. Let w ∈ G, and let Aw, Bw, Uw be the primes and the divisor
below A and B and U respectively in Gt,x,v,w,f . Let Ḡw = Gx,t,v,w,f,β. Let
K̄ = K(β, δK), Ḡ = G(β, δG). Then the following statements are true.
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1) Ḡw ⊂ Ḡ ⊂ K̄.
2) Ḡ/Ḡw is a separable (possibly infinite) constant field extension, and

thus no prime ramifies in this extension.
3) The primes Aw and Bw are distinct in Ḡw.
4) In K̄, b =

∏
bi, where bi are distinct prime divisors of degree 1.

5) In Ḡ, B =
∏

Bi, where Bi are distinct prime divisors of degree 1.
6) For each i there exists j such that bi lies above Bj and e(bi/Bj) = 1.
7) In K̄, a =

∏
a
p
i , where ai are distinct prime divisors.

8) In Ḡ, A =
∏

A
p
i , where Ai are distinct prime divisors.

9) For each i there exists j such that ai lies above Aj and e(ai/Aj) = 1.
10) In Ḡw, Aw = a

p
w for some prime aw of Ḡw.

11) There exist z1 ∈ Ḡ such that its divisor is of the form TA−1
1 , where

T is a divisor of Ḡ relatively prime to B and A, such that for some
b ∈ C, z1 ∼= bp − b modulo B.

12) Let k > 0, k 6∼= 0 modulo p be greater than the highest order of any
pole of z1 in K̄. Then there exists z2 ∈ Ḡ such that its divisor is of
the form WA

−pl

1 , where pl > p2k and W is an integral divisor of Ḡ
relatively prime to B and A. Further, z2 ∼= 1 modulo B.

13) Let z = z1z2. Then in Ḡ, z has a pole of order pl + 1 > p2k at A1 and
is equivalent to bp − b modulo B. All the other poles of z are of order
less than k.

14) In Ḡw(z), z has a pole of order pl+1 > p2k at the prime below A1 and
is equivalent to bp − b modulo the divisor below B.

15) In Ḡ, U is a p-th power of another divisor.
16) In Ḡw, Uw is a p-th power of another divisor.

Proof. 1. First of all, x, t ∈ G by construction, v, f, w ∈ G by assumption.
Therefore, Gx,t,v,f.w ⊂ G, and Ḡw = Gx,t,v,f,w,β ⊂ G(β, δG) = Ḡ. Secondly,
by Lemma 6.14, b will split into factors of degree 1 in K̄. Therefore, δG ∈
K(δK) by Lemma 3.5. Hence, Ḡ ⊂ K̄.

2. Ḡ = C(t, x, β, δG) = CḠw(β).
3. Since v ∈ Ḡw has a pole at Aw but not at Bw, these primes must be

distinct in Ḡw.
4,5,7,8,10,15,16. These statements follow from Lemma 3.4.
6,9. These statements follow from Lemma 3.6.
11, 12. These statements follow from Lemma 6.15.
13. This statement follows from a direct calculation of the orders of poles

of z.
14. This statement follows from the fact that Ḡ/Ḡw(z) is also a separable

constant field extension and thus no prime is ramified.

Lemma 3.8. Let b, a, A, B, Ḡ, K̄, ai, Ai, bi, Bi, f, z, s, k be as in Lemma
3.7. Let w ∈ K. If w ∈ G then let Ḡw be as in Lemma 3.7. Let a ∈ CK̄ be
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such that the equation

xp − x− a = 0(3.5)

has no solution in CK̄ , the constant field of K̄, while a is algebraic over a
finite field. If w ∈ G, without loss of generality, we can assume that a ∈ Gw.
(Gw can be any subfield of G containing the elements listed above and such
that its constant field is finite.) Let

h = f−1wp(s+1) + f−p.(3.6)

Let βw be a root of the equation

xp − x− (h−k + z) = 0.(3.7)

Let α be a root of the Equation (3.5). Then the following statements are true.
1) If w ∈ K has a pole at b, then the equation

p−1∏
i=0

(a0 + a1(α+ i) + · · ·+ ap−1(α+ i)p−1) = h(3.8)

has no solution (a0, . . . , ap−1) ∈ K̄(βw).
2) If w ∈ G has no pole at B, then Equation (3.8) will have a solution

(a0, . . . , ap−1) ∈ Ḡw(z, βw) ⊂ Ḡ(βw).

Proof. The following figure describes the extensions involved. The two left
columns correspond to the case of w ∈ G.

Gw,f,v,t,x

Ḡw(z)

Ḡw(z, βw)

Ḡw(z, βw, α)

G

Ḡ

Ḡ(βw)

Ḡ(βw, α)

K̄(βw)

K̄(βw, α)

K̄

K

Primes which are poles of f are rami-
fied with ramification degree equal to p.
Factors of Bw, B, b are not ramified.
Bw, B, b split into factors of degree 1.

There is no constant field extension.
Primes at which h has a zero of order
not divisible by p are ramified with ram-
ification degree equal to p. Factors of
Bw, B, b are not ramified and split
completely into factors of degree 1, if
w has a pole at b.

Factors of Bw, B, b do not split.

Aw,Bw A, B a, b
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Before we proceed with the proof we will discuss the following three points.
First of all, we will show below that for all w ∈ G,

[K̄(βw) : K̄] = [K̄(βw, α) : K̄(βw)] = p,(3.9)

[Ḡ(βw) : Ḡ] = [Ḡ(βw, α) : Ḡ(βw)] = p,(3.10)

[Ḡw(βw, z) : Ḡw(z)] = [Ḡw(z, βw, α) : Ḡw(z, βw)] = p,(3.11)

while (3.9) holds for all w ∈ K. Secondly, it is not hard to see that the
existence of solutions a0, . . . , ap−1 ∈ K̄(βw) to (3.8) is equivalent to existence
of u ∈ K̄(α, βw) such that

NK̄(α,βw)/K̄(βw)(u) = h.(3.12)

Finally, assume w ∈ G. Then it is also not hard to see that (3.8) has
solutions in Ḡw(z, βw) if and only if there exists u ∈ Ḡw(z, α, βw) such that

NḠw(z,α,βw)/Ḡw(z,βw)(u) = h.(3.13)

In order to show that (3.9)-(3.11) hold, we will show that in extensions
K̄(βw)/K̄, Ḡ(βw)/Ḡ, and Ḡw(βw, z)/Ḡw(z) at least one prime will have
ramification degree p while the degree of each extension listed above is at
most p. (As above, when we consider the last two extensions, we assume
that w ∈ G.) Since all the extensions listed above are separable, the pres-
ence of a totally ramified prime will imply that there is no constant field
extension in either of the three extensions. Thus, since α was of degree p
over CK̄ , C and Cw- the constant field of Gw, it will remain of degree p over
the constant fields of K̄(βw), Ḡ(βw) and Ḡw(βw, z). We can assume without
loss of generality that a K̄-prime a1 lies above a Ḡ-prime A1. In this case,
by Lemma 3.7, in K̄, f has a pole of order p at a1, so that f−1 and f−p have
zeros of order p and p2 respectively at a1. Therefore, if w has a pole at a1,

orda1h = orda1f
−1w(s+1)p + f−p = ps orda1w < 0.

If w is a unit at a1, then

orda1h = orda1f
−1wp(s+1) + f−p = −orda1f = p.

If w has a zero at a1, then

orda1h = orda1f
−1wp(s+1) + f−p = −p orda1f = p2.

Thus, at a1, h either has a pole or a zero of degree at most p2. Now consider
h−k+z. Since at a1, z has a pole of order greater than p2k, orda1(h

−k+z) =
orda1z = −(pl + 1). Therefore, by Lemma 3.1, a1 will ramify completely in
the extension K̄(βw)/K̄. Hence, this extension is of degree p. Since at least
one prime is ramified completely and the extension is separable, the constant
field of K̄(βw) is the same as the constant field of K̄. Thus α is of degree p
over K̄(βw). Further we remind the reader that if w ∈ G, h ∈ Ḡw(z) ⊂ Ḡ.
In these fields, h−k + z will have a pole of order not divisible by p at primes
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below a1. Therefore, by Lemma 3.1 these primes in Ḡw(z)(βw) and in Ḡ(βw)
respectively will have factors with ramification degree p. Consequently, the
degrees of the corresponding extensions will be equal to p. Finally, α will
remain of degree p over Ḡw(z)(βw) and Ḡ(βw) for the reasons described
above.

For future use, in the case w ∈ G, also note that in all of the three fields,
any valuation that is a zero of h is also a pole of (h−k + z). Further, the
order of (h−k + z) at any such valuation, except for a1 and primes below it,
is divisible by p if and only if the order of h at this valuation is divisible by
p. Thus, if h has a zero at t and ordth 6∼= 0 modulo p in Ḡw, then t ramifies
completely in the extensions K̄(βw)/K̄, Ḡ(βw)/Ḡ, Ḡw(z, βw)/Ḡw(z).

We will now proceed to the proof of the lemma.

1) Suppose w ∈ K has a pole at b. Then in K,

ordbh = ordb(f−1wp(s+1) + f−p) = p(s+ 1)ordbw − s 6∼= 0 modulo p.

Further,

ordbh < 0.

Further, by construction, no factor of b ramifies in the extension K̄/K.
Thus, in K̄, for any factor g of b, ordgh 6∼= 0 modulo p and h has a
pole at all factors of b.

Next observe the following. Since h has a pole at b, and z does
not have a pole at any factor of b, h−k + z does not have a pole at
any factor of b, and so, by Lemma 3.1, no factor of b ramifies in the
extension K̄(βw)/K̄. Thus, the order of h at any factor of b is not
divisible by p in K̄(βw).

Note also that every factor of b is relatively prime to the discriminant
of βw. Further, h−k + z ∼= bp − b modulo every factor of b in K̄ and
thus the left side of (3.7) factors completely modulo every factor of b.
Therefore, by [21, Proposition 25, page 27, Proposition 16, page 67],
every factor of b will split completely in the extension K̄(βw)/K̄. Since
this extension has no constant field subextension, and every factor of
b is of degree 1 in K̄, we must conclude that in K̄(βw) all factors of b
are also of degree 1.

Since K̄ and K̄(βw) have the same constant field, (3.5) still has
no solution in K̄(βw) and consequently, (3.5) has no solution modulo
any factor of b in K̄(βw). Thus, by [21, Proposition 25, page 27,
Proposition 16, page 67], every factor of b in K̄(βw) remains prime
in K̄(βw, α). Hence, by Lemma 3.2, (3.12) will have no solution in
K̄(α, βw).

2) Suppose now w does not have a pole at b and w ∈ G. We will show
that in this case (3.13) will have a solution in Ḡw(z, α, βw).
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By the Strong Hasse Norm Principal (see [2, Page 185] or [42,
Propositions 10,11, pages 182-183; Theorem 2, page 206]), it is enough
to show that for all primes t of Ḡw(z, βw), h is a local norm. Note that
no prime ramifies in the extension Ḡw(z, α, βw)/Ḡw(z, βw). Thus if h
is a unit at t, it is automatically a local norm at t by [42, Corollary,
page 226]. Suppose t is a pole of h. Then either it is a factor of Bw or
it is a pole of w. Since w has no pole at Bw, direct calculation assures
us that h will have a pole at every factor of B of order divisible by p.
On the other hand, if t is a pole of w, then again by direct calculation
one can see that h will also have a pole at t of order divisible by p.
Indeed, the only case which has to be considered with some care is the
case of t being a pole of f or a zero of f−1. In this case,

ordth = ordt

(
f−1wp(s+1) + f−p

)
= min

(
ordt

(
f−1wp(s+1)

)
, ordtf

−p
)

= ordt

(
f−1wp(s+1)

)
.

We should note here that by Lemma 3.7, t is ramified over Gw,f,v,t,x
with ramification degree divisible by p. On the other hand, f ∈
Gw,f,v,t,x. Thus, ordt(f−1) ∼= 0 modulo p. Hence, ordth ∼= 0 mod-
ulo p.

Assume now that t is a zero of h. If t is a factor of Aw then it
is ramified with ramification degree divisible by p over Gx,t,v,w,f and
since h ∈ Gx,t,v,w,f , we can conclude that h has a zero of order divisible
by p at t. If t is not a factor of Aw, then it is ramified with ramification
degree divisible by p over Ḡw(z) and again we conclude that h has a
zero of order divisible by p at t. Thus, in all the cases cited above, by
Lemma 3.3, h is a local norm at t.

Theorem 3.9. Let a and b be primes of K satisfying conditions described
in Lemma 3.7. Then the set INT (b) is Diophantine over K.

4. Integrality at one prime: The case of q 6= p.

In this section we will show that in the case C has an extension of degree
q 6= p, the set of elements of G integral at a prime is Diophantine over G.
Most of the work necessary to prove this proposition has been done in [39],
but we will need to take care of some details. In this section we will assume
q 6= p.

Lemma 4.1. Let L be an algebraic function field, let a ∈ L. Let q be a
rational prime distinct from the characteristic of the field. Then a prime t
of K ramifies in the extension K(a1/q)/K if and only if ordta 6∼= 0 modulo
q.
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Proof. If ordta 6∼= 0 modulo q then t will clearly ramify in the extension.
Suppose now ordta ∼= 0 modulo q. Since we can multiply or divide a by
the qth power of some local uniformizing parameter without changing the
extension, without loss of generality we can assume that ordta = 0. But in
this case the discriminant of the power basis of a1/q will be a unit at t, and
thus t will be unramified.

Lemma 4.2. Let L be an algebraic function field containing primitive q-th
roots of unity. Let C and B be prime divisors of L. Let v ∈ K be such that
the divisor of v is of the form C−1U, where U is a divisor of L which has
no common factors with C or B. Further, assume v is equivalent to bq 6= 0
modulo B, where b ∈ CL. (Such a v exists by the Weak Approximation
theorem.) Let β be a root of

T q − v = 0.(4.1)

Let RB be the residue field of B in L and assume it is separable over CL,
the constant field of L. Let δ be an element of the algebraic closure of CL
such that CL(δ) is isomorphic to the Galois closure of RB over CL. Let
L̄ = L(β, δ). Then in L̄

C =
∏

c
q
i ,

and

B =
∏

bi,

where for i 6= j, bi 6= bj , ci 6= cj, and for all i, bi is of degree 1.

(The proof of this lemma is analogous to the one for Lemma 3.4.)

Lemma 4.3. Let f ∈ G have the divisor of the form (3.4), but with s not
congruent to 0 modulo q. Let v ∈ G be such that it has a pole of order 1 at
all the primes which are factors of the pole divisor of f and is equivalent to
bq modulo B for some b 6= 0 in the field of p elements. (Such an f ∈ G exists
by the Strong Approximation Theorem.) Let δG, an element of the algebraic
closure of C, be a generator of the residue field of B over C. Let β be a root
of (4.1) in the algebraic closure of G. Let w ∈ G, and let Aw, Bw, Uw be
the primes and the divisor below A and B and U respectively in Gt,x,v,w,f .
Let Ḡw = Gx,t,v,w,f,β. Let Ḡ = G(β, δG). Then the following statements are
true.

1) Ḡw ⊂ Ḡ.
2) Ḡ/Ḡw is separable (possibly infinite) constant field extension, and thus

no prime ramifies in this extension.
3) The primes Aw and Bw are distinct in Ḡw.
4) In Ḡ, B =

∏
Bi, where Bi are distinct prime divisors of degree 1.

5) In Ḡ, A =
∏

A
q
i , where Ai are distinct prime divisors.

6) In Ḡw, Aw = a
q
w, where aw is a prime of Ḡw.
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7) There exist z1 ∈ Ḡ such that its divisor is of the form TA−1
1 , where

T is a divisor of Ḡ relatively prime to B and A, such that for some
b ∈ C, b 6= 0, z1 ∼= bq modulo B.

8) Let k > 0 be the highest order of any pole of z1 in Ḡ. Then there
exists z2 ∈ Ḡ such that its divisor is of the form WA

−ql

1 , where W is
an integral divisor of Ḡ relatively prime to B and A, and ql > kq2.
Further, z2 ∼= 1 modulo B.

9) Let z = z1z2. Then in Ḡ, z has a pole of order ql + 1 > k at A1 and
is equivalent to bq modulo B.

10) In Ḡw(z), z has a pole of order ql+1 > q2k at the prime below A1 and
is equivalent to bq modulo the divisor below B.

11) In Ḡ, U is a q-th power of another divisor.
12) In Ḡw, Uw is a q-th power of another divisor.

(The proof of this lemma is analogous to the proof of Lemma 3.7.)

Lemma 4.4. Let A, B, Ḡ, Ḡw, Ai, Bi, f, w, z be as in Lemma 4.3. Let
a ∈ Ḡ be such that the equation

xq − a = 0(4.2)

has no solution in Ḡ. As above assume without loss of generality that a ∈
Ḡw. Let h be defined by (3.6) but with q in place of p. Let βw be a root of
the equation

T q − (h−k + z) = 0.(4.3)

Let α be a root of the equation (4.2). Then the following statements are true.
1) If w ∈ G has a pole at B, then the equation

q−1∏
i=0

(a0 + a1ξ
i
qα+ · · ·+ aq−1ξ

i(q−1)
q αq−1) = h(4.4)

has no solution (a0, . . . , aq−1) ∈ Ḡ(βw), where ξq is a q-th primitive
root of unity.

2) If w ∈ G has no pole at B, then Equation (4.4) will have a solution
(a0, . . . , aq−1) ∈ Ḡw(z, βw) ⊂ Ḡ(βw).

(The proof of this lemma is analogous to the proof of Lemma 3.8.)
Lemma 4.4 is the last part required for the proof of the following theorem.

Theorem 4.5. Let G be an algebraic function field whose constant field C
is algebraic over a finite field of characteristic p > 0. Assume further, that
C is not algebraically closed. Then for any prime B of G the set of all
elements of G integral with respect to B is Diophantine over G.

Proof. If C is not algebraically closed, then it has an extension of degree q,
where q is a prime. (This can be easily derived from [20, Theorem 13, page
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185].) Further, it is not hard to show that this extension will be generated
either by an equation of the form (3.5) or (4.1). By Lemma 6.6, any finite
extension of C will have also have an extension of degree q. Thus, a as
described in the proofs of Lemmas 3.8 and 4.4 exist. Finally, we note that
by Lemma 1.3, Equations (3.8) and (4.4) can be rewritten as an equivalent
system of equations over G. (By the equivalent system, we mean a system of
equations over G such that for every w ∈ G, this system will have solutions
in G if and only if (3.8), ((4.4) respectively) has solutions in Ḡ(βw).)

5. Diophantine Undecidability.

In this section we will summarize the discussion above and describe in more
detail classes of fields to which our result is applicable.

Theorem 5.1. Let K be a recursive field satisfying the assumptions of No-
tations 1.4 with q = p. Then Diophantine problem of K is undecidable.

Proof. The proof of this theorem will follow from Lemma 1.2, Theorem
2.12, Theorem 3.9 assuming we demonstrate existence of primes a and b as
described in the statement of Theorem 3.9. We can let a = p and b = q,
where p and q are described in Notations 1.4.

Theorem 5.2. Let K be a recursive field of characteristic p > 2. Let C be
the algebraic closure of a finite field in K. Assume C has an extension of
degree p. Assume further that K has a subfield K1, possibly equal to C, and
an element u transcendental over K1 such that for some x algebraic over
C(u), K = K1(u, x). Then Diophantine problem of K is undecidable.

Proof. We can consider K as an algebraic function field over a constant field
K1 = CK . By Theorem 6.11, we know that a finite extension of G contains
element t and constants c1, . . . as described in Notations 1.4. Further, by
Lemma 6.13, in the corresponding finite extension of K, t and c1, . . . will
also posses the required properties. Thus, by Theorem 5.1, the Diophantine
problem of K is undecidable.

6. Appendix.

Notations 6.1. In this section the term “algebraic function field K over
a constant field C” we will always mean a finite algebraic extension of a
rational function field C(w), where w is transcendental over C and C is
algebraically closed in K.

Lemma 6.2. Let H/L be a finite separable extension of algebraic function
fields and let CH be the constant field of H. Let u be an integral divisor of
L. Then degreeH(u) = [H : CHL]degreeL(u).

(See [1, Theorem 9, page 279 and Theorem 14, page 282].)
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Lemma 6.3. Let M/H be a Galois extension of algebraic function fields
over the same field of constants C, algebraic over a finite field. Let F be an
algebraic extension of C. Then MF/HF is a Galois extension whose Galois
group is isomorphic to the original one.

Lemma 6.4. Let C be a field algebraic over a finite field, and let t be tran-
scendental over C. Let H be a finite separable extension of C(t) generated
by α ∈ H. Let C0 be any subfield of C. Then the extension H/C0(α, t) is a
constant field extension.

Lemma 6.5. Let H be an algebraic function field over a perfect field of
constants C and let t be a nonconstant element of H. Then the following
conditions are equivalent.

1) t is not a p-th power in H.
2) The extension H/C(t) is finite and separable.

(See [22, page 94].)

Lemma 6.6. Let C be a field algebraic a over finite field of characteristic
p > 0. Let q be a rational prime possibly equal to p such that C has an
extension of degree q. For any natural number n, let Fn be the finite field of
pn elements. Let F =

⋃∞
i Fqi. Then there exists a natural number r such

that F ∩ C = Fqr .

Proof. First of all, we note the following well known facts concerning the
finite fields:

FmFn = Flcm(m,n);(6.1)

Fm is of degree m over the field of p elements and it consists of all the
solutions to the equation xp

m − x = 0. (See [20, pages 184 - 185].) Next let
α be an element of the algebraic closure of a finite field such that [C(α) :
C] = q. Let a0, . . . , aq−1 be the coefficients of the irreducible polynomial of
α over C. Let m be the smallest positive integer such that αp

m
= α. Then

from (6.1) we conclude that m = q[F1(a0, . . . , aq−1) : F1]. Let m = qtk,
where (k, q) = 1. Then Fqt−1 ⊂ Fqt−1k ⊂ C but Fqt 6⊂ C. Otherwise, C
contains FqtFm/q = Fm and thus α.

Lemma 6.7. Let A1 be a field algebraic over a finite field. Let A2 be a
finite algebraic extension of A1. Let α be an element of the algebraic closure
of A1 such that for some rational prime q, (q, [A1(α) : A1]) = 1. Then
(q, [A2(α) : A2]) = 1.

Proof. Let F (T ) = a0 + . . . + T k be the monic irreducible polynomial of α
over A2. Then a0, . . . , ak−1 ∈ A1(α) since these are symmetric functions
of conjugates of α over A2 which are also conjugates of α over A1 ⊂ A2.
Thus, A3 = A1(a0, . . . , ak−1) ⊂ A1(α) ∩ A2. Since A3 ⊂ A2, [A2(α) : A2] ≤
[A3(α) : A3]. On the other hand, since a0, . . . , ak−1 ⊂ A3, [A3(α) : A3] ≤
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[A2(α) : A2]. Thus, [A2(α) : A2] = [A3(α) : A3]. On the other hand,
A3(α) ⊂ A1(α) and A1(α) ⊂ A3(α) so that A1(α) = A3(α). Thus,

[A2(α) : A2] = [A3(α) : A3] = [A1(α) : A3] = [A1(α) : A1]/[A3 : A1],

and the lemma is true.

Lemma 6.8. Let H be an algebraic function field whose constant field C1

is algebraic over a finite field. Let p be a prime of H. Let C be an algebraic
extension of C1 such that for any field C2 ⊂ C such that C2/C1 is a finite
extension, [C2 : C1] is prime to the degreeH of p. Then p remains prime in
CH.

Proof. Suppose p splits in CH, then for some C2 as described in the state-
ment of the lemma, p splits in C2H. (This is true because in CH, p will
have at least two factors, and therefore there will be an element α integral
at one but not at the other. Hence, p will have to split in C1(α)H.) Let
m = [C2 : C1] and let P be a prime above p in C2H. Since C2/C1 is a
separable extension, by Theorem 14 on page 282 of [1], C2 is the constant
field of C2H. Next consider the following diagram:

C1

C2

Rp

RP

.

Here Rp and RP are residue fields of p and P respectively. Further, from
the diagram we can conclude that

[RP : C1] = [RP : Rp][Rp : C1] = [RP : C2][C2 : C1],

or, in other words,

f(P/p)degreeC1H(p) = degreeC2H(P)m.

Thus, since (m,degreeC1H(p)) = 1, we must conclude that degreeC1H(p) di-
vides degreeC2H(P). Hence, degreeC2H(P) is at least as big as degreeC1H(p)
= degreeC2H(p) ≥ degreeC2H(P). (Here we use the fact that degree of a
divisor stays the same under separable constant extensions by Lemma 6.2.)
Thus, we must conclude that degreeC2H(p) = degree(P)C2H and P is the
only prime of C2H above p.

Our next task is to prove the main technical theorem of this section. The
proof of this theorem will be similar to the proof of Theorem 3.6 of [38].
The differences will stem from the fact that we have an infinite constant field
here (as opposed to the finite constant field in the theorem cited above), and
seek primes which are linear polynomials in a certain element t of K. The
proof of the theorem relies on two technical lemmas which we state below.
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Lemma 6.9. Let M be a Galois extension of an algebraic function field L
over a finite field of constants, let CL be the constant field of L, let CM be the
constant field of M , let t be a nonconstant element of L. Let σ ∈ Gal(M/L),
and let C = {τστ−1|τ ∈ Gal(M/L)}. Further, let pr be the size of CL, let
φ = φCL

be the generator of Gal(CM/CL) sending each element c ∈ CM to
cp

r
, and assume that for every ψ ∈ C, ψ|CM

= φa for some natural integer
a different from zero. Then if k ∼= a modulo [CM : CL], m = [M : CML],
d = [L : CL(t)], and Ck(M/L, C) = {p|p is a prime of L, degree(p) = k, p is
unramified over CL(t), and for some β above p the Frobenius automorphism
of β belongs to C},∣∣∣∣Ck(M/L, C)− |C|

km
prk
∣∣∣∣(6.2)

<
|C|
km

((m+ 2gM )prk/2 +m(3gL + 1)pkr/4 + 2(gM + dm))

<
|C|
k

(7gM + 4d)prk/2,

where gM , gL are genus’ of M and L respectively.

(For the first inequality see [15, Proposition 13.4] and [14, Lemma 5.7,
p. 59]. The second inequality follows from [3, Corollary 2, page 106], [1,
Theorem 22, page 291], and the fact that the extension M/L is separable.)

Lemma 6.10. Let M be a Galois extension of an algebraic function field L
over a finite field of constants, and assume U is an algebraic function field
such that L ⊂ U ⊂ M , and U is not necessarily Galois over L. Let CM
and CL denote the constant fields of M and L respectively. Further, let p
be a prime of L which does not split in U . Let pU be the prime above p
in U , let β be a prime of M above p, let G(β) be the decomposition group
of β, and let σ ∈ G(β) be such that its coset modulo the inertia group
of β induces the Frobenius automorphism φRp on the residue field of p.

Then σf(pU/p) ∈ Gal(M/U), and f(pU/p) = [U : L] is the smallest positive
exponent such that the corresponding power of σ is in Gal(M/U). Further,
σ|CM

= φ
degree(p)
CL

, where φCL
is the Frobenius automorphism of CL.

Conversely, suppose β is a prime of M not ramified over L. Let p be
a prime of L below β and let σ be the Frobenius automorphism of β. As-
sume further that for some coset Gal(M/U)τ of Gal(M/U) in Gal(M/L),
Gal(M/U)τσ[U :L] = Gal(M/U)τ , while this equality does not hold for any
smaller exponent. Then p does not split in U .

(See [38, Lemma 3.3] for part one of the lemma and [16, Proposition 2.8,
page 101] for part two of the lemma.)

Theorem 6.11. Let C be an infinite field algebraic over a finite field of
characteristic p > 0. Assume C has an extension of degree q, where q is
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a rational prime (possibly equal to p). Let H be an algebraic function field
whose field of constants is equal to C. Then for any sufficiently large positive
integer h, a finite constant extension of H contains a nonconstant element
t, infinitely many constants c0 = 0, c1, . . . , such that for all i = 0, . . . , the
divisor of t + ci in H is of the form pi/q, where pi, q are primes of H of
degree qh.

Proof. We will first establish existence of t, and then derive the existence
of the required constants. Let z be a nonconstant element of H which
is not a p-th power. (Such an element exists by the Weak Approximation
Theorem.) Then by Lemma 6.5 the extension H/C(z) is finite and separable
and therefore is simple. Thus, for some α ∈ H,H = C(z, α). Let C0 =⋃∞
i Fqi ∩ C. Let C1 be the constant field of M1, the normal closure of

C0(α, z) over C0(z). Let H1 = C1(α, z). Then M1/H1 and M1/C1(z) are
Galois extension and all three fields have the same field of constants.

Let C2 be a finite extension of C1 contained in C1C. Let H2 = C2(z, α)
and note that H2/H1 is a separable constant field extension such that, by
Lemma 6.7 and by construction of C0, its degree is not divisible by q. Indeed,
let α1, α2, . . . ∈ C be the generators of C over C0. Then the degree of αi over
C0 and consequently, by Lemma 6.7, over C1(α1, . . . , αi−1) is not divisible
by q. Let β ∈ C2, then β ∈ C1(α1, α2, . . . ) and consequently the degree of
β over C1 is not divisible by q.

The following diagram describes the extensions involved.

C0(z)

C0(z, α) = H0

�
�

�
�

�
�

�
��

C1(z)

H1 = C1(z, α)

M1

C2(z) CC1(z) .

H2 = C2(z, α) C1H

Fix a positive integer h. Let |C1| = pr1 . Then C1(z) has exactly
pr1qh−pr1qh−1

qh irreducible polynomials of degree qh. (pr1q
h − pr1q

h−1
is the

number of elements of the algebraic closure of C1 of degree qh over C1.
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Each of these elements has exactly qh conjugates.) Let hH1 be the class
number of H1. Then for any sufficiently large h, C1(z) will contain at least
hH1 + 2 primes of degree qh.

Next consider the Galois extension M1/C1(z). Let t be a prime of C1(z)
of degree qh. Assume t splits completely in M1. Then, we claim, it splits
completely in H1 and its factors in H1 are all of degree qh. Indeed, assume
t =

∏[H1:C1(z)]
i=1 Ti is the factorization of t in H1. For each i, the relative

degree of Ti over t is equal to one. This fact together with the fact that
there is no constant field extension from C1(z) to H1 implies that C1(z)
degree of t must be the same as the H1 degree of Ti. Thus, for sufficiently
large h, H1 has at least hH1 + 2 primes of degree qh. Let b1, . . . , bhH1

+2

be these primes. Next consider the following hH1 + 1 H1-divisors of degree
zero: b2/b1, . . . , bhH1

/b1. At least two of these divisors belong to the same
divisor class, and thus for some 1 ≤ i, j ≤ hH1 + 2, bi/bj is a principal
divisor. Thus, there exists t ∈ H1 such that its divisor is of the form p/q,
where p, q are primes of H1 of degree qh.

Finally, we note that by Lemma 6.8, divisors p and q will remain prime
in C1H. Further, since degree of divisors does not change under separable
constant field extensions, p and q will retain their degree. Therefore, C1H,
a finite constant extension of H, will possess the required element t.

We will next address the issue of the existence of the constants c1, . . .
described in the statement of the lemma. To this end let G = C1H and
denote its constant field by CG = C1C. Note that t is of order 1 at a prime
of G and therefore is not a p-th power in G. Thus, the extension G/CG(t)
is separable and finite by Lemma 6.5. Hence, there exists β ∈ G such that
G = CG(t, β). Next let L1 be a finite subfield of CG such that the following
conditions are satisfied: The extension G/L1(β, t) = G1 is an (infinite)
constant field extension, the constant field of L1(β, t) is L1, and C1 ⊂ L1.
The first condition can be satisfied by any finite field L1 by Lemma 6.4. Also,
by definition of C1, as in the argument above, the second condition implies
that the extension CG/L1 contains no finite subextension of degree divisible
by q. Note that the prime p1 below p in G1 has the same degree in G1 as p in
G, by Lemma 6.2. Thus, since there is no constant field extension from L1(t)
to G1, we can conclude that [G1 : L1(t)] is equal to the degree of p1: qh. Let
N1 be the Galois closure of G1 over L1(t). Next let L2 ⊂ CG be any finite
extension of L1. Let G2 = L2(t, β) = L2G1. Let N2 = L2N1. Note that the
extensions N2/L2(t, β) and N2/L2(t) are Galois. From the above discussion,
it follows that the G2-divisor of t is of the form p2/q2, where p2 and q2 are
G2-primes of degree qh. Further, since L2/L1 is a separable extension and
since G1 and L1(t) share the same constant field, G2 and L2(t) have the same
constant field L2 and [G1 : L1(t)] = [G2 : L2(t)] by [1, Theorem 11, page 280
and Theorem 14, page 282]. Additionally, [N2 : L2(t)] ≤ [N1 : L1(t)], while
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the genus’ of N2 and G2 are equal to genus’ of N1 and G1 respectively by
[1, Theorem 22, page 291]. The following diagram describes the extensions
involved.

L1(t)

L1(t, β) = G1

N1

L2(t)

G2 = L2(t, β)

N2 = L2N1

C1H = G

C1C(t) .

Let b2 be a factor of p2 in N2. Further, let σ2 ∈ Gal(N2/L2(t)) be an
element of the decomposition group G(b2) of b2 such that the equivalence
class of σ2 modulo the inertia group of b2 is mapped onto the Frobenius
automorphism φL2 of L2 under the canonical homomorphism sending G(b2)
to Gal(R2b2/L2). Here R2b2 is the residue field of b2. Then by the first part
of Lemma 6.10 we have the following.

1) σ[G2:L2(t)]
2 ∈ Gal(N2/G2).

2) [G2 : L2(t)] is the smallest positive exponent such that the correspond-
ing power of σ2 is in Gal(N2/G2).

3) σ2 restricted to the constant field of N2 is equal to φL2 where φL2 is
the Frobenius automorphism of L2.

Next let a2 be a prime of L2(t) such that σ2 is the Frobenius automorphism
of some N2-factor g2 of a2 in N2. Then by the second part of Lemma 6.10
we can conclude that a2 does not split in G2.
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Next we note that in the notations of Lemma 6.9, a = 1, and thus,
assuming C is the conjugacy class of σ2 in Gal(N2/L2(t)),

|C1(N2/L2(t), C)|

>
|C|

[N2 : L2(t)]
|L2| − |C|(7gN2 + 4)|L2|1/2(6.3)

> |L2|1/2
(

1
[N1 : L1(t)]

|L2|1/2 − ([N1 : L1(t)](7gN1 + 4))
)
.(6.4)

Hence, we can conclude that for sufficiently large |L2|, arbitrarily large num-
ber of degree one primes of L2(t) will not split in G2. For each natural
number m, let N(m) be the lower bound on the size of L2 sufficient for the
number of the non-splitting degree one primes to be greater than m. Let a2,
as above, be such a prime. Then, since there is no constant field extension
from L2(t) to G2, [G2 : L2(t)] = f(p2/p2 ∩ L2(t)) = qh = f(g2 ∩ G2/a2).
Thus, again using the fact that there is no constant field extension from
L2(t) to G2, we conclude that g2∩G2 is of degree qh in G2 and will not split
in the extension G/G2.

Finally, we note that, that any degree one prime of C2(t) which is not a
pole of t, is the zero of the element of the form t + c, where c ∈ L2. Thus,
keeping in mind that the pole of t+c is the same as pole of t, we can conclude
that the divisor of t+ c in G will be of the required form.

Lemma 6.12. Let F/G be a finite separable extension of algebraic function
fields. Let a be a prime of G which does not split in F , i.e., a has only one
unramified prime factor A in F and f(A/a) = [F : G]. Then there exist
α ∈ F such that F = G(α), α is integral with respect to a and such that a
is not a zero of the discriminant of α.

Proof. Let α ∈ F be such that its residue class modulo A generates the
residue field of A over the residue field of a. (Such an element exists because
the residue field of A is separable, by assumption, over the residue field of
a.) Then α must be integral with respect to A and thus with respect to a.
Further, since the residue class of α is of degree [F : G] over the residue field
of a, F = G(α). Finally, since the residue class of α generate the residue
field of A over the residue field of a, a cannot be a zero of the discriminant of
α. (Otherwise the irreducible polynomial of α modulo a will have multiple
roots. This is impossible since by assumption the residue field extension is
separable.)

Lemma 6.13. Let H be an algebraic function field over a field of constants
CH . Let K be a constant field extension of H. Let CK be the constant field
of K and assume H is algebraically closed in K. Let t ∈ H \ CH be such
that H/CH(t) is separable. Let a be a prime of CH(t) remaining prime in
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H and such that its residue field is separable over CH . Then a will have just
one prime factor in K.

Proof. Without loss of generality assume a is not a pole of t and let P (t)
be the polynomial in t over CH corresponding to a. By Lemma 6.12, there
exists α ∈ H such that H = CH(α, t), α is integral with respect to a, and
a is not a zero of the discriminant of α. Let G(T ) be the monic irreducible
polynomial of α over CH(t). Then, given our assumptions on α and a, by
[21, Proposition 25, page 27], G(T ) does not split modulo a. Next consider
P (t) over CK(t). Since H is algebraically closed in K, CH is algebraically
closed in CK , and thus P (t) will not factor in CK(t) by [1, Theorem 11, page
280]. Hence, a will remain prime in CK(t). Next we want to show that G(T )
will not factor modulo a over CK(t). First of all, observe that since P (t) is
separable over CH , the residue field of a as a prime of CH(t) is algebraically
closed in the residue field of a as a prime CK(t) by [1, Theorem 13, page 281].
Let Ḡ(T ) is the image of G(T ) modulo a. By assumption, Ḡ(T ) is irreducible
over the residue field of a as a prime of CH(t). Finally, since the residue
field of a as a prime of CH(t) is algebraically closed in the residue field of
a as a prime CK(t), again by [1, Theorem 11, page 280], Ḡ(T ) will remain
prime over the residue field of a in CK(t). Since K = CKH = CK(t, α), we
can use [21, Proposition 25, page 27] to conclude that a will remain prime
in K.

Lemma 6.14. Let K be an algebraic function field over a field of constants
CK . Let t be a prime of K. Let Rt be the residue field of t isomorphic to
a finite extension of Ct of CK . Assume that Ct is separable over CK . Let
CGal be the Galois closure of Ct over CK . Then in the extension CGalK/K,
t will split into degree 1 factors. Further, the same statement will apply to
any separable constant field extension of CGalK.

Proof. Let α ∈ K be such that the residue class of α modulo t generates
Ct over CK . Let F (T ) ∈ CK [T ] be the monic irreducible polynomial of the
residue class of α over CK . By assumption F (T ) is a separable polynomial.
Let CGal be the splitting field of F . Let a1, . . . , am be all the distinct roots
of F (T ) in the algebraic closure of CK . Since F (T ) does not factor over
K (otherwise some symmetric function of a subset of a1, . . . , am would be
in K \ CK), a1, . . . , am are conjugates over CK and K. Next note that
NK(ai)/K(α− ai) = F (α) ∼= 0 modulo t. Thus, for each i, (α− ai) has a zero
at a factor of t inK(ai) andK(a1, . . . , am). Further, α−ai and α−aj have no
common zeros for i 6= j because these elements differ by a nonzero constant.
Hence, t has at least degree(F (T )) factors in K(a1, . . . , am). On the other
hand, degree of t over K is equal to the degree of F (T ) and this degree
remains the same in K(a1, . . . , am)- a separable constant field extension of
K. Thus all the factors of t in CGalK are of degree 1. Finally, under any
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separable constant field extension of CGalK all the divisors including factors
of t will retain their degree.

Lemma 6.15. Let {q, p1, . . . , pm} be a set of primes of K. Let {b1, . . . , bm}
be a set of elements of K such that for each i = 1, . . . ,m, bi is integral at
pi. Let {n1, . . . , nm} be a set of natural numbers. Then there exists y ∈ K
satisfying the following requirements:

1) ordqy = −pl, for some l ∈ N;
2) y is integral at all the other primes of K;
3) ordpi(y − bi) ≥ ni.

Proof. By the Strong Approximation Theorem ([14, page 21, Proposition
2.11]), there exists y1 ∈ K such that ordpi(y1 − bi) ≥ ni, y1 has a pole at q
and is integral at all the other primes. By a corollary of the Riemann-Roch
Theorem, for any sufficiently large l, which we can assume to be greater
than logp(ordqy1), there exists y2 ∈ K with a sole pole of order pl at q, and
for each i = 1, . . . ,m, with a zero of order greater than ordpi(y1 − bi) at pi.
Next consider y = y1 + y2. Note that y will have the pole of the required
order and ordpi(y − bi) = ordpi(y1 + y2 − bi) ≥ ni.

Lemma 6.16. Let K be an algebraic function field over a field of constants
CK . Let t be a nonconstant element of K such that the extension K/CK(t)
is finite and separable. Let C̃K be the algebraic closure of CK and let K̃ =
C̃KK. Then the extension K̃/C̃K(t) is separable. Further, let T̃ be a prime
of C̃K(t) with ramified factors in K̃. Let T be the prime below T̃ in CK(t).
Then T has ramified factors in K.

Proof. Since K/CK(t) is a finite and separable extension, this extension is
simple. Let α be a generator. Then the monic irreducible polynomial of α
over Ck(t) has no multiple roots. On the other hand, α will also generate
K̃ over C̃K(t), and hence K̃/C̃K(t) is separable.

Next let ĈK be the inseparable closure of CK and let K̂ = ĈKK. Then
the extension C̃K/ĈK is separable. Further, since K/CK(t) is separable,
n = [K̂ : ĈK(t)] = [K : CK(t)]. Assume T has no ramified factors in
K. Let {ω1, . . . , ωn} be an integral basis with respect to T. Then by [3,
Lemma 2, page 71], T is neither a zero nor a pole of the discriminant of
this basis. But {ωi}i=1,... ,n is also a basis of K̂/ĈK(t). Thus, by the above
cited lemma, no factor of T in ĈK(t) has ramified factors in K̂. Finally
consider the extension tower K̃ − K̂ − ĈK(t). Since the extension K̃/K̂ is a
separable constant field extension, no primes ramify. Thus, T̂, any factor of
T in ĈK(t), has no ramified factors in K̃. Finally, we note that the extension
K̃/C̃K(t) is a subextension of K̃/ĈK(t), and thus T̃ has no ramified factors
in K̃.
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Lemma 6.17. Let K̃ be an algebraic function field over an algebraically
closed field of constants C̃K . Let t be transcendental over C̃K . Let K̃ be
a separable extension of C̃(t). Let t be a prime of K̃ not ramifying in the
extension K̃/C̃(t) and not a pole of t. Let x ∈ K̃. Then ordt∂x/∂t =
ordtdx/dt.

Proof. By [22, page 96], ordt∂x/∂t = ordt∂t/∂t + ordtdx/dt. However, if
t is not ramified over C̃(t), for some a ∈ C̃, t + a is a local uniformizing
parameter for t. Therefore, ordt∂t/∂t = 0.

Lemma 6.18. Let K be an algebraic function field over the constant field
CK . Let C be the algebraic closure of a finite field in K. Let G be the
algebraic closure of C(u) in K, where u ∈ K \ CK and K is separable over
CK(u). Then the extension G/C(u) is finite.

Proof. First of all, observe that C(u) is algebraically closed in CK(u). Next,
let f ∈ G. Then by [1, Theorem 11, page 280], [C(f, u) : C(u)] = [CK(f, u) :
CK(u)] ≤ [K : CK(u)]. Thus, since G is separable over C(u), the extension
G/C(u) must be finite.
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GENERALIZED WRONSKIANS AND WEIERSTRASS
WEIGHTS

Christopher Towse

Given a point P on a smooth projective curve C of genus
g, one can determine the Weierstrass weight of that point by
looking at a certain Wronskian. In practice, this computa-
tion is difficult to do for large genus. We introduce a natural
generalization of the Wronskian matrix, which depends on a
sequence of integers s = m0, . . . , mg−1 and show that the de-
terminant of our matrix is nonzero at P if and only if s is the
non-gap sequence at P .

As an application, we compute the weights of certain points
on the F9 and F10, the 9th and 10th Fermat curves. These
weights correspond to the expected weights predicted in an
earlier paper.

Introduction.

One of the fundamental facts about Weierstrass points (and generalizations
of Weierstrass points) is that any given curve has only a finite number of
them; that the total Weierstrass weight of all the points on a curve is finite.
Thus, one of the basic problems in the study of Weierstrass points is, once
found, to count the Weierstrass weight of those points. One would at least
like to know if one has found all of the Weierstrass points on one’s curve of
interest.

Fermat curves Fn : Xn +Y n +Zn = 0 are of particular interest since they
have so many automorphisms, and thus (by Lewittes’ Theorem [L]) so many
known Weierstrass points. Hasse [Ha] showed that the weight of a point with
XY Z = 0 is (n− 1)(n− 2)(n− 3)(n+4)/24 by demonstrating the existence
of certain holomorphic differentials. In [T], we exploited the simplicity of
order two automorphisms to get a lower bound on the Weierstrass weight of
a second class of well-known Weierstrass points on Fermat curves. Further,
we showed, with the aid a computer, that the lower bound corresponded to
the actual weights for n ≤ 8. For n = 8, this was a new result. It seemed
unlikely to be able to repeat this for higher degree (more relevantly, higher
genus) Fermat curves. Below, however, we do demonstrate that the lower
bound given in [T] is exact, for n = 9 and 10.
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1. Preliminaries.

Throughout, we will consider monotonically increasing sequences of non-
negative integers s = (m0, . . . ,mg−1). We define the weight of such a se-
quence to be wt(s) = wt(m0, . . . ,mg−1) =

∑g−1
i=0 (mi − i).

The idea of the weight is to measure how much a given sequence differs
from a “standard” sequence. In this case, we are merely comparing s to
s0 = (0, 1, . . . , g − 1).

Let C be a smooth, projective curve of genus g defined over K = C or
any other algebraically closed, characteristic zero field. Let P be a point on
C.

Definition. Given any k-dimensional K-vector space, A, of holomorphic
differentials on C, we say a basis for A, ω0, . . . , ωk−1, is adapted to P if
0 ≤ ordP ω0 < ordP ω1 < · · · < ordP ωk−1.

It is well-known (see [F-K]) that any such A has a basis adapted to P ,
for any P ∈ C. It is easy to see that the numbers ordP ωi do not depend on
the choice of basis, as long as the basis is adapted for P .

Definition. If we let A be the space of all holomorphic differentials on C,
and we let ni = ordP ωi, then the sequence of (monotonically increasing,
nonnegative) integers n0, . . . , ng−1 is called the nongap sequence of P .

Definition. We define the (Weierstrass) weight of P to be the weight of
the nongap sequence at P .

Note that this differs from the “classical” nongap sequence defined using
orders of poles of functions at P . However, the ideas are related via the
Riemann-Roch Theorem, and the Weierstrass weight of a point is the same,
using either approach.

2. Main Results.

Let {ω0, . . . , ωg−1} be a basis of holomorphic differentials on C. Let x be a
local uniformizing parameter on some Zariski open set of C containing P .
Then we can write each differential as ωj = fj dx for some function fj . Let
F = {f0, . . . , fg−1}.

A fundamental fact (due to Hurwitz [Hu]) is that the weight of a point P
is equal to the order of vanishing at P of the determinant of the Wronskian
matrix whose first row is F . First, we relate the weight of P to the weights
of various sequences s.

Definition. Suppose we have chosen any fixed set of functions Φ =
{φj(x)}k−1

j=0 . We define MΦ[m0, . . . ,mk−1] = M [m0, . . . ,mk−1] = M [s] to

be the matrix whose ith row (i = 0, . . . k − 1) is (φ(mi)
0 , . . . , φ

(mi)
k−1 ) where

φ(m) denotes the mth derivative with respect to x.
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So M [0, . . . , k − 1] is a Wronskian matrix with first row [φ0, . . . , φk−1].
We will abbreviate this as WΦ.

Proposition 1. The dth derivative of the Wronskian determinant is equal
to a sum of determinants of matrices M [s] where s has weight d.

Proof. We use induction on d. For the case d = 0, we note that the only
sequence of weight zero is s0 = (0, 1, . . . , k − 1). As noted above, M [s0] is
the Wronskian itself.

For general d, we look at the derivative of the determinant of one of
the matrices M [s]. Let D denote differentiation with respect to x. Using
linearity of the determinant in the rows of M, we see that

D(detM [m0, . . . ,mk−1]) = detM [m0 + 1,m1, . . . ,mk−1] + · · ·
+ detM [m0,m1, . . . ,mk−1 + 1].

If the old sequence (m0, . . . ,mk−1) has weight d, then any of the new se-
quences (m0, . . . ,mi + 1, . . . ,mk−1) has weight d+ 1. �

It should be noted that not all of such sequences will be strictly monotonic,
but for any of those sequences, s, M [s] will have a repeated row, and will
therefore have determinant identically zero. Note also that the same M [s]
may appear more than once in the sum. For instance, with g = 4 and k = 3,
we get

D(3) detW = detM [0, 2, 3, 4] + 2 detM [0, 1, 3, 5] + detM [0, 1, 2, 6].

The point of the proposition is the observation that the sequences appearing
in our M [s] notation are related to the weight of a point. The following
theorem elaborates on this connection.

Theorem 2. Let s = (m0, . . . ,mg−1) be a monotonically increasing se-
quence of nonnegative integers. Let P be a point of C and let F be as
above. Suppose wt(s) ≤ wt(P ). Then detMF [s](P ) 6= 0 if and only if s is
the nongap sequence of P .

That is, the determinant of the matrix M = M [m0, . . . ,mg−1], evaluated
at the point P , is zero for all sequences of weight less than or equal to the
weight at P , except for the actual nongap sequence of P .

Proof. It is clear that changing the basis F will only change the determinant
by a nonzero multiple. So we may assume that ω0, . . . , ωg−1 is a basis for
the space of holomorphic differentials of C adapted to P . Let (n0, . . . , ng−1)
be the nongap sequence at P .

Since x is a local uniformizing parameter at P , P is not in the support
of the divisor (dx). In other words, ordP dx = 0. Thus, ordP fi = ni. So
D(k)(fi)(P ) = 0 for k < ni and D(ni)(fi)(P ) 6= 0.
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In particular, if we consider the case when mi = ni for all i, we see that M
is lower triangular, with nonzero entries on the diagonal. Thus, detM 6= 0.

Now, suppose mi 6= ni for some i. Since wt(m0, . . . ,mg−1) ≤ wt(n0, . . . ,
ng−1), we know there is some mi < ni. Let I be the smallest index with
mI < nI . Then the first I rows of M can only have nonzero entries in (at
most) the first I−1 places. They are all contained in the (I−1)-dimensional
K-vector space KI−1 × {0}g−I+1. Thus, the first I rows of M are linearly
dependent. We conclude that detM = 0. �

Let Φ = {φ0, . . . , φk−1}. As above, WΦ is the corresponding Wronskian
matrix. A basic property of Wronskians is this: If G = {hφ0, . . . , hφk−1}
then

detWG = hk detWΦ.

This equality is not true if we replace the Wronskians by general matrices
of the form M [s]. However, we do have the following result.

Proposition 3. Let F be a set of functions {f1, . . . , fg} so that the differ-
entials ωi = fi dx form a basis for the space of holomorphic differentials of
C. Let h = h(x) be another function and let G = {hf0, . . . , hfg−1}. Let
n0, . . . , ng−1 be the nongap sequence at P . Let s = (m0, . . . ,mg−1) be a
sequence with mi ≤ ni for all i. Then

detMG [s](P ) = hg detMF [s](P ).

Proof. The ith row of MG is[
(hf0)(mi) · · · (hfg−1)(mi)

]
=

[
mi∑
r=0

(
r

mi

)
h(r)f

(mi−r)
0 · · ·

mi∑
r=0

(
r

mi

)
h(r)f

(mi−r)
g−1

]
.

Expanding the determinant of MG [s] by linearity in the rows, we get a sum
of determinants of matrices with ith row equal to[

h(r)f
(mi−r)
0 · · · h(r)f

(mi−r)
g−1

]
where 0 ≤ r ≤ mi. We can pull out h(r) from these rows.

Let us consider one of the matrices whose determinant is in our sum. Its
ith row is of the form [

f
(ti)
0 · · · f

(ti)
g−1

]
where ti ≤ mi ≤ ni. So this matrix is just MF [s̃], where s̃ = (t0, . . . , tg−1).
Plugging in the point P , we know that detMF [s̃](P ) = 0 unless ti = ni for
all i, by the theorem.

We have two cases. First, if mi < ni for some i, then we see that all
the determinants in our sum vanish at P , by the theorem. And we see that
detMF [s](P ) = 0 by the theorem, as well.
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If, on the other hand, s was the nongap sequence of P to begin with,
then there is exactly one nonvanishing term in our sum. It is the one with
s̃ = s. That is, r = 0 in all cases. So we have factored out h(0) = h
from each of the g rows. Also, the factors

(
r

mi

)
=
(

0
mi

)
are all 1. We get

detMG [s](P ) = hg detMF [s](P ). �

3. Examples - Fermat curves.

Consider the nth Fermat curve Fn : Xn + Y n + Zn = 0. Dehomogenized at
Z 6= 0, this is given by xn + yn + 1 = 0.

Definition. Any point P ∈ Fn with XY Z = 0 will be called a trivial
Weierstrass point.

Let ζn be a primitive nth root of unity. Consider the involutions, T , of
Fn given by

[X,Y, Z] 7→ [ζj
nY, ζ

−j
n X,Z], j = 0, . . . , n− 1.

We could also have T switch X and Z or Y and Z, of course, for a total of
3n involutions.

Definition. Any Weierstrass point P ∈ Fn fixed by one of the involutions
T will be called a diagonal Weierstrass point.

We should note that for odd n there are diagonal Weierstrass points which
are also trivial Weierstrass points. Since the trivial points are well under-
stood (again, see [Ha]), we will ignore them in the following discussion.

We showed in [T] that any diagonal point, P , has exactly q odd nongaps
and g − q even ones. Here

q =

{
(n− 1)(n− 3)/4 n odd
(n− 2)2/4 n even

is the genus of the any of the quotient curves Fn/〈T 〉.
Let

s = (0, 1, . . . , 2q − 1, 2q, 2q + 2, . . . , 2(g − q − 1)).
The weight of s is the so-called expected weight of P , wte(P ). We know
from [T] that

wt(P ) ≥ wte(P ) =

{
(n− 1)(n− 3)/8 n odd
(n− 2)(n− 4)/8 n even.

Proposition 4. Let

H = {xiyj : 0 ≤ i ≤ n− 3− j, 1 ≤ j ≤ n− 3},
P = ((−1/2)(1/n), (−1/2)(1/n)), and s′ = (n − 2, n − 1, . . . , 2q − 1, 2q, 2q +
2, . . . , 2(g − q − 1)). Then detMH[s′](P ) 6= 0 if and only if the weight of P
is equal to the expected weight, wte(P ), given above.
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Proof. It is easy to check that

{xi/yj dx : 0 ≤ i ≤ j − 2 and j = 2, . . . , n− 1}
is a basis for the space of holomorphic differentials on Fn. So we may let
F be the corresponding set of functions of the form xi/yj . Let h = yn−1.
Then G = {xiyj : 0 ≤ i ≤ n− 3− j, 0 ≤ j ≤ n− 3}. Proposition 3 says that
detMG [s](P ) = hg detMF [s](P ) for any sequence s of weight less than or
equal to the weight of P .

Further, since the first n − 2 functions of G are {1, x, . . . , xn−3}, we see
that

y−g(n−1) detMF [s](P ) = detMG [s](P ) = α detMH[s′](P )

where α =
∏n−2

i=0 i!. Since detMF [s](P ) is nonzero if and only if wt(P ) =
wt(s), by the theorem and since ordP h = 0, we are done. �

Proposition 5. The nontrivial diagonal Weierstrass points on F9 have
weight 6.

Proof. Using the set of functions H from the corollary, we had Mathematica
compute the matrix M = MH[7, . . . , 24, 26, 28, 30](P ).

Factoring out as much as we could from the rows and columns of the
matrix, we were able to have Mathematica compute the remaining determi-
nant:

detM = (−1)2/3(2)2/924383129567744112513181723199236292(53)(967)(2141)κ

where κ is a composite integer on the order of 1085 with no small factors:

(1) κ = 4972125503975388123549399196928230101413
365278909345657357099864972271058186013692161.

This is nonzero and hence we conclude that the Weierstrass weight of
the 243 conjugates of P (including itself, but excluding the points with
XY Z = 0) are all 6, as “expected.” Furthermore, we have shown that the
nongap sequence at all of these points is (0, 1, . . . , 24, 26, 28, 30). �

We can do a similar computation for F10. The genus is 36, and the
expected gap sequence is 0, 1, . . . , 31, 32, 34, 36, 38.

Proposition 6. The diagonal Weierstrass points on F10 have weight 6.

Proof. Using Mathematica, we compute (with the appropriate set of func-
tions H) the matrix M = MH[8, 9, . . . , 31, 32, 34, 36, 38](P ) . Rather than
attempting to compute the exact determinant, we factor out powers of 21/10

and powers of (−1)1/10. This leaves a matrix with integer entries. In order
to show that the determinant of this matrix is nonzero, we need only show
that it is nonzero modulo p for some integer p. First, we reduce the entries
of the matrix modulo p and obtain a matrix of residues. Next, we can we
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can easily find the exact determinant of this matrix. Lastly, we reduce this
determinant modulo p again.

In this case, the determinant is zero modulo p for all primes less than 43.
Of course this only means that these primes divide the determinant. The
prime 43 is the smallest which does not divide the determinant. Modulo
43, we get a nonzero determinant. (We got 17 modulo 43.) This shows
that the actual nongap sequence is the one we “expected.” And thus, the
weight of each of the 300 points on F10 conjugate to ((−1/2)1/10, (−1/2)1/10),
including itself, is 6. �

It is interesting to note that the primes which divide the determinant of
M , in this case, include (but are not limited to) all primes less than 43, as
well as 59, 79, and 997. No other primes less than 3571 (the 500th prime)
divide the determinant. (Compare with the determinant ofM in Proposition
5.)

In general, one should be able to check whether diagonal points have the
minimal possible nongap sequence by calculating detMH[s](P ).

The difficulty is in computing the higher derivatives in order to create the
matrix M . Further, one cannot numerically calculate the determinant of M
without running into round-off error problems. For n = 9, we computed this
determinant exactly. This seems too difficult and slow a computation for
larger n, at this time. For n = 10, we reduced modulo some small primes.
This works as long as the determinant is, in fact, nonzero. It is interesting,
however, that the evidence does seem to suggest that the expected gap
sequences are the actual ones, in general.

Also, it is intriguing that the primes p for which the diagonal points
coalesce with other points on the reduction of Fn modulo p (that is, the
primes which divide detM) seem to include most small primes as well as
just a few scattered large primes.
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