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By using the Cauchy–Fantappiè machinery, the nonhomo-
geneous Cauchy-Riemann equation on convex domain D for
(0, q) form f with ∂f = 0, ∂u = f , has a solution which is a
linear combination of integrals on bD of the following differ-
ential forms

1

Aj+1βn−j−1
∂ζr ∧ (∂ζ∂ζr)j ∧ ∂ζβ

∧
(

n∑
i=1

dζi ∧ dζi

)n−q−3−j

∧
(

n∑
i=1

dζi ∧ dzi

)q−1

∧ f,

j = 1, · · · , n−q−3, where A = 〈∂ζr(ζ), ζ−z〉, β = |z−ζ|2 and
r is the defining function of D. In the case of finite strict type,
Bruna et al. estimated 〈∂r(ζ), ζ−z〉 by the pseudometric con-
structed by McNeal. We can estimate the above differential
forms and their derivatives. Then, by using a method of es-
timating integrals essentially due to McNeal and Stein, we
prove the following almost sharp Hölder estimate

‖u‖
C

1
m

−κ

0,q−1
(D)

≤ C‖f‖L∞
0,q(D), 1 ≤ q ≤ n − 1

for arbitary κ > 0. The constant only depends on κ, D and q.

1. Introduction.

Let D be a convex domain in Cn with smooth boundary, D = {r < 0},
bD = {r = 0} and dr 6= 0 on bD. Suppose the defining function r is convex
near the boundary bD. For ζ ∈ D, T C

ζ denotes the complex-tangential space
to {r = r(ζ)} at ζ. By the results in [Mc3], we say p ∈ bD of type m if the
contact order of complex lines L ⊂ T C

ζ with bD at ζ is not greater than m,
for all ζ ∈ bD.

We say D is of strict type if there exists C = C(D) such that for all
ζ ∈ bD, all directions v ∈ T C

ζ (bD), |v| = 1, and small t

1
C

r(ζ + tv) ≤ r(ζ + t
√
−1v) ≤ Cr(ζ + tv).(1.1)
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The condition implies that the order of contact with bD at ζ of {ζ + tv} and
{ζ + t

√
−1v} is the same. If D is both of finite type and of strict type, we

say that D has finite strict type.
Now consider the nonhomogeneous Cauchy-Riemann equation on D

∂u = f(1.2)

with f ∈ L∞
0,q(D), where L∞

0,q(D) is the space of (0, q) forms on D with
coefficients in L∞(D). When D is of type m, i.e., each point p ∈ bD is of
type less than or equal to m, it is natural to expect that the following Hölder
estimate holds: For f ∈ L∞

0,q(D) and ∂f = 0, Equation (1.2) has a solution
u satisfying

‖u‖
C

1
m
0,q−1(D)

≤ C‖f‖L∞0,q(D), 1 ≤ q ≤ n− 1,(1.3)

where C is a constant depending on D, q.
One method to study this problem is to establish an integral represen-

tation formula using the Cauchy-Fantappiè machinery (see [R2]). The key
point of the Cauchy-Fantappiè machinery is to find a barrier form

w(ζ, z) =
n∑

i=1

wi(ζ, z)dζi(1.4)

satisfing
n∑

i=1

wi(ζ, z)(ζi − zi) = 1(1.5)

for ζ ∈ bD, z ∈ D, where wi(ζ, z), i = 1, · · · , n, are holomorphic in z. For
the strongly pseudoconvex domains, this barrier form, hence the integral
representation formula, is constructed and the sharp estimate is obtained
(see [R2], for example). For the weakly pseudoconvex domains, little is
known, but some important results have been obtained. Range [R1] proved
sharp Hölder estimate for some convex domains of finite type in C2 and
generalized by Bruna and Castillo [BC]. Fornæss [Fo] constructed a barrier
form for a kind of pseudoconvex domains of finite type in C2 and proved sup
norm estimate. Diederich et al. [DFW] and Chen et al. [CKM] obtained
the sharp estimate for ellipsoids. By using Skoda’s estimates, Range [R3]
constructed a barrier form for pseudoconvex domain of finite type in C2.
His method was generalized to pseudoconvex domains in Cn by Michel [M].
We should also mention the work of Chaumat and Chollet for convex do-
main which needn’t be pseudoconvex. Chaumat and Chollet’s and Michel’s
results, which are far from sharp, are C∞ estimates. Bruna et al. [BCD]
proved L1 estimate for (0, 1) forms on convex domains of finite strict type.
Hölder estimates can also be obtained by studying the associated ∂b and
singular integral operators on the boundary (see [FK], [FKM], [Ch]).
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When the domain is convex, there is a natural barrier form

w(ζ, z) =
∂r(ζ)

〈∂r(ζ), ζ − z〉
(1.6)

where r is the defining function of the domain,

∂r(ζ) =
n∑

i=1

∂r

∂ζi
(ζ)dζi and 〈∂r(ζ), ζ − z〉 =

n∑
i=1

∂r

∂ζi
(ζ)(ζi − zi).

(1.7)

By using the barrier form, we can construct the integral representation for-
mula for (0, q) form by applying Cauchy-Fantappiè machinery. Therefore,
to estimate the solution of ∂, we need to estimate the quantity 〈∂r(ζ), ζ−z〉
for ζ ∈ bD, z ∈ D. Thanks to the work of McNeal [Mc4] and [BCD], there
exists a a pseudometric on D, and we can estimate 〈∂r(ζ), ζ − z〉 by this
pseudometric in the case of finite strict type. Then the integral kernel and
its derivatives are estimated. All these results allow us to prove the following
theorem.

Theorem 1.1. Let D ⊂⊂ Cn be a bounded convex domain of strict finite
type m, and let f ∈ L∞

0,q(D) be ∂-closed, 1 ≤ q ≤ n− 1. Then the nonhomo-
geneous Cauchy-Riemann Equation (1.2) has a solution u satisfying

‖u‖
C

1
m−κ

0,q−1 (D)
≤ C‖f‖L∞0,q(D)(1.8)

for arbitary κ > 0. The constant only depends on κ, D and q.

Here is the plan of this paper. In Section 2, we state McNeal’s pseu-
dometric and some propositions for our purpose. In Section 3, we deduce
the integral representation formula and some estimates associated to it. In
Section 4, we estimate the derivatives of the integral kernel. Then we use a
method essentially due to McNeal and Stein [MS] to prove the main Theo-
rem.

In this paper, we will us the following notations. The expression X .
Y and X & Y means that there exists some constant C > 0, which is
independent on the obvious parameters, so that X ≤ CY and Y ≥ CY ,
respectively. X ≈ Y means X . Y and Y . X simultaneously.

2. McNeal’s pseudometric on the convex domain of finite type.

Let Sn = {ζ ∈ Cn; |ζ| = 1}. Each element of Sn, together with a point
q ∈ Cn, determine a complex line in Cn. Without loss of generality, then,
we may assume that our defining function r has the property that all the
set {z; r(z) < η} are convex for −η0 < η < η0, for some η0 > 0. If γ ∈ Sn,
−η0 < η < η0, we denote the distance from q to the level set {z; r(z) = η}
along the complex line γ by δη(q, γ).
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Now recall the definition of ε-extremal basis of McNeal. Let bDq,ε = {z ∈
U ; r(z) = r(q)+ε}. Let p ∈ bD. If U is sufficiently small a neighbourhood of
p , the distance from q ∈ U to bDq,ε is well defined. Let n be the real normal
line of {z, r(z) = r(q)} at q and p1 be the intersection of n with bDq,ε. Set
τ1(q, ε) = |q−p1|. Choose a parametrization of the complex line from q to p1,
by z1, with z1(0) = q and p1 lying on the positive Rez1 axis. Now consider
the orthogonal complement of the span of the coordinate z1, OC1, which is
the complex subspace of the tangent space to {z; r(z) = r(q)} at q. For any
γ ∈ OC1∩Sn, compute δr(q)+ε(q, γ). Let τ2(q, ε) be the largest such distance
and p2 ∈ bDq,ε be any point achieving this distance. The coordinate z2 is
defined by parametrization the complex line from q to p2 on such a way that
z2(0) = q and p2 lying on the positive Rez2 axis. Continuing this process, we
obtain the n coordinate functions z1, · · · zn, n quantities τ1(q, ε), · · · , τn(q, ε)
and n points p1, · · · , pn. Let zj = xj +

√
−1xn+j for 1 ≤ j ≤ n. Following

[BCD], we call coordinates {z1, · · · , zn} ε−extremal coordinates centered at
q.

If we define the polydisc

Pε(q) = {z ∈ U ; |z1| < τ1(q, ε), . . . , |zn| < τn(q, ε)},(2.1*)

then there exist a constant C > 0, independent on q ∈ U ∩ D, such that
CPε(q) ⊂ {z ∈ U ; r(z) < r(q) + ε}.

It is obvious that τ1(q, ε) ≈ ε. Let

Ai
k(q) = |ai

k(q)|, ai
k(q) =

∂k

∂xk
i

r(z(0, . . . , 0, xi, 0, . . . , 0)), 2 ≤ i ≤ n

(2.1)

and set

σi(q, ε) = min

{(
ε

Ai
k(q)

) 1
k

, 2 ≤ k ≤ m

}
,(2.2)

then

σi(q, ε) ≈ τi(q, ε)(2.3)

[Mc4]. It follows directly from (2.1)-(2.3) that for each 2 ≤ i ≤ n,∣∣∣∣ ∂k

∂xk
i

r(q)
∣∣∣∣ . ετi(q, ε)−k, k = 1, . . . , m.(2.4)

We have the following three propositions. See [Mc4] for their proofs.

Proposition 2.1. For q ∈ U ∩ D, let γ1, . . . , γn be the orthogonal unit
vector determined by ε-extremal coordinate centered at q. Suppose λ ∈ Sn
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can be written as λ =
∑n

i=1 aiγi, ai ≥ 0,
∑n

i=1 ai = 1. For small ε > 0, set
η = r(q) + ε, then (

n∑
i=1

ai

τi(q, ε)

)−1

≈ δη(q, ε).(2.5)

Proposition 2.2. There is a constant C independent of q, q1, q2 ∈ D ∩
U, ε > 0, so that if Pε(q1) ∩ Pε(q2) 6= ∅, then

Pε(q1) ⊂ CPε(q2) and Pε(q2) ⊂ CPε(q1)(2.6)

and

Prε(q) ⊂ CPε(q), 0 ≤ r ≤ 2.(2.7)

When r = 2, (2.7) is Proposition 2.5 in [Mc4]. His proof works in the
case of 0 ≤ r ≤ 2 (because τi(q, rε) ≈ σi(q, rε) ≈ min{( rε

Ai
k(q)

)
1
k , 2 ≤ k ≤

m} . σi(q, ε)). Note rε-extremal coordinates centered at q may be different
from ε-coordinates centered at q (r ≤ 1). Prε(q) ⊂ Pε(q) may not hold for
0 ≤ r ≤ 1.

Suppose q1, q2 ∈ U ∩D, define

d(q1, q2) = inf{ε; q2 ∈ Pε(q1)},(2.8)

where Pε(q1) defined by (2.1).

Proposition 2.3. d(·, ·) defines a local pseudometric on U ∩ D, i.e., for
q1, q2, q3 ∈ U ∩D,

(1) d(q1, q2) = 0 iff q1 = q2;
(2) d(q1, q2) ≈ d(q2, q1);
(3) d(q1, q3) . d(q1, q2) + d(q2, q3).

Corollary 2.4. Let ε > 0, q, q′ ∈ U ∩ D, ε ≤ d(q, q′) ≤ 2ε, then, in the
ε-extremal coordinates centered in q, q′ = (q′1, · · · , q′n),

d(q, q′) ≈ |q′1|+
n∑

i=2

m∑
l=2

Ai
l(q)|q′i|l.(2.9)

Proof. Since q′ lies in the boundary of polydisc Pd(q,q′)(q), and 1
C Pε(q) ⊂

Pd(q,q′)(q) ⊂ CPε(q) for some constant C > 0, by Proposition 2.2, we find

|q′i| ≤ Cτi(q, ε), i = 1, · · · , n,(2.10)

and there exists i0 such that |q′i0 | ≥
1
C τi0(q, ε). Thus

Ai0
l (q)|q′i0 |

l & ε(2.11)

for some l by (2.1)-(2.3), the right side of (2.9) & ε. The right side of (2.9)
. ε by (2.10) and (2.1)-(2.3).
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Note (2.9) may not hold for each q′ ∈ U ∩D because ε-extremal coordi-
nates centered at q may change abruptly as ε. We can also prove:

Lemma 2.5. If d(z, ζ) ≤ ε, then, in the ε-extremal coordinates {w1, . . . ,
wn} centered at z, ζ = {ζ1, · · · , ζn}

|Dβr(ζ)| . ε

τ(z, ε)β
(2.12)

for all multiindices β = (β1, β1, . . . , βn), where

Dβr =
∂β1+β1+···+βnr

∂ζβ1
1 ∂ζ

β1
1 · · · ∂ζ

βn
n

, τβ(z, ε) = τ
β1+β1
1 (z, ε) · · · τβn+βn

n (z, ε).

Proof. Note (2.12) is obvious by |τ(z, ε)β | . ε if |β| =
∑n

i=1 βi + βi ≥ m.
When ζ = z,

|Dβr(z)| . ε

τi(z, ε)β
(2.13)

is proved for β with βi + βi 6= 0 only for two i in [BCD, p. 398-399], their
proof works in the general case. Since Pd(z,ζ)(z) ⊂ CPε(z) for constant C
by Proposition 2.2, |ζi| . τi(z, ε), i = 1, . . . , n. Then∣∣∣∣ ∂r

∂wi
(ζ)− ∂r

∂wi
(z)
∣∣∣∣ . m∑

|β|=1

Dβ ∂r

∂wi
(z)τβ(z, ε) + ◦(|τ(z, ε)|m),(2.14)

where |τ(z, ε)| = max1≤k≤mτk(z, ε). It

.
m∑

|β|=1

ετ−β(z, ε)τ−1
i (z, ε)τβ(z, ε) + ◦(|τ(z, ε)|m) .

ε

τi(z, ε)

by (2.13) and |τ(z, ε)| . ε
1
m . Thus∣∣∣∣ ∂r

∂wi
(ζ)
∣∣∣∣ . ε

τi(z, ε)
.

For general β, (2.12) can be proved similarly. This completes the proof of
Lemma 2.5.

3. The integral representation formula and some estimates.

It is well known that for convex domains with smooth boundaries, we have
the following explicit integral representation for ∂ problem.

Proposition 3.1 ([R2, p. 176]). Let D ⊂⊂ Cn be convex with smooth
boundary and let r ∈ C2 be a defining function for D. Let

C(r)(ζ, z) =
∂r(ζ)

〈∂r(ζ), ζ − z〉
,(3.1)
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where 〈∂r(ζ), ζ − z〉 =
∑n

i=1
∂r
∂ζi

(ζ)(ζi − zi) and

Ĉ(r)(ζ, z) = λC(r)(ζ, z) + (1− λ)B(ζ, z),(3.2)

where 0 < λ < 1,

B(ζ, z) =
∂β

β
, β = |z − ζ|2.(3.3)

Define the Cauchy-Fantappie kernel associated to Ĉ(r) by

Ωq(Ĉ(r)) =
(−1)

q(q−1)
2

(2πi)n

(
n− 1

q

)
Ĉ(r) ∧ (∂ζ,λĈ(r))n−q−1 ∧ (∂zĈ

(r))q(3.4)

for 0 ≤ q ≤ n − 1, ∂ζ,λ = ∂ζ + dλ, and the Bochner-Martinelli-Koppelman
kernel

Kq =
(−1)

q(q−1)
2

(2πi)n

(
n− 1

q

)
B ∧ (∂ζB)n−q−1 ∧ (∂zB)q.(3.5)

Then the operator T
(r)
q : C0,q(D) −→ C0,q−1(D) defined by

T (r)
q f =

∫
bD×I

f ∧ Ωq−1(Ĉ(r))−
∫

D
f ∧Kq−1, I = [0, 1](3.6)

satisfies
∂T (r)

q f = f

on D if f ∈ C0,q(D) and ∂f = 0.

We decompose

Ωq(Ĉ(r)) = Ω(1)
q ∧ dλ + Ω(0)

q ,(3.7)

where Ω(0)
q ,Ω(1)

q is of degree 0 in λ. By simple calculation, we can prove the
following:

Lemma 3.2 ([R2, p. 206]). For 0 ≤ q ≤ n − 2 and f ∈ C0,q+1(bD), one
has ∫

bD×I
f ∧ Ωq(Ĉ(r)) =

∫
bD

f ∧Aq(C(r);B)(3.8)

where

Aq(C(r);B) =
n−q−2∑

j=0

q∑
k=0

aj,k
q Aj,k

q (C(r);B)(3.9)

with universal constants aj,k
q and

Aj,k
q (C(r);B)(3.10)

= C(r) ∧B ∧ (∂ζC
(r))j ∧ (∂ζB)n−q−2−j ∧ (∂zC

(r))k ∧ (∂zB)q−k.
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A straightforward computation gives

Aj,k
q (C(r);B)

(3.11)

=
∂ζr(ζ) ∧ ∂ζβ ∧ (∂ζ∂ζr)j ∧ (∂ζ∂ζβ)n−q−2−j ∧ (∂z∂ζr)k ∧ (∂z∂ζβ)q−k

〈∂r(ζ), ζ − z〉j+k+1βn−(j+k+1)

(see [R2, p. 206] for a general formula) and

Aj,k
q = 0, if k ≥ 1

by ∂z∂ζr(ζ) = 0.
Because the Bochner-Martinelli-Koppelman kernel Kq−1 is a kind of

Caldéron-Zygmund kernel, we have the following regularity result. See [R2,
p. 156], for example.

Proposition 3.3. For 0 < α < 1, we have∥∥∥∥∫
D

f ∧Kq−1

∥∥∥∥
Cα

0,q−1(D)

. ‖f‖L∞0,q(D).(3.12)

In the kernels in (3.11), there is a factor 〈∂r(ζ), ζ − z〉(ζ ∈ bD) in the
dominators. We should estimate this quantity.

Proposition 3.4 ([BCD, Lemma 4.2]). If D is of finite strict type, then

d(ζ, z) ≈ |〈∂r(ζ), ζ − z〉|(3.13)

for ζ ∈ bD, z ∈ D.

In order to prove the Hölder estimate in the main Theorem 1.1, we will
use the following elementary real variable fact.

Lemma 3.5 ([R2, p. 204]). Let D ⊂⊂ Rn be a bounded domain with C1

boundary. Suppose g differentiable on D and that for some 0 < α < 1, there
is a constant C such that

|dg(x)| . CδD(x)α−1, x ∈ D,(3.14)

where δD(x) is the distance from x to the boundary bD. Then g ∈ Cα(D)
and there exists a compact subset K of D such that

‖g‖Cα(D) . C + ‖g‖L∞(K).(3.15)

Therefore, if we can prove the following proposition, the Hölder estimate
of ∂-problem is proved by Lemma 3.5.

Proposition 3.6. Using the above notation, we have∣∣∣∣∫
bD

dzA
j,0
q (z, ζ) ∧ f

∣∣∣∣ . δD(z)−1+ 1
m
−κ‖f‖L∞0,q

(3.16)

for 0 < κ < 1− 1
m , where the constant depends only on D, j, q, κ.
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Theorem 1.1 for κ ≥ 1 − 1
m obviously follows from κ < 1 − 1

m . We will
prove (3.16) in Section 4.

We will need the following estimates.

Lemma 3.7. If a, b, a′, α, α′ > 0, k ≥ 1, then∫
C

b
1
k

(a + b|ζ|k)α+ 1
k

· 1
(a′ + |ζ|)α′+1

dV (ζ) .
1
aα

1
a′α

′ ,(3.17)

where dV (ζ) is the volume element of C.

Proof. Denote ζ = x + iy, then the integral

≤
∫

R

b
1
k

(a + b|x|k)α+ 1
k

dx ·
∫

R

dy

(a′ + |y|)α′+1

=
∫

R

dx

(a + |x|k)α+ 1
k

·
∫

R

dy

(a′ + |y|)α′+1

.
1

aαa′α
′ .

Lemma 3.8. If a, b, α > 0, k ≥ 1, then∫
C

b
2
k

(a + b|ζ|k)α+ 2
k

dV (ζ) .
1
aα

,(3.18)

where dV (ζ) is the volume element of C.

Proof. Define

D1 = {ζ; b|ζ|k ≥ a}(3.19)

and

D2 = {ζ; b|ζ|k < a}.(3.20)

It follows that on the region D1, we have∫
D1

b
2
k

(a + b|ζ|k)α+ 2
k

dV (ζ) .
∫

D1

b
2
k

(b|ζ|k)α+ 2
k

dV (ζ)

.
∫ ∞

L
b−α(ρk)−

2
k
−αρdρ . a−α,

where L = (a
b )

1
k . On the region D2, we obtain the same upper bound∫
D2

b
2
k

(a + b|ζ|k)α+ 2
k

dV (ζ) .
b

2
k

a
2
k
+α

Vol(D2) . a−α.

This completes the proof of Lemma 3.8.
Lemmas 3.7 and 3.8 were used in [MS] implicitly to estimate the Bergman

projection operator in the convex domain of finite type.
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4. The estimate of the integral.

The purpose of this section is to prove Proposition 3.6.

Let β be a multiindex, β = (β1, β1, . . . , βn). Define

Dβ =
∂β1

∂zβ1
1

∂β1

∂z
β1
1

· · · ∂βn

∂zβn
n

∂βn

∂z
βn
n

, |β| =
n∑

i=1

βi + βi(4.1)

and

τβ(w, ε) = τβ1+β1(w, ε) · · · τβn+βn
n (w, ε)(4.2)

for w ∈ D ∩ U, ε > 0. If 0 ≤ βi, βi ≤ 1, define

dζβ = dζβ1
1 ∧ dζ

β1
1 ∧ · · · ∧ dζ

βn
n ,(4.3)

where dζi or dζi absents if βi = 0 or βi = 0, respectively.

Suppose bD is covered by U1, . . . , UN , where Ui are balls centered at
zi ∈ bD with radius ri. Furthermore, all results of Proposition 2.1-2.5 hold
for U = U ′

i , i = 1, . . . , N , where U ′
i = B(zi, 2ri). Let V = ∪N

i=1U
′
i and set

Aj,0
q−1 =

∑
J

Aj
JdzJ(4.4)

where Aj
J are (n, n−q−1) forms in ζ and ζ, and J takes over all multiindices

with |J | = q − 1, 1 ≤ Ji, J i ≤ 1. The estimate for dzA
j
J is as follows. We

will use the following notation. For (p, p′) differential form A(ζ), ‖A(ζ)‖bD

denote the norm of A(ζ) acting on (
⊗

Tζ(bD))p+p′ .

Proposition 4.1.

(1) If z ∈ Ui for some i, then

‖dzA
j
J(z, ζ)‖bD .

∑
β

1
τβ(z, ε)|z − ζ|2n−2j−3

(4.5)

for ζ ∈ bD ∩ U ′
i , where ε = d(z, ζ), and β takes over all multiindices

satisfying the following condition C:
(C1)

∑n
i=1 βi + βi = 2j + 2;

(C2) There exists at most one i0 > 1 such that βi0 +βi0 = 3 and βl+βl ≤
2 for all l 6= i0. If such i0 exists, we must have β1 + β1 = 1.

(2) If ζ /∈ U ′
i , then

‖dzA
j
J‖bD . 1.(4.6)
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Note ∣∣∣∣∣
∫

bD∩U ′i

dzA
j
J(z, ζ) ∧ f

∣∣∣∣∣ .
∫

bD∩U ′i

‖dzA
j
J(z, ζ) ∧ f‖bDdV (ζ)(4.7)

. ‖f‖L∞0,q

∫
bD∩U ′i

‖dzA
j
J(z, ζ)‖bDdV (ζ),

where dV (ζ) is the volume element of bD, and∫
bD\U ′i

‖dzA
j
J‖bD . 1(4.8)

by (4.6) for z ∈ Ui, and |r(z)| ≈ δD(z), the proof of Proposition 3.6 is
reduced to the following estimate.

Lemma 4.2. For β satisfying condition C and z ∈ Ui for some i, we have

Iβ =
∫

bD∩U ′i

1
τβ(z, ε)|z − ζ|2n−2j−3

dV (ζ) . |r(z)|−1−κ+ 1
m , ε = d(z, ζ)

(4.9)

for 0 < κ < 1− 1
m , where dV (ζ) is the volume element of bD.

Before we begin to prove Proposition 4.1, we give a lemma. Since

∂ζ∂ζβ =
n∑

i=1

dζi ∧ dζi,(4.10)

∂z∂ζβ = −
n∑

i=1

dzi ∧ dζi,

∂zβ =
n∑

i=1

(zi − ζi)dzi,

we get

(4.11) Aj,0
q−1 =

1
Aj+1βn−j−1

∂ζr ∧ (∂ζ∂ζr)j ∧ ∂ζβ

∧

(
n∑

i=1

dζi ∧ dζi

)n−q−3−j

∧

(
n∑

i=1

dζi ∧ dzi

)q−1

,

where A = 〈∂ζr(ζ), ζ − z〉. Set

C = ∂ζr ∧ (∂ζ∂ζr)j .(4.12)

Lemma 4.3. For z ∈ Ui, ζ ∈ bD ∩ U ′
i for some i, we have

‖C‖bD .
∑
L

εj+1

τL(z, ε)
, dzC = 0, ε = d(z, ζ),(4.13)
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where the sum takes over all multiindices satisfiying

0 ≤ Li, Li ≤ 1,
n∑

i=1

Li + Li = 2j + 1, L1 = 0.

Proof of Lemma 4.3. dzC = 0 is obvious since C does not depend on z.
Now fix z ∈ Ui. Note formula (3.11) for Aj,0

q is stated in the standard coor-
dinates ζ1, · · · , ζn in Cn. Denote the d(z, ζ)-extremal coordinates centered
at z by w1, · · · , wn. Then there exists an unitary matrix Uz, which is only
depending on z, and the translation Tz from the origin to z, such that Uz ◦Tz

transforms coordinates ζ1, · · · , ζn to coordinates w1, · · · , wn. It follows from
the invariance of differential forms under a linear transform that we can
write ∂ζr, ∂ζ∂ζr in coordinates w1, · · · , wn as

∂ζr = ∂wr, ∂ζ∂ζr = ∂w∂wr.(4.14)

Thus

C = ∂wr ∧ (∂w∂wr)j

(4.15)

=
∑

l1,... ,lj
t,k1,... ,kj

∂r

∂wt
·

j∏
i=1

∂2r

∂wli∂wki

· dwt ∧ dwl1 ∧ dwk1 ∧ · · · ∧ dwlj ∧ dwkj
,

where l1 · · · , lj are different, and t, k1, · · · , kj are different. Notice dr = 0
when restricted to the space tangential to bD, we find that

(4.16)
∂r

∂w1
dw1 = − ∂r

∂w2
dw2 − · · · − ∂r

∂wn
dwn

− ∂r

∂w1
dw1 −

∂r

∂w2
dw2 − · · · − ∂r

∂wn
dwn

holds on tangential space T (bD), dw1 disappeared in the differential forms
in the right side of (4.15) if we substitute (4.16) into (4.15) (see [CKM,
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p. 133] for the same fact). Note if ks = 1, and substitute (4.16) into (4.15),

∂r

∂wt
·

j∏
i=1

∂2r

∂wli∂wki

· dwt ∧ dwl1 ∧ dwk1 ∧ · · · ∧ dwlj ∧ dwkj

(4.17)

= −
∑

v 6=1,t,k1,... ,kj

∂r

∂wt
·

j∏
i=1

∂2r

∂wli∂wki

·
∂r

∂wv

∂r
∂w1

dwt ∧ dwl1 ∧ dwk1 ∧ · · · ∧ dwls

∧ dwv ∧ · · · ∧ dwkj
−

∑
v 6=l1,... ,lj

∂r

∂wt
·

j∏
i=1

∂2r

∂wli∂wki

·
∂r

∂wv

∂r
∂w1

dwt ∧ dwl1 ∧ dwk1 ∧ · · · ∧ dwls ∧ dwv ∧ · · · ∧ dwkj
.

Without loss of generality, we can assume | ∂r
∂w1

(w)| ≈ 1 for w ∈ U ′
i . Since∣∣∣∣ ∂2r

∂wli∂wki

∣∣∣∣ . ε

τli(z, ε)τki
(z, ε)

,

| ∂2r
∂wls∂w1

| | ∂r
∂wv

|

| ∂r
∂w1

(ζ)|
.

ε

τ1(z, ε)τls(z, ε)
· ε

τv(z, ε)
≈ ε

τv(z, ε)τls(z, ε)

by Lemma 2.5, where ε = d(z, ζ), we see that the absolute value of the
coefficient of dwt ∧ dwl1 ∧ dwk1 ∧ · · · ∧ dwls ∧ dwv ∧ · · · ∧ dwkj

in the right
side of (4.17)

.
ε

τt(z, ε)
·
∏
i6=s

ε

τki
(z, ε)τli(z, ε)

· ε

τv(z, ε)τls(z, ε)
(4.18)

the coefficient of dwt∧dwl1 ∧dwk1 ∧ · · ·∧dwls ∧dwv ∧ · · ·∧dwkj
in the right

side of (4.17) has the same bound (4.18). If t = 1 in the right side of (4.15),
after substituting (4.16) into (4.15), we have the similar results. Now, we
find that, as differential form acting on (

⊗
T (bD))2j+1,

C =
∑
L

aLdwL, |aL| .
εj+1

τL(z, ε)
(4.19)

where multiindices L satisfy 0 ≤ Li, Li ≤ 1, L1 = 0 and
∑n

i=1 Li+Li = 2j+1.
By using the inverse of transformation Uz ◦ Tz, we can write dwL as a

linear combination of differential forms dζI ,

dwL =
∑

I

aI
LdζI , |aI

L| . 1

by each entry of the matrix U−1
z has absolute value ≤ 1, where multiindices

I satisfy 0 ≤ I, I ≤ 1, |I| = 2j + 1. Thus, ‖C‖bD .
∑

L |aL|, where the
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summation takes over all multiindices L satisfying 0 ≤ Li, Li ≤ 1, L1 = 0
and

∑n
i=1 Li + Li = 2j + 1. This completes the proof of Lemma 4.3.

Now we can prove Proposition 4.1.

Proof of Proposition 4.1. (1) Note ∂C
∂zi

= 0, i = 1, . . . , n,

∂

∂zi

(
CdζJ

Aj+1Bn−j−1
∧

n∑
i=1

(zi − ζi)dζi

)
(4.20)

=
(j + 1)CdζJ · ∂r

∂ζi

〈∂ζr(ζ), ζ − z〉j+2|z − ζ|2n−2j−2

∧
n∑

i=1

(zi − ζi)dζi +
(n− j − 1)CdζJ(ζi − zi)

〈∂ζr(ζ), ζ − z〉j+1|z − ζ|2n−2j
∧

n∑
i=1

(zi − ζi)dζi

by ∂
∂zi
〈∂ζr(ζ), ζ − z〉 = − ∂r

∂ζi
(ζ). Note | ∂r

∂ζi
(ζ)| .

∑n
j=1 |

∂r
∂wj

| .
∑n

j=1
ε

τj(z,ε)

by each entry of matrix Uz having absolute value not bigger than 1 and
d(z, ζ) ≈ d(ζ, z) ≈ |〈∂r(ζ), ζ − z〉| for ζ ∈ bD ∩ U ′

i by Proposition 2.3 and
Proposition 3.4. It follows that∥∥∥∥∥ ∂

∂zi

(
CdζJ

Aj+1Bn−j−1
∧

n∑
i=1

(zi − ζi)dζi

)∥∥∥∥∥
bD

(4.21)

.
∑

I

1
d(z, ζ)j+2|z − ζ|2n−2j−3

εj+1

τ I(z, ε)
·

n∑
i=1

ε

τi(z, ε)

+
∑

I

1
d(z, ζ)j+1|z − ζ|2n−2j−2

εj+1

τ I(z, ε)

by Lemma 4.3 and ε = d(z, ζ), where I takes over all multiindices satisfying
0 ≤ Ii, Ii ≤ 1, I1 = 0 and

∑n
i=1 Ii + Ii = 2j + 1. For such I, 1 ≤ i ≤ n,

τ I(z, ε)τi(z, ε) = τβ(z, ε) for some multiindex β satisfying condition C, i.e.,
C1)

∑n
i=1 βi + βi = 2j + 2; C2) There exists at most one i0 > 1 such that

βi0 + βi0 = 3 and βl + βl ≤ 2 for all l 6= i0. If such i0 exists, we must have
β1 + β1 = 1. Notice

τ1(z, ζ) ≈ ε = d(z, ζ) . |z − ζ|(4.22)

we get

∥∥∥∥∥ ∂

∂zi

(
CdζJ

Aj+1Bn−j−1
∧

n∑
i=1

(zi − ζi)dζi

)∥∥∥∥∥
bD

.
∑
β

1
τβ(z, ε)|z − ζ|2n−2j−3

,

(4.23)
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similarly, we can prove

∥∥∥∥∥ ∂

∂zi

(
CdζJ

Aj+1Bn−j−1
∧

n∑
i=1

(zi − ζi)dζi

)∥∥∥∥∥
bD

.
∑
β

1
τβ(z, ε)|z − ζ|2n−2j−3

,

where β takes over all multiindices satisfying condition C. This completes
the proof of (1).

2) For z ∈ U i, ζ ∈ bD and ζ /∈ U ′
i , 〈∂ζr(ζ), ζ − z〉 6= 0 and |z − ζ| 6= 0.

Note U1, · · · , UN covering bD. It follows∣∣∣∣〈∂r

∂ζ
(ζ), ζ − z〉

∣∣∣∣ & 1, |z − ζ| & 1(4.24)

by compactness. It follows that the coefficients of differential forms dzA
j,0
q

are bounded. The Proposition 4.1 is proved.

Now we are ready to prove Lemma 4.2.

Proof of Lemma 4.2. Define

S0 = {i;βi + βi = 0}(4.25)

S1 = {i;βi + βi = 1}
S2 = {i;βi + βi = 2}
S3 = {i;βi + βi = 3}

for the multiindex β satisfying condition C. Denote the cardinal of Si by
ni, i = 0, 1, 2, 3. We know that n3 ≤ 1 from condition C. We consider three
cases: Case A, n3 = 0 and 1 ∈ S2; Case B, n3 = 0 and 1 /∈ S2; Case C,
n3 = 1.

Note

1
τl(z, ε)

.
1
ε
≈ 1

τ1(z, ε)
.(4.26)

If we replace τl by τ1 in (4.9) for some l ∈ S2, β1 + β1 will increase 1. Case
B is reduced to Case A. In Case C, β1 + β1 = 1. If we replace τl by τ1 for
l ∈ S3, β1 + β1 will increase to 2. Case C is reduced to Case A. Thus we
only need to consider Case A.
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For such β: βi + βi ≤ 2, i = 1, . . . , n and β1 + β1 = 2, we will calculate
Iβ as in [MS]. Recall the definition of σi and τi ≈ σi, we get

Iβ .
∫

bD∩U ′i

ε−β1−β1

(∑
i2

[A2
i2(z)]

β2+β2
i2 ε

−β2+β2
i2

)
· · ·(4.27)

·

(∑
in

[An
in(z)]

βn+βn
in ε−

βn+βn
in

)
· dV (ζ)
|z − ζ|2n−2j−3

.
∑

(i2,··· ,in)

[A2
i2(z)]

β2+β2
i2 · · · [An

in(z)]
βn+βn

in

·
∫

bD∩U ′i

ε−β1−β1−···−
βn+βn

in
−κ dV (ζ)
|z − ζ|2n−2j−3+κ

by (4.5) and ε−κ & 1, |z − ζ|−κ & 1, where the summation takes over all
(i2, · · · , in) with 2 ≤ i2, · · · , in ≤ m, ε = d(z, ζ). Let

D0 = {ζ ∈ bD|d(z, ζ) ≤ |r(z)|},
Dq = {ζ ∈ bD|2q−1|r(z)| ≤ d(z, ζ) ≤ 2q|r(z)|}, q = 1, 2, · · · .

Note for ζ ∈ Dq, on the 2q−1|r(z)|-extremal coordinates centered at z, ζ =
(ζ1, . . . , ζn)

d(z, ζ) ≈ 2q|r(z)|+ |ζ1|+
n∑

i=2

m∑
l=2

Ai
l(z)|ζi|l(4.28)

by Corollary 2.4. Note |z − ζ| & d(z, ζ) ≥ 2q|r(z)|. (4.27) is less than

.
∞∑

q=0

∑
(i2···in)

[A2
i2(z)]

β2+β2
i2 · · · [An

in(z)]
βn+βn

in

∫
bD∩U ′i∩Dq

(
2q|r(z)|+ |ζ1|

(4.29)

+
n∑

k=1

m∑
l=2

Ak
l (z)|ζk|l

)−β1−β1−···−
βn+βn

in
−κ dV (ζ)

(2q|r(z)|+ |ζ|)2n−2j−3+κ

=
∞∑

q=0

∑
(i1···in)

Iq
β,i2···in .

We will prove

Iq
β,i2···in . |r(z)|−1+ 1

m
−κ2q(−1+ 1

m
−κ)(4.30)

for 0 < κ < 1 − 1
m , 2 ≤ i2, i3, · · · , in ≤ m,β satisfying condition C. Hence,∑∞

q=0 Iq
β,i2···in < ∞. This gives Lemma 4.2.
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For l ∈ S2, in the 2q−1|r(z)|-extremal coordinates centered at z,

Iq
β,i2···in

(4.31)

. Πj 6=l[A
j
ij

(z)]
βj+βj

ij

∫
R2n−3

∫
C
[Al

il
(z)]

2
il

2q|r(z)|+
∑
k 6=l

|ζk|

−(2n−2j−3+κ)

·

(
2q|r(z)|+ |ζ1|+

∑
k 6=l

m∑
t=2

Ak
t (z)|ζk|t

+ Al
il
(z)|ζl|il

)−2−···− 2
il
−···βn+βn

in
−κ

dx2 · · · dx2n

by the volume element dV (ζ) on bD ≈ dx2 · · · dxn. Now apply Lemma 3.8
to (4.31) with

b = Al
il
(z), k = il, α = 2 +

∑
j 6=l,j≥2

βj + βj

ij
+ κ

a = 2q|r(z)|+ |ζ1|+
∑
k 6=l

m∑
t=2

Ak
t (z)|ζk|t

to get

Iq
β,i2···in . Πj 6=l[A

j
ij

(z)]
βj+βj

ij

∫
R2n−3

2q|r(z)|+
∑
k 6=l

|ζk|

−(2n−2j−3+κ)

(4.32)

·

2q|r(z)|+ |ζ1|+
∑
k 6=l

m∑
t=2

Ak
t (z)|ζk|t

−2−
P

j 6=l,j≥2

βj+βj
ij

−κ

dV (ζ)
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where dV (ζ) denote the volume element of R2n−3. Repeating this procedure,
we can integrate all variables ζi with i ∈ S2 \ {1}. Then

Iq
β,i2···in . Πj /∈S2\{1}[A

j
ij

(z)]
βj+βj

ij

(4.33)

·
∫

R2n−2n2+1

2q|r(z)|+ |ζ1|+
∑
k/∈S2

|ζk|

−(2n−2j−3+κ)

·

2q|r(z)|+ |ζ1|+
∑
k/∈S2

m∑
t=2

Ak
t (z)|ζk|t

−(2+
P

j /∈S2

βj+βj
ij

+κ)

dV (ζ).

Now integrate all variables ζi with i ∈ S0 by∫
C

dζdζ

(|ζ|+ C)k
.

1
Ck−2

(4.34)

for k > 2, we get

Iq
β,i2···in . Πj∈S1 [A

j
ij

(z)]
βj+βj

ij

(4.35)

·
∫

R2n−2n0−2n2+1

2q|r(z)|+
∑
k∈S1

|ζk|+ |ζ1|

−(2n−2j−2n0−3+κ)

·

2q|r(z)|+ |ζ1|+
∑
k∈S1

m∑
t=2

Ak
t (z)|ζk|t

−
„

2+
P

j∈S1

βj+βj
ij

+κ

«
dV (ζ).

By condition C, S3 = ∅ and 1 ∈ S2, we see that

2n0 + 2n1 + 2n2 = 2n,(4.36)
2n2 + n1 = 2j + 2.

Therefore

2n− 2j − 3− 2n0 = n1 − 1,(4.37)
2n− 2n2 − 2n0 + 1 = 2n1 + 1.
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Now if n1 ≥ 2, l ∈ S1, then

Iq
β,i2···in . Πj∈S1\{l}[A

j
ij

(z)]
1
ij

(4.38)

·
∫

R2n1+1
[Al

il
(z)]

1
il

(
2q|r(z)|+

∑
k∈S1\{l}

|ζk|+ |ζ1|+ |ζl|

)−n1+1−κ

·

(
2q|r(z)|+ |ζ1|+

∑
k∈S1\{l}

m∑
t=2

Ak
t (z)|ζk|t

+ Al
il
|ζl|il

)−2−
P

j∈S1,j 6=l
1
ij
− 1

il
−κ

dV (ζ).

Now apply Lemma 3.7 to (4.38) with

a = 2q|r(z)|+ |ζ1|+
∑

k∈S1\{l}

m∑
t=2

Ak
t (z)|ζk|t(4.39)

a′ = 2q|r(z)|+
∑

k∈S1,k 6=l

|ζk|+ |ζ1|

k = il, α = 2 +
∑

j∈S1,j 6=l

1
ij

+ κ, α′ = n1 − 2 + κ > 0

to get

Iq
β,i2···in . Πj∈S1\{l}[A

j
ij

(z)]
1
ij

(4.40)

·
∫

R2n1−1

2q|r(z)|+
∑

k∈S1\{l}

|ζk|+ |ζ1|

−n1+2−κ

·

2q|r(z)|+ |ζ1|+
∑

k∈S1\{l}

m∑
t=2

Ak
t (z)|ζk|t

−2−
P

j∈S1,j 6=l
1
ij
−κ

dV (ζ).
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Repeating this procedure, we can integrate out (n1 − 1) variables ζi with
i ∈ S1. Let ζs be the remaining variable. We get

Iq
β,i2···in .

∫
R3

[As
is(z)]

1
is (2q|r(z)|)−κ(4.41)

·

(
2q|r(z)|+ |ζ1|+

m∑
t=2

As
t (z)|ζs|t

)−2− 1
is
−κ

dV (ζ),

where dV (ζ) = dx2dxsdxn+s. Now integrate out variable x2 to get

Iq
β,i2···in .

∫
R2

[As
is(z)]

1
is (2q|r(z)|)−κ(4.42)

·

(
2q|r(z)|+

m∑
t=2

As
t (z)|ζs|t

)−1− 1
is
−κ

dV (ζs)

.
∫

R2

[As
is(z)]

1
is (2q|r(z)|)−κ(2q|r(z)|+ As

is(z)|ζs|is)−
1
is
−κ

2

· (2q|r(z)|+ As
k0

(z)|ζs|k0)−1−κ
2 dxsdxn+s

where k0 satisfies

σs(z, 2q|r(z)|) =

(
2q|r(z)|

As
k0

) 1
k0

.(4.43)

Then

Iq
β,i2···in .

∫
R
(2q|r(z)|)−κ[As

is(z)]
1
is (2q|r(z)|+ As

is(z)|xs|is)−
1
is
−κ

2 dxs

·
∫

R
(2q|r(z)|+ As

k0
(z)|xn+s|k0)−1−κ

2 dxn+s

.
1

(2q|r(z)|)κ+κ
2

· 1

(As
k0

)
1

k0

· (2q|r(z)|)
1

k0

(2q|r(z)|)1+
κ
2

=
σs(z, 2q|r(z)|)
(2q|r(z)|)1+2κ

. |r(z)|
1
m
−1−2κ2( 1

m
−1−2κ)q,

by σs(z, 2q|r(z)|) . (2q|r(z)|)
1
m . This completes the proof of (4.30) (take κ

to be κ
2 ), therefore Lemma 4.2.

Note added: This paper is the revised form of a paper titled Hölder es-
timate for ∂ on the convex domains of finite type written in 1995, where
Lemma 4.2 in [BCD] was incorrectly stated for all convex domains of fi-
nite type. The referee informed the author that Diederich and Fornæss
announced similar results at the Hayama symposium in December, 1998.
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