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In this paper, we construct a splitting of the metaplectic
cover of the reductive dual pairs of orthogonal and symplec-
tic groups or the reductive dual pairs of unitary groups over a
nonarchimedean local field with respect to a generalized lat-
tice model of the Weil representation. We also prove a result
concerning the splitting that we construct and the theta di-
chotomy for unitary group. The splitting plays a very crucial
role in the study of theta correspondence for p-adic and finite
reductive dual pairs.

0. Introduction.

Let F be a p-adic field with odd residual characteristic. LetD be F itself or a
quadratic extension of F . Let OD be the ring of integers, pD be the maximal
ideal in OD, fD be the (finite) residue field and $ be a prime element
in D. Let V (resp. V ′) be a finite-dimensional nondegenerate ε-hermitian
(resp. ε′-hermitian) space over D where ε, ε′ are 1 or −1 and εε′ = −1. Let
U(V) (resp. U(V ′)) denote the group of isometries of V (resp. V ′). We can
define a skew-symmetric F -bilinear form on W := V ⊗D V ′. Then the pair
of two groups (U(V), U(V ′)) forms a reductive dual pair in the symplectic
group Sp(W). In particular, we have embeddings ιV ′ : U(V) → Sp(W) and
ιV : U(V ′) → Sp(W).

Let (M [g],S) be a model of the Weil (projective) representation of Sp(W)
with respect to a fixed nontrivial character ψ of F . Then there is a two-
cocycle c : Sp(W)× Sp(W) → C× associated to (M [g],S) given by

M [g] ◦M [g′] = c(g, g′)M [gg′].

This two-cocycle c(g, g′) determines an extension

1 −→ C× −→ S̃p(W) −→ Sp(W) −→ 1.

The group S̃p(W) is called the metaplectic cover of Sp(W). The projective
representation (M [g],S) of Sp(W) can be lifted as an ordinary representation

(ω(g),S) of S̃p(W).
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Let Ũ(V) denote the inverse image of ιV ′(U(V)) in S̃p(W) under the above
extension. Then Ũ(V) is also called the metaplectic cover of U(V). A map
βV ′ : U(V) → C× is called a splitting of the metaplectic cover Ũ(V) if it
satisfies

c(ιV ′(g), ιV ′(g′)) = βV ′(gg′)βV ′(g)−1βV ′(g′)−1

for any g, g′ ∈ U(V). Such a splitting determines a group homomorphism
β̃V ′ : U(V) → Ũ(V). Suppose that β1, β2 : U(V) → C× are two splittings
of the cocycle c|ιV′ (U(V))×ιV′ (U(V)). Then it is well-known that the map
β1β

−1
2 : U(V) → C× is a character of U(V) i.e., two splittings differ by a

character of U(V). A reductive dual pair (U(V), U(V ′)) is called split if

there exist splittings for metaplectic covers Ũ(V) and Ũ(V ′). It is known
that the dual pair is always split when D is a quadratic extension of F . If
D = F , one of V,V ′ is a quadratic space and the other is a symplectic space.
It is also known that the reductive dual pair (U(V), U(V ′)) of a symplectic
group and an orthogonal group is split if and only if the quadratic space is
even-dimensional. Now we suppose that (U(V), U(V ′)) is a split reductive

dual pair. It is known that Ũ(V) and Ũ(V ′) commute with each other in

S̃p(W). Therefore Ũ(V) · Ũ(V ′) is a subgroup of S̃p(W). By restricting the

representation (ω(g),S) to Ũ(V) · Ũ(V ′) and pulling back to U(V) × U(V ′)
by the homomorphisms Ũ(V) × Ũ(V ′) → Ũ(V) · Ũ(V ′), U(V) → Ũ(V) and

U(V ′) → Ũ(V ′), there exists a correspondence between irreducible admissi-
ble representations of U(V) and U(V ′). This correspondence is called the
local theta correspondence. It is proved by R. Howe and J.-L. Waldspurger
[Wp] that this correspondence is one-to-one. (Note that we always assume
the characteristic of fF is odd.)

It is clear that the local theta correspondence for a split reductive dual
pair depends on the splittings of the metaplectic covers. It is important to
know βV ′(g) explicitly for a given model (M [g],S) of the Weil representation.
If we choose a maximal totally isotropic subspace Y of W, then we get the
Schrödinger model (MY [g],S(Y )). A splitting βYV ′(g) of the cocycle cY (g, g′)
with respect to the Schrödinger model (MY [g],S(Y )) for a proper chosen Y
is obtained by S. Kudla in [Kl] by using the formula of cY (g, g′) in [RR]. The
main task of this work is to investigate the splittings of the metaplectic covers
with respect to a generalized lattice model. A generalized lattice model is
convenient for the study of the local theta correspondence. For example,
it is the model used by Waldspurger to prove that the correspondence is
one-to-one. It is also used by D. Manderscheid in [Md] to study the local
theta correspondence for some reductive dual pairs.
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To introduce the generalized lattice model we need a few more definitions.
Let L be a good lattice in V i.e., a lattice such that $L∗ ⊆ L ⊆ L∗ where
L∗ := {v ∈ V | h(v, l) ∈ pκD for all l ∈ L} and κ is an integer which will be
specified in Subsection 3.1. Then the subgroup U(V)L of elements stabilizing
L is a maximal open compact subgroup of U(V). Let Ũ(V)L denote the

inverse image of ιV ′(U(V)L) in S̃p(W). Let L′ be a good lattice in V ′.
Define

B := L∗ ⊗ L′ ∩ L⊗ L′∗.

Then B is a good lattice in W with respect to conductoral exponent λF of
ψ. Then we know that B∗/B is a finite symplectic space. We can define the
generalized lattice model (MB[g],S(B)) of the Weil representation of Sp(W)
where S(B) is the space of locally constant, compactly supported maps from
W to the space of the Weil representation of the finite symplectic group
Sp(B∗/B) and satisfies some additional conditions. Let (ωB[g],S(B)) be the

Weil representation of S̃p(W) lifted from (MB[g],S(B)). Let KB denote the

stabilizer of B in Sp(W) and K̃B denote the inverse image of KB in S̃p(W).
The advantage of the generalized lattice model is that the restriction of
actionMB[g] toKB is very simple. In particular, it is known that the cocycle
cB(g, g′) with respect to (MB[g],S(B)) is trivial when restricted toKB×KB.
It is clear that ιV ′(U(V)L) ⊆ KB. Therefore, a map ζ : U(V)L → C× is a
splitting of the metaplectic cover Ũ(V)L with respect to the generalized
lattice model (MB[g],S(B)) if and only if ζ is a (quasi-)character. To take
the full advantage of the generalized lattice model, we need to know for
which character ζ the splitting ζ : U(V)L → C× can be extended to the
whole group U(V). We answer this question as follows:

Let Ψ: S(B) → S(Y ) be an isomorphism from a generalized lattice model
to a Schrödinger model. Then we can define a function αV ′ : U(V) → C× by

MY [ιV ′(g)] ◦Ψ = αV ′(g) Ψ ◦MB[ιV ′(g)]

for g ∈ U(V). Then the function αV ′β
Y
V ′ is a splitting of the cocycle

cB(ιV ′(g), ιV ′(g′)). In general, the whole function αV ′βYV ′ is too complicated
to be computed. However, the computation of the restriction αV ′β

Y
V ′ |U(V)L

is more accessible. In fact, knowing the values of αV ′βYV ′ |U(V)L is already ad-
equate to our purpose. We know that αV ′βYV ′ |U(V)L is a character of U(V)L.
Hence αV ′βYV ′ |U(V)L factors through the quotient by the commutator sub-
group [U(V)L, U(V)L]. From the result in [Pn1], we know that

U(V)L/[U(V)L, U(V)L] ' U(V)L/SU(V)L ×Q

where Q is a finite group. A more precise statement is in (1.4.b). If we
regard αV ′βYV ′ |U(V)L as a character of U(V)L/[U(V)L, U(V)L], we see that the
obstruction of αV ′βYV ′ |U(V)L to be the restriction of a character of U(V) is on
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the component Q. After a long computation, we find that αV ′βYV ′ |SU(V)L =
ζV ′ |SU(V)L where ζV ′ is a character of order two when U(V) is a unitary
group and the dimension of V ′ is odd, and is the trivial character otherwise.
A more precise definition of ζV ′ is in Subsection 3.3. Hence αV ′βYV ′ζ

−1
V ′ is a

character of U(V)L and factors through the determinant map. Then there
is a character ξ of U(V) such that αV ′βYV ′ζ

−1
V ′ = ξ|U(V)L . Define

βLV ′(g) := αV ′(g)βYV ′(g)ξ
−1(g)

for g ∈ U(V). Hence we obtain the following our first main result of this
paper (cf. Theorem 3.4).

Theorem A. Suppose L is a good lattice in V and the metaplectic cover
Ũ(V) splits. There exists a splitting βLV ′ : U(V) → C× of Ũ(V) such that
βLV ′ |U(V)L is a character of order two when U(V) is a unitary group and the
dimension of V ′ is odd, and is the trivial character otherwise.

Because the restriction of an irreducible admissible representation to cer-
tain maximal open compact subgroups is an important technique to study
representations of a p-adic reductive group, the splitting of the metaplectic
cover that we consider is expected to play an important role in the explicit
description of the local theta correspondence. In fact, by using the splitting
asserted by Theorem A, we establish in [Pn2] a nice relation of local theta
correspondence of depth zero representations of a p-adic reductive dual pair
and the theta correspondence of some finite reductive dual pairs. The ap-
plication of this relation to the study of theta dichotomy is the motivation
for our second main result (cf. Proposition 10.2).

Theorem B. Let (U(V), U(V ′±)) be reductive dual pairs of unitary groups
where V ′± are defined by

εE/F

(
(−1)

m±(m±−1)
2 det(V ′±)

)
= ±1

where m± is the dimension of V ′±. Let η be the character of order two of
U(V). Let L (resp. L′±) be a good lattice in V (resp. V ′±). Then

αV ′+(g)βY
+

V ′+(g) = η(g)αV ′−(g)βY
−

V ′−(g)

for g ∈ U(V)L.

By applying Theorem B, in [Pn2] we obtain theta dichotomy for finite
reductive dual pairs of orthogonal and symplectic groups and pairs of unitary
groups from the theta dichotomy of p-adic unitary groups in [HKS]. In fact,
this application is our motivation to study the splittings of the metaplectic
covers with respect to a generalized lattice model.

The contents of this paper are as follows: Section 1 consists of basic
definitions and preliminary results that will be used throughout the paper.
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In particular, we state the result from [Pn1] concerning the structure of
the commutator subgroups of maximal open compact subgroups of p-adic
classical groups. In Section 2, we introduce the Schrödinger model and the
generalized lattice model of the Weil representation. The material in this
section is well-known and can be found in [RR] and [Wp]. In Section 3, we
introduce the splittings of the metaplectic covers and state our main result.
The main task of the remaining part of this paper is to prove Proposition 3.3.
The proof occupies Sections 6-9 according to unitary groups with respect to
an unramified extension, unitary groups with respect to a ramified extension,
orthogonal groups and symplectic groups. Sections 4 and 5 consist of lemmas
that are needed for the proof in the latter sections. In Section 4, we study the
isomorphisms between several models of the Weil representation introduced
in Section 2. In Section 5, we have some computations for the reductive
dual pairs of unitary groups. In this section, an embedding of an anisotropic
unitary group into a unitary group of a split ε-hermitian form is modified
from [Kl]. In Section 10, we prove a proposition which concerns a relation
of the splittings and theta dichotomy.

This subject occurs naturally from the study of local theta correspondence
via minimal K-types in the author’s dissertation. The author would like to
thank Professor Dan Barbasch for introducing him to this direction. The
author also want to thank Professors Jeffrey Adams and Professor Stephen
Kudla for their interest in this work. Finally, the author thanks the referee
for several useful suggestions to improve the presentation of this paper.

1. Preliminaries.

1.1. Notation. Let F be a nonarchimedean local field, OF be the ring of
integers of F , pF be the maximal ideal, $F be a prime element, fF := OF /pF
be the (finite) residue field, τF be the identity automorphism of F . We
assume that the characteristic of fF is odd throughout this paper. Let
q denote the cardinality of fF . Fix a character ψ of F with conductoral
exponent λF i.e., λF ∈ Z is the smallest integral number such that ψ|

p
λF
F

is

trivial. We shall use the notation ord(ψ) to denote the conductoral exponent
of ψ. Let ψ0 be the character of F defined by ψ0(t) := ψ(t/2) for t ∈ F .

Let E be a quadratic extension of F , OE be the ring of integers of E, $E

be a prime element in OE , fE be the residue field of E, τE be the nontrivial
automorphism of E over F . We make the choice such that $E = $F if E
is unramified, and τE($E) = −$E if E is ramified. Let E(1) denote the
group of norm one elements in E× i.e., E(1) := {t ∈ E× | tτE(t) = 1}. If E
is an unramified quadratic extension of F , then fE is a quadratic extension
of fF . Similarly, let f (1)

E denote the group of norm one elements in f×E . We
fix (D,$, τ) to be one of the triples (F,$F , τF ) or (E,$E , τE). Let OD be
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the ring of integers of D, fD the residue field of D. Let ΠOD : OD → fD be
the usual quotient map. Let ord be the discrete valuation of D such that
ord(F×) = Z.

If a is a real number, the largest integer not greater than a is denoted by
bac, and the smallest integer not less than a is denoted by dae.

1.2. Classical groups and ε-hermitian spaces. Let ε be the number 1
or −1. Let V be a (finite-dimensional nondegenerate left) ε-hermitian space
over D i.e., there exists a map h(, ) : V × V → D such that

h(x+ y, z) = h(x, z) + h(y, z), h(x, y + z) = h(x, y) + h(x, z),

h(ax, by) = ah(x, y)τ(b), h(x, y) = ετ(h(y, x))

for any x, y ∈ V and a, b ∈ D, and h(x,V) = 0 implies x = 0. A nontrivial
vector v ∈ V is called isotropic (resp. anisotropic) if h(v, v) = 0 (resp.
h(v, v) 6= 0). The space V is called isotropic if an isotropic vector exists, and
is called anisotropic otherwise. The space V is called a hyperbolic plane if V
is two-dimensional and isotropic. If V is a hyperbolic plane, a basis {v1, v2}
is called a standard basis of V if it satisfies h(v1, v2) = 1 and h(v1, v1) =
h(v2, v2) = 0.

Let U(V,h) or U(V) denote the group of isometries of (V,h). Let det:
U(V) → D× denote the determinant map. Let SU(V) denote the subgroup
of U(V) consisting of elements of determinant one. The groups U(V) or
SU(V) are called classical groups (over F ). The group U(V) is a symplectic
group if (D, ε) = (F,−1), is an orthogonal group if (D, ε) = (F, 1), and is a
unitary group if D = E.

The definitions above can be applied to a finite field. More precisely,
let f be a finite field of odd characteristic and d be f itself or a quadratic
extension of f . Let τd denote the usual involution of d over f . Let v be
a finite-dimensional nondegenerate ε-hermitian space over d for ε = 1 or
−1. Let U(v) denote the group of isometries of v and SU(v) denote the
subgroup of elements of determinant one. The groups U(v) or SU(v) are
called finite classical groups.

1.3. Good lattices in an ε-hermitian space. Let L be a lattice in V,
that is, a free OD-module whose rank is equal to the dimension of V. Fix
an integer κ. Define

(1.3.a) L∗ := { v ∈ V | h(v, l) ∈ pκD for all l ∈ L }.
Therefore L∗ depends on the integer κ. Right now we allow κ to be arbitrary,
but we will impose some condition on κ in Subsection 3.1. It is clear that
L∗ is also a lattice in V. The lattice L is called a good lattice if

(1.3.b) $L∗ ⊆ L ⊆ L∗.
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Let L be a good lattice in V. Then l∗ := L∗/L and l := L/$L∗ are vector
spaces over fD. We can define nondegenerate sesquilinear forms h(, )l∗ , h(, )l
on l∗ and l respectively by

〈ΠL∗(w),ΠL∗(w′)〉l∗ := ΠOD(〈w,w′〉$1−κ),

〈ΠL(v),ΠL(v′)〉l := ΠOD(〈v, v′〉$−κ)

where w,w′ ∈ L∗, v, v′ ∈ L. Note that the forms 〈, 〉l∗ and 〈, 〉l are non-
degenerate and depend on the choice of a prime element $. The following
table is from [Wp], Lemme I.2.

h(, )l∗ h(, )l
D = F ε-symmetric over fF ε-symmetric over fF
D = E, unramified ε-hermitian over fE ε-hermitian over fE
D = E, ramified (−1)κ+1ε-symmetric over fF (−1)κε-symmetric over fF

Define `(V ) := dim(V )− 2r(V ) where V is V, l or l∗ and r(V ) denotes the
Witt index of V . It is straight forward to check that `(V) = `(l) = `(l∗) = 0
if V is a symplectic space; `(l) = `(l∗) = 2 if `(V) = 4 and V quadratic; one
of `(l), `(l∗) is one and the other is two if `(V) = 3 and V quadratic; either
`(l) = `(l∗) = 1, or one of `(l), `(l∗) is zero and the other is two if `(V) = 2
and V quadratic; one of `(l), `(l∗) is zero and the other is two if `(V) = 2 and
V hermitian with respect to a ramified extension; `(l) = `(l∗) = 1 if `(V) = 2
and V hermitian with respect to an unramified extension. In particular, we
have `(l) + `(l∗) = `(V) for any cases.

Let L be a good lattice in V. A decomposition V =
⊕

i Vi of subspaces is
called L-admissible if L =

∑
i(L∩Vi). A basis {vi} of V is called L-admissible

if the decomposition V =
⊕

iDvi is L-admissible. A nondegenerate subspace
V1 of V is called L-admissible if the decomposition V = V1 ⊕ V⊥1 is L-
admissible where V⊥1 denotes the orthogonal complement of V1 in V. It is
clear that we have an L-admissible decomposition

(1.3.c) V = V1 ⊕ V2

such that L ∩ V1 = L∗ ∩ V1 and L ∩ V2 = $(L∗ ∩ V2). Then it is clear that
dim(l) = dim(V1) and dim(l∗) = dim(V2).

Lemma. (i) An anisotropic space V has a unique good lattice.
(ii) Suppose that V = Dv1⊕Dv2 is a hyperbolic plane with a standard basis

{v1, v2} and κ = 0. Let L1 := ODv1 +ODv2 and L2 := ODv1 + pDv2.
Then any good lattice in the hyperplane V is of the form g.Li for some
g ∈ U(V) and i = 1 or 2.
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(iii) For general ε-hermitian space V over D and a good lattice L in V,
there is an L-admissible decomposition V =

⊕
i Vi as direct sum of

nondegenerate subspaces such that each Vi is either one-dimensional
or two-dimensional isotropic.

Proof. First suppose that V is anisotropic. Then we have a decomposition
V =

⊕
iDvi such that h(vi, vj) = 0 for i 6= j. Clearly each subspace

Dvi has a unique good lattice Li and the lattice
⊕

i Li is a good lattice in
the anisotropic space V. In particular, the decomposition V =

⊕
iDvi is

L-admissible. It is not difficult to derive from Bruhat-Tits result in [BT]
that there is a realization of the building of U(V) such that a vertex of the
building corresponds to a good lattice in V. Hence the assertion that

⊕
i Li

is the only good lattice in V follows from the fact that the building of U(V)
is a single point.

A proof of (ii) and (iii) can be found in [Pn3] Lemma 4.2. �
From the description in this subsection and the previous lemma we see

that a good lattice in a 2n-dimensional symplectic space W with κ = 0 is
equivalent to one of the following

Li := pFx1 + pFx2 + · · ·+ pFxi +OFxi+1 + · · ·
+OFxn +OF yn +OF yn−1 + · · ·+OF y1

where i = 0, . . . , n and {x1, . . . , xn, y1 . . . , yn} is a self-dual basis of W.
Note that L∗0 = L0 and L∗n = $−1

F Ln.

1.4. Commutator subgroups of maximal open compact subgroups.
Let L be a good lattice in V. Define

(1.4.a) U(V)L := { g ∈ U(V) | g.L = L }.
It is known that U(V)L is a maximal open compact subgroup of U(V).
Moreover it is also known that every maximal open compact subgroup of
U(V) is equal to U(V)L for some good lattice L in V (cf. [Hj]). Define
SU(V)L := U(V)L ∩ SU(V).

If G is a group, let [G,G] denote the commutator subgroup of G. From
[Pn1] Theorem 3.1, we have the following isomorphism

U(V)L/[U(V)L, U(V)L] '
(
U(V)L/SU(V)L

)(1.4.b)

×
(
S(U(l)× U(l∗))/(SU(l)× SU(l∗))

)
×

(
SU(l)/[U(l), U(l)]

)
×

(
SU(l∗)/[U(l∗), U(l∗)]

)
where S(U(l)×U(l∗)) denotes the subgroup of U(l)×U(l∗) consisting of ele-
ments (g1, g2) such that det(g1)det(g2)=1. It is obvious that U(V)L/SU(V)L
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is trivial if U(V) is a symplectic group, is Z/2Z if U(V) is an orthog-
onal group, is E(1) if U(V) is a unitary group. It is also obvious that
S(U(l)×U(l∗))/(SU(l)× SU(l∗)) is trivial if one of l, l∗ is trivial or a sym-
plectic space, is Z/2Z if both U(l), U(l∗) are orthogonal groups, and is f (1)

E
if both U(l), U(l∗) are unitary groups.

The structure of commutator subgroups of finite classical groups is well-
known and can be described as follows. Let U(v) be a classical group over
a finite field f with odd characteristic. Then

SU(v)/[U(v), U(v)](1.4.c)

'



1, if (τd, ε) = (id,−1), q > 3 or dim(v) ≥ 4;
Z/3Z, if (τd, ε) = (id,−1), q = 3 and dim(v)=2;
1, if (τd, ε) = (id, 1) and dim(v) = 1;
Z/2Z, if (τd, ε) = (id, 1) and dim(v) ≥ 2;
1, if τd 6= id.

This result can be found, for example, in [HO] Theorem 6.4.26 and §6.4G.

By (1.4.b) and (1.4.c), the quotient SU(V)L/[U(V)L, U(V)L] is well un-
derstood. The set of representatives of [U(V)L, U(V)L]-cosets in SU(V)L
can be described as follows. These descriptions are important for the results
in Sections 6-9.

(i) Suppose that V is a symplectic space. We know that SU(V)L/[U(V)L,
U(V)L] is nontrivial only if q = 3. So we assume that q = 3. From
(1.4.c), SU(l)/[U(l), U(l)] is not trivial if and only if V1 is two-dimen-
sional. In this case, let {v1, v2} be a standard basis of V1. If L =

OF v1 + OF v2, the image of the element
[1 1
0 1

]
in SU(V)L/[U(V)L,

U(V)L] generates SU(l)/[U(l), U(l)]. We have a similar description
when l∗ is two-dimensional.

(ii) Suppose that V is a quadratic space. Let V = V1 ⊕ V2 be the decom-
position in (1.3.c).

(ii.1) We know that S(U(l)×U(l∗))/(SU(l)×SU(l∗)) is nontrivial if and
only if both V1,V2 are nontrivial. Assume that we are in this case.
For i = 1 or 2, if Vi is isotropic, choose an L-admissible hyper-

bolic plane V0
i in Vi and let gi :=

[ 0 k
k−1 0

]
∈ U(V0

i ) ⊆ U(V)

for some k ∈ F× such that gi ∈ U(V)L. If Vi is anisotropic,
choose an L-admissible one-dimensional nondegenerate subspace
V0
i of Vi and let gi := −1 ∈ U(V0

i ) ⊆ U(V). Therefore gi belongs
U(V)L and g := g1g2 belongs to SU(V)L. Moreover the image of
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g in SU(V)L/[U(V)L, U(V)L] generates S(U(l) × U(l∗))/(SU(l) ×
SU(l∗)).

(ii.2) We know that SU(l)/[U(l), U(l)] is nontrivial if and only if the
dimension of V1 is greater than 1. Assume that we are in this case.
If V1 is isotropic, choose an L-admissible hyperbolic plane V0

i in

Vi and let g :=
[
k 0
0 k−1

]
∈ U(V0

i ) ⊆ U(V) for k ∈ F× such that

ord(k) = 0 and k is not a square. If V1 is anisotropic, then V1

must be two-dimensional and V1 has two L-admissible subspaces
Fv1, Fv2 such that h(v1, v1)h(v2, v2) is not a square. Let gi be
the element such that gi|Fvi = −1 and gi|(Fvi)⊥ = 1. Therefore
we know that g := g1g2 belongs to SU(V)L and the image of g in
SU(V)L/[U(V)L, U(V)L] generates SU(l)/[U(l), U(l)]. We have a
similar description for SU(l∗)/[U(l∗)U(l∗)].

(iii) Suppose that V is an ε-hermitian space over an unramified quadratic
extension E of F . The quotient SU(V)L/[U(V)L, U(V)L] is nontrivial if
and only if both V1,V2 are nontrivial. Assume that we are in this case.
If Vi is isotropic, choose an L-admissible hyperbolic plane V0

i ⊆ Vi and

gi(k) :=
[
τ(k) 0

0 k−1

]
∈ U(V0

i ) ⊆ U(V) for some k ∈ O×
E − p×E . If Vi

is anisotropic, choose an L-admissible one-dimensional nondegenerate
subspace V0

i of Vi and let gi(k) := τ(k)k−1 ∈ U(V0
i ) ⊆ U(V) for

k given as above. Then the element g := g1(k)g2(k−1) belongs to
SU(V)L and its image in SU(V)L/[U(V)L, U(V)L] generates S(U(l)×
U(l∗))/(SU(l)× SU(l∗)) for a proper chosen k.

(iv) Suppose that V is an ε-hermitian space over a ramified quadratic exten-
sion E of F . Write E = F (

√
∆) for some non-square element ∆ ∈ F×.

Without loss of generality, we assume that l is a quadratic space and
l∗ is a symplectic space. Assume that the dimension of l is greater
than 1. If V1 is isotropic, choose an L-admissible hyperbolic plane V0

1

in V1 and let g :=
[
τ(k) 0

0 k−1

]
∈ U(V0

1 ) ⊆ U(V) for k ∈ F× such that

ord(k) = 0 and k is not a square. If V1 is anisotropic, then V1 must
be two-dimensional and V1 has two L-admissible subspaces Ev1, Ev2
such that (∆,h(v1, v1)h(v2, v2))F = −1 where (, )F denotes the Hilbert
symbol. Let gi be the element such that gi|Evi = −1 and gi|(Evi)⊥ = 1.
Therefore, we know that g := g1g2 belongs to SU(V)L and the image
of g in SU(V)L/[U(V)L, U(V)L] generates SU(l)/[U(l), U(l)]. If q = 3
and dim(l∗) = 2, then SU(l∗)/[U(l∗), U(l∗)] is nontrivial. We have an
analogous description of the element g as in (i) such that the image of
g in SU(V)L/[U(V)L, U(V)L] generates SU(l∗)/[U(l∗), U(l∗)].
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1.5. Weil index of a character of second degree. In this subsection,
we state some well-known facts on the Weil index of a character of second
degree which will be used in latter sections. For a ∈ f×F , define

(1.5.a)
( a

fF

)
=

{
1, if a is a square;

−1, otherwise.

For a ∈ F×, write a = $
ord(a)
F u such that u is a unit of OF . Let ā denote

the element ΠOF (u) ∈ f×F . Suppose that ψ is a character of F . Let ψ̄ be
the nontrivial character of fF defined by ψ̄(ΠOF (t)) := ψ(t$ord(ψ)−1

F ). We
should notice that ā and ψ̄ depends on the choice of the prime element $F .
Define ord(ψ) the parity of ord(ψ) i.e.,

(1.5.b) ord(ψ) =

{
0, if ord(ψ) is even;
1, if ord(ψ) is odd.

Define ord(a) similarly. For a ∈ F×, let γF (ψ), γF (a, ψ), γfF (ψ̄), γfF (ā, ψ̄) be
as defined in [RR] appendix. The following properties are well-known:

(1) γfF (ψ̄)2 =
(−1

fF

)
,

(2) γfF (ā, ψ̄) =
(
ā
fF

)
for a ∈ F×,

(3) γF (ψ) = γfF (ψ̄)ord(ψ),
(4) γF (a, ψ)γF (b, ψ) = γF (ab, ψ)(a, b)F for a, b ∈ F×,
(5) γF (ab2, ψ) = γF (a, ψ) for a, b ∈ F×,

(6) γF (a, ψ) =
((

ā
fF

)
γfF (ψ̄)

)ord(a)( ā
fF

)ord(ψ)(−1
fF

)ord(a)ord(ψ) for a ∈ F×.
The reference is the appendix of [RR]. Note that the formula for γF (a, ψ)
in [RR] Proposition A.11 is not correct. We note here that the right hand
sides of (3) and (6) do not depend on the choice of the prime element $F

although the terms ā and ψ̄ do.

2. Several models of the Weil representation.

In this section, we introduce two special realizations of the Weil represen-
tation, namely the Schrödinger model and the generalized lattice model.
These realizations are well-known. They can be found in [MVW], [RR] or
[Wp].
2.1. Weil representations and the metaplectic covers. Let (W, 〈〈, 〉〉)
be a symplectic space over F . Define the Heisenberg group H(W) (asso-
ciated to (W, 〈〈, 〉〉)) to be the group with underlying set W × F and with
multiplication given by

(2.1.a) (w1, t1) · (w2, t2) :=
(
w1 + w2, t1 + t2 + 1

2〈〈w1, w2〉〉
)
,

where w1, w2 ∈ W and t1, t2 ∈ F . The center of H(W) is {0} × F , which
will be identified with F .
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Fix a nontrivial character ψ of F . By the Stone-Von Neumann theorem,
there is a unique (up to equivalence) irreducible representation (ρψ,S) of
H(W) with central character ψ. The symplectic group Sp(W) acts on H(W)

by g.(w, t) := (g.w, t). Define the metaplectic cover S̃p(W) of Sp(W) to be
the topological subgroup of Sp(W)×Aut(S) consisting of the pairs (g,M [g])
where M [g] satisfies

(2.1.b) M [g] ◦ ρψ(h) = ρψ(g.h) ◦M [g]

for g ∈ Sp(W), M [g] ∈ Aut(S) and h ∈ H(W). It is clear that (g,M [g]) ∈
S̃p(W) implies (g, zM [g]) ∈ S̃p(W) for any z ∈ C×. There is a short exact
sequence of group homomorphisms

(2.1.c) 1 −→ C× α−→ S̃p(W)
β−→ Sp(W) −→ 1

where α : z 7→ (1, z1) and β : (g,M [g]) 7→ g. The metaplectic group S̃p(W)
comes equipped with a representation ωψ on S given by

(2.1.d) ωψ(g,M [g]) := M [g].

The representation (ωψ(g),S) of S̃p(W) or the projective representation
(M [g],S) of Sp(W) is called the Weil representation or the oscillator repre-
sentation.

Let (ρψ,S) be an irreducible admissible representation of the Heisenberg
group H(W) with the central character ψ. Suppose that a special choice
of M [g] satisfying (2.1.b) is given for each g ∈ Sp(W). By the Stone-Von
Neumann theorem, the map M [g] ◦M [g′] is a constant multiple of M [gg′]
for g, g′ ∈ Sp(W). Then the function c : Sp(W)× Sp(W) → C× defined by

(2.1.e) M [g] ◦M [g′] = c(g, g′)M [gg′]

is a two-cocycle of Sp(W).

2.2. Schrödinger model and Ranga-Rao cocycle. Let W = X+Y be a
complete polarization i.e., both X,Y are totally isotropic and are orthogonal
complements of each other. Let S(Y ) be the space of complex valued, locally
constant, compactly supported functions on Y . For (x+y, t) ∈ H(W), define
a homomorphism ρYψ : H(W) → S(Y ) by

(2.2.a)
(
ρYψ (x+ y, t).f

)
(y′) = ψ

(
〈〈y2 + y′, x〉〉+ t

)
f(y + y′)

for any f ∈ S(Y ), x ∈ X, t ∈ F , and y, y′ ∈ Y . For g ∈ Sp(W), write

g =
[
a b
c d

]
according to the complete polarization W = X + Y , where

a ∈ Hom(X,X), b ∈ Hom(Y,X), c ∈ Hom(X,Y ), d ∈ Hom(Y, Y ). Let a∗,
b∗, c∗, d∗ denote the dual maps of a, b, c, d respectively i.e., a∗ ∈ Hom(Y, Y ),
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b∗ ∈ Hom(Y,X), c∗ ∈ Hom(X,Y ), d∗ ∈ Hom(X,X) are the unique maps
such that

〈〈a.x, y〉〉 = 〈〈x, a∗.y〉〉, 〈〈x, d.y〉〉 = 〈〈d∗.x, y〉〉,
〈〈b.y, y′〉〉 = 〈〈y,−b∗.y′〉〉, 〈〈x, c.x′〉〉 = 〈〈−c∗.x, x′〉〉

for any x, x′ ∈ X and any y, y′ ∈ Y . Then we can check d∗a − b∗c = 1,
a∗d − c∗b = 1, d∗b = b∗d, a∗b = b∗a, a∗c = c∗a, d∗c = c∗d, and g−1 =[
d∗ −b∗
−c∗ a∗

]
. For each g ∈ Sp(W), a measure µg on the space X/Ker(c)

is given in [RR] where Ker(c) denotes the kernel of the homomorphism
c : X → Y . Then define MY [g] ∈ Aut(S(Y )) (cf. [RR] Lemma 3.2) by

(MY [g].f)(y)(2.2.b)

=
∫
X/Ker(c)

ψ
(

1
2〈〈a

∗.y,−b∗.y〉〉+ 〈〈c∗.x, b∗.y〉〉

+ 1
2〈〈−c

∗.x, d∗.x〉〉
)
f(−c∗.x+ a∗.y) dµg(x)

for f ∈ S(Y ). One can check that ρYψ (h) and MY [g] satisfy (2.1.b) for
any g ∈ Sp(W) and h ∈ H(W) (cf. [MVW] p. 40). The realization
(MY [g],S(Y )) is called a Schrödinger model of the Weil representation of
Sp(W). This cocycle cY (g, g′) defined with respect to MY [g] is called the
Ranga-Rao cocycle and it is computed explicitly in [RR] Theorem 4.1.

2.3. Generalized lattice model. The Schrödinger model is also defined
for a finite symplectic group. We know that the metaplectic cover of a
finite symplectic group splits. Therefore the Weil representation of a finite
symplectic group is an ordinary representation.

Let B be a good lattice in W (with respect to the integer λF ) and b∗ be
the quotient B∗/B and ΠB∗ be the quotient map B∗ → b∗. We know that
b∗ is a vector space over fF with a skew-symmetric form 〈〈, 〉〉b∗ on b∗ by

(2.3.a) 〈〈ΠB∗(w),ΠB∗(w′)〉〉b∗ := ΠOF
(
〈〈w,w′〉〉$1−λF

F

)
for w,w′ ∈ B∗. Let H(b∗) := b∗× fF be the Heisenberg group associated to
the finite symplectic space (b∗, 〈〈, 〉〉b∗). Let ψ̄ denote the character of fF as
defined in Subsection 1.5. Let (ω̄ψ̄, S) be a Schrödinger model of the Weil
representation of the finite symplectic groups Sp(b∗) associated to the data
(b∗, 〈〈, 〉〉b∗ , ψ̄). Let ρ̄ψ̄ denote the representation of H(b∗) with the central
character ψ̄ on the space S by the Stone-Von Neumann theorem. Define
H(B∗) := B∗×pλF−1

F . It is easy to check that H(B∗) is a subgroup of H(W).
There is a homomorphism

ΠH(B∗) : H(B∗) → H(b∗) by (b, t) 7→ (ΠB∗(b),ΠOF (t$1−λF
F )).
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Let KB be the stabilizer of B in Sp(W), and

(2.3.b) K ′
B := { g ∈ KB | (g − 1).B∗ ⊆ B }.

It is clear that K ′
B is a normal subgroup of KB and KB/K

′
B is isomorphic to

Sp(b∗). Let ρ̃ψ denote the representation of H(B∗) inflated from ρ̄ψ̄ by the
projection ΠH(B∗), and ω̃ψ denote the representation of KB inflated from
ω̄ψ̄ by the projection KB → KB/K

′
B. Let S(B) denote the space of locally

constant, compactly supported maps f : W → S such that

(2.3.c) f(b+ w) = ψ
(

1
2〈〈w, b〉〉

)
ρ̃ψ(b).(f(w))

for w ∈ W, and b ∈ B∗. For h := (w, t) ∈ H(W), define ρBψ (h) ∈ Aut(S(B))
by

(2.3.d) (ρBψ (w, t).f)(w′) := ψ
(

1
2〈〈w

′, w〉〉+ t
)
f(w + w′)

for f ∈ S(B). For g ∈ Sp(W), we define MB[g] ∈ Aut(S(B)) by

(MB[g].f)(w) :=
∫
B∗
ψ(1

2〈〈b, w〉〉)ρ̃ψ(b−1).f(g−1.(b+ w)) db

where g ∈ Sp(W), f ∈ S(B), w ∈ W and db is a Haar measure on B∗.
It is not difficult to check that ρBψ (h) and MB[g] satisfy (2.1.b). We can
normalize the measure such that

(2.3.e) (MB[k].f)(w) = ω̃ψ(k).f(k−1.w)

for k ∈ KB and f ∈ S(B). This realization of the Weil representation is
known as a generalized lattice model . The cocycle determined by the choice
of the operators MB[g] is denoted by cB(g, g′).

2.4. Lattice model. If B happens to be self-dual i.e., B∗ = B, then
(MB[g],S(B)) is called a lattice model . This model is well-known. We
briefly recall the basic facts as follows. Let A be a self-dual lattice in W.
Then S(A) is the space of locally constant, compactly supported functions
f : W → C such that

(2.4.a) f(a+ w) = ψ
(

1
2〈〈w, a〉〉

)
f(w)

for a ∈ A, w ∈ W. Fix a Haar measure µ of W such that µ(A) = 1. Then
we know (

ρAψ (w, t).f
)
(w′) := ψ

(
1
2〈〈w

′, w〉〉+ t
)
f(w + w′)

(MA[g].f)(w) :=
∫
A
ψ

(
1
2〈〈a,w〉〉

)
f(g−1.(a+ w)) dµ(a)

where g ∈ Sp(W), w′ ∈ W, and (w, t) ∈ H(W).
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3. Admissible splittings of metaplectic covers.

In Subsection 3.1, we review the basic concept of reductive dual pairs. In
Subsection 3.2, the doubling procedure from [Kl] is recalled. Then we in-
troduce a splitting of the metaplectic cover with respect to the generalized
lattice model. The main result is Theorem 3.4.

3.1. Reductive dual pairs and admissible splittings. Let (V,h) (resp.
(V ′,h′)) be an ε-hermitian (resp. ε′-hermitian) space over D such that εε′ =
−1. DefineW := V⊗DV ′, which will be denoted by V⊗V ′ later for simplicity.
Define a skew-symmetric F -bilinear from 〈〈, 〉〉 on W by

(3.1.a) 〈〈, 〉〉 := kTrdD/F
(
h(, )⊗ τ ◦ h′(, )

)
where k := 1 if D = F , k := 1

2 if D = E, and TrdD/F denotes the reduced
trace from D to F . Recall that ψ is a character of F of conductoral exponent
λF . Define λ := λF if D is F or an unramified quadratic extension of F ,
λ := 2λF − 1 if D is a ramified quadratic extension of F . Let κ (resp. κ′) be
the integer to define the dual lattices in V (resp. V ′) as in (1.3.a). We make
the following assumption

(3.1.b) κ+ κ′ = λ

throughout the paper.

The pair (U(V), U(V ′)) is called a reductive dual pair in Sp(W). Let
ιV ′ denote the embedding U(V) → Sp(W), and Ũ(V) denote the inverse

image of ιV ′(U(V)) in S̃p(W). The group Ũ(V) is called a metaplectic
cover of U(V). Let Û(V) be the two-fold cover of U(V) in Ũ(V). We
know that Û(V) is a totally disconnected group. A representation (π, V )
of Ũ(V) is called admissible if π|C×(z) is multiplication by z and π|

Û(V)
is

an admissible representation of a totally disconnected group. Restrict the
Weil representation of S̃p(W) to Ũ(V) · Ũ(V ′) and pull it back via the map

Ũ(V)× Ũ(V ′) → Ũ(V) · Ũ(V ′), then we establish a correspondence between

some irreducible admissible representations of Ũ(V) and Ũ(V ′). It is proved
by R. Howe and J.-L. Waldspurger [Wp] that the correspondence is one-to-
one if the residue characteristic of F is odd. This correspondence is called
the local theta correspondence.

A function βV ′ : U(V) → C× is called a splitting of the cocycle
c|ιV′ (U(V))×ιV′ (U(V)) if it satisfies

(3.1.c) c(ιV ′(g), ιV ′(g′)) = βV ′(gg′)βV ′(g)−1βV ′(g′)−1

for any g, g′ ∈ U(V). If the extension Ũ(V) → U(V) has a splitting βV ′ , then
the map β̃V ′ : U(V) → Ũ(V) by g 7→ (ιV ′(g), βV ′(g)M [ιV ′(g)]) is a group
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homomorphism. A splitting βV ′ is called admissible if π ◦ β̃V ′ is an ad-
missible representation of U(V) whenever π is an admissible representation
of Ũ(V). It is known that most of the metaplectic covers split. If we fix

an admissible splitting βV ′ (resp. βV) of Ũ(V) (resp. Ũ(V ′)), we establish
a one-to-one correspondence between some irreducible admissible represen-
tations of U(V) and U(V ′). Of course, the correspondence depends on the
choices of the splittings. If both β1, β2 are admissible splittings of a cocycle
c(ιV ′(g), ιV ′(g′)), then it is obvious and well-known that β1β

−1
2 is a character

of U(V).

3.2. A doubling procedure. Let (U(V), U(V ′)) be a reductive dual pair.
An explicit admissible splitting (when it exists) of Ũ(V) with respect to a
Schrödinger model is given by S. Kudla. Here we briefly recall his result.
First suppose that the space V is a direct sum of hyperbolic planes. So we
have a complete polarization V = X◦ + Y ◦. Define X := X◦ ⊗V ′ and Y :=
Y ◦ ⊗ V ′. Then W = X + Y is a complete polarization. Let (MY [g],S(Y ))
be the Schrödinger model with respect to Y and a fixed character ψ of F .
Then an explicit splitting, denoted by βYV ′(g) in this paper, is given in [Kl]
Theorem 3.1.

If the space V is not a direct sum of hyperbolic planes, a doubling procedure
is required to obtained the splitting as follows (cf. [Kl] Section 4). Let V
denote the space V with the form h(, ) := −h(, ). Then the space V + V
is a direct sum of hyperbolic planes. Let W := V ⊗ V ′ and W := V ⊗ V ′.
We will identify U(V) with the subgroup U(V) × {1} of U(V + V). We
use the same notation ιV ′ to denote the inclusions U(V) → Sp(W) and
U(V + V) → Sp(W +W). Then we have the following maps

U(V) ↪→ U(V)× U(V) −→ U(V + V)
ιV′−→ Sp(W +W).

Define

X◦ := { (v,−v) | v ∈ V } ⊂ V + V,(3.2.a)

Y ◦ := { (v, v) | v ∈ V } ⊂ V + V.

Then it is clear that the decomposition V + V = X◦ + Y ◦ is a complete
polarization. Define Y := Y ◦ ⊗ V ′ and X := X◦ ⊗ V ′. Then W + W =
X+Y is a complete polarization. Then we can define the Schrödinger model
(MY [g],S(Y )) of the Weil representation of Sp(W + W). We know that
there exists the Weil representation (M ′[g],S ′) (resp. (M ′[g],S ′)) of Sp(W)
(resp. Sp(W)) such that S(Y ) ' S ′ ⊗ S ′ and MY [g, g] ' M ′[g] ⊗M

′[g] for
(g, g) ∈ Sp(W)×Sp(W) ⊂ Sp(W+W). Let c′ denote the cocycle associated
to (M ′[g],S ′). Then it is clear that

(3.2.b) cY ((g, 1), (g′, 1)) = c′(g, g′)
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for g, g′ ∈ Sp(W). Define βYV ′(g) := βYV ′(g, 1) for g ∈ U(V) ⊂ U(V + V)
where βYV ′(g, 1) is obtained by the previous paragraph. Then βYV ′(g) is an
admissible splitting of (M ′[g],S ′).

Let L (resp. L′) be a good lattice in V (resp. V ′). Define

(3.2.c) B(L,L′) := L∗ ⊗ L′ ∩ L⊗ L′∗.

Let λF be the integer κ to define the dual lattices in W as in (1.3.a). It is
easy to check that B(L,L′) is a good lattice in W, that is, $FB(L,L′)∗ ⊆
B(L,L′) ⊆ B(L,L′)∗ by the assumption (3.1.b). It is also easy to verify
that ιV ′(U(V)L) ⊆ KB. Let L be the corresponding good lattice in V.
Clearly B(L,L′) +B(L,L′) = B(L+L,L′) is a good lattice in W +W. Let
B1 := B(L,L′), B2 := B(L,L′) and B3 := B(L + L,L′). It is also clear
that we have S(B3) ' S(B1)⊗ S(B2) and MB3 [g, g] = MB1 [g]⊗MB2 [g] for
g ∈ Sp(W) and g ∈ Sp(W). In particular,

(3.2.d) cB3((g, 1), (g′, 1)) = cB1(g, g
′)

for g, g′ ∈ Sp(W).

3.3. A key proposition. Keep the notation in Subsection 3.2. Let W ′

be the space W or W + W and B := B(L,L′) or B(L + L,L′) depending
on whether V is a direct sum of hyperbolic planes or not. Now we want
to compare the actions of MY [g] and MB[g]. Let Ψ: S(B) → S(Y ) be an
isomorphism between ρBψ and ρYψ i.e., ρYψ (h) = Ψ−1 ◦ ρBψ (h) ◦ Ψ for any
h ∈ H(W ′). Because MY [g] ◦ ρYψ (h) = ρYψ (g.h) ◦MY [g], we have

Ψ ◦MY [g] ◦Ψ−1 ◦ ρBψ (h) = ρBψ (g.h) ◦Ψ ◦MY [g] ◦Ψ−1.

By the Stone-Von Neumann theorem, Ψ−1 ◦MY [g]◦Ψ is a nonzero multiple
of MB[g]. Hence we define the function αV ′ : U(V) → C× by

(3.3.a) MY [ιV ′(g)] ◦Ψ = αV ′(g) Ψ ◦MB[ιV ′(g)]

for g ∈ U(V). Since Ψ is unique up to a constant multiple, we see that
αV ′ does not depend on the choice of Ψ. Let cY (ιV ′(g), ιV ′(g′)) (resp.
cB(ιV ′(g), ιV ′(g′))) denote the cocycle on U(V) with respect to the Schrödin-
ger model (MY [g],S(Y )) (resp. the generalized lattice model (MB[g],S(B)))
of the Weil representation of Sp(W ′). Then it is clear that

(3.3.b) cY (ιV ′(g), ιV ′(g′)) = αV ′(g)αV ′(g′)αV ′(gg′)−1cB(ιV ′(g), ιV ′(g′))

for any g, g′ ∈ U(V). Therefore αV ′(g)βYV ′(g) is a splitting of the cocycle
cB(ιV ′(g), ιV ′(g′)). And it is also clear that αV ′(g)βYV ′(g) is an admissible
splitting since βYV ′(g) is admissible. From (2.3.e), we know that cB(g, g′) = 1
if both g, g′ ∈ KB. Therefore αV ′βYV ′ |U(V)L is a character of U(V)L because
ιV ′(U(V)L) ⊆ KB.

Now we define a character ζV ′ of U(V)L as follows.
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(i) If D = F , let ζV ′ be the trivial character of U(V)L.
(ii) Suppose that D is an unramified extension of F . If one of l, l∗ is

trivial, let ζV ′ be the trivial character of U(V)L. Now suppose that
both l and l∗ are not trivial. Then S(U(l)× U(l∗))/(SU(l)× SU(l∗))
is a finite cyclic group order q + 1. Let ζ0 be the unique character
of S(U(l) × U(l∗))/(SU(l) × SU(l∗)) of order two. Let ζV ′ be the
character of U(V)L lifted from the character of U(V)L/[U(V)L, U(V)L]
extended trivially from ζ0 by (1.4.a) if V ′ is odd-dimensional; let ζV ′
be the trivial character of U(V)L if V ′ is even-dimensional.

(iii) Suppose that D is a ramified extension of F . Then one of l, l∗ is a
quadratic space, and the other is a symplectic space. Let l′ denote
the quadratic space. If the dimension of l′ is zero or one, let ζV ′
be the trivial character of U(V)L. If the dimension of l′ is greater
than one, then we know that SU(l′)/[U(l′), U(l′)] ' Z/2Z and let ζ0
be the nontrivial character of SU(l′)/[U(l′), U(l′)]. Then ζ0 can be
extended trivially via (1.4.a) to be a character (still denoted by ζ0)
of U(V)L/[U(V)L, U(V)L]. If V ′ is odd-dimensional, let ζV ′ be the
character of U(V)L lifted from ζ0 of the group U(V)L/[U(V)L, U(V)L];
if V ′ is even-dimensional, let ζV ′ be the trivial character of U(V)L.

Although the notation of the character ζV ′ suggests that it depends on V ′,
in fact it only depends on the parity of the dimension of V ′.

Proposition. Keep the notation as above. Then the restrictions to SU(V)L
of αV ′βYV ′ and ζV ′ are equal.

Since both αV ′β
Y
V ′ and ζV ′ are characters of U(V)L, the restrictions

αV ′β
Y
V ′ |[U(V)L,U(V)L] and ζV ′ |[U(V)L,U(V)L] are trivial. So to prove this propo-

sition we only need to check αV ′(g)βYV ′(g) = ζV ′(g) where g runs over a
set of representatives of [U(V)L, U(V)L]-cosets in SU(V)L. So the result in
Subsection 1.4 plays a role in the proof of this proposition. We also remark
here that βYV ′ depends on a choice of a character χ of E× if U(V) is a uni-
tary group. For different χ, βYV ′ may be different by a character ζ of U(V)
(or U(V + V)). Such a character ζ must factor through the determinant
map. Therefore we only need to prove the proposition for a proper chosen
character χ if U(V) is a unitary group. The remaining computation for the
proposition is postponed to Sections 6-9.

3.4. A nice splitting with respect to a generalized lattice model.
The following theorem is our first main result.

Theorem. Suppose that the extension Ũ(V) → U(V) splits. Let L be
a good lattice in V and L′ be a good lattice in V ′. Let B be the lattice
B(L,L′) or B(L+L,L′) depending on whether V is a direct sum of hyperbolic
planes or not. Let ζV ′ be the character of U(V)L defined in Subsection 3.3.
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Then there exists an admissible splitting βLV ′ : U(V) → C× of the cocycle
cB(ιV ′(g), ιV ′(g′)) such that βLV ′(g) = ζV ′(g) for any g ∈ U(V)L. Moreover
the splitting βLV ′ is unique except the following two cases: (1) U(V) is an
isotropic orthogonal group, or (2) E is a ramified quadratic extension and
the orthogonal space in l, l∗ is trivial. For the exceptional cases, there are
two such splittings.

Proof. Define

K :=


{1}, if U(V) is a symplectic group;
{±1}, if U(V) is an orthogonal group;
E(1), if U(V) is a unitary group.

Let det : U(V) → K be the determinant map. By Proposition 3.3, the char-
acter αV ′βYV ′ζV ′ = αV ′β

Y
V ′ζ

−1
V ′ is trivial when restricted to SU(V)L. There-

fore, the character αV ′βYV ′ζV ′ of U(V)L factors through the determinant map
i.e., αV ′βYV ′ζV ′ = ξ′ ◦ (det|U(V)L) for some character ξ′ of det(U(V)L). It is
obvious that either det(U(V)L) = K or det(U(V)L) is a subgroup of index
two of K. In both cases, it is clear that a character of det(U(V)L) is the
restriction of a character of K. So we may assume that ξ′ is a character of
K = det(U(V)). Hence αV ′βYV ′ζV ′ is the restriction of the character ξ′ ◦ det
of U(V) i.e., αV ′βYV ′ζV ′ = (ξ′ ◦ det)|U(V)L . Let ξ denote the character ξ′ ◦ det
of U(V). Define

(3.4.a) βLV ′(g) := ξ(g)−1αV ′(g)βYV ′(g)

for any g ∈ U(V). Since αV ′(g)βYV ′(g) is an admissible splitting of cB(ιV ′(g),
ιV ′(g′)), so is βLV ′(g). And it is clear that βLV ′ |U(V)L is equal to ζV ′ .

Next we want to prove that the admissible splitting satisfying the condi-
tion in Theorem 3.4 is almost unique. Suppose that β is another admissible
splitting of cB(ιV ′(g), ιV ′(g′)) and β|U(V)L = ζV ′ . Then β−1βLV ′ is a charac-
ter of U(V) whose restriction to U(V)L is trivial. If V is anisotropic, then
U(V) = U(V)L. So β−1βLV ′ is the trivial character of U(V). Hence β = βLV ′ .
Next suppose that V is isotropic and U(V) is not an orthogonal group. It
is known that [U(V), U(V)] = SU(V). So β−1βLV ′ = φ ◦ det for some char-
acter φ of K. If we also assume that we are not in case (2) of the theorem,
then we know that det(U(V)L) = K, so φ must be trivial. So β−1βLV ′ is
a trivial character of U(V) i.e., β = βLV ′ . If we are in case (2) of the the-
orem, then det(U(V)L) is a subgroup of K of index 2 i.e., det(U(V)L) are
the numbers t ∈ E(1) such that t ≡ 1 mod pE . There are two characters of
K whose restriction to det(U(V)L) is trivial, namely, the trivial character
and the unique character of order two. So we have two splittings in this
case. Now we consider the remaining case i.e., V is an isotropic quadratic
space. In this case, it is well-known that U(V)/[U(V), U(V)] ' (Z/2Z)3.
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Suppose that {g1, g2, g3} is a set of representatives of the cosets which gen-
erate U(V)/[U(V), U(V)]. It is easy to see from Subsection 1.4 that we can
choose the set {g1, g2, g3} such that two of the elements in the set are also in
U(V)L. Hence there are exactly two characters of U(V) whose restrictions to
U(V)L are trivial. So there are two admissible splittings of cB(ιV ′(g), ιV ′(g′))
whose restrictions to U(V)L are equal to ζV ′ . �

3.5. Remark. From Theorem 3.4, we see that the map β̃LV ′ : U(V) → Ũ(V)
defined by

(3.5.a) β̃LV ′(g) := (ιV ′(g), βLV ′(g)MB[ιV ′(g)])

is a group homomorphism. Regard (ωψ,S(B)) as a representation of U(V)
via β̃LV ′ . Then by (2.3.e) and the fact βLV ′ |U(V)L = ζV ′ , we see that

(3.5.b) (ωψ(ιV ′(k)).f)(w) = ζV ′(k)ω̃ψ(ιV ′(k)).f(ιV ′(k)−1.w)

for w ∈ W, k ∈ U(V)L and f ∈ S(B). Note that ζV ′ is either trivial or
of order two. Hence (3.5.b) is very convenient to study local theta corre-
spondence via the theory of minimal K-types. In fact, it is a fundamental
ingredient of the study of the relation between the theta correspondence of a
p-adic reductive dual pair and the theta correspondence of a finite reductive
dual pair. More details can be found in [Pn2].

Although the lattice B depends on the choice of the lattice L′ of V ′,
it turns out that the splitting βLV ′ does not at least if we exclude the two
exceptional cases in Theorem 3.4. This justifies the use of our notation “βLV ′”
instead of “βBV ′”.

3.6. Tensor product of the Weil representations. Suppose that W =⊕
iWi where Wi are nondegenerate symplectic subspaces of W. Suppose

that a maximal totally isotropic subspace Y is compatible with the decom-
position i.e., Y =

⊕
i Yi where Yi := Y ∩ Wi. Then it is obvious that

S(Y ) '
⊗

i S(Yi) and MY [g] '
⊗

iMYi [gi] where g :=
∏
i gi ∈

∏
i Sp(Wi) ⊆

Sp(W) and (MYi [gi],S(Yi)) is a Schrödinger model of the Weil representa-
tion of Sp(Wi). Similarly, if a good lattice B in W is compatible with the
decomposition W =

⊕
iWi i.e., B =

⊕
iBi where Bi := B ∩ Wi, then

S(B) '
⊗

i S(Bi) and MB[g] =
⊗

iMBi [gi] where (MBi [gi],S(Bi)) is a gen-
eralized lattice model of the Weil representation of Sp(Wi).

Suppose that V =
⊕

i Vi is an L-admissible decomposition of nonde-
generate subspaces and Y ◦ is an maximal totally isotropic of V such that
Y ◦ =

⊕
i Y

◦
i where Y ◦

i := Y ◦ ∩ Vi. Let Yi := Y ◦
i ⊗ V ′, Li := L ∩ Vi and

Bi := B(Li, L′). If g :=
∏
i gi ∈

∏
i U(Vi) ⊆ U(V), then it is clear from the

previous paragraph that

(3.6.a) βYV ′(g) =
∏
i

βYiV ′(gi) and αV ′(g) =
∏
i

αV ′i(gi).
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Suppose that V ′ =
⊕

i V ′i is a decomposition of nondegenerate subspaces.
Let Yi := Y ◦ ⊗ V ′i. Then it is clear that

(3.6.b) cY (ιV ′(g), ιV ′(g′)) =
∏
i

cYi(ιV ′i(g), ιV ′i(g
′))

for g, g′ ∈ U(V). If U(V) is an orthogonal group or a symplectic group, it is
clear that

(3.6.c) βYV ′(g) =
∏
i

βYiV ′i
(g).

If U(V) is a unitary group, the definition of βYV ′(g) depends on a choice of
a character χ of E× such that χ|F× = εmE/F where m = dim(V ′) and εE/F
denotes the quadratic character of F× with respect to the extension E of F .
If we choose characters χi of E× such that χi|F× = εmiE/F wheremi = dim(V ′i)
and let χ :=

⊗
i χi, then clearly χ|F× = εmE/F . Therefore (3.6.c) is also true

for unitary groups if we define βYiV ′i
(resp. βYV ′) with respect to the character

χi (resp. χ). If we also assume that the decomposition V ′ =
⊕

i V ′i is L′-
admissible, then clearly

(3.6.d) cB(ιV ′(g), ιV ′(g′)) =
∏
i

cBi(ιV ′i(g), ιV ′i(g
′))

where Bi := B(L,L′i) and L′i := L′ ∩ Vi. Moreover, it is clear that αV ′(g) =∏
i αV ′i(g). Hence,

(3.6.e) αV ′(g)βYV ′(g) =
∏
i

αV ′i(g)β
Yi
V ′i

(g).

4. Isomorphisms between various models.

In this section, we discuss isomorphisms between various models of the Weil
representation introduced in Section 2. These isomorphisms will be used in
Sections 6-9.

4.1. Schrödinger models and lattice models. Let W be a symplectic
space over F and W = X + Y be a complete polarization. Let LX be a
lattice in X. Let LY be the dual lattice of LX in Y . Then A := LX +
LY is a self-dual lattice in W. Let (ρYψ ,S(Y )) (resp. (ρAψ ,S(A))) be the
Schrödinger model (resp. lattice model) of the irreducible representation of
the Heisenberg group H(W) with respect to a given nontrivial character ψ
of F . Choose a Haar measure µX on X. For f ∈ S(A), define a function
Ξ.f : Y → C by

(4.1.a) (Ξ.f)(y) :=
∫
X
ψ

(
1
2〈〈x, y〉〉

)
f(x+ y) dµX(x).



184 SHU-YEN PAN

Since f is compactly supported, Ξ.f is well-defined. Clearly Ξ.f is locally
constant because f is. It is also not difficult to check that Ξ.f is compactly
supported. Hence Ξ.f ∈ S(Y ).

Lemma. The map Ξ is an isomorphism of vector spaces and the following
diagram

(4.1.b)
S(A)

ρAψ (h)
−−−−−−−→ S(A)yΞ

yΞ

S(Y )
ρYψ (h)

−−−−−−−→ S(Y )

commutes for any h ∈ H(W).

Proof. We may only consider h := x + y ∈ W where x ∈ X, y ∈ Y . Let
f ∈ S(A). Then(

ρYψ (x+ y)(Ξ.f)
)
(y′)

= ψ
(
〈〈y2 + y′, x〉〉

)
(Ξ.f)(y + y′)

= ψ
(
〈〈y2 + y′, x〉〉

) ∫
X
ψ

(
1
2〈〈x

′, y + y′〉〉
)
f(x′ + y + y′) dµX(x′).

On the other hand,(
Ξ(ρAψ (x+ y).f)

)
(y′)

=
∫
X
ψ

(
1
2〈〈x

′, y′〉〉
)
(ρAψ (x+ y).f)(x′ + y′) dµX(x′)

=
∫
X
ψ

(
1
2〈〈x

′, y′〉〉
)
ψ

(
1
2〈〈x

′ + y′, x+ y〉〉
)
f(x+ y + x′ + y′) dµX(x′)

= ψ
(
〈〈y2 + y′, x〉〉

) ∫
X
ψ

(
1
2〈〈x

′ + x, y + y′〉〉
)
f(x′ + x+ y + y′) dµX(x′).

Hence, the diagram commutes. Because the representations ρYψ and ρAψ are
irreducible and clearly Ξ is not trivial, Ξ must be an isomorphism of vector
spaces. �

4.2. Two models of the Weil representation of a finite symplectic
group. Let (w, 〈〈, 〉〉) be a symplectic space over a finite field f and ψ̄ a
nontrivial character of f . Let ψ̄0 be the character of f defined by ψ̄0(t) =
ψ̄(t/2) for t ∈ f . Let w = x + y be a complete polarization. Let S1(y) be
the space of complex valued functions on y. For g ∈ Sp(w), let x(g) and
j(g) be as defined in [RR] and M1[g] ∈ Aut(S1(y)) be the MY [g] defined in
Subsection 2.2. Here the measure µg on the space x/Ker(c) is chosen such
that µg(x/Ker(c)) = qj(g)/2 where q = #(f). Let

(4.2.a) m(g) := γf (x(g), ψ̄0)−1γf (ψ̄0)−j(g)



SPLITTINGS OF THE METAPLECTIC COVERS 185

be as defined in [RR] p. 360. It is known that the map g 7→ m(g)M1[g] is an
ordinary representation of the finite group Sp(w) from [RR] Corollary 5.7.

We want to introduce another realization of the Weil representation of
the finite symplectic group Sp(w). Let S2(y) be the space of functions
f : w → C such that

f(a+ w) = ψ̄
(

1
2〈〈w, a〉〉

)
f(w)

for w ∈ w, a ∈ x. Let µx be the Haar measure in x such that µx(x) = 1.
Define

(4.2.b) (M2[g].f)(w) :=
∫
x
ψ

(
1
2〈〈a,w〉〉

)
f(g−1.(a+ w)) dµx(a).

Let Ῡ : S2(y) → S1(y) be the isomorphism of vector spaces by

(4.2.c) Ῡ.f := f |y
for f ∈ S2(y).

Lemma. The following diagram

(4.2.d)
S2(y)

qj(g)/2M2[g]−−−−−−−→ S2(y)yῩ

yῩ

S1(y)
M1[g]−−−−−−−→ S1(y)

commutes for any g ∈ Sp(w).

Proof. We can define the representations ρ1 (resp. ρ2) of H(w) on the
space S1(y) (resp. S2(y)) and check that the map Ῡ intertwines these two
representations. By the Stone-Von Neumann theorem, we know that there
exists a function α : Sp(w) → C× such that

M1[g] ◦ Ῡ = Ῡ ◦ α(g)M2[g]

for g ∈ Sp(w). So we just need to compute α(g). Let f1 ∈ S1(y) be the
characteristic function of {0} and f2 ∈ S2(y) be the characteristic function
of x. It is clear that Ῡ.f2 = f1. We have

(Ῡ ◦M2[g]f2)(0) = (M2[g]f2)(0) =
∫
x
ψ̄

(
〈〈a, 0〉〉

)
f2(g−1(a+ 0)) dµx(a)

= µx(g.x ∩ x) = q−j(g).

On the other hand, we have

(M1[g].f1)(0) =
∫
x/Ker(c)

ψ̄
(
〈〈c∗.x, d∗.x〉〉

)
f1(−c∗.x) dµg(x)

= µg({0}) = qj(g)/2
(
qj(g)

)−1

= q−j(g)/2.
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Hence, α(g) = qj(g)/2. �
Therefore, (m(g)qj(g)/2M2[g], S2(y)) is an ordinary representation of the

finite symplectic group Sp(w).

4.3. Generalized lattice model revisited. Let B be a good lattice in W
and A be a self-dual lattice such that B ⊆ A ⊆ B∗. Let b∗ := B∗/B and
ΠB∗ denote the map B∗ → b∗. We know that b∗ is a symplectic space over
fF and ΠB∗(A) is a maximal totally isotropic subspace of b∗. Let KB and
K ′
B be as defined in Subsection 2.3. We know that KB/K

′
B ' Sp(b∗). Let

S(B∗) be the space of locally constant, functions f : B∗ → C such that

(4.3.a) f(a+ b) = ψ
(

1
2〈〈b, a〉〉

)
f(b)

for a ∈ A and b ∈ B∗. For g ∈ KB, let ḡ denote its image in Sp(b∗). Let
MA[g] be the M [g] defined in [MVW] p. 42. If g ∈ KB and f ∈ S(B∗), then
clearlyMA[g].f ∈ S(B∗). Moreover, MA[g] acts trivially on S(B∗) if g ∈ K ′

B.
Let w := b∗ and y := ΠB∗(A). Hence, y is a maximal totally isotropic
subspace of w. Clearly, we have an isomorphism Υ: S(B∗) → S2(y) such
that the diagram

(4.3.b)
S(B∗)

MA[g]−−−−−−−→ S(B∗)yΥ

yΥ

S2(y)
M2[ḡ]−−−−−−−→ S2(y)

commutes for g ∈ KB and ḡ denotes the image of g in KB/K
′
B. Therefore,

from Subsection 4.2, we know that (m(ḡ)qj(ḡ)/2MA[g], S(B∗)) is the repre-
sentation of KB lifted from the Weil representation of the finite symplectic
group KB/K

′
B.

Now we can have a more precise realization of the generalized lattice
model. Let S(B) be the space of locally constant, compactly supported
maps f from W to the space of complex valued functions on B∗ such that

(i) f(w)(a+ b) = ψ
(

1
2〈〈b, a〉〉

)
f(w)(b) for w ∈ W, b ∈ B∗, a ∈ A, and

(ii) f(w)(b) = ψ
(

1
2〈〈b, w〉〉

)
f(b+ w)(0) for b, b′ ∈ B∗, w ∈ W.

For f ∈ S(B), define Ω.f : W → C by

(4.3.c) (Ω.f)(w) := f(w)(0).

By (ii), we have (Ω.f)(a + w) = f(a + w)(0) = ψ
(

1
2〈〈w, a〉〉

)
f(w)(a) for

a ∈ A ⊆ B∗ and w ∈ W. Then by (i), we have

ψ
(

1
2〈〈w, a〉〉

)
f(w)(a) = ψ

(
1
2〈〈w, a〉〉

)
ψ

(
1
2〈〈a, 0〉〉

)
f(w)(0)

= ψ
(

1
2〈〈w, a〉〉

)
(Ω.f)(w).

Therefore, Ω is a map from S(B) to S(A).
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Lemma. The map Ω is an isomorphism of vector spaces and the following
diagram

(4.3.d)
S(B)

ρBψ (h)
−−−−−−−→ S(B)yΩ

yΩ

S(A)
ρAψ (h)

−−−−−−−→ S(A)

commutes for any h ∈ H(W).

Proof. We only need to check for h = w ∈ W. Let f ∈ S(B) and w′ be an
element in W. Then(

ρAψ (w)(Ω.f)
)
(w′) = ψ

(
1
2〈〈w

′, w〉〉
)
(Ω.f)(w′ + w)

= ψ
(

1
2〈〈w

′, w〉〉
)
f(w′ + w)(0)

=
(
ρBψ (w).f

)
(w′)(0)

=
(
Ω(ρBψ (w).f)

)
(w′).

Hence, the diagram commutes and Ω is an isomorphism. �

The conclusion of this subsection is that the following diagram

(4.3.e)
S(B)

MB [g]−−−−−−−→ S(B)yΩ

yΩ

S(A)
m(ḡ)qj(ḡ)/2MA[g]−−−−−−−−−−→ S(A)

commutes for any g ∈ KB.

4.4. The main identity. To prove Proposition 3.3, we need to compute
βYV ′(g) and αV ′(g) for g in a set of representatives of [U(V)L, U(V)L]-cosets
in SU(V)L. The computation for βYV ′(g) will be straight forward from the
formula in [Kl] Theorem 3.1. Now we describe the method for computation
for αV ′(g). Realize the generalized lattice model (MB,S(B)) as described
in Subsection 4.3. We shall properly choose a self-dual lattice A in W (or
W +W) such that B ⊆ A ⊆ B∗. Let Ω: S(B) → S(A) be the isomorphism
defined in Subsection 4.3. Then we have

(4.4.a) Ω ◦MB[ιV ′(g)] = m(ιV ′(g))qj(ιV′ (g))/2MA[ιV ′(g)] ◦ Ω

where g ∈ U(V)L and ιV ′(g) is the image of ιV ′(g) inKB/K
′
B. Let Ξ: S(A) →

S(Y ) be the isomorphism defined in Subsection 4.1. Since αV ′(g) is indepen-
dent of the choice of Ψ, we may let Ψ := Ξ ◦ Ω: S(B) → S(Y ). Therefore,
by substituting (4.4.a) into (3.3.a), we get

(4.4.b) MY [ιV ′(g)] ◦ Ξ = αV ′(g)m(ιV ′(g))qj(ιV′ (g))/2Ξ ◦MA[ιV ′(g)]

for g ∈ U(V)L. The identity (4.4.b) can be applied on any function in S(A).
In particular, we shall choose the characteristic function fA ∈ S(A) and
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find the value of the identity at 0. That is, we shall compute αV ′(g) by the
following identity
(4.4.c)
(MY [ιV ′(g)] ◦ Ξ.fA)(0) = αV ′(g)m(ιV ′(g))qj(ιV′ (g))/2(Ξ ◦MA[ιV ′(g)].fA)(0).

5. Several lemmas for unitary groups.

In this section, we introduce a few lemmas which will be used in the com-
putation for unitary groups in Sections 6 and 7.

5.1. . The following lemma is somewhat well-known. Recall that ψ is a
character of F with conductoral exponent ord(ψ) = λF and ψ0 is the char-
acter of F defined by ψ0(t) := ψ(t/2). It is obvious that ord(ψ) = ord(ψ0).

Lemma. Let a be an element in O×
F . Then∑

t∈OF /p
ord(a)
F

ψ(a−1$λF
F t2) = qord(a)/2γF (2a−1$λF

F , ψ0)γF (ψ0).

Proof. Let ψ′ be the character of F defined by ψ′(t) := ψ(a−1$λF
F t) =

ψ0(2a−1$λF
F t) for t ∈ F . Then it is clear that ord(ψ′) = ord(a). It is

well-known that∑
t∈OF /p

ord(a)
F

ψ′(t2) =

{
qord(a)/2, if ord(a) is even;
qord(a)/2γfF (ψ̄′), if ord(a) is odd.

This can be found, for example, in [Mn] p. 366 and p. 372. From (3) in
Subsection 1.5, we conclude that∑

t∈OF /p
ord(a)
F

ψ′(t2) = qord(a)/2γF (ψ′) = qord(a)/2γF (2a−1$λF
F , ψ0)γF (ψ0).

�

5.2. An embedding. The setting of the remaining of Section 5 will be as
follows. Let (U(V), U(V ′)) be the reductive dual pairs of unitary groups
such that both V, V ′ are one-dimensional over E := F (δ) where ∆ := δ2 is
a nonsquare element in F×. We assume that ord(∆) = 0 or 1. Let h, h′

denote the forms on V, V ′ respectively.

Now we want to embed U(V) into an isotropic unitary group in two vari-
ables. The material in this subsection is from [Kl] Section 4 although our
choice of the basis is slightly different. Let V be the space V with the form
h := −h. Let v be a nonzero element in V and v̂ be the element in V
corresponding to v. Let v′ be a nonzero element in V ′. Let r := h(v, v)
and r′ := h′(v′, v′). We know that rr′ ∈ δF×. Let % be the element in
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F such that δ% := rr′. We will choose v, v′ such that ord(%) = 0 or 1.
Define W := V ⊗ V ′ and W := V ⊗ V ′. Let w1 := −(2∆%)−1(v − v̂) ⊗ v′,
w2 := (2∆%)−1δ(v− v̂)⊗ v′, w3 := δ(v+ v̂)⊗ v′, w4 := (v+ v̂)⊗ v′. Let 〈〈, 〉〉
denote the skew-symmetric form on W +W. It is easy to check that

〈〈wi, wj〉〉 =


1, if (i, j) = (1, 3) or (2, 4);

−1, if (i, j) = (3, 1) or (4, 2);
0, otherwise.

The set {w1, w2, w3, w4} is our choice of a basis of W +W. Let X (resp. Y )
be the F -space spanned by {w1, w2} (resp. {w3, w4}). Then W+W = X+Y
is a complete polarization.

Let g be an element in U(V). Then g can be written as x + δy for some
x, y ∈ F such that x2 −∆y2 = 1. Under our assumption of the element ∆,
we know x, y ∈ OF . Then we have
(5.2.a)

ιV ′(g) =
1
2


x+ 1 −∆y −2∆2%y −2∆%(x− 1)
−y x+ 1 2∆%(x− 1) 2∆%y
− y

2∆%
x−1
2∆% x+ 1 y

−x−1
2∆%

y
2% ∆y x+ 1

 ∈ Sp(W +W)

with respect to the basis given above. Write ιV ′(g) =
[
a b
c d

]
according to

the complete polarization W +W = X + Y . Then

c =
1

4∆%

[
−y x− 1

−(x− 1) ∆y

]
, d =

1
2

[
x+ 1 y
∆y x+ 1

]
.

We know that c∗ is just the transpose of c under the basis. Therefore

(5.2.b) −c∗ =
1

4∆%

[
y x− 1

−(x− 1) −∆y

]
, −d.c∗ =

1
4

[ y
∆% 0
0 −y

%

]
.

Note that det(c) = 1
8∆−2%−2(1− x) and det(d) = 1+x

2 . We know that g = 1
if and only if x = 1. Therefore, Ker(c) = {0} if g 6= 1 and c = 0 if g = 1.
Hence, we conclude that

(5.2.c) j(ιV ′(g)) =

{
0, if g = 1;
2, if g 6= 1.

5.3. . Let L (resp. L′) be the unique good lattice in V (resp. V ′). Let L be
the corresponding good lattice in V. Then L+L is a good lattice in V + V.
Define

B := B(L+ L,L′)
as in Subsection 3.2. Then B is a good lattice in W +W.
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Lemma. The decomposition X + Y of the space W +W is B-admissible.

Proof. Let λ be the number given in Subsection 3.1 and v, v̂, v′, w1, . . . , w4

be the vectors defined in Subsection 5.2. Then it is straight forward to check
that
(5.3.a)

B =

{
p
dλ/2e
E v ⊗ v′ + p

dλ/2e
E v̂ ⊗ v′, if E is unramified and ord(%) = 0;

p
bλ/2c
E v ⊗ v′ + p

bλ/2c
E v̂ ⊗ v′, otherwise.

We know that pkE = pkF + δpkF if E is unramified and pkE = p
dk/2e
F + δp

bk/2c
F

if E is ramified. Therefore we have the following. If E is unramified and
ord(%) = 0, then λ = λF and

B = p
dλF /2e
F v ⊗ v′ + p

dλF /2e
F δv ⊗ v′ + p

dλF /2e
F v̂ ⊗ v′ + p

dλF /2e
F δv̂ ⊗ v′.

If E is unramified and ord(%) = 1, then λ = λF and

B = p
bλF /2c
F v ⊗ v′ + p

bλF /2c
F δv ⊗ v′ + p

bλF /2c
F v̂ ⊗ v′ + p

bλF /2c
F δv̂ ⊗ v′.

If E is ramified and λF is odd, then λ = 2λF − 1 and

B = p
d(λF−1)/2e
F v ⊗ v′ + p

b(λF−1)/2c
F δv ⊗ v′ + p

d(λF−1)/2e
F v̂ ⊗ v′

+ p
b(λF−1)/2c
F δv̂ ⊗ v′

= p
(λF−1)/2
F v ⊗ v′ + p

(λF−1)/2
F δv ⊗ v′ + p

(λF−1)/2
F v̂ ⊗ v′

+ p
(λF−1)/2
F δv̂ ⊗ v′

= p
(λF+1)/2
F w1 + p

(λF+1)/2
F w2 + p

(λF−1)/2
F w3 + p

(λF−1)/2
F w4.

If E is ramified and λF is even, then λ = 2λF − 1 and

B = p
d(λF−1)/2e
F v ⊗ v′ + p

b(λF−1)/2c
F δv ⊗ v′ + p

d(λF−1)/2e
F v̂ ⊗ v′

+ p
b(λF−1)/2c
F δv̂ ⊗ v′

= p
λF /2
F v ⊗ v′ + p

λF /2−1
F δv ⊗ v′ + p

λF /2
F v̂ ⊗ v′ + p

λF /2−1
F δv̂ ⊗ v′

= p
λF /2+1
F w1 + p

λF /2
F w2 + p

λF /2−1
F w3 + p

λF /2
F w4.

So it is clear that the basis {w1, w2, w3, w4} is B-admissible. X = Fw1+Fw2

and Y = Fw3 +Fw4. Hence the decomposition X + Y is B-admissible. �

5.4. . Define LY := B ∩ Y , which is a lattice in Y . Let LX be the dual
lattice of LY in X. Therefore, the lattice

(5.4.a) A := LX + LY

is a self-dual lattice in W +W. It is clear that B ⊆ A ⊆ B∗ and B ∩ Y =
A ∩ Y = LY .
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Lemma. Let g be an element in U(V). Then

(ιV ′(g).A+A) ∩X = LX .

Proof. Let g′ := ιV ′(g) ∈ Sp(W +W). Since now V is anisotropic, we have
ιV ′(U(V)) = ιV ′(U(V)L) ⊆ KB. So g′ stabilizes the lattice B. Therefore,
B ⊆ g′.A ∩ A ⊆ A. But we know that B ∩ Y = A ∩ Y = LY . Hence,
(g′.A ∩ A) ∩ Y = LY . Note that g′.A + A = (g′.A)∗ + A∗ = (g′.A ∩ A)∗.
Therefore (g′.A+A) ∩X = LX . �

5.5. .

Lemma. Let g be an element in U(V). Then

(Ξ ◦MA[ιV ′(g)].fA)(0) = µX(LX)µ(ιV ′(g).A ∩A)

where Ξ is the map defined in Subsection 4.1 and fA ∈ S(A) is the charac-
teristic function on A.

Proof. Let g′ := ιV ′(g) ∈ Sp(W) and I0 := (Ξ ◦MA[g′].fA)(0). Then

I0 =
∫
X

(MA[g′].fA)(x) dµX(x)

from (4.1.a). It is clear that the support of the function MA[g′].fA is con-
tained in g′.A + A. By Lemma 5.4, we know that (g′.A + A) ∩ X = LX .
Therefore

I0 =
∫
LX

(MA[g′].fA)(x) dµX(x)

=
∫
LX

∫
A
ψ

(
1
2〈〈a, x〉〉

)
fA(g′−1.(a+ x)) dµ(a) dµX(x).

If x ∈ LX , then a′ := a+ x is in A. Therefore

I0 =
∫
LX

∫
A
ψ

(
1
2〈〈a

′ − x, x〉〉
)
fA(g′−1.a′) dµ(a′) dµX(x)

=
∫
LX

∫
g′.A∩A

dµ(a′) dµX(x) = µX(LX)µ(g′.A ∩A).

�

5.6. .

Lemma. Let Ξ be the map defined in (4.1.a) and fA ∈ S(A) (resp. fY ∈
S(Y )) be the characteristic function of A (resp. Y ). Then Ξ.fA=µX(LX)fY .

Proof. For y ∈ Y , by the definition we have

(Ξ.fA)(y) =
∫
X
ψ

(
1
2〈〈x, y〉〉

)
fA(x+ y) dµX(x).
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From the definition, fA(x+y) is not zero if and only if x+y ∈ A. Now x ∈ X,
y ∈ Y , so x+ y ∈ A if and only if x ∈ LX , y ∈ LY . Therefore if x+ y ∈ A,
we have ψ

(
1
2〈〈x, y〉〉

)
fA(x + y) = 1. Hence we have (Ξ.fA)(y) = µX(LX) if

y ∈ LY and (Ξ.fA)(y) = 0 if y /∈ LY . �

5.7. The normalized Haar measure. The actionMY [g] defined in (2.2.b)
depends on normalization of the Haar measure µg on the space X/Ker(c).
The measure µg is given explicitly in [RR] Theorem 3.5. We describe the
normalization in our situation. Let g be an element in U(V). Write ιV ′(g) =[
a b
c d

]
∈ Sp(W +W) with respect to the decomposition X + Y of W +W.

From the computation in Subsection 5.4, we know that LX = pλ1
F w1 +pλ2

F w2

and LY = pλF−λ1
F w3 + pλF−λ2

F w4 where

λ2 :=

{
bλF /2c, if E is unramified, ord(%) = 0 and λF is odd;
dλF /2e, otherwise,

λ1 :=

{
λ2 + 1, if E is ramified and λF is even;
λ2, otherwise.

Following [RR], we normalize a Haar measure µX on the additive group X
by

(5.7.a) µX(LX) = q−λ0

where λ0 := λ1 + λ2 − λF . Let µ{0} denote the measure of {0} such that
µ{0}({0}) = 1. Then from [RR], we have

(5.7.b) µιV′ (g) =

{∣∣det(a)
∣∣1/2µ{0}, if c = 0;∣∣det(c)
∣∣1/2µX , if Ker(c) = {0}

where | · | denotes the normalized multiplicative valuation of F , i.e., |0| = 0
and |t| = q−ord(t) for t ∈ F×. Formula (5.7.a) looks different from the
formula in [RR]. This is because we use the left action of Sp(W + W) on
W +W instead of right action used in [RR].

5.8. . For g := x+ δy ∈ U(V) and g 6= 1, define

(5.8.a) LX [g] := {x ∈ X | −c∗.x ∈ LY }

where −c∗ is as given in (5.2.b). It is clear that LX [g] is a lattice in X since
−c∗ is an isomorphism of vector spaces.

Lemma. Suppose that g 6= 1. If x 6≡ 1 mod pF , then LX [g] ⊆ LX . If
x ≡ 1 mod pF , then LX ⊆ LX [g].
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Proof. First, we suppose that g = −1. Hence, y = 0. From (5.2.a), we see
that LY ⊆ B∗ ∩ Y = ιV ′(g).(B∗ ∩ X) = −c∗.LX . So LX [g] ⊆ LX in this
case.

For the remaining of the proof, we assume that y 6= 0. Hence we have
ord(y) = 0 if x 6≡ 1 mod pF , and ord(1 − x) = 2ord(y) + ord(∆) if
x ≡ 1 mod pF because x2 − ∆y2 = 1. From (5.2.b) and the result in
Subsection 5.7, it is clear that

LX [g] =

{
p
λF−λ1+ord(∆%/y)
F w1 + p

λF−λ2+ord(%/y)
F w2, if x ≡ 1 mod pF ;

p
λF−λ1+ord(∆%)
F w1 + p

λF−λ2+ord(∆%)
F w2, if x 6≡ 1 mod pF .

(1) Suppose that E is unramified, ord(%) = 0 and λF is odd. Then λ1 =
λ2 = λF−1

2 . Since now ord(y) > 0 if x ≡ 1 mod pF and ord(y) = 0 if
x 6≡ 1 mod pF . The lemma is clear in this case.

(2) Suppose that E is ramified and λF is even. Then λ1 = λF
2 + 1 and

λ2 = λF
2 . We also have ord(%) = 0 under our assumption. Again, the

lemma is obvious in this case.
(3) Suppose we are in the situation other than the previous two cases.

Then λ1 = λ2 = dλF2 e. It is straight to check that the lemma is true
in this case.

�

5.9. .

Lemma. Suppose that g := x+ yδ is an element of U(V) for some x, y ∈ F
and g 6= 1. Then

(MY [ιV ′(g)].fY )(0)

=

{
q−j(ιV′ (g))/2, if x 6≡ 1 mod pF ;

γF (−∆, ψ0)(∆, 2y%)F
(−1

fF

)ord(ψ0)
, if x ≡ 1 mod pF .

Proof. Let g′ := ιV ′(g) =
[
a b
c d

]
∈ Sp(W +W). From (2.2.b), we have

(MY [g′].fY )(0) =
∫
X/Ker(c)

ψ
(

1
2〈〈−c

∗.x, d∗.x〉〉
)
fY (−c∗.x) dµg′(x)

=
∫
X/Ker(c)

ψ
(

1
2〈〈−d.c

∗.x, x〉〉
)
fY (−c∗.x) dµg′(x).

From our assumption that g 6= 1, we know that Ker(c) = {0}. Then

(5.9.a) (MY [g′].fY )(0) =
∫
LX [g]

ψ
(

1
2〈〈−d.c

∗.x, x〉〉
)
dµg′(x)

where LX [g] is defined in (5.8.a). It is clear that −d.c∗.LX [g] ⊆ LY .
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Suppose that x 6≡ 1 mod pF . So LX [g] ⊆ LX by Lemma 5.8. Then
ψ

(
1
2〈〈−d.c

∗.x, x〉〉
)

= 1 for x ∈ LX [g]. Therefore,

(5.9.b)

(MY [g′].fY )(0) =
∫
LX [g]

dµg′(x) = µg′(LX [g]) = |det(c)|1/2µX(LX [g]).

Clearly, |det(c)|1/2 = qord(∆%) and µX(LX [g]) = µX(LX)ql where

l = λ1− (λF −λ1 +ord(∆%))+λ2− (λF −λ2 +ord(∆%)) = 2(λ0−ord(∆%)).

Recall that µX(LX) = q−λ0 . Therefore (MY [g′].fY )(0) = qλ0−ord(∆%). It
is known that −j(ιV ′(g)) is equal to −2 if λF + ord(%) is odd and E is an
unramified extension, equal to 0 otherwise. Hence it is straight forward to
check that λ0 − ord(∆%) is really equal to −j(ιV ′(g))/2.

Suppose that x ≡ 1 mod pF . So LX ⊆ LX [g] by Lemma 5.8. We know
that LX [g] = pk1F w1 + pk2F w2 where k1 = λF − λ1 + ord(∆%/y), k2 = λF −
λ2 +ord(%/y). Define L′X [g] := pl1+k1

F w1 +pl2+k2
F w2 where l1 := −2k1 +λF −

ord(y/∆%) and l2 := −2k2 +λF − ord(y/%). Then by (5.9.a) and (5.2.b), we
have

(MY [g′].fY )(0) = |det(c)|1/2µX(L′X [g])
∑

x∈LX [g]/L′X [g]

ψ
(

1
2〈〈−d.c

∗.x, x〉〉
)

= |det(c)|1/2µX(L′X [g])I1I2
where

I1 :=
∑

t1∈p
k1
F /p

l1+k1
F

ψ

(〈〈
y

16∆%
t1w3, t1w1

〉〉)
=

∑
t1∈OF /p

l1
F

ψ

(
−y

16∆%
$2k1
F t21

)
,

I2 :=
∑

t2∈p
k2
F /p

l2+k2
F

ψ

(〈〈
−y
16%

t2w4, t2w2

〉〉)
=

∑
t2∈OF /p

l2
F

ψ

(
y

16%
$2k2
F t22

)
.

By the results in Subsections 1.5 and 5.1, we have

I1 = ql1/2γF (−2y∆%, ψ0)γF (ψ0) and

I2 = ql2/2γF (2y%, ψ0)γF (ψ0).

So

(MY [g′].fY )(0)

= |det(c)|1/2µX(L′X [g])q(l1+l2)/2γF (−2y∆%, ψ0)γF (2y%, ψ0)γF (ψ0)2.

Clearly, |det(c)|1/2 = q−ord(y2/∆%2)/2 and µX(L′X [g])q(l1+l2)/2 = µX(LX)ql

where

l = λ1 + λ2 − l1 − l2 − k1 − k2 +
l1 + l2

2
= λ1 + λ2 − λF +

ord(y2/∆%2)
2

.
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Recall that µX(LX) := q−λ0 and λ0 := λ1 + λ2 − λF . Therefore,

(MY [g′].fY )(0) = γF (−2y∆%, ψ0)γF (2y%, ψ0)γF (ψ0)2.

We know that γF (ψ0)2 =
(−1

fF

)ord(ψ0) and

γF (−2y∆%, ψ0)γF (2y%, ψ0) = γF (−∆, ψ0)(−2y∆%, 2y%)F
= γF (−∆, ψ0)(∆, 2y%)F

from Subsection 1.5. Hence, the lemma is proved. �

6. Proof of Proposition 3.3 for unitary groups: Part I.

In this section, we assume that D = E is an unramified quadratic extension
of F . We assume that E := F (δ) where δ2 := ∆ is a nonsquare element
in F× such that ord(∆) = 0. As usual, fix a nontrivial character ψ of F
with conductoral exponent λF . We compute βYV ′(g) and αV ′(g) for several
cases in Subsection 6.1-6.6 and prove Proposition 3.3 for unitary group U(V)
with respect to an unramified extension in Subsection 6.7. As usual, let L
(resp. L′) be a good lattice in V (resp. V ′).

6.1. . In this subsection, we keep the notation and the assumption in Sub-
section 5.2.

Lemma. Suppose that both V,V ′ are one-dimensional, g is an element in
U(V) and g 6= 1. Let βYV ′ be defined with respect to a character χ of E×

such that χ|F× = εE/F . Write g = t = x + δy for some t ∈ E(1) and some
x, y ∈ F . Let % be as defined in Subsection 5.2. Then

βYV ′(g) =

{
χ((t− 1)δ), if ord(ψ0) + ord(%) is even;
−χ((t− 1)δ), if ord(ψ0) + ord(%) is odd,

αV ′(g) =



1, if x 6≡ 1 mod pF and
ord(ψ0) + ord(%) is even;(

2x−2
fF

)
, if x 6≡ 1 mod pF and

ord(ψ0) + ord(%) is odd;

γF (−∆, ψ0)(∆, 2y%)F
(−1

fF

)ord(ψ0)
, if x ≡ 1 mod pF .

Proof. Let v, r be as given in Subsection 5.2. Let v1 := (2r)−1(v − v̂),
v2 := v + v̂ be two elements in V + V. Then the set {v1, v2} is a standard
E-basis of the ε-hermitian space V + V and

(6.1.a) g =
1
2

[
t+ 1 2r(t− 1)

(2r)−1(t− 1) t+ 1

]
∈ U(V + V)
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with respect to the basis {v1, v2}. Therefore j(g) = 1 because we assume
that g 6= 1. Suppose that ε = 1. From [Kl] Theorem 3.1 and the facts that
j(g) = 1 and V ′ is one-dimensional, we have

βYV ′(g) = χ(x(g))χ(δ)(∆,det(V ′)δ)−1
F γF (−∆, ψ0)−1γF (−1, ψ0)

= χ(x(g))χ(δ)(∆, r′δ)FγF (∆, ψ0)−1(−1,−∆)F

where the second equality follows from (4) in Subsection 1.5. From the
definition in [Kl] p. 371, we know that x(g) = (4r)−1(t− 1). Because E is
an unramified quadratic extension, we have (−1,−∆)F = (−1,−1)F = 1,

and γF (∆, ψ0) =
(

∆̄
fF

)ord(ψ0) by (6) in Subsection 1.5. Therefore,

βYV ′(g) = χ((t− 1)δ)(∆, rr′δ)F
(

∆̄
fF

)−ord(ψ0)
.

Since ∆ is not a square element, we have
(

∆̄
fF

)
= −1. We know rr′δ = %∆

and (∆,∆)F = 1. Therefore,

(6.1.b) βYV ′(g) = χ((t− 1)δ)(∆, %)F (−1)ord(ψ0).

If ord(ψ0)+ord(%) is even, then either both ord(ψ0), ord(%) are even or both
are odd. Therefore, (∆, %)F (−1)ord(ψ0) = 1. If ord(ψ0) + ord(%) is odd, then
it is clear that (∆, %)F (−1)ord(ψ0) = −1. If ε = −1, by the same computation
it is not difficult to see that (6.1.b) is also true.

Next, we want to compute αV ′(g). Now L is the unique good lattice in V.
Let L the good lattice in V corresponding to L. Define B := B(L+ L,L′).
Let A be the self-dual lattice in W+W defined in Subsection 5.4. We know
that B ⊆ A ⊆ B∗. Suppose that x 6≡ 1 mod pF . It is clear that µ(ιV ′(g).A∩
A) = q−j(ιV′ (g)). Combining Lemmas 5.5, 5.6 and 5.9, we conclude that

µX(LX)q−j(ιV′ (g))/2 = αV ′(g)m(ιV ′(g))qj(ιV′ (g))/2µX(LX)µ(ιV ′(g).A ∩A)

from (4.4.c). Hence,

(6.1.c) αV ′(g)m(ιV ′(g)) = 1.

Now we have the following two cases.

(i) First suppose that ord(ψ0) + ord(%) is even. It is easy to see that
B = A by the computation in Subsection 5.3. Therefore m(ιV ′(g)) = 1
and j(ιV ′(g)) = 0. Hence αV ′(g) = 1 by (6.1.c).

(ii) Suppose that ord(ψ0)+ord(%) is odd. Then it is easy to see that A/B
is two-dimensional. So B∗/B is four-dimensional. Clearly, we have
j(ιV ′(g)) = 2 from (5.2.a) because g 6= 1. Hence γfF (ψ0)−j(ιV′ (g)) =(−1

fF

)−1 =
(−1

fF

)
by (1) in Subsection 1.5. We also know that
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γfF (x(ιV ′(g)), ψ0) =
(x(ιV′ (g))

fF

)
by (2) of Subsection 1.5. Therefore,

m(ιV ′(g)) =
(
x(ιV′ (g))

fF

) (−1
fF

)
=

(
−x(ιV′ (g))

fF

)
.

Write ιV ′(g) =
[
a b
c d

]
as in Subsection 5.2. Then ιV ′(g) =

[
ā b̄
c̄ d̄

]
.

We have Ker(c̄) = {0}. In this case x(ιV ′(g)) = det(c̄). From Subsec-
tion 5.2, we know det(c̄) = 8−1(∆%)−2(1− x). Therefore,

m(ιV ′(g)) =
(

8−1(∆%)−2(x−1)
fF

)
=

(
2x−2
fF

)
=

(
2x−2
fF

)−1
.

Hence, we conclude αV ′(g) =
(

2x−2
fF

)
by (6.1.c).

Now we assume that g 6= 1 and x ≡ 1 mod pF . In this case, it is clear
that ιV ′(g) = 1. So m(ιV ′(g)) = 1 and j(ιV ′(g)) = 0. By the computation in
Lemma 5.5, 5.6 and 5.9, we conclude that

(6.1.d) αV ′(g) = γF (−∆, ψ0)(∆, 2y%)F
(−1

fF

)ord(ψ0)
.

Hence the lemma is obtained. �

6.2. . In this subsection, we assume that V is one-dimensional and V ′ two-
dimensional isotropic. Let v, v̂ and r be as given in Subsection 5.2.

Lemma. Suppose that V is one-dimensional and V ′ two-dimensional iso-
tropic. Suppose that g := t ∈ E(1) is an element in U(V) and g 6= 1. Let βYV ′
be defined with respect to a character χ of E× such that χ|F× = ε2E/F . Then

βYV ′(g) = χ((t− 1)δ),

αV ′(g) = 1.

Proof. We will assume that ε = 1 in the proof. The case for ε = −1 is
analogous. Similar to the computation in Subsection 6.1, we have

βYV ′(g) = χ(x(g))χ(δ)(∆,det(V ′)∆)FγF (−∆, ψ0)−2γF (−1, ψ0)2

= χ(x(g)δ)(∆,det(V ′)∆)FγF (∆, ψ0)−2.

We have (∆,det(V ′)∆)F = (∆,−1)F = 1 and γF (∆, ψ0)−2 = (∆,∆)F = 1
because E is an unramified extension. Therefore,

(6.2.a)
βYV ′(g) = χ(x(g)δ) = χ(r−1(t− 1)δ) = χ((t− 1)δ)(∆, r)F = χ((t− 1)δ).

Suppose that ε = 1. Hence, V ′ is a skew-hermitian space. Let {v′1, v′2} be a
basis of V ′ such that h′(v′1, v

′
1) = h′(v′2, v

′
2) = 0 and h′(v′1, v

′
2) = h′(v′2, v

′
1) =

δ. Define w1 := −(2∆r)−1(v − v̂) ⊗ v′1, w2 := (2∆r)−1δ(v − v̂) ⊗ v′1, w3 :=
−(2∆r)−1(v − v̂) ⊗ v′2, w4 := (2∆r)−1δ(v − v̂) ⊗ v′2, w5 := δ(v + v̂) ⊗ v′2,
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w6 := (v + v̂)⊗ v′2, w7 := δ(v + v̂)⊗ v′1, and w8 := (v + v̂)⊗ v′1. Then it is
clear that ιV ′(g) is equal to

1
2



x+ 1 −∆y 0 0 0 0 −2∆2ry −2∆r(x− 1)
−y x+ 1 0 0 0 0 2∆r(x− 1) 2∆ry
0 0 x+ 1 −∆y −2∆2ry −2∆r(x− 1) 0 0
0 0 −y x+ 1 2∆r(x− 1) 2∆ry 0 0
0 0 − y

2∆r
x−1
2∆r x+ 1 y 0 0

0 0 −x−1
2∆r

y
2r ∆y x+ 1 0 0

− y
2∆r

x−1
2∆r 0 0 0 0 x+ 1 y

−x−1
2∆r

y
2r 0 0 0 0 ∆y x+ 1


with respect to the basis {w1, . . . , w8} of W + W. Then we know that
X (resp. Y ) is the F -space spanned by {w1, . . . , w4} (resp. {w5, . . . , w8}).
We know that B∗/B = (l + l) ⊗ l′∗ + (l∗ + l

∗) ⊗ l′ where l := L/$EL
∗

and l
∗ := L

∗
/L. Therefore, it is clear that B∗/B is either trivial or eight-

dimensional over fF . Suppose that x 6≡ 1 mod pF . We have the following
two situations.

(i) Suppose that B∗ = B. Obviously, we have m(ιV ′(g)) = 1 and j(ιV ′(g))
= 0. It is clear that Lemmas 5.5, 5.6, 5.9 can be extended to the case
for V ′ is two-dimensional i.e., (6.1.c) is also true for this case. Hence,
we can conclude that αV ′(g) = 1.

(ii) Suppose that B∗/B is eight-dimensional. Since g 6= 1, we know that
j(ιV ′(g)) = 4 from the above matrix. Then it is clear that x(ιV ′(g)) is
a square. So from (4.2.a), we see that m(ιV ′(g)) = 1. Similar to the
computation in Subsection 6.1, we conclude that αV ′(g) = 1 again.

Now we assume that x ≡ 1 mod pF and g 6= 1. In this case, it is clear
that ιV ′(g) = 1. So m(ιV ′(g)) = 1 and j(ιV ′(g)) = 0. Now we know that

c =
1

4∆r


0 0 −y x− 1
0 0 −(x− 1) ∆y
−y x− 1 0 0

−(x− 1) ∆y 0 0

 ,

d =
1
2


x+ 1 y 0 0
∆y x+ 1 0 0
0 0 x+ 1 y
0 0 ∆y x+ 1

 .
Therefore,

(6.2.b) −d.c∗ =
1

4∆r


0 0 y 0
0 0 0 −∆y
y 0 0 0
0 −∆y 0 0

 .
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Now the self-dual lattice A in W +W is of the form LX +LY where LX :=∑4
i=1 pλiF wi and LY :=

∑8
i=5 p

λF−λi−4

F wi for some λ1, . . . , λ4 ∈ Z. Again fix
a Haar measure µX on LX such that µX(LX) = q−λ0 where λ0 = −2λF +∑4

i=1 λi. For x ∈ X, write x =
∑4

i=1 tiwi. Then

ψ
(

1
2〈〈−d.c

∗.x, x〉〉
)

= ψ
( y

4∆r (−t1t3 + ∆t2t4)
)

= ψ
( −y

4∆r t1t3
)
ψ

( y
4r t2t4

)
from (6.2.b). Let LX [g] :=

∑4
i=1 pkiF wi for some ki ∈ Z be as defined in

(5.8.a). As in Subsection 5.9, we have

(MY [ιV ′(g)].fY )(0)

= |det(c)|1/2µX(LX)
∑

t1∈p
k1
F /p

λ1
F

∑
t2∈p

k2
F /p

λ2
F

∑
t3∈p

k3
F /p

λ3
F

·
∑

t4∈p
k4
F /p

λ4
F

ψ
( −y

4∆r t1t3
)
ψ

( y
4r t2t4

)
.

For a fixed t3, ψ
( −y

4∆r t1t3
)

is a character of the additive group pk1F /p
λ1
F . So∑

t1∈p
k1
F /p

λ1
F

ψ
( −y

4∆r t1t3
)

is not zero if and only if ψ
( −y

4∆r t1t3
)

is the trivial

character of pk1F /p
λ1
F . Hence,

(MY [ιV ′(g)].fY )(0) = |det(c)|1/2µX(LX)
∑

t1∈p
k1
F /p

λ1
F

∑
t2∈p

k2
F /p

λ2
F

1.

It is easy to check that |det(c)|1/2q−λ0qλ1−k1qλ2−k2 = 1. Hence,
(MY [ιV ′(g)].fY )(0) = 1. Because now m(ιV ′(g)) = 1 and j(ιV ′(g)) = 0,
we conclude that αV ′(g) = 1. �

6.3. . In this subsection, we assume that V is one-dimensional and V ′ is two-
dimensional anisotropic. We know that V ′ has an L′-admissible orthogonal
decomposition V ′1 ⊕ V ′2 of nondegenerate one-dimensional subspaces. Let
h′ be the form on V ′, h′1 := h′|V ′1 and h′2 := h′|V ′2 . Let v′i be a nonzero
element in V ′i. Define r′i := h′i(v

′
i, v

′
i). Since V ′ is anisotropic, we have

(∆,−r′1r′2)F = −1.

Lemma. Suppose that V is one-dimensional and V ′ is two-dimensional
anisotropic. Suppose that g := t = x + δy for t ∈ E(1) and x, y ∈ OF

is an element in U(V) and g 6= 1. Let βYV ′ be defined with respect to a
character χ of E× such that χ|F× = ε2E/F . Then

βYV ′(g) = −χ((t− 1)δ),

αV ′(g) =

{(
2x−2
fF

)
, if x 6≡ 1 mod pF ;

−1, if x ≡ 1 mod pF .
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Proof. We know that x(g) = (4r)−1(t − 1) and j(g) = 1. If ε = −1, then
we have

(6.3.a) βYV ′(g) = χ(x(g))(∆, r′1r
′
2)F (∆,∆)F = −χ((t− 1)δ)

as in Subsection 6.2. If ε = 1, it is easy to check that (6.3.a) is also true.

It is clear that αV ′(g) = αV ′1(g)αV ′2(g). Let %i be the % in Subsection 5.2
for the pair (U(V), U(V ′i)). It is clear that ord(%1) and ord(%2) have dif-
ferent parities since V ′ is anisotropic and E is unramified. Therefore, by
Lemma 6.1, we get αV ′(g) =

(
2x−2
fF

)
if x 6≡ 1 mod pF . If x ≡ 1 mod pF , then

αV ′(g) = γF (−∆, ψ0)2(∆, 2y%1)F (∆, 2y%2)F
((−1

fF

)ord(ψ0)
)2

= (∆,−1)(∆, %1%2) = −1.

�

6.4. . In this subsection, we assume that V is two-dimensional isotropic
and V ′ is one-dimensional. Let {v1, v2} be a standard E-basis of V. Define
X := Ev1 ⊗ V ′ and Y := Ev2 ⊗ V ′.

Lemma. Suppose that V is two-dimensional isotropic and V ′ is one-dimen-

sional. Suppose that g :=
[
τ(k) 0

0 k−1

]
for some k ∈ O×

E − p×E is an element

of U(V). Let βYV ′ be defined with respect to χ, and B := B(L,L′) is a good
lattice in W. Then

βYV ′ = χ(τ(k)),

αV ′(g) =

{
1, if B∗/B is trivial;(kτ(k)

fF

)
, if B∗/B is four-dimensional.

Proof. From the assumption of k, we know that g ∈ U(V)L. It is clear
that g stabilizes Ev1. So j(g) = 0 and x(g) = τ(k). By [Kl] Theorem 3.1,
it is clear that

(6.4.a) βYV ′(g) = χ(x(g)) = χ(τ(k)).

Let v′ be a nonzero element in V ′ and r′ := h′(v′, v′). We will choose
v′ such that ord(r′) = 0 or 1. Define w1 := −1

δr′ v1 ⊗ v′, w2 := 1
r′ v1 ⊗ v′,

w3 := δv2⊗ v′, w4 := v2⊗ v′. Then the set {w1, w2, w3, w4} is a standard F -
basis of W. Then X = Fw1 +Fw2 and Y = Fw3 +Fw4. Write k = x0 +δy0

for x0, y0 ∈ OF . It is easy to check that

(6.4.b) ιV ′(g) =


x0 y0 0 0

∆y0 x0 0 0
0 0 x0

kτ(k)
−∆y0
kτ(k)

0 0 −y0
kτ(k)

x0
kτ(k)

 ∈ Sp(W)
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with respect to the basis {w1, . . . , w4}. Then (2.2.b) for f = fY and y = 0
becomes

(MY [ιV ′(g)].fY )(0) = |x2
0 −∆y2

0|1/2fY (0).

We know that |x2
0 −∆y2

0| = 1 because we assume that k ∈ O×
E − p×E . Hence

we have

(6.4.c) (MY [ιV ′(g)].fY )(0) = 1.

Now V has two good lattices (up to equivalence), namely OEv1 +OEv2 and
OEv1 + pEv2. There is only one good lattice in V ′, namely OEv

′. First,
suppose that L = OEv1 +OEv2. Then,

B := B(L,L′) = OEv1 ⊗ v′ +OEv2 ⊗ v′

= OF v1 ⊗ v′ +OF δv1 ⊗ v′ +OF v2 ⊗ v′ +OF δv2 ⊗ v′.

Next, suppose that L = OEv1 + pEv2. Then,

B = OEv1 ⊗ v′ + pEv2 ⊗ v′

= OF v1 ⊗ v′ +OF δv1 ⊗ v′ + pF v2 ⊗ v′ + pF δv2 ⊗ v′.

Let LX := OFw1 +OFw2, LY := OFw3 +OFw4, and A := LX +LY . Then,
A is a self-dual lattice in W and B ⊆ A ⊆ B∗. It is easy to see that B∗/B
is either trivial or four-dimensional. Analogous to Lemma 5.5, we can show
that

(Ξ ◦MA[ιV ′(g)].fA)(0) = µX(LX)µ(ιV ′(g).A ∩A).

Because we assume that k ∈ OE − pE , we know that ιV ′(g) stabilizes the
lattice A. So we get

(6.4.d) (Ξ ◦MA[ιV ′(g)].fA)(0) = µX(LX).

Analogous to Lemma 5.6, we can show that Ξ.fA = µX(LX)fY . Hence from
(4.4.c), (6.4.c) and (6.4.d), we have

(6.4.e) αV ′(g)m(ιV ′(g)) = 1.

Now we have the following two possibilities. If B∗ = B, then it is clear
that m(ιV ′(g)) = 1 and j(ιV ′(g)) = 0. Therefore, we have αV ′(g) = 1. If
B∗/B is four-dimensional, by (6.4.b) we have j(ιV ′(g)) = 0 and m(ιV ′(g)) =(x(ιV′ (g))

fF

)
=

(x2
0−∆y20
fF

)
=

(kτ(k)
fF

)
. Hence, αV ′(g) =

(kτ(k)
fF

)
. �

6.5. . In this subsection, we assume that both V and V ′ are two-dimensional
and isotropic. Let {v1, v2} (resp. {v′1, v′2}) be a standard basis of V (resp. V ′).
As in Subsection 6.4, let X := Ev1 ⊗ V ′ and Y := Ev2 ⊗ V ′.
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Lemma. Suppose that both V and V ′ are two-dimensional and isotropic.

Let βYV ′ be defined with respect to χ, and g :=
[
τ(k) 0

0 k−1

]
∈ U(V) for some

k ∈ O×
E − p×E. Then

βYV ′(g) = χ(τ(k)),

αV ′(g) = 1.

Proof. It is clear that x(g) = τ(k) and j(g) = 0. Similar to the computation
in Subsection 6.4, we have βYV ′(g) = χ(x(g)).

Suppose that ε = 1. Define w1 := v1⊗v′1, w2 := − δ
∆v1⊗v

′
1, w3 := −v1⊗v′2,

w4 := δ
∆v1⊗ v

′
2, w5 := v2⊗ v′2, w6 := δv2⊗ v′2, w7 := v2⊗ v′1, w8 := δv2⊗ v′1.

Then the set {w1, . . . , w8} is a standard basis of W. Write k = x0 + δy0 for
x0, y0 ∈ F . Then it is clear that
(6.5.a)

ιV ′(g) =



x0 y0 0 0 0 0 0 0
∆y0 x0 0 0 0 0 0 0
0 0 x0 y0 0 0 0 0
0 0 ∆y0 x0 0 0 0 0
0 0 0 0 x0

kτ(k)
−∆y0
kτ(k) 0 0

0 0 0 0 −y0
kτ(k)

x0
kτ(k) 0 0

0 0 0 0 0 0 x0
kτ(k)

−∆y0
kτ(k)

0 0 0 0 0 0 −y0
kτ(k)

x0
kτ(k)


∈ Sp(W)

with respect to the basis {w1, . . . , w8} of W. Then X (resp. Y ) is the F -
space spanned by {w1, . . . , w4} (resp. {w5, . . . , w8}). We can see that B∗/B

is either trivial or eight-dimensional. From (6.4.b), it is clear that j(ιV ′(g)) =
0 and x(ιV ′(g)) is a square in fF for both cases. Hence, m(ιV ′(g)) = 1 from
(4.2.a). We can also show that (6.4.e) is also true for this case. Therefore,
we have αV ′(g) = 1.

It is clear that by the same argument, we can prove that αV ′(g) = 1 when
ε = −1. �

6.6. . In this subsection, we assume that V is two-dimensional isotropic and
V ′ is two-dimensional anisotropic. Let V ′i, r′i be as defined in Subsection 6.3.

Lemma. Suppose that V is two-dimensional isotropic and V ′ is two-dimen-

sional anisotropic. Let βYV ′ be defined with respect to χ, and g :=
[
τ(k) 0

0 k−1

]
∈ U(V) for some k ∈ O×

E − p×E. Then

βYV ′(g) = χ(τ(k)),

αV ′(g) =
(kτ(k)

fF

)
.
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Proof. The computation for βYV ′(g) is as in Subsection 6.5. As in Subsec-
tion 6.3, αV ′(g) = αV ′1(g)αV ′2(g). Define L′i := L′∩V ′i and Bi := B(L,L′i). It
is clear that one of B∗

1/B1, B
∗
2/B2 is trivial and the other is four-dimensional.

Hence by Lemma 6.4, we get αV ′(g) =
(kτ(k)

fF

)
. �

6.7. Proof of Proposition 3.3 for V ε-hermitian and E unramified.
Let g be a representative of a nontrivial [U(V)L, U(V)L]-coset in SU(V)L.
As in Subsection 1.3, we have an L′-admissible decomposition V ′ =

⊕
i V ′i

of nondegenerate subspaces such that each Vi is either one-dimensional or a
hyperbolic plane. Let Yi := Y ◦ ⊗ V ′i. Then as explained in Subsection 3.6,
we have

(6.7.a) αV ′(g)βYV ′(g) =
∏
i

αV ′i(g)β
Yi
V ′i

(g)

if we choose characters χi and χ properly. Therefore, we reduce the prob-
lem to the computation of each αV ′i(g) and βYiV ′i

(g). As described in Subsec-
tion 1.3, we also have an L-admissible decomposition V = V1⊕V2 of nonde-
generate subspaces such that L ∩ V1 = L∗ ∩ V1 and L ∩ V2 = $E(L∗ ∩ V2).
We should note here that V1,V2 can not have two-dimensional anisotropic
subspace. We know that the quotient SU(V)L/[U(V)L, U(V)L] is nontrivial
if and only if both l, l∗ are nontrivial. We know that dim(l) = dim(V1) and
dim(l∗) = dim(V2). So we just need to consider the case that both V1,V2

are nontrivial.

Suppose that both V1,V2 are even-dimensional. Then, V1,V2 are direct
sum of hyperbolic planes. Choose L-admissible hyperbolic planes V0

1 ,V0
2

in V1,V2 respectively. Let g1 :=
[
τ(k) 0

0 k−1

]
∈ U(V0

1 ) ⊆ U(V1) ⊆ U(V)

and g2 :=
[
τ(k)−1 0

0 k

]
∈ U(V0

2 ) ⊆ U(V2) ⊆ U(V) for some k ∈ O×
E − p×E .

Then g := g1g2 is an element in SU(V)L and the set {g1g2 | k ∈ O×
E − p×E}

contains a set of representatives of [U(V)L, U(V)L]-cosets in SU(V)L. From
Lemmas 6.4 and 6.5, we see that

(6.7.b) βYiV ′i
(g1)βYiV ′i

(g2) = χi(τ(k))χi(τ(k)−1) = 1.

Let Lj := L ∩ V0
j , L

′
i := L′ ∩ V ′i, and Bj,i := B(Lj , L′i). If V ′i is one-

dimensional, then it is easy to check that one of B∗
1,i/B1,i, B

∗
2,i/B2,i is trivial

and the other is four-dimensional. If V ′i is a hyperbolic plane, then one of
B∗

1,i/B1,i, B
∗
2,i/B2,i is trivial and the other is eight-dimensional. Therefore,

by Lemmas 6.4 and 6.5, we get

(6.7.c) αV ′i(g1)αV ′i(g2) =

{(kτ(k)
fF

)
, if V ′i is one-dimensional;

1, if V ′i is a hyperbolic plane.
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Hence from (6.7.b) and (6.7.c), we have

αV ′i(g)β
Y
V ′i

(g) = αV ′i(g1)αV ′i(g2)β
Yi
V ′i

(g1)βYiV ′i
(g2)

=

{(kτ(k)
fF

)
, if V ′i is one-dimensional;

1, if V ′i is a hyperbolic plane.

If V ′ is odd-dimensional, then only one of these V ′i is one-dimensional and the
others are hyperbolic planes. If V ′ is even-dimensional, then there are either
two or none of these V ′i are one-dimensional and all others are hyperbolic
planes. Therefore, we have

(6.7.d) αV ′(g)βYV ′(g) =

{(kτ(k)
fF

)
, if V ′ is odd-dimensional;

1, if V ′ is even-dimensional.

Suppose that one of V1,V2 is odd-dimensional and the other is even-
dimensional. Without loss of generality, we may assume that V1 is odd-
dimensional and V2 is even-dimensional. Let V0

1 be an L-admissible one
dimensional nondegenerate subspace of V1. Let V0

2 be an L-admissible hy-
perbolic plane of V2. Define g1 := kτ(k)−1 ∈ U(V0

1 ) ⊆ U(V1) ⊆ U(V)

and g2 :=
[
τ(k) 0

0 k−1

]
∈ U(V0

2 ) ⊆ U(V2) ⊆ U(V). We assume that

k ∈ OE − pE and kτ(k−1) 6= 1. Therefore, g := g1g2 ∈ SU(V)L is a repre-
sentative of a nontrivial [U(V)L, U(V)L]-coset in SU(V)L. Let Lj := L∩V0

j ,
L′i := L′ ∩ V ′i, B1,i := B(L1 + L1, L

′
i), and B2,i := B(L2, L

′
i). Write

k := x0 + δy0 and kτ(k)−1 := x + δy for x0, y0, x, y ∈ OF . Because
kτ(k)−1 = (x0 + δy0)(x0 − δy0)−1 = (x2

0 + ∆y2
0 + 2x0y0δ)(x2

0 − ∆y2
0)
−1,

we have x = (x2
0 + ∆y2

0)(x
2
0 − ∆y2

0)
−1. Since we assume that kτ(k)−1 6= 1,

we have y0 6= 0. We shall only consider the case that x 6≡ 1 mod pF , so we
assume that ord(y0) = 0. By Lemmas 6.1, 6.2, 6.4, 6.5, we have

αV ′i(g1)β
Yi
V ′i

(g1) =



χi((kτ(k)−1 − 1)δ), if dim(V ′i) = 1 and
dim(B∗

1,i/B1,i) = 0;
−

(
2x−2
fF

)
χi((kτ(k)−1 − 1)δ), if dim(V ′i) = 1 and

dim(B∗
1,i/B1,i) = 4;

χi((kτ(k)−1 − 1)δ), if dim(V ′i) = 2.

αV ′i(g2)β
Yi
V ′i

(g2) =



χi(τ(k)), if dim(V ′i) = 1 and
dim(B∗

2,i/B2,i) = 0;(kτ(k)
fF

)
χi(τ(k)), if dim(V ′i) = 1 and

dim(B∗
2,i/B2,i) = 4;

χi(τ(k)), if dim(V ′i) = 2.
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We have

−
(

2x−2
fF

)
= −

(
2(x2

0+∆y20)(x2
0−∆y20)−1−2

fF

)
(6.7.e)

= −
(

4∆y20(x2
0−∆y20)−1

fF

)
= −

(
∆̄
fF

) (
x2
0−∆y20
fF

)
.

Because ∆ is not a square in F , we have
(

∆
fF

)
= −1. Therefore,

−
(

2x−2
fF

)
=

(
x2
0−∆y20
fF

)
=

(
kτ(k)
fF

)
.

If V ′i is one-dimensional, we know that one of B∗
1,i/B1,i, B

∗
2,i/B2,i is trivial

and the other is four-dimensional. Therefore, we get

αV ′i(g)β
Yi
V ′i

(g)

=

{(kτ(k)
fF

)
χi((kτ(k)−1 − 1)δ)χ(τ(k)), if V ′i is one-dimensional;

χi((kτ(k)−1 − 1)δ)χ(τ(k)), if V ′i is a hyperbolic plane.

We know

χi((kτ(k)−1 − 1)δ)χ(τ(k)) = χi((k − τ(k))δ) = χi(2y0∆) = (∆, 2y0∆)F = 1

because E is an unramified quadratic extension and ord(y0) = 0. If V ′ is
even-dimensional, then there are either two or none of V ′i are one-dimensional
and all others are hyperbolic planes. If V ′ is odd-dimensional, then exactly
one of V ′i is one-dimensional and the others are hyperbolic planes. Therefore,
we have

(6.7.f) αV ′(g)βYV ′(g) =

{(kτ(k)
fF

)
, if V ′ is odd-dimensional;

1, if V ′ is even-dimensional.

Suppose that both V1, V2 are odd-dimensional. Let V0
1 (resp. V0

2 ) be an
L-admissible one dimensional nondegenerate subspace of V1 (resp. V2). Let
g1 := t = x + δy ∈ U(V0

1 ) ⊆ U(V1) ⊂ U(V) and g2 := t−1 ∈ U(V0
2 ) ⊆

U(V2) ⊂ U(V) for some t ∈ E(1) and t /∈ 1 + pE . Define g := (g1, g2) ∈
U(V1)×U(V2) ⊂ U(V). Hence, g belongs to SU(V)L and is a representative
of a nontrivial [U(V)L, U(V)L]-coset in SU(V)L. Since tτ(t) = 1, we know
that t−1 = τ(t) = x − δy. Let Lj := L ∩ V0

j , L
′
i := L′ ∩ V ′i, and Bj,i :=

B(Lj + Lj , L
′
i). Therefore, by Lemmas 6.1, 6.2, 6.4, 6.5, we have

αV ′i(g1)β
Yi
V ′i

(g1) =



χi((t− 1)δ), if dim(V ′i) = 1 and
dim(B∗

1,i/B1,i) = 0;
−

(
2x−2
fF

)
χi((t− 1)δ), if dim(V ′i) = 1 and

dim(B∗
1,i/B1,i) = 4;

χi((t− 1)δ), if dim(V ′i) = 2.
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If V ′i is one-dimensional, we know that one ofB∗
1,i/B1,i, B

∗
2,i/B2,i is trivial and

the other is four-dimensional. It is easy to check that χi((t−1)(t−1−1)δ2) =
χi((2− 2x)∆) = (∆, (2− 2x)∆)F = 1 because E is an unramified quadratic
extension. Therefore

αV ′i(g)β
Yi
V ′i

(g) =

{
−

(
2x−2
fF

)
, if V ′i is one-dimensional;

1, if V ′i is a hyperbolic plane.

If V ′ is even-dimensional, then there are either two or none of V ′i are one-
dimensional and all others are hyperbolic planes. If V ′ is odd-dimensional,
then only one of V ′i is one-dimensional and the others are hyperbolic planes.
We can write t = kτ(k)−1 for some k. Therefore, we have

(6.7.g) αV ′(g)βYV ′(g) =

{(kτ(k)
fF

)
, if V ′ is odd-dimensional;

1, if V ′ is even-dimensional.

Finally from (6.7.d), (6.7.f) and (6.7.g), we conclude that

(6.7.h) αV ′(g)βYV ′(g) =

{(kτ(k)
fF

)
, if V ′ is odd-dimensional;

1, if V ′ is even-dimensional

for g in a set of representatives of nontrivial [U(V)L, U(V)L]-cosets in
SU(V)L. It is easy to check that the left-hand side of (6.7.h) is exactly the
character ζV ′ defined in Subsection 3.3. Hence, we conclude αV ′(g)βYV ′(g) =
ζV ′(g) for any g ∈ SU(V)L. �

7. Proof of Proposition 3.3 for unitary groups: Part II.

In this section, we assume that D = E is a ramified quadratic extension
of F . Let E := F (δ) where δ2 = ∆ is a nonsquare element in F× such
that ord(∆) = 1. Without loss of generality, we assume that ∆ := $E . As
usual, fix a nontrivial character ψ of F . Subsections 7.1-7.6 are parallel to
Subsections 6.1-6.6. So these subsections will be sketchy in many places. In
Subsections 7.7, 7.8 and 7.10, we also assume that #(fF ) = 3.

7.1. . In this subsection, we keep the same assumption in Subsection 6.1
except that we assume that E is a ramified extension.

Lemma. Suppose that both V and V ′ are one-dimensional. Let g ∈ U(V).
Write g = t = x + δy for t ∈ E(1) and x, y ∈ F . Let % be as defined in
Subsection 5.2. Then

βYV ′(g) = χ((t− 1)δ)(∆, %)FγF (∆, ψ0)−1,

αV ′(g) =

{
1, if x 6≡ 1 mod pF ;

γF (−∆, ψ0)(∆, 2y%)F
(−1

fF

)ord(ψ0)
, if x ≡ 1 mod pF .
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Proof. Like the computation in Subsection 6.1, we have j(g) = 1. Hence,
if ε = 1,

βYV ′(g) = χ((t− 1)r−1)χ(δ)(∆, r′δ)F (−1,−∆)FγF (∆, ψ0)−1

= χ((t− 1)δ)(∆, %)FγF (∆, ψ0)−1.

If ε = −1, we have

βYV ′(g) = χ((t− 1)r−1)(∆, r′)F (−1,−∆)FγF (∆, ψ0)−1

= χ((t− 1)δ)(∆, (rδ)−1r′)F (−1,−∆)FγF (∆, ψ0)−1

= χ((t− 1)δ)(∆, %)FγF (∆, ψ0)−1.

Suppose that x 6≡ 1 mod pF . From the result in the proof of Lemma 5.3,
we know that B∗/B is trivial. Then obviously m(ιV ′(g)) = 1 and j(ιV ′(g)) =
0. Thus αV ′(g) = 1 by (6.1.c). If x ≡ 1 mod pF , the lemma follows from the
same computation in Subsection 6.1. �

7.2. . Keep the assumptions in Subsection 6.2 except that we assume E is
a ramified extension here.

Lemma. Suppose that V is one-dimensional and V ′ is two-dimensional
isotropic. Suppose that g is an element in U(V) and g 6= 1. Write g = t for
t ∈ E(1). Then

βYV ′(g) = χ((t− 1)δ),

αV ′(g) = 1.

Proof. If ε = 1, like the computation in Subsection 6.2, we know that
βYV ′(g) = χ(x(g)δ) = χ(r−1(t − 1)δ) = χ((t − 1)δ)(∆, r)2F = χ((t − 1)δ). If
ε = −1, it is easy to check the above is also true.

We can also check that B∗/B is either trivial or four-dimensional. Sup-
pose that x 6≡ 1 mod pF . If B∗ = B, obviously we have m(ιV ′(g)) = 1
and j(ιV ′(g)) = 0. Hence, αV ′(g) = 1. If B∗/B is four-dimensional, it is
straightforward to check that j(ιV ′(g)) = 2 and x(ιV ′(g)) = −y2(2∆r)−2.
So from (4.2.a), we see that m(ιV ′(g)) =

(−1
fF

)
γfF (ψ0)−2 = 1. Similar to the

computation in Subsection 6.2, we have αV ′(g) = 1. Next we assume that
x ≡ 1 mod pF . Then we know that ιV ′(g) = 1. Hence we have m(ιV ′(g)) = 1
and j(ιV ′(g)) = 0. By the exactly same computation in Subsection 6.2, we
have αV ′(g) = 1. �
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7.3. . In this subsection, we assume that V is one-dimensional and V ′ is
two-dimensional anisotropic. Let V ′i, r′i be as defined in Subsection 6.3.

Lemma. Suppose that V is one-dimensional and V ′ is two-dimensional
anisotropic. Suppose that g := t ∈ E(1) is an element in U(V) and g 6= 1.
Let βYV ′ be defined with respect to a character χ of E× such that χ|F× = ε2E/F .
Then

βYV ′(g) = −χ((t− 1)δ),

αV ′(g) =

{
1, if x 6≡ 1 mod pF ;

−1, if x ≡ 1 mod pF .

Proof. If ε = −1, then βYV ′(g) = χ(x(g))(∆, r′1r
′
2)F (∆,∆)F = −χ((t− 1)δ).

If ε = −1, this is true again as in Subsection 6.3. By the same argument in
Subsection 6.3, we see that αV ′(g) = 1 if x 6≡ 1 mod pF and αV ′(g) = −1 if
x ≡ 1 mod pF . �

7.4. . Let r′ be an element in F× such that r′ := h′(v′, v′) if ε = −1;
r′δ := h′(v′, v′) if ε = 1 for some nonzero v′ ∈ V ′.

Lemma. Suppose that V is two-dimensional isotropic and V ′ is one-dimen-

sional. Let g1 :=
[
τ(k) 0

0 k−1

]
, g2 :=

[ 0 εk−1

τ(k) 0

]
for some k ∈ E× such

that g1, g2 are in U(V)L and g1 6= 1. Write k = x0 + δy0 for x0, y0 ∈ F .
Then

βYV ′(g) =


χ(τ(k)), if g = g1;

χ(τ(k))(∆,−r′)FγfF (ψ̄0)−1
(−1

fF

)ord(ψ0)
, if g = g2 and ε = −1;

χ(τ(k)δ)(∆, r′)FγfF (ψ̄0)−1
(−1

fF

)ord(ψ0)
, if g = g2 and ε = 1,

αV ′(g) =


1, if g = g1 and B∗/B is trivial;(
x̄0
fF

)
, if g = g1 and B∗/B is not trivial;

1, if g = g2 and B∗/B is trivial;(−2x0r′

fF

)
γfF (ψ̄0), if g = g2 and B∗/B is not trivial.

Proof. First, suppose that g = g1. We have j(g) = 0. Hence, βYV ′(g) =
χ(τ(k)). If B∗/B is trivial, it is clear that m(ιV ′(g)) = 1 and j(ιV ′(g)) = 0.
Therefore, we have αV ′(g) = 1. If B∗/B is not trivial, then it is two-
dimensional. And we have j(ιV ′(g)) = 0, m(ιV ′(g)) = γfF (x̄0, ψ̄0)−1 =

(
x̄0
fF

)
.

Hence, αV ′(g) =
(
x̄0
fF

)
.
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Next, suppose that g = g2 and ε = −1. Then j(g) = 1. Hence, from [Kl]
Theorem 3.1, we have

βYV ′(g) = χ(τ(k))(∆, r′)FγF (−∆, ψ0)−1γF (−1, ψ0)

= χ(τ(k))(∆, r′)FγF (∆, ψ0)−1(∆,−1)F

= χ(τ(k))(∆,−r′)FγfF (ψ̄0)−1
(−1

fF

)ord(ψ0)
.

If ε = 1, then

βYV ′(g) = χ(τ(k)δ)(∆, r′∆)FγF (−∆, ψ0)−1γF (−1, ψ0)

= χ(τ(k)δ)(∆, r′)FγfF (ψ̄0)−1
(−1

fF

)ord(ψ0)
.

Let {w1, . . . , w4} be the basis of W given in Subsection 6.4. Then

ιV ′(g) =


0 0 −x0r′∆

kτ(k)
y0r′∆
kτ(k)

0 0 −y0r′∆
kτ(k)

x0r′

kτ(k)
−x0
r′∆

−y0
r′ 0 0

y0
r′

x0
r′ 0 0


with respect to the basis. If B∗/B is trivial, then m(ιV ′(g)) = 1 and
j(ιV ′(g)) = 0. Therefore, we have αV ′(g) = 1. If B∗/B is not trivial, then
it is two-dimensional. And we have j(ιV ′(g)) = 1 and x(ιV ′(g)) = −x0/r′∆.
Hence αV ′(g) =

(−2x0r′

fF

)
γfF (ψ̄0). �

7.5. . Keep the assumptions in Subsection 6.4 except that we assume E is
a ramified extension here.

Lemma. Suppose that both V and V ′ are two-dimensional and isotropic.

Let g1 :=
[
τ(k) 0

0 k−1

]
, g2 :=

[ 0 εk−1

τ(k) 0

]
for some k ∈ E× such that g1, g2

are in U(V)L and g1 6= 1. Write k = x0 + δy0 for x0, y0 ∈ F . Then

βYV ′(g) =


χ(τ(k)), if g = g1;
χ(τ(k)), if g = g2 and ε = −1;
χ(τ(k)δ), if g = g2 and ε = 1,

αV ′(g) = 1.

Proof. Suppose that g = g1. Then j(g) = 0 and βYV ′(g) = χ(τ(k)). The
proof for αV ′(g) = 1 is exactly the same as in Subsection 6.5.

Next suppose that g = g2 and ε = −1. Then

βYV ′(g) = χ(τ(k))(∆,−1)FγF (−∆, ψ0)−2γF (−1, ψ0)2

= χ(τ(k))(∆,−1)F (∆,−1)F = χ(τ(k)).
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If ε = 1, the computation is similar. If B∗/B is trivial, then m(ιV ′(g)) = 1
and j(ιV ′(g)) = 0. Therefore we have αV ′(g) = 1. If B∗/B is not trivial,
then it is four-dimensional; and we have j(ιV ′(g)) = 2 and x(ιV(g)) =

(−1
fF

)
.

Hence, αV ′(g) =
(−1

fF

)
γfF (ψ̄0)2 = 1. �

7.6. . In this subsection, we assume that V is two-dimensional isotropic and
V ′ is two-dimensional anisotropic. Let V ′i, r′i be as defined in Subsection 6.3.

Lemma. Suppose that V is two-dimensional isotropic and V ′ is two-dimen-

sional anisotropic. Let βYV ′ be defined with respect to χ. Let g1 :=
[
τ(k) 0

0 k−1

]
,

g2 :=
[ 0 εk−1

τ(k) 0

]
for some k ∈ E× such that g1, g2 are in U(V)L and

g1 6= 1. Write k = x0 + δy0 for x0, y0 ∈ F . Then

βYV ′(g) =


χ(τ(k)), if g = g1;
−χ(τ(k)), if g = g2 and ε = −1;
−χ(τ(k)δ), if g = g2 and ε = 1,

αV ′(g) =


1, if g = g1 is trivial;
1, if g = g2 and B∗/B is trivial;

−1, if g = g2 and B∗/B is not trivial.

Proof. The proof for βYV ′(g) is analogous to case in Lemma 7.3.

Next we compute αV ′(g). Let B1, B2 be as defined in the proof of Lem-
ma 6.6. Now we notice that either both B∗

1/B1, B
∗
2/B2 are trivial or both

are two-dimensional. Hence, it is clear that αV ′(g) = αV ′1(g)αV ′2(g) = 1 if
g = g1. So now suppose that g = g2. If B∗/B = B∗

1/B1 ⊕ B∗
2/B2 is trivial,

it is clear that αV ′(g) = 1 from Lemma 7.4. If B∗/B is four-dimensional,
then αV ′(g) = −

(−1
fF

)
γfF (ψ̄0)2 = −1 from Lemma 7.4. �

7.7. . In this subsection, we assume V two-dimensional isotropic, V ′ one-
dimensional and q = 3. We shall consider the case that l is trivial and
l∗ is two-dimensional symplectic space. Fix a standard basis {v1, v2} of
V. Choose a nonzero element v′ in V ′ such that ord(%) = 0 or 1 where
% := h′(v′, v′). Let Y ◦ := Ev2 and Y := Y ◦ ⊗ V ′.

Lemma. Suppose that V is two-dimensional isotropic and V ′ is one-dimen-

sional. Suppose that g :=
[1 a
0 1

]
∈ U(V) for some a such that a = ετ(a)

and g ∈ U(V)L. Then

βYV ′(g) = 1,

αV ′(g) = 1.
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Proof. It is clear that x(g) = 1 and j(g) = 0. By [Kl] Theorem 3.1, we see
that βYV ′(g) = χ(x(g)) = χ(1) = 1.

Let w1 := 1
%v1 ⊗ v′, w2 := −δ

∆%v1 ⊗ v′, w3 := v2 ⊗ v′, and w4 := δv2 ⊗ v′.
The the set {w1, w2, w3, w4} is a standard basis of W := V ⊗ V ′. Then
Y = Fw3 + Fw4. We have

(7.7.a) ιV ′(g) =


1 0 %a 0
0 1 0 −∆%a
0 0 1 0
0 0 0 1

 ∈ Sp(W)

with respect to the basis {w1, w2} of W. It is clear that B∗/B is two-
dimensional, j(ιV ′(g)) = 0 and x(ιV ′(g)) = 1. Hence αV ′(g) = 1. �

7.8. . In this subsection, we assume that both V and V ′ two-dimensional
isotropic, and q = 3. We shall consider the case that l is trivial and l∗ is two-
dimensional symplectic space. Fix a standard basis {v1, v2} (resp. {v′1, v′2})
of V (resp. V ′). Let Y ◦ := Ev2 and Y := Y ◦ ⊗ V ′.

Lemma. Suppose that both V and V ′ are two-dimensional isotropic. Let

g :=
[1 a
0 1

]
∈ U(V) for some a such that a = ετ(a) and g ∈ U(V)L. Then

βYV ′(g) = 1,

αV ′(g) = 1.

Proof. As in Subsection 7.7, we have x(g) = 1 and j(g) = 0. Then clearly
βYV ′(g) = χ(x(g)) = χ(1) = 1.

Assume that ε = 1. Let w1 := v1 ⊗ v′1, w2 = − δ
∆v1 ⊗ v′1, w3 := v1 ⊗ v′2,

w4 := − δ
∆v1 ⊗ v′2. w5 := v2 ⊗ v′2, w6 := δv2 ⊗ v′2, w7 := v2 ⊗ v′1, and

w8 := δv2⊗v′1. The the set {w1, . . . , w8} is a standard basis of W := V⊗V ′.
Then Y is the F -space spanned by {w5, . . . , w8}. We have

(7.8.a) ιV ′(g) =



1 0 0 0 0 0 0 a
δ

0 1 0 0 0 0 −δa 0
0 0 1 0 0 a

δ 0 0
0 0 0 1 −δa 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1


with respect to the basis {w1, w2, w3, w4} of W. It is clear to see that the
space B∗/B is either trivial or four dimensional. If B∗/B is trivial, then
m(ιV ′(g)) = 1 and j(ιV ′(g)) = 0. Therefore, αV ′(g) = 1 by (7.8.a). If
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B∗/B is four-dimensional, then it is clear from (7.8.a) that j(ιV ′(g)) = 0
and m(ιV ′(g)) = 1. Therefore, αV ′(g) = 1. If ε = −1, the computation is
similar. �

7.9. Proof of Proposition 3.3 for V ε-hermitian and E ramified:
Part (I). Since now E is a ramified quadratic extension of F , we know that
fE = fF , one of l, l∗ is a quadratic space and the other is a symplectic
space. Without loss of generality, we assume that l is a quadratic space
and l∗ is a symplectic space. In this subsection, we assume that q > 3.
As in Subsection 6.7, we have an L′-admissible decomposition V ′ =

⊕
i V ′i

of nondegenerate subspaces such that each V ′i is either one-dimensional or
a hyperbolic plane, and we have αV ′(g)βYV ′(g) =

∏
i αV ′i(g)β

Yi
V ′i

(g) under a
proper choice of χi, χ where Yi := Y ◦ ⊗ V ′i. We also have an L-admissible
decomposition V = V1⊕V2 such that L∩V1 = L∗∩V1 and L∩V2 = $E(L∗∩
V2). It is obvious that dim(l) = dim(V1) and dim(l∗) = dim(V2). Now we
have the following cases. From our assumption that l∗ is a symplectic space,
we see that V2 must be even-dimensional. From Subsection 1.4, we know
that SU(V)L/[U(V)L, U(V)L] is nontrivial if and only if the dimension of V1

is great than one. (Note that we assume that q > 3.) So we assume that
the dimension of V1 is greater than 1.

Suppose that V1 is isotropic. Choose L-admissible hyperbolic planes V0
1 in

V1. Let g :=
[
τ(k) 0

0 k−1

]
∈ U(V0

1 ) ⊆ U(V1) ⊆ U(V) for some k ∈ O×
F − p×F

such that k is not a square. Hence g is a representative of the nontrivial
[U(V)L, U(V)L]-coset in SU(V)L. Consider the dual pairs (U(V0

1 ), U(V ′i)).
We have

χi(τ(k)) = χi(k) = (∆, k)miF =

{
−1, if mi = 1;

1, if mi = 2

where mi is the dimension of V ′i. Let L0 := L ∩ V0
1 , L′i := L′ ∩ Vi and

Bi = B(L0, L
′
i). From the assumption, we know that L∗0/L0 is trivial and

L0/$EL
∗
0 is a two-dimensional quadratic space. If V ′i is one-dimensional,

then the space L′∗i /L
′
i ⊕ L′i/$EL

′∗
i must be a one-dimensional quadratic

space. Hence the quotient B∗
i /Bi must be trivial. Then from Lemmas 7.4

and 7.5, we see that

αV ′i(g)β
Yi
V ′i

(g) =

{
−1, if V ′i is one-dimensional;

1, if V ′i is two-dimensional isotropic.

If the dimension of V ′ is odd, there is exactly one odd-dimensional V ′i. If
the dimension of V ′ is even, there are either two or none odd-dimensional
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V ′i. Therefore, we conclude that

(7.9.a) αV ′(g)βYV ′(g) =

{
−1, if V ′ is odd-dimensional;

1, if V ′ is even-dimensional.

Next, suppose that V1 is anisotropic. Hence V1 is two-dimensional in our
situation. As in (iv) of Subsection 1.4, we have two L-admissible subspaces
Ev1, Ev2 such that (∆,h(v1, v1)h(v2, v2))F = −1. Let gi be the element
in U(V) such that gi|Evi = −1 and gi|(Evi)⊥ = 1. Then it is clear that
g1g2 ∈ SU(V)L and the image of g1g2 in SU(V)L/[U(V)L, U(V)L] generates
SU(l)/[U(l), U(l)], which is isomorphic to Z/2Z. So we need to compute
αV ′(g1g2)βYV ′(g1g2). Since αV ′βYV ′ is a character of U(V)L, we have

αV ′(g1g2)βYV ′(g1g2) = αV ′(g1)αV ′(g2)βYV ′(g1)β
Y
V ′(g2).

Let V ′ =
⊕

i V ′i be the decomposition in the previous paragraph. If V ′i is
one-dimensional, let %j,i denote the number % in Subsection 7.1 for the pair
(U(Evj), U(V ′i)). From the computation in Subsection 7.1, we know that

αV ′i(g1)αV ′i(g2)β
Yi
V ′i

(g1)βYiV ′i
(g2) = χi((−2)2δ2)(∆, %1,i%2,i)FγF (∆, ψ0)−2.

From the assumption, we have (∆, %1,i%2,i)F = −1. Therefore,

αV ′iβ
Yi
V ′i

(g) = −(∆,∆)FγF (∆, ψ0)−2 = −1.

If V ′i is a hyperbolic plane, from the computation in Subsection 7.2, we know
that

αV ′i(g1)β
Yi
V ′i

(g1)αV ′i(g2)β
Yi
V ′i

(g2) = χi(x(g1)x(g2))χ(δ)2

= χi((−2)2)((∆,∆)F )2 = 1.

If the dimension of V ′ is odd, there is exactly one odd-dimensional V ′i. If
the dimension of V ′ is even, there are either two or none odd-dimensional
V ′i. Therefore, we conclude that

(7.9.b) αV ′(g)βYV ′(g) =

{
−1, if the dimensional of V ′ is odd;

1, if the dimensional of V ′ is even.

Combining (7.9.a) and (7.9.b), Proposition 3.3 is proved when V is an
ε-hermitian space over a ramified extension and q > 3. �

7.10. Proof of Proposition 3.3 for V ε-hermitian and E ramified:
Part (II). In this subsection, we assume that q = 3. Let V = V1 ⊕ V2

be the L-admissible decomposition as in Subsection 7.9. In addition to the
result proved in Subsection 7.9, we also need to consider the case for V2

two-dimensional. Fix a standard basis {v3, v4} of V2. We have to compute
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αV ′(g)βYV ′(g) for g :=
[1 a
0 1

]
as in Subsection 7.7 or 7.8. Let V ′ =

⊕
i V ′i

be the L′-admissible decomposition as in Subsection 7.9. From Lemmas 7.7
and 7.8, we see that αV ′i(g)β

Yi
V ′i

(g) = 1 for each i. Therefore,

(7.10.a) αV ′(g)βYV ′(g) =
∏
i

αV ′i(g)β
Yi
V ′i

(g) = 1

with respect to the characters χi, χ defined in Subsection 3.6. Combining
the result of Subsection 7.9, we have proved Proposition 3.3 when V is an
ε-hermitian space over a ramified quadratic extension of F and q = 3. �

8. Proof of Proposition 3.3 for orthogonal groups.

Keep the notation in Subsection 3.3. In this section, we assume that V is
a quadratic space. The computation in this section is similar to but easier
than that in Sections 6 and 7. As usual, fix a nontrivial character ψ of F .

8.1. . In this subsection, we assume that V is one-dimensional and V ′ is two-
dimensional (isotropic). Now V is anisotropic, so we embed V into V + V,
which is a direct sum of hyperbolic planes as described in Subsection 3.2.

Lemma. Suppose that V is one-dimensional and V ′ is two-dimensional. Let
g := −1 ∈ U(V). Then

βYV ′(g) = 1,

αV ′(g) = 1.

Proof. From [Kl] Theorem 3.1, we know that βYV ′(g) = 1.

Next, we compute αV ′(g). Let v be a nonzero element in V such that
ord(%) = 0 or 1 where % := h(v, v). Let {v′1, v′2} be a standard basis of
V ′. Let w1 := 1

2%(v − v̂) ⊗ v′1, w2 := 1
2%(v − v̂) ⊗ v′2, w3 := (v + v̂) ⊗ v′2,

w4 := (v + v̂)⊗ v′1. The set {w1, w2, w3, w4} is a standard basis of W +W.
Then,

(8.1.a) ιV ′(g) =


0 0 0 −2%
0 0 −2% 0
0 −1

2% 0 0
−1
2% 0 0 0

 ∈ Sp(W +W)

with respect to the basis {w1, w2, w3, w4}. We know that X = Fw1 + Fw2

and Y = Fw3 + Fw4. Now B := B(L + L,L′) where L be the good lat-
tice in V corresponding to L. It is clear that either B∗/B is trivial or
four-dimensional. Suppose that B∗/B is trivial. Then A = B and ιV ′(g)
stabilizes A, m(ιV ′(g)) = 1 and j(ιV ′(g)) = 0. It is straightforward to
check that (6.1.c) is true in this case. Hence αV ′(g) = 1. Next, suppose
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that B∗/B is four-dimensional. Clearly j(ιV ′(g)) = 2 from (8.1.a) and

m(ιV ′(g)) =
(x(ιV′ (g))

fF

)(−1
fF

)
as in Subsection 4.2. We know that x(ιV ′(g)) =

−(−1)2(2%)−2. Therefore, we see that m(ιV ′(g)) = 1. Hence, αV ′(g) =
1. �

8.2. . In this subsection, we assume that both V and V ′ are two-dimensional
and isotropic. Let {v1, v2} (resp. {v′1, v′2}) be a standard basis of V (resp. V ′).
Let Y ◦ := Fv2 and Y := Y ◦ ⊗ V ′.

Lemma. Suppose that both V and V ′ are two-dimensional isotropic. Let

g :=
[
k 0
0 k−1

]
be an element in U(V) with respect to the basis {v1, v2} for

some k ∈ F× such that ord(k) = 0. Then

βYV ′(g) = 1,

αV ′(g) = 1.

Proof. From [Kl] Theorem 3.1, we know that βYV ′(g) = 1.

Let w1 := v1 ⊗ v′1, w2 := v1 ⊗ v′2, w3 := v2 ⊗ v′2, w4 := v2 ⊗ v′1. The set
{w1, w2, w3, w4} is a standard self-dual basis of W := V ⊗ V ′. We have

(8.2.a) ιV ′(g) =


k 0 0 0
0 k 0 0
0 0 k−1 0
0 0 0 k−1

 ∈ Sp(W)

with respect to the basis {w1, w2, w3, w4}. Then we know that the space
B∗/B is either trivial or four dimensional. In both case it is easy to see
that j(ιV ′(g)) = 0 and x(ιV ′(g)) is a square. So m(ιV ′(g)) = 1. Therefore,
αV ′(g) = 1. �

8.3. . In this subsection, we assume that both V and V ′ are two-dimensional
and isotropic. Let {v1, v2} (resp. {v′1, v′2}) be a standard basis of V (resp. V ′).
Let Y ◦ := Fv2 and Y := Y ◦ ⊗ V ′.

Lemma. Suppose that both V and V ′ are two-dimensional isotropic. Let

g :=
[ 0 k
k−1 0

]
be an element in U(V) with respect to the basis {v1, v2} for

some k ∈ F× such that g ∈ U(V)L. Then

βYV ′(g) = 1,

αV ′(g) = 1.

Proof. From [Kl] Theorem 3.1, we know that βYV ′(g) = 1.
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Let w1 := v1 ⊗ v′1, w2 := v1 ⊗ v′2, w3 := v2 ⊗ v′2, w4 := v2 ⊗ v′1. The set
{w1, w2, w3, w4} is a standard self-dual basis of W := V ⊗ V ′. We have

(8.3.a) ιV ′(g) =


0 0 0 k
0 0 k 0
0 k−1 0 0
k−1 0 0 0

 ∈ Sp(W)

with respect to the basis {w1, w2, w3, w4}. Let L′ be a good lattice in V ′. The
space B∗/B is either trivial or four-dimensional. In both case it is easy to see
that j(ιV ′(g)) = 2 and x(ιV ′(g)) = −k−2. Hence by (1) in Subsection 1.5 and
(4.2.a), we have m(ιV ′(g)) =

(−k−2

fF

)(−1
fF

)
= 1. Therefore, αV ′(g) = 1. �

8.4. Proof of Proposition 3.3 for V quadratic. Let V be a quadratic
space. So D = F and both U(l) and U(l∗) are finite orthogonal groups. In
this case, we know that

S(U(l)× U(l∗))/(SU(l)× SU(l∗)) '

{
{id}, if one of l, l∗ is trivial;
Z/2Z, if both l, l∗ are not trivial,

SU(l′)/[U(l′), U(l′)] '

{
Z/2Z, if dim(l′) ≥ 2;
{id}, otherwise

where l′ is l or l∗.

First, suppose that both l and l∗ are nontrivial. Let V = V1 ⊕ V2 be
the decomposition in (1.3.c). For i = 1 or 2, if Vi is isotropic, choose an

L-admissible hyperbolic plane V0
i in Vi and let gi :=

[ 0 ki
k−1
i 0

]
∈ U(V0

i ) ⊆

U(V) for some ki ∈ F×. We can choose ki properly such that gi ∈ U(V)L.
If Vi is anisotropic, choose an L-admissible nondegenerate one-dimensional
subspace V0

i and let gi := −1 ∈ U(V0
i ) ⊆ U(V). Therefore, gi ∈ U(V)L

and g := g1g2 belongs to SU(V)L. Moreover, the image of g in S(U(l) ×
U(l∗))/(SU(l) × SU(l∗)) generates the group. We have an L′-admissible
decomposition V ′ =

⊕
i V ′i of nondegenerate subspaces such that each Vi is

a hyperbolic plane. Let Yi := Y ◦ ⊗ V ′i. Then, we have

(8.4.a) αV ′(g)βYV ′(g) =
∏
i

αV ′i(g)β
Yi
V ′i

(g).

We have αV ′i(gj)β
Yi
V ′i

(gj) = 1 for any i, j by Lemmas 8.1 and 8.3. Since αV ′iβV ′i
is a character of U(V)L, we have αV ′i(g)βVi(g)= αV ′i(g1)βVi(g1)αV ′i(g2)βVi(g2)
= 1. Hence,

(8.4.b) αV ′(g)βYV ′(g) = 1.
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Next, suppose that the dimension of l is greater than 1. We know that
dim(l) = dim(V1), so the dimension of V1 is greater than 1. If V1 is
isotropic, choose an L-admissible hyperbolic plane V0

i in Vi and let g :=[
k 0
0 k−1

]
∈ U(V0

i ) ⊆ U(V) for k ∈ F× such that ord(k) = 0 and k is not

a square. If V1 is anisotropic, then V1 is two-dimensional and has two L-
admissible subspaces Fv1, Fv2 such that h(v1, v1)h(v2, v2) is not a square.
Let gi be the element such that gi|Fvi = −1 and gi|(Fvi)⊥ = 1. Define
g := g1g2. Therefore, we know that g belongs to SU(V)L and the image
of g in SU(V)L/[U(V)L, U(V)L] generates SU(l)/[U(l), U(l)] ' Z/2Z. Let
V ′ =

⊕
i V ′i be the decomposition as in the previous paragraph. If V1 is

isotropic, then αV ′i(g)βV ′i(g) = 1 by Lemma 8.2. If V1 is anisotropic, then
αV ′i(g)βV ′i(g) = αV ′i(g1)βV ′i(g1)αV ′i(g2)βV ′i(g2) = 1 by Lemma 8.1. Hence, we
obtain

(8.4.c) αV ′(g)βYV ′(g) =
∏
i

αV ′i(g)βV ′i(g) = 1.

If the dimension of l∗ is greater than 1, by exactly the same argument in
the previous paragraph with l replaced by l∗ and V1 replaced by V2 we can
prove that

(8.4.d) αV ′(g)βYV ′(g) = 1

for an element g ∈ SU(V)L such that the image of g in SU(V)L/[U(V)L,
U(V)L] generates SU(l∗)/[U(l∗), U(l∗)].

So by (8.4.b), (8.4.c) and (8.4.d) we conclude that αV ′(g)βYV ′(g) = 1 for
any g ∈ SU(V)L. Since ζV ′ is the trivial character of U(V)L is this case, we
have αV ′βYV ′ |SU(V)L = ζV ′ |SU(V)L . �

9. Proof of Proposition 3.3 for symplectic groups.

In this section, we assume that V is a symplectic space. In this case, D =
F and both U(l) and U(l∗) are finite symplectic groups. Therefore the
quotient group S(U(l) × U(l∗))/(SU(l) × SU(l∗)) is trivial. The quotient
SU(l)/[U(l), U(l)] (resp. SU(l∗)/[U(l∗), U(l∗)]) is nontrivial only if q = 3
and the dimension of l (resp. l∗) is two. As usual, fix a nontrivial character
ψ of F .

9.1. . In this subsection, we assume that V is two-dimensional and V ′ is
two-dimensional anisotropic. Let {v1, v2} be a standard basis of V. Let
Y ◦ := Fv2 and Y := Y ◦ ⊗ V ′.
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Lemma. Suppose that V ′ is two-dimensional anisotropic and g :=
[1 $d

F
0 1

]
for some d is an element of U(V)L. Then,

βYV ′(g) = 1,

αV ′(g) = 1.

Proof. It is clear that j(g) = 0 and x(g) = 1. By [Kl] Theorem 3.1, we
know that

(9.1.a) βYV ′(g) = (x(g),−det(V ′))F = 1.

Next, we want to compute αV ′(g). Because V ′ is anisotropic, we have an
L-admissible basis {v′1, v′2} of V ′ such that h′(v′1, v

′
2) = 0. Let %1 := h′(v′1, v

′
1)

and %2 := h′(v′2, v
′
2). We shall choose v′1, v

′
2 such that ord(%1), ord(%2) are

zero or one. Let w1 := 1
%1
v1 ⊗ v′1, w2 := 1

%2
v1 ⊗ v′2, w3 := v2 ⊗ v′1, w4 :=

v2 ⊗ v′2. The set {w1, w2, w3, w4} is a standard basis of W := V ⊗V ′. Then,
Y = Fw3 + Fw4. We have

(9.1.b) ιV ′(g) =


1 0 %1$

d
F 0

0 1 0 %2$
d
F

0 0 1 0
0 0 0 1

 ∈ Sp(W)

with respect to the basis {w1, w2, w3, w4}. Let L′ be a good lattice in V ′.
Therefore, the space B∗/B might be trivial, two-dimensional or four dimen-
sional.

(i) Suppose that B∗/B is trivial. Hence, m(ιV ′(g)) = 1 and j(ιV ′(g)) = 0.
Therefore, αV ′(g) = 1.

(ii) Suppose that B∗/B is two-dimensional. Then ιV ′(g) can be presented
by a two by two upper triangular matrix with diagonal entries equal
to 1. Hence, j(ιV ′(g)) = 0 and x(ιV ′(g)) = 1. Therefore, m(ιV ′(g)) = 1
and αV ′(g) = 1.

(iii) Suppose that B∗/B is four-dimensional. Then from (9.1.a) we see
that ιV ′(g) can be presented as the 4× 4 upper triangular matrix with
diagonal entries equal to 1. Hence, j(ιV ′(g)) = 0 and m(ιV ′(g)) = 1.
Therefore, αV ′(g) = 1.

�

9.2. . In this subsection, we assume that both V and V ′ are two-dimensional
isotropic. Let {v1, v2} be a standard basis of V. Let Y ◦ := Fv2 and Y :=
Y ◦ ⊗ V ′.
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Lemma. Suppose that V ′ is two-dimensional isotropic and g :=
[1 $d

F
0 1

]
for some d is an element of U(V)L. Then

βYV ′(g) = 1,

αV ′(g) = 1.

Proof. As in Subsection 9.1, we know that x(g) = 1 and j(g) = 0. There-
fore by [Kl] Theorem 3.1, we have

(9.2.a) βYV ′(g) = (x(g),det(V ′))F = (1,det(V ′))F = 1.

Now V ′ is anisotropic, so V ′ has a standard self-dual basis {v′1, v′2} which is
an L-admissible. Let w1 := v1⊗v′1, w2 := v1⊗v′2, w3 := v2⊗v′2, w4 := v2⊗v′1.
The set {w1, w2, w3, w4} is a standard self-dual basis of W := V ⊗ V ′. Then

(9.2.b) ιV ′(g) =


1 0 0 $d

F

0 1 $d
F 0

0 0 1 0
0 0 0 1

 ∈ Sp(W)

with respect to the basis {w1, w2, w3, w4}. Hence, ιV ′(g) stabilizes X =
Fw1 + Fw2. By the similar argument in Subsection 9.1, we can prove that
αV ′(g) = 1. �

9.3. Proof of Proposition 3.3 for V symplectic. Now V is a symplectic
space, we have

SU(V)L/[U(V)L, U(V)L] '
(
SU(l)/[U(l), U(l)]

)
×

(
SU(l∗)/[U(l∗), U(l∗)]

)
.

We know that SU(l)/[U(l), U(l)] is nontrivial if and only if l is two-dimensi-
onal and q = 3. (Note that we always assume that q 6= 2.)

First we assume that dim(l) = 2 and q = 3. Let V = V1 ⊕ V2 be the
L-admissible decomposition as in (1.3.c). Therefore V1 is two-dimensional.

Let {v1, v2} be a standard basis of V1 and g :=
[1 $d

F
0 1

]
∈ U(V1) ⊆ U(V).

We can choose the integer d such that g ∈ SU(V)L = U(V)L and the im-
age of g in SU(V)L/[U(V)L, U(V)L] generates SU(l)/[U(l), U(l)]. Because
we assume that V ′ is even-dimensional, we have an L′-admissible decom-
position V ′ =

⊕
i V ′i such that each V ′i is two-dimensional. We know that

αV ′i(g)β
Yi
V ′i

(g) = 1 for each i by Lemmas 9.1 and 9.2. Hence,

(9.3.a) αV ′(g)βYV ′(g) =
∏
i

αV ′i(g)β
Yi
V ′i

(g) = 1.

If l∗ is two-dimensional, by the same argument we can prove that

(9.3.b) αV ′(g)βYV ′(g) = 1
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for g ∈ SU(V)L such that the image of g in SU(V)L/[U(V)L, U(V)L] gener-
ates the group SU(l∗)/[U(l∗), U(l∗)].

Hence, we conclude that αV ′(g)βYV ′(g) = 1 for any g ∈ SU(V)L. Since ζV ′
is trivial in this case, we get αV ′βYV ′ |SU(V)L = ζV ′ |SU(V)L . �

10. Splitting and theta dichotomy.

In this section, we prove a proposition which concerns the splitting and
theta dichotomy of unitary groups. Therefore, we assume that D = E
is a quadratic extension of F throughout the section. The main result is
Proposition 10.2, which will be a crucial ingredient of the results in [Pn2].
First we recall the notation from [HKS].

10.1. “Related” Witt towers. Denote the spaces V ′+,V ′−, so that

(10.1.a) εE/F

(
(−1)

m±(m±−1)
2 det(V ′±)

)
= ±1

where m± is the dimension of V ′±. Let {V ′+
m+
i

}, {V ′−
m−
i

} be two “related”

Witt towers wherem+
i (resp.m−

i ) denotes the dimension of V ′+
m+
i

(resp. V ′−
m−
i

).

Therefore, V ′+
m+

0

is trivial or a one-dimensional anisotropic ε′-hermitian space,

V ′−
m−

0

is a one-dimensional or two-dimensional anisotropic ε′-hermitian space,

and V ′±
m±
i

is the direct sum of V ′±
m±

0

and i copies of hyperbolic planes; so

m±
i = m±

0 + 2i; and we know that the dimensions of {V ′+
m+
i

}, {V ′−
m−
i

} are
either all even or all odd.

If a character χ of E× such that χ|F× = εm
±

E/F is fixed, then a splitting

U(V) → Ũ(V) is determined in [Kl]. Because εE/F is a character of order
two, the character χ depends only on the parity of m±. Therefore we will

fix χ such that χ|F× = ε
m±

0

E/F for the whole tower {V ′±
m±
i

}.

10.2. A character of the unitary group. Let L be a good lattice in V.
We have a homomorphism U(V)L → U(l)×U(l∗). If E is an unramified ex-
tension of F , then both U(l), U(l∗) are finite unitary group. Let η1 (resp. η2)
be the character of U(l) (resp. U(l∗)) of order two if the group is not trivial,
and the trivial character if the group is trivial. If E is a ramified extension of
F , then one of U(l), U(l∗) is an orthogonal group and the other is a symplec-
tic group. Let η1 (resp. η2) be the character of order two whose restriction
to SU(l) (resp. SU(l∗)) is trivial if the group is an orthogonal group, be the
trivial character if the group is a symplectic group. For both cases let ηL
be the character of U(V)L lifted from η1 ⊗ η2 by the above homomorphism.
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It is easy to see that the character ηL factors through the determinant map
det : U(V)L → E(1). Hence, ηL is the restriction of a character η of U(V).
In fact, η is uniquely determined by ηL except the cases that E is a ramified
extension of F and one of l, l∗ is trivial and the trivial one is the quadratic
space. For the exceptional case, η could be the trivial character or the sgn
character, otherwise η is the sgn character of U(V).

Proposition. Let ηL be the character of U(V)L defined above. Let αV ′± ,
βY

±

V ′± be the αV ′ , βYV ′ defined before for the dual pairs (U(V), U(V ′±)). Then

(10.2.a) αV ′+(g)βY
+

V ′+(g) = ηL(g)αV ′−(g)βY
−

V ′−(g)

for g ∈ U(V)L.

From Proposition 3.3, we know that there exist characters ζV ′+ and ζV ′− of
U(V)L such that αV ′±βY

±

V ′± |SU(V)L = ζV ′± |SU(V)L . We know that ηL|SU(V)L is
trivial. We also know that ζV ′± depends only on the parity of the dimension
of V ′±. Therefore, ζV ′+(g) = ζV ′−(g) for g ∈ U(V)L. Hence, (10.2.a) is
true when g ∈ SU(V)L. So to prove the proposition, we need only to check
(10.2.a) for g runs over a set of representatives of SU(V)L-cosets in U(V)L.
The remaining proof of the proposition will be in the next two subsections.

10.3. Proof of Proposition 10.2 for E unramified. In this subsection,
we assume that E is an unramified quadratic extension of F . We know that
V has an L-admissible decomposition V1 ⊕ V2 of nondegenerate subspaces
such that L ∩ V1 = L∗ ∩ V1 and L ∩ V2 = $E(L∗ ∩ V2). Without loss of
generality, we may assume that V1 is not trivial. If V1 is isotropic, let V0

1

be an L-admissible hyperbolic plane in V1. If V1 is anisotropic, then V1 is
one-dimensional. Let V0

1 := V1 for this case. Define a subgroup H of U(V0
1 )

by

H :=


{
g

∣∣∣∣∣ g :=
[τ(k) 0

0 k−1

]
, k ∈ E×, ord(k) = 0

}
, if V1 is isotropic;

{g | g := t ∈ E(1)}, if V1 is anisotropic.

It is clear that H ⊂ U(V0
1 )L1 ⊆ U(V)L where L1 := L ∩ V0

1 . From the
remark after Proposition 10.2, we only need to check that both αV ′+β

Y +

V ′+

and ηLαV ′−βY
−

V ′− agree on H. Now let g be an element in H. Since the case
for g = 1 is always obvious, we assume that g 6= 1.

First, suppose that V1 is isotropic. If V ′+,V ′− are both one-dimensional,
we know that one of (B+)∗/B+, (B−)∗/B− must be trivial and the other
must be four-dimensional where B± := B(L1, L

′±) and L′± is a good lattice
in V ′±. Therefore, by Lemma 6.4, we have

αV ′+(g)βY
+

V ′+(g) =
(
kτ(k)
fF

)
αV ′−(g)βY

−

V ′−(g).
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Clearly the map g 7→
(kτ(k)

fF

)
is the character ηL|H . If both V ′+,V ′− are

two-dimensional, then V ′+ is isotropic and V ′− is anisotropic. Therefore,
αV ′−β

Y −

V ′−(g) =
(kτ(k)

fF

)
χ(τ(k)) by Lemma 6.6. On the other hand, we have

αV ′+β
Y +

V ′+(g) = χ(τ(k)) by Lemma 6.5. Hence, the lemma is proved in this
case.

Next, suppose that V1 is anisotropic. If V ′+,V ′− are both one-dimensional,
we know that one of ord(%+) and ord(%−) must be even and the other must
be odd where %± is the % in Subsection 6.1. From Lemma 6.1, we get

αV ′+(g)βY
+

V ′+(g) =

{
−

(
2x−2
fF

)
αV ′−(g)βY

−

V ′−(g), if x 6≡ 1 mod pF ;

αV ′−(g)βY
−

V ′−(g) if x ≡ 1 mod pF .

It is straightforward to see that the map g 7→ −
(

2x−2
fF

)
if x 6≡ 1 mod pF

and g 7→ 1 if x ≡ 1 mod pF is exactly the character ηL|H . If V ′± are
two-dimensional, then V ′+ is isotropic and V ′− is anisotropic. Therefore,

αV ′−(g)βY
−

V ′−(g) =

{
−

(
2x−2
fF

)
χ((t− 1)δ), if x 6≡ 1 mod pF ;

χ((t− 1)δ), if x ≡ 1 mod pF

by Lemma 6.3. On the other hand, we have αV ′+(g)βY
+

V ′+(g) = χ((t − 1)δ)
by Lemma 6.2. Therefore, the proposition is proved in this case.

So we have proved the proposition when V ′+,V ′− are both one-dimensional
or both two-dimensional. Now we want to consider the general situation.
We have an L′-admissible orthogonal decomposition

(10.3.a) V ′± = V ′±0 ⊕
l±⊕
i=1

V ′+i

such that each V ′+i is two-dimensional isotropic for i ≥ 1 and either both
V ′±0 are one-dimensional, or V ′+0 is two-dimensional isotropic and V ′−0 is two-
dimensional anisotropic. Since εmiE/F is trivial for i ≥ 1. Let χi be characters
of E× with respect to the decomposition (10.3.a) as in Subsection 3.6. We
choose χi to be trivial for i ≥ 1 and χ0 := χ. Therefore, χ =

⊗
i χi. Thus,

αV ′±(g)βY
±

V ′±(g) = αV ′±0
(g)βY

±
0

V ′±0
(g)

l±∏
i=1

αV ′±i
(g)βY

±
i

V ′±i
(g)

as in Subsection 3.6. We know that each αV ′±i
(g)βY

±
i

V ′±i
(g) is equal to 1 for

i ≥ 1 by Lemma 6.2 and 6.5 because χi is trivial, and αV ′+0
(g)βY

+
0

V ′+0
(g) =

ηL(g)αV ′−0 (g)βY
−
0

V ′−0
(g) as proved in the previous two paragraphs. Therefore,
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Proposition 10.2 is proved when V is over an unramified quadratic extension
of F . �

10.4. Proof of Proposition 10.2 for E ramified. Let V = V1 ⊕ V2 be
the decomposition as in Subsection 10.3. Let Li := L ∩ Vi. It is clear that
Li is a good lattice in Vi and we have homomorphisms

U(V1)L1 × U(V2)L2 −→ U(V)L −→ U(l)× U(l∗).

Moreover the composition gives rise surjective homomorphisms U(V1)L1 →
U(l) and U(V2)L2 → U(l∗). Now we know that one of l, l∗ is an orthogonal
space and the other is a symplectic space. Without loss of generality, we may
assume that l is an orthogonal space and l∗ is a symplectic space. Therefore,
V2 is always isotropic. Of course, we assume that V is not trivial. Define a
subgroup H of U(V)L as follows. If V1 is nontrivial and isotropic, let V0

1 be
an L-admissible hyperbolic plane in V1 and define

H :=
{
g1, g2

∣∣∣∣ g1 :=
[
τ(k) 0

0 k−1

]
, g2 :=

[
0 εk′−1

τ(k′) 0

]
,

k, k′ ∈ E×, ord(k) = 0, ord(k′) = s

}
for some integer s such that H ⊂ U(V)L. If V1 is nontrivial and anisotropic,
let V0

1 be an L-admissible nondegenerate one-dimensional subspace and de-
fine H := U(V0

1 ) ⊆ U(V)L. In this case, we will identify H with E(1) by a
choice of a basis of V0

1 . If V1 is trivial, let V0
2 be an L-admissible hyperbolic

plane in V2 and define

H :=
{
g

∣∣∣∣ g :=
[
τ(k) 0

0 k−1

]
, k ∈ E×, ord(k) = 0

}
⊆ U(V)L.

It is straightforward to check that the map det|H is still surjective to E(1) if
V1 is not trivial. If V1 is trivial, then det(H) is a subgroup of E(1) of index
two. Let g be an element of H and g 6= 1.

First, suppose that V1 is isotropic. Consider the dual pairs (U(V0
1 ),

U(V ′±)). If V ′+,V ′− are both one-dimensional, it is clear that both (B+)∗/B+

and (B−)∗/B− are trivial where B± are defined as in Subsection 10.3. Let
h′± denote the form on V ′±. Choose a nonzero element v′± ∈ V ′±. Define
r′± := h′±(v′±, v′±) if ε′ = 1 and r′± := δh′±(v′±, v′±) if ε′ = −1. It is clear
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that (∆,−r′+r′−)F = −1. By Lemma 7.4, we have

αV ′±(g)βY
±

V ′±(g)

(10.4.a)

=


χ(τ(k)), if g = g1;

χ(τ(k))(∆,−r′±)FγfF (ψ̄0)−1
(−1

fF

)ord(ψ0)
, if g = g2 and ε = −1;

χ(τ(k)δ)(∆, r′±)FγfF (ψ̄0)−1
(−1

fF

)ord(ψ0)
, if g = g2 and ε = 1.

Therefore, we have

αV ′+(g)βY
±

V ′+(g) =

{
αV ′−(g)βY

−

V ′−(g), if g = g1;
−αV ′−(g)βY

−

V ′−(g), if g = g2.

Note that det(g1) ≡ 1 mod pE and det(g2) ≡ −1 mod pE . Hence, the
map g1 7→ 1 and g2 7→ −1 is exactly the character ηL|H . If V ′± are two-
dimensional, V ′+ is isotropic and V ′− is anisotropic. We should notice that
(B−)∗/B− is trivial. Therefore, by Lemma 7.6, we have

αV ′−(g)βY
−

V ′−(g) =


χ(τ(k)), if g = g1;

−χ(τ(k′)), if g = g2 and ε = −1;
−χ(τ(k′)δ), if g = g2 and ε = 1.

On the other hand, we have

αV ′+β
Y +

V ′+(g) =


χ(τ(k)), if g = g1;
χ(τ(k′)), if g = g2 and ε = −1;
χ(τ(k′)δ), if g = g2 and ε = 1

by Lemma 7.5. Hence, the lemma is proved in this case.

Suppose that V1 is anisotropic. Write g = t for some t ∈ E(1). If V ′± are
one-dimensional, from Lemma 7.1 we know that
(10.4.b)

αV ′±(g)βY
±

V ′±(g) =

{
χ((t− 1)δ)(∆, %±)FγF (∆, ψ0)−1, if x 6≡ 1 mod pF ;
χ((t− 1)δ)(∆,−2y)F , if x ≡ 1 mod pF

where %± are defined analogously as Subsection 10.3. We know that
(∆, %+)F , (∆, %−)F is 1 and the other is −1, so we have

αV ′+(g)βY
+

V ′+(g) =

{
−αV ′−(g)βY

−

V ′−(g), if x 6≡ 1 mod pF ;
αV ′−(g)βY

−

V ′−(g) if x ≡ 1 mod pF .
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It is obvious that the map g 7→ −1 if x 6≡ 1 mod pF and g 7→ 1 if
x ≡ 1 mod pF is exactly the character ηL|H . Suppose that V ′± are two-
dimensional. By Lemma 7.3, we have

αV ′−(g)βY
−

V ′−(g) =

{
−χ((t− 1)δ), if x 6≡ 1 mod pF ;
χ((t− 1)δ), if x ≡ 1 mod pF .

On the other hand, we have

αV ′+(g)βY
+

V ′+(g) = χ((t− 1)δ)

from Lemma 7.2. Therefore, the proposition is proved in this case.

Suppose that V1 is trivial. Hence, g =
[
τ(k) 0

0 k−1

]
for some k. Consider

the dual pairs (U(V0
2 ), U(V ′±)). If V ′+,V− are both one-dimensional, then

(10.4.c) αV ′±(g)βY
±

V ′±(g) =

{
χ(τ(k)), if (B±)∗/B± is trivial;(
x̄0
fF

)
χ(τ(k)), if (B±)∗/B± is not trivial

by Lemma 7.4. Hence,

αV ′+(g)βY
+

V ′+(g) = αV ′−(g)βY
−

V ′−(g).

If V ′+,V ′− are both two-dimensional, then we see that

αV ′−(g)βY
−

V ′−(g) = χ(τ(k)) = αV ′+(g)βY
+

V ′+(g)

by Lemmas 7.5 and 7.6. We know that ηL|H is trivial in this case. So the
proposition is proved in this case.

The general situation follows the previous three cases by the similar ar-
gument in Subsection 10.3. �
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