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We extend the resolution of the CR Yamabe conjecture for
one of the two cases left open by D. Jerison and J.M. Lee:
The CR locally conformally flat case.

The proof is based on techniques related to the theory of
critical points at infinity. These techniques were first intro-
duced by A. Bahri, A. Bahri and H. Brezis for the resolution
of the same conjecture for the Riemannian case.

Introduction.

Let (M, θ) be an orientable compact real (2n + 1)-dimensional CR mani-
fold, with a given contact form θ. Denote by L = Lθ = (2 + 2

n)∆[ +Rθ the
CR conformal laplacian on M , where ∆[ is the sublaplacian operator (see
Section 1) and Rθ the Webster scalar curvature associated to θ.

The CR Yamabe Conjecture states that there exists a contact form θ̃ on
M , CR equivalent to θ, with constant Webster scalar curvature R̃eθ. This
conjecture is equivalent to the existence of a function u such that:

(1)

{
Lu = u1+ 2

n

u > 0 on M

(1) is a particular case of more general equations of the type:

(2)

{
Lu+Qu = u1+2/n

u > 0 on M, Q ∈ L∞(M)
.

D. Jerison and J.M. Lee have extensively studied the CR Yamabe con-
jecture ([10], [11] and [12]). They showed that there was a deep analogy
between the CR Yamabe problem, and the Riemannian Yamabe conjecture
which was solved by T. Aubin [1] and R. Schoen [18].

T. Aubin [1] proved the conjecture in the two following cases:
1) (N, g) is a not conformally flat compact Riemannian manifold of di-

mension n ≥ 6.
2) (N, g) is a locally conformally flat compact Riemannian manifold, with

dimension n ≥ 3 and finite Poincaré group, not conformal to (Sn, c),
where Sn is the n-dimensional sphere with its standard metric c.
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R. Schoen [18] solved the Yamabe problem in the remaining cases, using
the positive mass theorem.

In the CR case, D. Jerison and J.M. Lee, gave a necessary condition on
the CR invariant:

λ(M) = inf
u∈S2

1(M)
{Aθ(u)

∣∣ Bθ(u) = 1}

to solve Equation (1).
Here, S2

1(M) is a Folland and Stein space (see Section 4),

Aθ(u) =
∫

M

((
2 +

2
n

)
|du|2θ +Rθu

2

)
θ ∧ dθn

the functional associated to the CR Yamabe equation, where |du|θ is the
norm of the cotangent vector du (see [10] or Section 1 for its precise formula)

and Bθ(u) =
∫

M
|u|2+ 2

n θ ∧ dθn.

This condition is summarized by the following result:

Theorem ([10, 3.4.]). Let M be an orientable compact (2n+1)-dimensional
CR manifold, θ any contact form on M .

(a) λ(M) depends only on the CR structure of M , not of the choice of θ.
(b) λ(M) ≤ λ(S2n+1), where S2n+1 ⊂ Cn+1 is the sphere with its standard

CR structure.
(c) If λ(M) < λ(S2n+1), then (1) has a solution.

Furthermore, D. Jerison and J.M. Lee proved the CR Yamabe conjecture
for CR manifolds which are not locally CR equivalent to the sphere of the
same dimension:

Theorem ([11, A]). Suppose M is a compact strictly pseudoconvex (2n+1)-
dimensional CR manifold. If n ≥ 2 and M is not locally CR equivalent to
S2n+1, then λ(M) < λ(S2n+1), and thus, the CR Yamabe problem can be
solved on M .

The results of D. Jerison and J.M. Lee can be formally compared to the
partial completion of the proof of the Riemannian Yamabe conjecture by
T. Aubin [1]. The remaining cases should, by analogy, be solved using some
CR positive mass theorem. Unfortunately, especially because the theory of
CR minimal surfaces does not exist at the present time, such a CR version
of the positive mass theorem is not available.

Besides the proof by T. Aubin and R. Schoen of the Riemannian Yamabe
conjecture, another proof by A. Bahri [2], A. Bahri-H. Brezis [4] of the same
conjecture is available by techniques related to the theory of critical points
at infinity. This proof is completely different in spirit as well as in techniques
and details, from T. Aubin and R. Schoen proof. It does not require the
use of any theory of minimal surfaces, neither does it require the use of the
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positive mass theorem. It turns out that this proof can be carried out to
the CR Yamabe conjecture as well as in [4].

We will not try here to give to this method its upmost generality in the CR
context. We will be satisfied with the proof of the CR Yamabe conjecture
in the cases left open by D. Jerison and J.M. Lee.

More precisely, we will focus in the present paper on the CR locally con-
formally flat case.

In [9], the case n=1, but without any hypothesis of CR conformal flatness
is studied.

We establish the following theorem:

Theorem 1. Let (M, θ) be an orientable compact real (2n+1)-dimensional
CR manifold, locally CR equivalent to S2n+1, then (1) has a solution.

The proof of Theorem 1 is based on a contradiction argument and involves
several steps which will be detailed over six sections:

Let H be the subspace of S2
1(M) defined by

H =
{
u ∈ S2

1(M) such that
∫

M
|du|2θθ ∧ dθn <∞

and
∫

M
|u|2+

2
n θ ∧ dθn <∞

}
let ∑

=
{
u ∈ H, such that ‖u‖H = 1

}
where

‖u‖H =
(∫

M

((
2 +

2
n

)
|du|2θ +Rθu

2

)
θ ∧ dθn

) 1
2

and let ∑
+

=
{
u ∈

∑ ∣∣ u ≥ 0
}
.

For u ∈ H, we define:

J(u) =

(∫
M

(
(2 + 2

n)|du|2θ +Rθu
2
)
θ ∧ dθn

)1+ 1
n

∫
M |u|

2+ 2
n θ ∧ dθn

.

In the first section, we recall the general definition of CR manifolds, the
CR Yamabe equation and the Yamabe functional J .

In Section 2, we recall the standard solutions of the CR Yamabe equation
for the Heisenberg group Hn. These solutions are obtained by left transla-
tions and dilations (z, t) 7→ (λz, λ2t), (λ ∈ R), on the Heisenberg group, of
the function u(z, t) = K|w + i|−n, where w = t+ i|z|2, and K ∈ C.

Since the injection S2
1(Hn) −→ L2+ 2

n (Hn) is continuous but not com-
pact, the functional J does not satisfy the Palais-Smale condition (denoted
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by (P.S)). More precisely, one can see that the standard solutions on Hn,
u(z, t) = K|w + i|−n, after superposition are the good candidate sequences
which violate the (P.S) condition. Therefore, the classical variational theory
based on compactness arguments, does not apply in our case.

In Section 3, we study the case of a general CR manifold, locally CR
equivalent to the sphere of the same dimension. We show the existence of

a conformal factor ũ
2
n
a depending differentiably on a ∈ M , such that if the

contact form θ is replaced by ũ
2
n
a θ in a ball B(a, ρ), then (M, ũ

2
n
a θ) is locally

(Hn, θ0), where θ0 is the standard contact form on Hn. Therefore, we locally
may use the usual multiplication of Hn, we also may use in B(a, ρ) the
standard solutions of the CR Yamabe problem, which we denote by δ(b, λ),
where λ ∈ R. The function δ(b, λ) satisfies the following equation:{

Lθ0δ(b, λ) = δ(b, λ)1+
2
n on B(a, ρ)

b ∈ B(a, ρ).

We then define a family of “almost solutions” δ̂(a, λ), to be the unique
solutions of:

Lδ̂(a, λ) = δ′(a, λ)1+
2
n on M

where {
δ′(a, λ) = ωaũaδ(a, λ) on B(a, ρ)
δ′(a, λ) = 0 on CB(a, ρ)

ωa is a cut-off function used to localize our function near the point a, when
λ→ +∞. And we show that:

|δ̂ − δ′| = O

(
1
λn

)

and

|δ̂ − δ′|C2 = O

(
1
λn

)
when λ→ +∞.

Because of these estimates, we can replace, in the analysis of the (P.S)
condition the functions δ′ or δ by the function δ̂.

In Section 4, we will characterize the sequences which violate the (P.S)
condition.
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Let V (p, ε), for ε > 0 and p ∈ N∗, be defined in analogy with the Riemannian
case ([3]) by:

V (p, ε) =



u ∈
∑

+ such that there exists p concentration points
a1, . . . , ap in M and p concentrations λ1, . . . , λp > 0

such that
∥∥∥∥u− 1

p
1
2 S

n
2

i=p∑
i=1

δ̂(ai, λi)
∥∥∥∥

H

< ε, with λi ≥
1
ε

and ∀i 6= j, εij = λi
λj

+ λj

λi
+ λiλj d̃(ai, aj)2 ≥ 1

ε


where d̃(x, y), if x and y are in a small ball of M of radius ρ, is ‖ exp−1

x (y)‖Hn

(‖ · ‖Hn is the norm in Hn), with expx the CR exponential map for the point
x, and d̃(x, y) is equal to

ρ

2
otherwise. S is the Sobolev constant introduced

in (5.1).
The set V (p, ε) has a simple interpretation: It is a neighborhood of the

critical points at infinity of the functional J on
∑

+.
Let (uk) be a sequence of H satisfying J ′(uk) → 0, and J(uk) bounded.

Then (uk) is a bounded sequence in H, hence (uk) has a weak limit u.
If u is non-zero, we prove that u is a critical point of J (Proposition 5).
Since we are going to prove Theorem 1 by contradiction, we assume that

the weak limit u, of any sequence (uk) of H satisfying J ′(uk)→ 0 and J(uk)
bounded, is zero.

Then, assuming that (uk) is non-negative, we prove that we can extract
from (uk) a subsequence denoted again by (uk), such that uk

‖uk‖H
∈ V (p, εk)

with εk > 0 and limk→+∞ εk = 0 (Proposition 8).
While the final characterization of the sequences which violate the (P.S)

condition is basically identical to the Riemannian case, the proof of this fact
is different here because no use of H1

0 -spaces can be made, with our current
knowledge in the CR framework. M. Struwe [19] used such spaces and the
projections on them in order to give a characterization of the sequences
violating the (P.S) condition in the Riemannian framework.

In Section 5, we expand the functional J , near the set of potential critical
points at infinity V (p, ε). We prove that for p ≥ p0 (i.e., for p large enough)
the energy J

(∑i=p
i=1 αiδ̂(ai, λ)

)
is less than the critical level at infinity for p

masses concentrated at points a1, . . . , ap, i.e., J
(∑i=p

i=1 αiδ̂(ai, λ)
)
≤ p

1
nS for

λ ≥ λ0 > 0. The αi’s are positive and satisfy
∑i=p

i=1 αi = 1. We now are
ready for the final argument.

Considering for p ∈ N the barycentric sets:

B0(M) = ∅

Bp(M) =

{
i=p∑
i=1

αiδxi

∣∣ i=p∑
i=1

αi = 1, αi ≥ 0, xi ∈M

}
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with δxi the Dirac mass at xi, and considering the level sets for the functional
J :

Wp =
{
u ∈

∑
+ such that J(u) < (p+ 1)

1
nS
}

we define a map fp(λ) from Bp(M) to
∑

+ by the formula:

fp(λ)
( i=p∑

i=1

αiδxi

)
=

∑i=p
i=1 αiδ̂(xi, λ)∥∥∥∑i=p

i=1 αiδ̂(xi, λ)
∥∥∥

H

.

Then, Section 5 implies that the map fp(λ) is homologically trivial for
p ≥ p0 (Proposition 20).

On the other hand, assuming that problem (1) has no solution, we prove
in Section 6, by using topological arguments, that fp∗(λ) 6≡ 0, for all p ∈ N
(Proposition 22). This gives a contradiction to Proposition 20, and hence
completes the proof of Theorem 1.

The topological argument which we use has been first displayed in [5].
It is an intricate argument which we have somewhat made easier, for the
convenience of an interested reader, in a simple case, in Appendix C of this
paper.

1. CR manifolds and CR Yamabe equation.

Sections 1 and 2 are mainly extracted from the following references: D.
Jerison and J.M. Lee [10], G.B. Folland and E.M. Stein [8]. They have been
written for the sake of completeness of this paper.

Let M be an orientable, real, (2n+1)-dimensional manifold. A CR struc-
ture on M is given by a complex n-dimensional subbundle T1,0 of the com-
plexified tangent bundle CTM of M , satisfying T1,0 ∩ T0,1 = {0}, where
T0,1 = T 1,0. We assume that the Frobenius condition [T1,0, T1,0] ⊂ T1,0 is
satisfied.

We set G = Re(T1,0 + T0,1) so that G is a real 2n-dimensional subbundle
of TM . G carries a natural complex structure map  : G −→ G, given by
(V + V ) = i(V − V ) for V ∈ T1,0.

Let E ⊂ T ∗M denote the real line bundle G⊥. Because we assume M
orientable, and, G is oriented by its complex structure, E has a global non-
vanishing section θ, which is called a contact form. To such a section is
associated a real symmetric bilinear form `θ on G, called the Levy form of
θ, and defined by:

`θ(V,W ) = 2〈dθ, V ∧ W 〉 V,W ∈ G.
We assume that M is strictly pseudoconvex, which means that `θ is positive
definite for a suitable choice of θ. `θ extends by complex linearity to CG,
and induces a hermitian form on T1,0, which we write:

`θ(V,W ) = 〈−2idθ, V ∧W 〉 V,W ∈ T1,0.
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A pseudo-hermitian structure on M is a CR structure together with a given
contact form θ. With this choice, M is equipped with a natural volume
form θ ∧ dθn. The inner product determines an isomorphism G ' G∗ which
in turn determines a dual form `∗θ on G∗, which extends naturally to T ∗M .
This defines a norm |ω|θ on real 1-forms ω, which satisfies:

|ω|2θ = `∗θ(ω, ω) = 2
j=n∑
j=1

|ω(Zj)|2

whenever {Z1, . . . , Zn} form an orthonormal basis for T1,0 with respect to
the Levy form.

The sublaplacian operator ∆[ is defined on real functions u ∈ C∞(M) by:

(1.1)
∫

M
(∆[u)v θ ∧ dθn =

∫
M
`∗θ(du, dv) θ ∧ dθn, ∀ v ∈ C∞0 (M).

Since |θ|θ = 0 (even θ ∈ T⊥1,0), `
∗
θ is degenerate on T ∗M , and so the operator

∆[ is subelliptic rather than elliptic. It is shown in [14] that ∆[ = Re [,
where [ is the Kohn-Spencer Laplacian acting on functions [13].

Let (M, θ) be a CR compact manifold with a contact form θ. We may
assume that the scalar curvature of θ, Rθ is strictly positive (one can assume
that, with a conformal change of contact form, Rθ > 0 or Rθ = 0 or Rθ < 0).
The Yamabe problem is easily solved for the cases Rθ = 0 and Rθ < 0.

If we replace θ by θ̃ = u
2
n θ, then the operator L = q∆[ +Rθ on M , where

q = 2 + 2
n , satisfies the transformation law:

(1.2) L̃(ṽ) = (q∆̃[ + R̃eθ)ṽ = u−(1+ 2
n

)L(v)

where ṽ = u−1v.
If we substitute u = v in (1.2), we obtain the transformation law for the

scalar curvature

(1.3) R̃eθ = u−(1+ 2
n

)(q∆[ +Rθ)u.

Thus, if θ is a given contact form and u a positive function on M , a necessary
and sufficient condition for the contact form θ̃ = u

2
n θ to have a constant

scalar curvature R̃eθ ≡ λ is that u satisfies:

(1.4) q∆[u+Rθu = λu1+ 2
n .

This is the CR Yamabe equation. We will assume in the sequel that R̃eθ ≡ 1.
G.B. Folland and E.M. Stein have introduced functional spaces for CR

manifolds analogous to Sobolev spaces for Riemannian manifolds, Sp
k(M)

called Folland and Stein spaces [8], (see also Section 4).
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Let

H =
{
u ∈ S2

1(M) such that
∫

M
|du|2θθ ∧ dθn <∞

and
∫

M
|u|2+

2
n θ ∧ dθn <∞

}
∑

= {u ∈ H, such that ‖u‖H = 1}

where

‖u‖H =
(∫

M

(
q|du|2θ +Rθu

2
)
θ ∧ dθn

) 1
2

(
q = 2 +

2
n

)
and ∑

+

=
{
u ∈

∑ ∣∣ u ≥ 0
}
.

For u ∈ H, we define the following functional:

(1.5) J(u) =

(∫
M (q|du|2θ +Rθu

2)θ ∧ dθn
)1+ 1

n∫
M |u|

2+ 2
n θ ∧ dθn

.

If u is a critical point of J on
∑

+, then J(u)
n
2 u is a solution of the CR

Yamabe Equation (1.4).
D. Jerison and J.M. Lee in [10] used another functional:

(1.6)


Aθ(u) =

∫
M (q|du|2θ +Rθu

2)θ ∧ dθn

and
Bθ(u) =

∫
M |u|

2+ 2
n θ ∧ dθn.

Note that if (uk) ∈
∑

+, then J ′(uk)→ 0 if and only if A′θ(uk)→ 0.

2. The Heisenberg group and normal coordinates.

The Heisenberg group Hn is the Lie group whose underlying manifold is
Cn × R, with coordinates (z, t) = (z1, . . . , zn, t) and whose group law is
given by:

(z, t)(z′, t′) = (z + z′, t+ t′ + 2Im.zz′)
where

zz′ =
j=n∑
j=1

zjz′
j
.

We define a norm in Hn by

‖y‖Hn = ‖(z, t)‖Hn = (|z|4 + t2)
1
4
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and we define dilations by

y = (z, t) 7→ δy = (δz, δ2t), δ > 0.

The vector fields
Zj =

∂

∂zj
+ izj ∂

∂t
, j = 1, . . . , n

are invariant with respect to the group multiplication on the left, and
homogeneous of degree −1 with respect to the dilations. Then T1,0 =
span {Z1, . . . , Zn} gives a left invariant CR structure on Hn.

The real 1-form

(2.1) θ0 = dt+
j=n∑
j=1

(izjdzj − izjdzj)

annihilates T1,0, we take it to be the contact form for the CR structure.
Let

L0 = −1
2

j=n∑
j=1

(ZjZj + ZjZj).

Then the operator ∆[ associated to θ0 is L0, and the CR invariant λ(Hn)
= λ(S2n+1) (see [10]).

Whenever the scalar curvature of (Hn, θ0) is identically zero, the CR Yam-
abe equation in Hn is:

(2.2) L0u =
n2

4
u1+ 2

n .

D. Jerison and J.M. Lee showed in [12] that all the solutions of (2.2) are
obtained from u(z, t) = C

|t+i|z|2+µ|n , (where C > 0, µ ∈ C with Imµ >

0, (z, t) ∈ Hn) by left translations and dilations on Hn.
G.B. Folland and E.M. Stein constructed normal coordinates which show

how closely the Heisenberg group approximates a general CR manifold
(M, θ): The exponential map, expa for a ∈ M , is a diffeomorphism of a
neighborhood Ua of the origin in Hn, onto a neighborhood Va of a in M ,
and exp−1

a defines a system of local coordinates on Va, called normal coor-
dinates (see [8] Theorem 14.10).

3. The case of a CR manifold locally CR equivalent to S2n+1.

We will prove the following result:

Theorem 1. Let (M, θ) be a compact (2n + 1)-dimensional CR manifold,
locally CR equivalent to the sphere S2n+1, then Equation (1) has a solution.

In this section we will establish some technical results.
We first introduce the following notations and constructions: Since M

is compact and locally CR equivalent to S2n+1, any point a of M has a
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neighborhood of normal coordinates Ua ⊃ B(a, ρ), where ρ is independent
of a, such that the contact form of M is conformal to the contact form θ0
of Hn, defined by (2.1). Thus, there exists a positive function ũa on B(a, ρ)
such that

(3.1) θ0 = ũ
2
n
a θ.

The proof is similar of that the Riemannian case. In the Riemannian
case, it is completed, for example, in [2], Appendix C. Such a result can be
easily derived from D. Jerison and J.M. Lee extensive study of the existence
of CR normal coordinates [11].

Let ua be the following function:{
ua(x) = ωa(x)ũa(x) on B(a, ρ)
ua(x) = 0 on CB(a, ρ)

where ωa(x) = χ
(
‖x‖
)

: R+ −→ [0, 1] is a cut off function such that:{
χ(t) = 1 if 0 ≤ t ≤ ρ

2

χ(t) = 0 if t ≥ ρ

and ‖x‖ = ‖ exp−1
a (x)‖Hn , where ‖ · ‖Hn is the norm of the Heisenberg group

Hn defined in Section 2.
Let λ be a positive, large parameter.
We introduce on B(a, ρ) the following function:

δ(a, λ) = σ
λn

|1 + λ2(|z|2 − it)|n

where
(z, t) = exp−1

a (x)

and, the constant σ is such that the following equation is satisfied

(3.2) Lθ0δ(a, λ) = δ(a, λ)1+
2
n on B(a, ρ).

We define a family of “almost solutions” δ̂(a, λ) to be the unique solutions
on M of:

(3.3) Lδ̂(a, λ) = δ′(a, λ)1+
2
n

with

(3.4)

{
δ′(a, λ)(x) = ua(x)δ(a, λ)(x) on B(a, ρ)
δ′(a, λ)(x) = 0 on CB(a, ρ)

.

We then have:
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Lemma 2 ([10]). Let ψ be a function in C2(B(a, ρ
2),R), we have the fol-

lowing relation between the conformal laplacians of M and Hn:

L(uaψ) = u
1+ 2

n
a (Lθ0ψ) on B

(
a,
ρ

2

)
.

For a proof one can see [10].
We prove in this section, the two following technical lemmas which are

needed later, for the estimates of Section 5.

Lemma 3. There are two positive constants C and B, such that for all a
in M and λ ≥ B, we have:

|δ̂(a, λ)− δ′(a, λ)| ≤ C

λn
on B(a, ρ).

Lemma 4. Let γ̃ > 0 be given. There are positive constants C, C ′, C1 and
B such that if λ ≥ B, we have for all a, b in M :

δ̂(a, λ) ≥ C

λn
(i)

∣∣∣∣ ∫
M
Lδ̂(a, λ).δ̂(a, λ)θ ∧ dθn − σ2

∫
Hn

∣∣∣d( 1
|1 + (|z|2 − it)|n

)∣∣∣2
θ0

θ0 ∧ dθn
0

∣∣∣∣ ≤ C ′

λ2n

(ii)

∣∣∣∣ ∫
M
δ̂(a, λ)2+ 2

n θ ∧ dθn − σ2+ 2
n

∫
Hn

1
|1 + (|z|2 − it)|2n+2

θ0 ∧ dθn
0

∣∣∣∣ ≤ C ′

λ2n

(iii)

∣∣∣∣ ∫
M
Lδ̂(a, λ).δ̂(b, λ) θ ∧ dθn

∣∣∣∣ ≤ (1 + γ̃)
∫

M
δ̂(a, λ)1+

2
n δ̂(b, λ) θ ∧ dθn(iv) ∫

M
δ̂(a, λ)1+

2
n δ̂(b, λ) θ ∧ dθn ≥ C1

λ2n
.(v)

Proof of Lemma 3. We have Lδ̂(a, λ) = Lδ′(a, λ) on B(a, ρ
2) and, using

Lemma 2 we obtain:

|Lδ′(a, λ)| ≤ C

λn
on CB

(
a,
ρ

2

)
.

Let Ψ(x) = L
(
δ̂(a, λ) − δ′(a, λ)

)
. Then |Ψ(x)| ≤ C′

λn , (Ψ is zero on
CB(a, ρ)). By the positivity of the CR invariant laplacian L, (Rθ > 0),
we derive the existence of a Green function FL associated to L on M . Thus,
we have for all x in M :(

δ̂(a, λ)− δ′(a, λ)
)
(x) =

∫
M
FL(x, y)Ψ(y) dy =

∫
B(a,ρ)

FL(x, y)Ψ(y) dy
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and, since FL(x, y) is integrable in B(a, ρ) (for a proof we refer to [16], [17]
and [15]), we obtain on B(a, ρ):

|δ̂(a, λ)− δ′(a, λ)| ≤ ‖Ψ‖∞
∫

B(a,ρ)
|FL(x, y)|dy ≤ C

λn
.

Lemma 3 follows.

Proof of Lemma 4. Proof of (i): For ξ < ρ
2 , we have δ′(a, λ) = δ(a, λ) on

B(a, ξ), hence, using Lemma 3, there exists a positive constant C such that:

δ̂(a, λ)(x) ≥ C

λn
∀x ∈ B(a, ξ).

Thus we have: {
Lδ̂(a, λ)(x) ≥ 0 ∀x ∈ B(a, ξ)
δ̂(a, λ)(x) ≥ C

λn ∀x ∈ ∂B(a, ξ)
.

(i) follows using the maximum principle.
Proof of (ii): Denote by B(0, ρ′) = exp−1

a

(
B(a, ρ)

)
, where 0 = (0, 0) ∈

Hn. Using Lemma 3, we obtain:∫
M
Lδ̂(a, λ).δ̂(a, λ)θ ∧ dθn =

(∫
B(a,ρ)

(ωaũa)2+
2
n δ(a, λ)2+

2
n θ ∧ dθn

+O

(
1
λn

)∫
B(a,ρ)

δ′(a, λ)1+
2
n θ ∧ dθn

)
.

We have ∫
B(a,ρ)

δ′(a, λ)1+
2
n θ ∧ dθn =

C0

λn
,

where C0 is a positive constant. Thus∫
M
Lδ̂(a, λ).δ̂(a, λ)θ ∧ dθn

= σ2+ 2
n

∫
B(0,ρ′)

ω
2+2

n
a

(
λn

|1 + λ2(|z|2 − it)|n

)2+ 2
n

θ0 ∧ dθn
0 +O

(
1
λ2n

)
= σ2

∫
B(0,ρ′)

∣∣∣∣d( λn

|1 + λ2(|z|2 − it)|n

)∣∣∣∣2
θ0

θ0 ∧ dθn
0 +O

(
1
λ2n

)
and (ii) follows since∫

CB(0,ρ′)

∣∣∣∣d( λn

|1 + λ2(|z|2 − it)|n

)∣∣∣∣2
θ0

θ0 ∧ dθn
0

=
∫
CB(0,λρ′)

∣∣∣∣d( 1
|1 + (|z|2 − it)|n

)∣∣∣∣2
θ0

θ0 ∧ dθn
0 = O

(
1
λ2n

)
.
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Proof of (iii):∫
M
δ̂(a, λ)2+ 2

n θ ∧ dθn

=
∫

M
δ′(a, λ)2+ 2

n θ ∧ dθn +O

(
1
λ2n

)
=
∫

B(a,ρ)
ω

2+ 2
n

a ũ
2+ 2

n
a δ(a, λ)2+

2
n θ ∧ dθn +O

(
1
λ2n

)
= σ2+ 2

n

∫
B(0,ρ′)

ω
2+ 2

n
a

λ2n+2

|1 + λ2(|z|2 − it)|2n+2
θ0 ∧ dθn

0 +O

(
1
λ2n

)
= σ2+ 2

n

∫
Hn

1
|1 + (|z|2 − it)|2n+2

θ0 ∧ dθn
0 +O

(
1
λ2n

)
since we have:∫

CB(0,λρ′)

1
|1 + (|z|2 − it)|2n+2

θ0 ∧ dθn
0 = O

(
1

λ2n+2

)
.

Proof of (v): We use (i) and we obtain:∫
M
δ̂(a, λ)1+ 2

n δ̂(b, λ)θ ∧ dθn ≥ C

λn

∫
B(a,ρ)

δ̂(a, λ)1+
2
n θ ∧ dθn,

we then have, using Lemma 3 and (i), that:∫
M
δ̂(a, λ)1+ 2

n δ̂(b, λ)θ ∧ dθn ≥ C

λn

∫
B(a, ρ

2
)
δ̂(a, λ)1+

2
n θ ∧ dθn

≥ C

λn

∫
B(a, ρ

2
)
δ′(a, λ)1+

2
n θ ∧ dθn

≥ C ′′

λn

∫
B(a, ρ

2
)
δ(a, λ)1+

2
n θ ∧ dθn,

where C ′′ is a suitable constant.
Since ∫

B(a,ρ)
δ(a, λ)1+

2
n θ ∧ dθn

=
C

λn

∫
B(0,λρ′)

1
|1 + (|z|2 − it)|n+2

θ0 ∧ dθn
0

=
C

λn

{∫
Hn

1
|1 + (|z|2 − it)|n+2

θ0 ∧ dθn
0 +O(1)

}
,

we have: ∫
M
δ̂(a, λ)1+

2
n δ̂(b, λ)θ ∧ dθn ≥ C1

λ2n
.

(v) follows.
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Proof of (iv): We have∫
M
Lδ̂(a, λ).δ̂(b, λ)θ ∧ dθn

=
∫

B(a,ρ)
δ′(a, λ)1+ 2

n δ̂(b, λ)θ ∧ dθn

=
∫

B(a, ρ
2
)
δ′(a, λ)1+ 2

n δ̂(b, λ)θ ∧ dθn +
∫

B(a,ρ)\B(a, ρ
2
)
δ′(a, λ)1+

2
n δ̂(b, λ)θ ∧ dθn

≤
∫

B(a, ρ
2
)
δ′(a, λ)1+ 2

n δ̂(b, λ)θ ∧ dθn +O

(
1

λn+2

)∫
B(a,ρ)

δ̂(b, λ)θ ∧ dθn.

Using Lemma 3 and Appendix A, we obtain:∫
M
Lδ̂(a, λ)δ̂(b, λ)θ ∧ dθn

≤
(∫

B(a,ρ)
δ̂(a, λ)1+ 2

n δ̂(b, λ)θ ∧ dθn

+O

(
1
λn

)∫
B(a,ρ)

δ(a, λ)
2
n δ̂(b, λ) +O

(
1

λn+2

)(∫
B(a,ρ)

δ̂(b, λ)1+
2
n

) n
n+2

)
≤
(∫

M
δ̂(a, λ)1+ 2

n δ̂(b, λ)θ ∧ dθn

+O′
(

1
λn

)∫
B(a,ρ)

δ(a, λ)
2
n δ(b, λ)θ ∧ dθn +O

(
1

λn+2

1

λn n
n+2

))
.

We prove in Appendix A that:

1
λn

∫
B(a,ρ)

δ(a, λ)
2
n δ(b, λ)θ ∧ dθn = o

(∫
Hn

δ(a, λ)1+
2
n δ(b, λ)θ0 ∧ dθn

0

)
.

Thus, we have after using Lemma 3 and (v):∫
M
Lδ̂(a, λ)δ̂(b, λ)θ ∧ dθn ≤

(∫
M
δ̂(a, λ)1+

2
n δ̂(b, λ)θ ∧ dθn

+ o

(∫
M
δ̂(a, λ)1+

2
n δ̂(b, λ)θ ∧ dθn

))

since n+ 2 + n2

n+2 > 2n.
That is:∫

M
Lδ̂(a, λ)δ̂(b, λ)θ ∧ dθn ≤

(
1 + o(1)

) ∫
M
δ̂(a, λ)1+

2
n δ̂(b, λ)θ ∧ dθn.

(iv) follows.
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4. Characterization of the sequences which violate the
Palais-Smale condition. Neighborhoods of critical points at

infinity.

In order to characterize the sequences which violate the Palais-Smale condi-
tion in the Riemannian case (see for example Struwe [19]), extensive use is
made of the H1

0 -spaces and of the orthogonal projections onto such spaces.
In the CR framework, the Palais-Smale condition bears some different

features due to the fact that the boundary-value problems are not completely
understood, as of now and up to our current knowledge, for the CR laplacian.

Therefore, we cannot operate as in the Yamabe Riemannian case. There
are some differences and each time which H1

0 -spaces or projections are used
in the Riemannian case, we will have here to use a direct argument. The
final result is the same. In the conformal case, we will have a quite simple
representation of the sequences failing to satisfy the Palais-Smale condition.

In the conformally flat case, there is some simplifications. Locally, if

we change the contact form θ by a conformal factor ũ
2
n
a which depends

differentiably on a, we obtain (Hn, θ0). Therefore we may use locally the
usual multiplication of Hn and also the standard solutions.

We recall the following:

Folland and Stein spaces ([10], [8]). For ξ ∈ M let U be a relatively
compact open subset of a normal coordinates neighborhood Ωξ ⊂ M , with
contact form θ and pseudo-hermitian frame {Z1, . . . , Zn}. Let Xj = ReZj

and Xj+n = ImZj , for j = 1, . . . , n. Denote Xα = Xα1 · · ·Xαk
where

α = (α1, . . . , αk) each αj is an integer 1 ≤ αj ≤ 2n, and denote `(α) = k.
Define the norms

‖f‖Sr
p(M) = sup

`(α)≤p
‖Xαf‖Lr(U)

where for a function g defined on M :

‖g‖Lr(U) =
(∫

U
|g|rθ ∧ dθn

) 1
r

.

The Folland-Stein space Sr
p(U) is defined as the completion of C∞0 (U) with

respect to the norm ‖.‖Sr
p(U).

For a compact strictly pseudoconvex pseudo-hermitian manifold M ,
choose a finite open covering U1, . . . , Um for which each Uj , 1 ≤ j ≤ m,
has the properties of U as above.

Choose a C∞ partition of unity φj subordinate to this covering and define
the Folland-Stein space such that:

Sr
p(M) = {f ∈ Lr(M) : φjf ∈ Sr

p(U) ,∀j}.

We then have:
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Proposition 5.5 of [10]. With the notations above, Sr
p(M) ⊂ Ls(M) for

1
s ≥

1
r −

p
2n+2 and 1 < r < s <∞.

In this section we will use the more convenient functional of D. Jerison
and J.M. Lee given in (1.6). We will return later with our functional J . It
is simple to see that the analysis of the (P.S) sequences carried out in one
framework extends to the other one.

Let H+ be the subspace of H (see Section 1) defined by:

(4.1) H+ =
{
u ∈ H

∣∣ u ≥ 0
}
.

Let (uk) be a sequence in H+ which satisfies:

(4.2)

{
A′θ(uk) −−−−→

k→+∞
0

Aθ(uk) ≤ C and Bθ(uk) = 1, where C is a positive constant.

Then (uk) admits a limit in the distributional sense.
By Propositon 5.5 ([10]), S2

1(M) ↪→ Ls(M) is a compact inclusion for
1 < s < q = 2 + 2

n , and the sequence (uk) converges to u ∈ H in Ls(M).
We know that uk ⇀ u in H, and we derive, taking s < 2 + 2

n , that u ≥ 0.
We then have:

Proposition 5. Let (uk) be a sequence of H+ satisfying (4.2) and u ≥
0, u 6≡ 0. Then u is C∞ and satisfies Equation (1).

Proof. We will prove that u satisfies Equation (1) in the distributional sense
and conclude by a theorem of Brezis and Kato.

The sequence (uk) satisfies:{
A′θ(uk) = q∆[uk +Rθuk − u

1+ 2
n

k −→ 0 in H−1 (the dual of H)∫
M |duk|2θθ ∧ dθn <∞ , and

∫
M |uk|2+

2
n θ ∧ dθn = 1.

Let ϕ ∈ C∞0 . Then:∫
M
u

1+ 2
n

k ϕθ ∧ dθn converges to
∫

M
u1+ 2

nϕθ ∧ dθn.

Indeed, there exists a constant c such that:∣∣∣u1+ 2
n

k − u1+ 2
n

∣∣∣ ≤ c|uk − u|
(
|uk|

2
n + |u|

2
n

)
.

By Hölder, we have:∫
M

∣∣∣u1+ 2
n

k − u1+ 2
n

∣∣∣.|ϕ|θ ∧ dθn ≤ c‖ϕ‖∞‖uk − u‖Lβ

∥∥∥(|uk|
2
n + |u|

2
n

)∥∥∥
Lβ′

where β and β′ are such that: β < 2 + 2
n and 1

β + 1
β′ = 1.

We need
2
n
β′ < 2 +

2
n
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hence
1 +

1
n
< β < 2 +

2
n
.

Choosing such a β, we derive that:∫
M

∣∣∣u1+ 2
n

k − u1+ 2
n

∣∣∣.|ϕ|θ ∧ dθn −−−−→
k→∞

0.

On the other hand we have:∫
M

∆[uk.ϕ =
∫

M
uk.∆[ϕ −−−−→

∫
M
u.∆[ϕ =

∫
M

∆[u.ϕ,

hence
q∆[uk +Rθuk − u

1+ 2
n

k −−−−→q∆[u+Rθu− u1+ 2
n

in the space H−1 in the distributional sense. Thus

(4.3) q∆[u+Rθu− u1+ 2
n = 0 in the distributional sense.

Proposition 5 follows then from the following result of D. Jerison and J.M.
Lee:

Theorem 5.16 of [10]. Let U be a relatively compact open set in a
normal coordinates neighborhood. Suppose that f, g ∈ C∞(U), u ≥ 0 on
U, u ∈ Lq, q = 2 + 2

n , and ∆[u+ gu = fus−1 in the distributional sense on
U for some 2 ≤ s ≤ q. Then u > 0 on U and u ∈ C∞(U).

We now turn to define the neighborhoods of critical points at infinity.

Definition 6 ([3]). For ε > 0 and an integer p ≥ 1, let:
(4.4)

V (p, ε) =



u ∈
∑

+ such that there exists p concentration points
a1, . . . , ap in M and p concentrations λ1, . . . , λp > 0

such that
∥∥∥∥u− 1

p
1
2 S

n
2

i=p∑
i=1

δ̂(ai, λi)
∥∥∥∥

H

< ε, with λi ≥
1
ε

and ∀i 6= j, εij = λi
λj

+ λj

λi
+ λiλj d̃(ai, aj)2 ≥ 1

ε


where d̃(x, y), if x and y are in a small ball of radius ρ, is ‖ exp−1

x (y)‖Hn

(‖ · ‖Hn is the norm in Hn), with expx the CR exponential map for the point
x, and d̃(x, y) is equal to ρ

2 otherwise.

If u is a function in V (p, ε), we can find an optimal approximation of u
by the functions 1

p
1
2 S

n
2

∑i=p
i=1 δ̂(ai, λi). Indeed, we have:

Lemma 7 ([4]). For every p ≥ 1 there exists ε > 0 which depends on p
such that for every u ∈

∑
+ satisfying:∥∥∥∥∥u− 1

p
1
2S

n
2

i=p∑
i=1

δ̂(ai, λi)

∥∥∥∥∥
H

< ε with
∑
i6=j

εij >
1
ε
,
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the minimization problem

inf
(αi,bi,µi)

∥∥∥∥∥u−
i=p∑
i=1

αiδ̂(bi, µi)

∥∥∥∥∥
H

has a unique solution, up to permutation on the set of indices {1, . . . , p}.

The proof of Lemma 7 is essentially similar to A. Bahri and H. Brezis in
[4] (Section 6, Proposition 9).

Let us now assume that (1) has no solution. Then we have the following
characterization of the sequences failing the (P.S) condition:

Proposition 8 ([4], [3]). Let (uk) be a sequence of H+ satisfying (4.2).
Then there exists an integer p ≥ 1 and a sequence (εk), with εk > 0 and
limk→∞ εk = 0 such that, for a subsequence of (uk), denoted again by (uk),

uk
‖uk‖H

∈ V (p, ε).

This proposition follows from iterated blow up around the concentration
points.

Proof of Proposition 8. (1) has no solution, thus uk ⇀ u ≡ 0 in H, and
(uk) satisfies, after renormalization:

(∗) q∆[uk +Rθuk − |uk|
2
nuk −→ 0 in the distributional sense

uk ⇀ 0 in H and uk 6→ 0 in H∫
M
|duk|2θθ ∧ dθn ≤ C , and

∫
M
|uk|2+

2
n θ ∧ dθn ≤ C, C > 0.

We first prove:

Lemma 9. There exists x ∈ M such that for every real ρ > 0, ∃ δ(ρ) > 0
satisfying:

∀k,
∫

B(x,ρ)
(q|duk|2θ +Rθu

2
k)θ ∧ dθn ≥ δ(ρ).

Proof. Let us assume that for all x in M , there is ρ(x) > 0 such that on
B(x, ρ(x)), uk −→

H
0. Since M is compact this is a contradiction with our

hypothesis uk 6→ 0 in H.
We then have:

Lemma 10. The constant δ(ρ) of Lemma 9 can be taken equal to a0S
n,

where a0 is any real strictly less than 1, and S is the critical Sobolev constant
of the Heisenberg group Hn introduced in (5.1).

Proof. Let ψk : R+ −→ [0, 1] such that{
ψk(s) = 1 for 0 ≤ s ≤ ρk

ψk(s) = 0 for s ≥ ρk + δk
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where ρ < ρk < 2ρ, and 0 ≤ δk ≤ ρ.
The function ψk is continuous and C1 piecewise.
Let φk be the function defined on M by φk(x) = ψk(‖x‖). We then have:

|dφk|θ ≤ |dψk|θC(ρ) ≤ C(ρ)
δk

.

We have, after multiplication of Equation (∗) by ukφk:∫
M

(Luk)ukφk −
∫

M
uq

kφk = 〈αk, ukφk〉H−1/H

with αk −−→
H−1

0. Thus∫
M
q|duk|2θφk +

∫
M
quk`

∗
θ(duk, dφk) +

∫
M
Rθu

2
kφk(4.5)

≤
∫

M
|uk|qφk + ‖αk‖H−1‖ukφk‖H

with

‖ukφk‖H =
(∫

M

(
q|d(ukφk)|2θ +Rθ(ukφk)2

)
θ ∧ dθn

) 1
2

.

Let us remark that:(∫
M
|d(ukφk)|2θ

) 1
2 ≤

(∫
M
|duk|2θφ2

k

) 1
2 +

(∫
M
u2

k|dφk|2θ
) 1

2
.

Thus ∫
M
q|duk|2θφk +

∫
M
quk`

∗
θ(duk, dφk) +

∫
M
Rθu

2
kφk(4.6)

≤
∫

M
|uk|qφk + ‖αk‖H−1

{(∫
M
Rθu

2
kφ

2
k

) 1
2

+
(∫

M
q|duk|2θφ2

k

) 1
2 +

(∫
M
qu2

k|dφk|2θ
) 1

2

}
.

We are assuming that:∫
M
q|duk|2θφk +

∫
M
Rθu

2
kφk ≥

δ(ρ)
2
,

‖αk‖H−1

(∫
M
q|duk|2θφ2

k

) 1
2 −→ 0,

and

‖αk‖H−1

(∫
M
Rθu

2
kφ

2
k

) 1
2 −→ 0;
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this allows us to incorporate these two last terms in the first side of the
inequality (4.6) and we derive:(∫

M

(
q|duk|2θφk +Rθu

2
kφk

))(
1 + o(1)

)
+
∫

M
quk`

∗
θ(duk, dφk)(4.7)

≤
∫

M
|uk|qφk + ‖αk‖H−1

(∫
M
qu2

k|dφk|2θ
) 1

2
.

We apply a Hölder inequality to∫
M
uk`

∗
θ(duk, dφk)

and we derive∫
M
uk`

∗
θ(duk, dφk) ≤

(∫
M
|duk|2θ

) 1
2
(∫

M
u2

k|dφk|2θ
) 1

2

≤ C
(∫

M
u2

k|dφk|2θ
) 1

2 ≤ C C
δk

(∫
M
u2

k

) 1
2
.

Let us denote by ωk the term C
δk

(∫
M u2

k

) 1
2 , and impose on (ωk) to converge

to zero, that is we choose δk such that
(∫

M u2
k

) 1
2 = o(δk). This is possible

since
∫
Mu

2
k tends to zero. We then obtain

δ(ρ)
2
≤
(∫

M

(
q|duk|2θφk +Rθu

2
kφk

))(
1 + o(1)

)
(4.8)

≤
∫

M
|uk|qφk + q

(
‖αk‖H−1 + C

)
ωk.

Since ωk tends to zero as well as ‖αk‖H−1 , (4.8) can be rewritten as:

(4.9)
(
1 + o(1)

)∫
M

(
q|duk|2θφk +Rθu

2
kφk

)
≤
∫

M
|uk|qφk + o(1).

Since ∫
M

(
q|duk|2θφk +Rθu

2
kφk

)
≥ δ(ρ),

(4.9) yields:

(4.10)
(
1 + o(1)

) ∫
M

(
q|duk|2θ +Rθu

2
k

)
φk ≤

∫
M
|uk|qφk.

We introduce γk > 0 very small which will be chosen there after. (4.10)
yields (

1 + o(1)
)∫

M

(
q|duk|2θ +Rθu

2
k

)
φk ≤

∫
M
|uk|q(φk + γk).
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On the other hand we have:

(4.11) λ(M) = λ(S2n+1) = inf
u∈S2

1(M)

∫
M

(
q
∣∣∣d( u

‖u‖q

)∣∣∣2
θ
+Rθ

( u

‖u‖q

)2
)

which implies:

λ(S2n+1)‖u‖2q ≤
∫

M

(
q|du|2θ +Rθu

2
)
θ ∧ dθn.

Applying (4.11) to the function u = uk(φk + γk)
1
q , we obtain:∫

M
|uk|q(φk + γk)

≤ λ(S2n+1)−
q
2

(∫
M

(
q
∣∣∣d(uk(φk + γk)

1
q

)∣∣∣2
θ
+Rθu

2
k(φk + γk)

2
q

)) q
2

.

Hence

(∫
M

(
q|duk|2θφk +Rθu

2
kφk

))(
1 + o(1)

)(4.12)

≤ λ(S2n+1)−
q
2

{∫
M
q|duk|2θ(φk + γk)

2
q +

∫
M
qu2

k

∣∣∣d((φk + γk)
1
q

)∣∣∣2
θ

+ 2
∫

M
quk(φk + γk)

1
q `∗θ

(
duk, d

(
(φk + γk)

1
q
))

+
∫

M
Rθu

2
k(φk + γk)

2
q

} q
2

.

We choose γk such that:∫
M
u2

k(φk + γk)
2
q
−2|dφk|2θ = o(1).

This will follow if:

(4.13)
∫

M
u2

kγ
2
q
−2

k |dφk|2θ = o(1), since
2
q
− 2 < 0.

Since,
∫
M u2

k|dφk|2θ ≤ ω2
k which tends to zero, we can find γk tending to

zero such that ∫
M
u2

k(φk + γk)
2
q
−2|dφk|2θ tends also to zero.

The terms ∫
M
qu2

k

∣∣∣d((φk + γk)
1
q

)∣∣∣2
θ

and

2
{∫

M
q|duk|2θ(φk + γk)

2
q

∫
M
qu2

k

∣∣∣d((φk + γk)
1
q

)∣∣∣2
θ

} 1
2

can be incorporated in the o(1) which lies in the left hand side of (4.12).
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We derive, after some obvious simplifications:(
1 + o(1)

)∫
M

(
q|duk|2θφk +Rθu

2
kφk

)
(4.14)

≤ λ(S2n+1)−
q
2

{∫
M
q|duk|2θφ

2
q

k +
∫

M
Rθu

2
kφ

2
q

k

} q
2

.

The condition on γk in order to satisfy (4.13) can be rewritten as: ωkγ
1
q
−1

k =
o(1).
γk = ωk satisfies our purpose if ωk tends to zero. Therefore it suffises

to choose δk =
(∫

M u2
k

) 1
4 . We derive from (4.14) (φk is zero outside of

B(x, ρk + δk) and is 1 on B(x, ρk)):(
1 + o(1)

)∫
B(x,ρk)

(
q|duk|2θ +Rθu

2
k

)
θ ∧ dθn

≤ λ(S2n+1)−
q
2

({∫
B(x,ρk)

(
q|duk|2θ +Rθu

2
k

)
φ

2
q

k

} q
2

+
{∫

B(x,ρk+δk)−B(x,ρk)

(
q|duk|2θ +Rθu

2
k

)
φ

2
q

k

} q
2

)
thus (

1 + o(1)
) ∫

B(x,ρk)

(
q|duk|2θ +Rθu

2
k

)
θ ∧ dθn

≤ λ(S2n+1)−
q
2

({∫
B(x,ρk)

(
q|duk|2θ +Rθu

2
k

)} q
2

+
{∫

B(x,ρk+δk)−B(x,ρk)

(
q|duk|2θ +Rθu

2
k

)} q
2

)
= λ(S2n+1)−

q
2
(
(I) + (II)

)
.

We know that (I) ≥ δ(ρ)
q
2 , and we have two possible cases for the integral

(II).

First case.
Let us assume that (II) = o((I)). Then:(

1 + o(1)
)∫

B(x,ρk)

(
q|duk|2θ +Rθu

2
k

)
≤ λ(S2n+1)−

q
2

{∫
B(x,ρk)

(
q|duk|2θ +Rθu

2
k

)} q
2
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that is ∫
B(x,ρk)

(
q|duk|2θ +Rθu

2
k

)
≥
(
1 + o(1)

)(
λ(S2n+1)

q
2

) 2
q−2

≥ a
(
λ(S2n+1)

)n+1
= a.Sn

where a is any fixed constant less than 1.

Second case.
Let us assume that (II) > c.δ(ρ)

q
2 , with a fixed positive c, for all choices of

ρk in [ρ, 2ρ] with δk =
(∫

M u2
k

) 1
4 . Hence, if we take ρi

k = ρ+ iδk, i ∈ N,

(4.15)
∫

B(x,ρi+1
k )−B(x,ρi

k)

(
q|duk|2θ +Rθu

2
k

)
≥ c

2
q δ(ρ), ∀i, ∀k.

Extracting subsequences we may assume that (uk) satisfies (4.15) for 0 ≤
i ≤ i0, where i0 is any fixed integer less than ρ

δk
.

Thus ∫
B(x,ρ

i0+1
k )−B(x,ρ)

(
q|duk|2θ +Rθu

2
k

)
≥

i=i0∑
i=0

∫
B(x,ρi+1

k )−B(x,ρi
k)

(
q|duk|2θ +Rθu

2
k

)
≥ (i0 + 1)c

2
q δ(ρ).

On the other hand:∫
M
|duk|2θ ≤ C and,

∫
M
u2

k −−−−→
k→∞

0.

Thus, we must have:

(4.16) (i0 + 1)c
2
q δ(ρ) ≤ 2qC.

Hence, if we take i0 violating (4.16), this case cannot occur. Since δk tends
to zero, such an i0 can be found. The second case, therefore cannot occur for
all k’s and the first case always takes place for some k. Lemma 10 follows.

We derive, from Lemma 10, that for all given 0 ≤ a0 < 1 , for all x ∈M
satisfying Lemma 9, there is a positive sequence (ρk(x)) such that:

∀k,
∫

B(x,ρk(x))

(
q|duk|2θ +Rθu

2
k

)
θ ∧ dθn ≥ a0S

n.

For k given in N, let us denote

(O) ρk,0 = inf
x∈M

ρk(x).
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M is compact, hence this minimum is attained. Let then xk,0 ∈M be such
that ρk,0 = ρk(xk,0). We now prove that:

Lemma 11. The sequence (ρk,0) converges to zero.

Proof. Let x in M be such that it has no neighborhood on which uk −−−→
H

0.

We choose ρ0 > 0 and take B(x, ρ̃) such that ρ0 < ρ̃ < 2ρ0. By the
construction of Lemma 10, we have:

∀k,
∫

B(x,eρ)

(
q|duk|2θ +Rθu

2
k

)
θ ∧ dθn ≥ a0S

n.

We derive that
ρk(x) ≤ ρ̃ < 2ρ0.

Since ρ0 can be chosen as small as we wish, we derive that ρk(x) → 0 and
thus, that ρk,0 → 0. Lemma 11 follows.

Since M is a compact manifold which is locally CR equivalent to S2n+1,
every x in M has a neighborhood U(x) ⊃ B(x, ρ), where normal coordinates
can be defined, and where the contact form of M is conformal to the contact
form θ0 of Hn (see Section 3) (ρ is independent of x). For all k in N, we
consider the function uk on B(xk,0,

ρ
2). Let us denote by ũk the function

ũk = uku
−1
xk,0(

u
2
n
xk,0 is the conformal factor on B(xk,0,

ρ
2)
)
. We then have from Lemma 2:

Lθ

(
uxk,0

ũk

)
=
(
u

1+ 2
n

xk,0

)
Lθ0(ũk) in B

(
xk,0,

ρ

2

)
.

Since M is compact and since

q∆[uk +Rθuk − u
1+ 2

n
k −−−−→

H−1
0

on M in the distributional sense, we derive that(
u

1+ 2
n

xk,0

)(
Lθ0(ũk)− ũ

1+ 2
n

k

)
−−−−→

H−1
0

in B(xk,0,
ρ
2) or, using the exponential map, on the ball B(0, ρ′) in Hn, for

a suitable ρ′.
Let (ṽk) be the sequence defined by

∀k ∈ N =

{
ṽk(X) = ωxk,0

(ρk,0X)ρn
k,0ũk(ρk,0X) on B(0, ρ−1

k,0ρ
′)

ṽk(X) = 0 on CB(0, ρ−1
k,0ρ

′)

where ωxk,0
is the function defined in Section 3. The sequence (ṽk) is ob-

tained by dilation of the sequence (ũk). The dilation takes place in Hn,
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according to the rules of Section 2. It is easy to see that (ṽk) satisfies the
same properties than (ũk), that is

(4.17)

{
Lθ0 ṽk − ṽ

1+ 2
n

k ⇀ 0 in H−1(B)∫
Hn |ṽk|2+ 2

n <∞ and
∫

Hn |dṽk|2θ0
<∞

where B is any given fixed ball of Hn and k is large enough.

Lemma 12. (a) The sequence (ṽk) converges weakly to ṽ in H.
(b) ṽk −→ ṽ in H(B) for each ball of Hn and ṽ 6≡ 0, positive.

Proof. (a) is straightforward.
In order to prove (b), we first establish:

Lemma 13. The sequence (ṽk − ṽ) satisfies

Lθ0(ṽk − ṽ)− (ṽk − ṽ)1+
2
n ⇀ 0 in H−1(B)

for every B of Hn and∫
Hn

(
|d(ṽk − ṽ)|2θ0

+ |(ṽk − ṽ)|2+
2
n
)
≤ C.

Proof. First, as in the Riemannian case, it is easy to see that ṽ satisfies

(4.18)

{
Lθ0 ṽ = ṽ1+ 2

n∫
Hn

(
|ṽ|2+

2
n + |dṽ|2θ0

)
< +∞

.

ṽ is also clearly non-negative.
We derive then from (4.17) and (4.18)

Lθ0(ṽk − ṽ)−
(
ṽ

1+ 2
n

k − ṽ1+ 2
n

)
−→ 0 in H−1(loc)

and we claim that

ṽ
1+ 2

n
k − ṽ1+ 2

n − (ṽk − ṽ)1+
2
n −→ 0 in H−1(loc)

Indeed, using the following inequality:

(4.19)
∣∣∣|a+ b|

2
n − |a|

2
n

∣∣∣ ≤ c(|b| 2n + sup{|a|, |b|}
2
n
−1|b|

)
we have:

ṽ
2
n
k ṽk = (ṽk − ṽ + ṽ)

2
n (ṽk − ṽ) + ṽ

2
n
k ṽ

= (ṽk − ṽ)
2
n (ṽk − ṽ)

+O
(
ṽ

2
n |ṽk − ṽ|+ sup{|ṽk − ṽ|

2
n
−1, ṽ

2
n
−1}|ṽk − ṽ|ṽ

)
+ ṽ

2
n
k ṽ

= (ṽk − ṽ)
2
n

+1 + ṽ
2
n
k ṽ +O

(
ṽ

2
n |ṽk − ṽ|+ |ṽk − ṽ|

2
n ṽ
)

= (ṽk − ṽ)
2
n

+1 + (ṽk − ṽ + ṽ)
2
n ṽ +O

(
ṽ

2
n |ṽk − ṽ|+ |ṽk − ṽ|

2
n ṽ
)
.
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Applying (4.19) again, we derive:

ṽ
2
n

+1

k = (ṽk − ṽ)
2
n

+1 + ṽ
2
n

+1

+O
(
ṽ|ṽk − ṽ|

2
n + sup

{
|ṽk − ṽ|

2
n
−1, ṽ

2
n
−1
})
|ṽk − ṽ|ṽ

+O
(
ṽ

2
n |ṽk − ṽ|+ |ṽk − ṽ|

2
n ṽ
)

thus

ṽ
2
n

+1

k = (ṽk − ṽ)
2
n

+1 + ṽ
2
n

+1 +O
(
ṽ

2
n |ṽk − ṽ|+ |ṽk − ṽ|

2
n ṽ
)

i.e.,

ṽ
2
n

+1

k − ṽ
2
n

+1 − (ṽk − ṽ)
2
n

+1 = O
(
ṽ

2
n |ṽk − ṽ|+ |ṽk − ṽ|

2
n ṽ
)

which, using the fact that ṽ is L∞ ∩ L2+ 2
n (derived from the regularity the-

ory), converges to 0 in L2n+1
n+2 (Hn).

Lemma 13 follows.
We resume the proof of (b). Arguing by contradiction, since ṽk − ṽ 6→ 0

and since ṽk − ṽ satisfies all the conditions of Lemma 10, there exists a
sequence (x̃k, ρ̃k) such that x̃k ∈ B(xk,0, ρk,0), ρ̃k tends to zero and:∫

exp−1
xk,0

B(exk,eρk)
q|d(ṽk − ṽ)|2θ0

≥ 1 + a0

2
Sn.

Thus, ∫
exp−1

xk,0
B(exk,eρk)

q|dṽk|2θ0
≥ a0S

n.

Hence, there exists ˜̃xk ∈ B(xk,0, ρk,0) such that∫
B(eexk,eρkρk,0)

(
q|duk|2θ +Rθu

2
k

)
≥ a0S

n.

This implies that ρk(˜̃xk) < ρ̃kρk,0 < ρk,0 (ρ̃k tends to zero) and contradicts
the optimality of ρk,0 expressed in Equation (O). Hence, ṽk → ṽ in H(B),
for each ball of Hn as stable and ṽ has to be non-zero since∫

B(0,1)
q|dṽk|2θ0

≥ a0

2
Sn.

ṽ is non-negative and, by application of the maximum principle is therefore
strictly positive. Lemma 12 follows.

From the uniqueness of the positive solutions on Hn ([10]), we derive the
existence of b1 ∈ Hn and γ1 > 0 such that ṽ = δ(b1, γ1), where δ(a, λ) is the
usual solution in Hn. By optimality of (xk,0, ρk,0) we see that b1 = 0 and
γ1 = 1.
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We recall now that, given (a, λ) ∈ M × R+, we have introduced in (3.3)
the unique solution δ̂ of:{

Lδ̂(a, λ) = δ′(a, λ)1+
2
n

with δ′(a, λ) = uaδ(a, λ) in B(a, ρ)
.

We now extract from (uk) the “first mass” ṽ, that is, we consider the new
sequence of functions:

u1
k(x) =uk(x)− δ̂

(
exp−1

xk,0
(ρk,0b1),

γ1

ρk,0

)
(x)

=
(
uk − δ̂

(
xk,0,

γ1

ρk,0

))
(x).

Lemma 11 implies readely that u1
k when rescaled around xk,0 via the expo-

nential map with the scale ρk,0, will tend to zero in H−1 of the compact
subsets of Hn.

We then have:

Lemma 14. The sequence (u1
k) satisfies:{

Lu1
k − |u1

k|
2
nu1

k → 0 in H−1∫
M

(
q|du1

k|2θ +Rθ(u1
k)

2
)
≤ C

.

Up to minor technical points, the proof of Lemma 14 is similar to that of
Lemma 13. We derive that (u1

k) satisfies the same properties than (uk), up
to the fact that (u1

k) is not positive any more.
Reiterating our procedure, either (u1

k) converges strongly to zero and
Proposition 8 holds or we can find a new sequence (xk,1, ρk,1) around which
we can rescale (u1

k).
We then have:

Lemma 15. With a good choice of the constants a0, a1, we have

ρk,1 ≥
1
2
ρk,0.

Proof. Let us choose a1 for u1
k, in lieu of a0 for uk such that 0 < a0 < a1 < 1.

Arguing by contradiction, let us assume that

ρk,1 <
1
2
ρk,0.

Thus , there is a point z ∈M such that∫
B(z, 1

2
ρk,0)

(
q|du1

k|2 +Rθ(u1
k)

2
)
≥ a1S

n.
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Let us discard immediately
∫
B(z, 1

2
ρk,0)Rθ(u1

k)
2 since this quantity tends to

zero. Thus, we may assume using the fact that a1 > a0, that∫
B(z, 1

2
ρk,0)

q|du1
k|2θ ≥

a0 + a1

2
Sn.

Now, u1
k is uk deprived of δ̂

(
xk,0,

1
ρk,0

)
which is, up to local diffeomorphisms

and rescaling, essentially vk−ṽ in B(xk,0, Nρk,0), with N as large as we will
and, since δ̂ decreases rapidly outside of such a ball (N large), is essentially
uk in CB(xk,0, Nρk,0).

Clearly, vk − ṽ tends to zero in H
(
B(xk,0, Nρk,0)

)
and uk satisfies, on

every ball B of radius ρk,0

2 , ∫
B
q|duk|2θ ≤ a0S

n.

Therefore, after some minor technical details, we derive that, for every y of
M , ∫

B(y, 1
2
ρk,0)

q|du1
k|2θ ≤

3a0 + a1

4
Sn <

a0 + a1

2
Sn.

A contradiction and Lemma 15 follows.

We now establish the last step in the proof of Proposition 8.
We recall that, if a and b are points of M , d̃(a, b) is either larger than a

fixed constant Θ or, if d̃(a, b) < Θ, then a and b are in the same conformal
local chart of M and d̃(a, b) can be thought of, via the exponential map of
a or b, as ‖a−1b‖Hn at first order.

Lemma 16.
ρk,1

ρk,0
+ ρ−1

k,0ρ
−1
k,1d̃(xk,0, xk,1)2 −→ +∞.

Furthermore, the weak limit of the rescaled functions of (u1
k) around (xk,1,

ρk,1) is non-negative.

Proof. If d̃(xk,0, xk,1) does not tend to zero, then the mass δ̂ which we sub-
stracted to uk is concentrated around xk,0 which remains away from the new
point of concentration xk,1. Hence, since ρ−1

k,0 tends to infinity, this first mass
δ̂ tends to zero in H−1 of fixed balls around xk,1, hence a fortiori in H−1

of tiny balls of radius of order ρk,1. Thus, in this case, δ̂ can be forgotten
in the weak limit of (u1

k), which is derived by taking the weak limit of the
rescaled functions from (uk) around (xk,1, ρk,1). The positivity of this weak
limit follows as well as the fact that

ρk,1

ρk,0
+ ρ−1

k,0ρ
−1
k,1d̃(xk,0, xk,1)2 −→ +∞.
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If d̃(xk,0, xk,1) tends to zero, we may consider that we are in one chart of
M , hence in fact on Hn. We then subdivide our discussion into two cases:

(1) First case. Let us assume that
ρk,1

ρk,0
→∞.

Then, the following function(ρk,1

ρk,0

)n
ṽ
(ρk,1

ρk,0
yρ−1

k,0x
−1
k,0xk,1

)
, y ∈ Hn

converges to zero, since it is equal to ṽ translated and dilated with a con-
centration tending to infinity. Thus the weak limit of (u1

k) is ≥ 0 which is
an essential point in the argument; we know also that the weak limit is a
strong limit (ρk,1 is optimal) and is not zero.

(2) Second case. Let us assume that
1
2
≤
ρk,1

ρk,0
≤ c,

where c is a positive constant. Then∥∥∥ρ−1
k,0x

−1
k,0xk,1

∥∥∥
Hn
→∞.

Indeed, assuming that for all k ∈ N, ρ−1
k,0x

−1
k,0xk,1 is upperbounded, we

rescale (u1
k) around (xk,1, ρk,1). This is equivalent to rescaling (u1

k) around
(xk,0, ρk,0) and we obtain ṽ1

k = ṽk − ṽ. Since ṽk − ṽ → 0 we have a contra-
diction (ṽ1

k 6→ 0). Thus ∥∥∥ρ−1
k,0x

−1
k,0xk,1

∥∥∥
Hn
→∞

and since ρk,1 ∼ c.ρk,0 we have∥∥∥ρ−1
k,1x

−1
k,1xk,0

∥∥∥
Hn
→∞

and
ρ−1

k,1ρ
−1
k,0

∥∥∥x−1
k,1xk,0

∥∥∥2

Hn
→∞.

Thus (ρk,1

ρk,0

)n
ṽ
(ρk,1

ρk,0
yρ−1

k,1x
−1
k,1xk,0

)
→ 0.

Lemma 16 follows.

We then can state lemmas analogous to Lemmas 12, 13 and (4.18) for the
sequence

(
v1
k

)
and its limit ṽ1. It is easy, using the optimality of (xk,1, ρk,1),

to prove that the new “mass” δ̂ is centered at xk,1, with concentration
1
ρk,1

.

This argument can be iterated as long as the new sequence obtained does
not converge strongly to zero. The iteration has to stop for energy reasons:
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After each extraction of a “mass”,
∫
M q|du`

k|2θ (at the `th-step) decreases of
Sn.

Then, there exists p ∈ N, p ≥ 1 and sequences (xk,0), (xk,1), . . . , (xk,p−1)
in M and

(
1

ρk,0

)
= (λk

0), . . . ,
(

1
ρk,p−1

)
= (λk

p−1) tending to +∞ such that

∥∥∥uk −
p−1∑
i=0

δ̂(xk,i, ρ
−1
k,i )
∥∥∥

H
→ 0

and, for i 6= j

εi,j =
ρk,i

ρk,j
+
ρk,j

ρk,i
+

1
ρk,iρk,j

d̃(xk,i, xk,j)2 −→ +∞.

Proposition 8 follows, since we have

‖uk‖2H −→
∥∥∥p−1∑

i=0

δ̂(xk,i, ρ
−1
k,i )
∥∥∥2

H
= pSn + o(1)

where o(1) = O
(∑

i6=j

1
(εi,j)n

)
−→ 0 .

5. Expansion of the functional near the sets of potential critical
points at infinity.

We consider the functional J introduced in (1.5) for u in H, and the Sobolev
constant of Hn defined by:

(5.1) S =

(∫
Hn

∣∣∣d( 1
|1 + (|z|2 − it)|n

)∣∣∣2
θ0

θ0 ∧ dθn
0

)1+ 1
n

∫
Hn

1∣∣1 + (|z|2 − it)
∣∣2n+2 θ0 ∧ dθ

n
0

.

We refer to the introduction for the aim of this section.
We have the following lemma:

Lemma 17. (i) ∀p ∈ N∗, ∀ε > 0, ∃λp = λ(p, ε) such that for any
(α1, . . . , αp) satisfying αi ≥ 0,

∑p
i=1 αi = 1, for any (x1, . . . , xp) ∈

Mp, for any λ ≥ λp the following inequality holds:

J

(
p∑

i=1

αiδ̂(xi, λ)

)
≤ p

1
nS if

∑
i6=j

∫
M
δ̂(xi, λ)1+

2
n δ̂(xj , λ) θ ∧ dθn ≥ ε.

(ii) There exist 0 < β < 1, C > 0 and ε′ > 0 such that for all p ∈ N∗, for
any (α1, . . . , αp) satisfying: αi ≥ 0,

∑p
i=1 αi = 1, αi

αj
≥ β ∀i, j , for
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any (x1, . . . , xp) ∈Mp, for any λ ≥ 1 we have the following

J

(
p∑

i=1

αiδ̂(xi, λ)

)
≤
(∑p

i=1 α
2
i

)1+ 1
n∑p

i=1 α
2+ 2

n
i

S
(
1 +

C

λ2n
− p+ 1
Cλ2n

)
provided ∑

i6=j

∫
M
δ̂(xi, λ)1+

2
n δ̂(xj , λ) θ ∧ dθn ≤ ε′.

(iii) If in (ii) we drop the condition αi
αj
≥ β, then we have the following

inequality:

J

(
p∑

i=1

αiδ̂(xi, λ)

)
≤
(∑p

i=1 α
2
i

)1+ 1
n∑p

i=1 α
2+ 2

n
i

S

{
1 +O

( 1
λ2n

)
+

1
C

∑
i6=j

∫
M
δ̂(xi, λ)1+

2
n δ̂(xj , λ) θ ∧ dθn

}
.

Proof.
Proof of (i). We have

J

(
p∑

i=1

αiδ̂(xi, λ)

)

≤

(∫
M

∑
i αiδ

′(xi, λ)2+
2
n∫

M

∑
i αiδ̂(xi, λ)2+

2
n

) 1
2
(

p∑
i=1

∫
M
a′iδ

′(xi, λ)2+
2
n

) 1
n

where {
a′i = αiδ

′(xi,λ)Pp
j=1 αjδ′(xj ,λ)

if δ′(xi, λ) 6= 0

a′i = 1 if δ′(xi, λ) = 0
.

This inequality is an equivalent of Lemma B.2 in [5].
Let

A =

∫
M

∑
i αiδ

′(xi, λ)2+
2
n∫

M

∑
i αiδ̂(xi, λ)2+

2
n

.

We have

A =

∫
M

∑
i αiδ

′(xi, λ)2+ 2
n −

∫
M

∑
i αiδ̂(xi, λ)2+

2
n +

∫
M

∑
i αiδ̂(xi, λ)2+

2
n∫

M

∑
i αiδ̂(xi, λ)2+

2
n

= 1 +

∫
M

∑
i αiδ

′(xi, λ)2+
2
n −

∫
M

∑
i αiδ̂(xi, λ)2+

2
n∫

M

∑
i αiδ̂(xi, λ)2+

2
n

.

Since
∫
M δ′(xi, λ)1+ 2

n θ ∧ dθn = O
(

1
λn

)
, we obtain that |A| ≤ 1 +O

(
1

λn

)
.
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We also have
∫
M δ′(xi, λ)2+

2
n θ ∧ dθn = Sn +O

(
1

λ2n

)
.

Let B =
∫
M

(∑p
i=1 a

′
iδ
′(xi, λ)2+

2
n

)
θ ∧ dθn, we have

B =
∫

M

(
α1δ

′(x1, λ)δ′(x1, λ)2+
2
n∑p

j=1 αjδ′(xj , λ)

)
θ ∧ dθn

+
∫

M

(∑p
i=2 αiδ

′(xi, λ)δ′(xi, λ)2+
2
n∑p

j=1 αjδ′(xj , λ)

)
θ ∧ dθn.

Since αj ≥ 0 and δ′(xj , λ) ≥ 0 ∀j, we derive

α1δ
′(x1, λ)∑p

j=1 αjδ′(xj , λ)
≤ α1δ

′(x1, λ)
α1δ′(x1, λ) + α2δ′(x2, λ)

and thus

B ≤ (p− 1)Sn +Op

(
1
λ2n

)
+
∫

M

α1δ
′(x1, λ)δ′(x1, λ)2+

2
n

α1δ′(x1, λ) + α2δ′(x2, λ)
θ ∧ dθn.

Reordering the functions δ̂(xi, λ), 1 ≤ i ≤ p, we may assume that:∫
M

(
δ̂(x1, λ)1+ 2

n δ̂(x2, λ) + δ̂(x1, λ)δ̂(x2, λ)1+
2
n

)
θ ∧ dθn1)

= Sup
1≤i,j≤p

i6=j

∫
M

(
δ̂(xi, λ)1+

2
n δ̂(xj , λ) + δ̂(xi, λ)δ̂(xj , λ)1+

2
n

)
θ ∧ dθn.

α1

α2
≤ 1.2)

We find under these hypotheses

J

(
p∑

i=1

αiδ̂(xi, λ)

)
≤
(

1 +O

(
1
λn

)) 1
2

{
(p− 1)Sn

+Op

(
1
λ2n

)
+
∫

B(x1, ρ
2
)

δ′(x1, λ)δ′(x1, λ)2+
2
n

δ′(x1, λ) + δ′(x2, λ)

} 1
n

.

Suppose first that the distance between x1 and x2 is less than ρ
2 , then ωx1 = 1

on B(x1,
ρ
2), we derive:(

δ′(x1, λ)
δ′(x1, λ) + δ′(x2, λ)

)
(x) =

 eux1eux2
δ(x1, λ)

eux1eux2
δ(x1, λ) + δ(x2, λ)

 (x) ∀x ∈ B
(
x1,

ρ

2

)
and there exists a constant η > ρ

2 > 0 such that

1
2
≤ ux1

ux2

≤ 2 on B(x1, η).
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We consider two cases.

First case. If d̃(x1, x2) < η, then we have:

J

(
p∑

i=1

αiδ̂(xi, λ)

)
≤
(

1 +O

(
1
λn

)){
(p− 1)Sn +Op

(
1
λ2n

)

+
∫

B(x1,η)

2δ(x1, λ)δ′(x1, λ)2+
2
n

2δ(x1, λ) + δ(x2, λ)
θ ∧ dθn

} 1
n

≤
(

1 +O

(
1
λn

)){
(p− 1)Sn +Op

(
1
λ2n

)

+
∫

Hn

2δ(x1, λ)δ(x1, λ)2+
2
n

2δ(x1, λ) + δ(x2, λ)
θ0 ∧ dθn

0

} 1
n

.

For a given ε0 > 0, let:

A0 =
{
x ∈ Hn such that δ(x1, λ)(x) ≥ ε0

(
2δ(x1, λ) + δ(x2, λ)

)
(x)
}
,

we have∫
Hn

δ(x2, λ)
2δ(x1, λ) + δ(x2, λ)

δ(x1, λ)2+
2
n θ0 ∧ dθn

0

≥ ε0
∫

A0

δ(x2, λ)δ(x1, λ)1+
2
n θ0 ∧ dθn

0

and, on CA0, we have δ(x1, λ) ≤ ε0
1− 2ε0

δ(x2, λ), then

∫
Hn

δ(x2, λ)
2δ(x1, λ) + δ(x2, λ)

δ(x1, λ)2+
2
n θ0 ∧ dθn

0

≥ ε0
(∫

Hn

δ(x1, λ)1+ 2
n δ(x2, λ)−

∫
CA0

δ(x1, λ)1+
2
n δ(x2, λ)

)
≥ ε0

(∫
Hn

δ(x1, λ)1+ 2
n δ(x2, λ)−

(
ε0

1− 2ε0

) 1
n
∫

Hn

δ(x1, λ)1+
1
n δ(x2, λ)1+

1
n

)
= ε0

(
1
2

{∫
Hn

(
δ(x1, λ)1+ 2

n δ(x2, λ) + δ(x2, λ)1+
2
n δ(x1, λ)

)}
−
(

ε0
1− 2ε0

) 1
n 1

2

{∫
Hn

(
δ(x1, λ)1+

2
n δ(x2, λ) + δ(x2, λ)1+

2
n δ(x1, λ)

)})
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we obtain ∫
Hn

δ(x2, λ)
2δ(x1, λ) + δ(x2, λ)

δ(x1, λ)2+
2
n θ0 ∧ dθn

0

≥ ε0
2

(
1−

(
ε0

1− 2ε0

) 1
n

)∫
Hn

(
δ(x1, λ)1+

2
n δ(x2, λ)

+ δ(x2, λ)1+
2
n δ(x1, λ)

)
θ0 ∧ dθn

0 .

Thus, if ε0 is small enough, we have
(

1−
(

ε0
1−2ε0

) 1
n

)
≥ 1

2 , and

∫
Hn

δ(x2, λ)
2δ(x1, λ) + δ(x2, λ)

δ(x1, λ)2+
2
n θ0 ∧ dθn

0

≥ ε0
4

(∫
exp−1

x1
B(x1, ρ

2
)
δ(x1, λ)1+

2
n δ(x2, λ)θ0 ∧ dθn

0

+
∫

exp−1
x2

B(x2, ρ
2
)
δ(x1, λ)δ(x2, λ)1+

2
n θ0 ∧ dθn

0

)
.

Hence, ∫
Hn

δ(x2, λ)
2δ(x1, λ) + δ(x2, λ)

δ(x1, λ)2+
2
n θ0 ∧ dθn

0

≥ ε0
4

(∫
B(x1, ρ

2
)
δ̂(x1, λ)1+

2
n δ̂(x2, λ)θ ∧ dθn

+
∫

B(x2, ρ
2
)
δ̂(x1, λ)δ̂(x2, λ)1+

2
n θ∧dθn +O

(
1
λ2n

))
≥ ε0

4

(∫
M

(
δ̂(x1, λ)1+

2
n δ̂(x2, λ)θ∧dθn

+ δ̂(x1, λ)δ̂(x2, λ)1+
2
n

)
θ∧dθn +O

(
1
λ2n

))
we have assumed that∫

M

(
δ̂(x1, λ)1+ 2

n δ̂(x2, λ) + δ̂(x1, λ)δ̂(x2, λ)1+
2
n

)
θ ∧ dθn

= Sup
1≤i,j≤p

i6=j

∫
M

(
δ̂(xi, λ)1+

2
n δ̂(xj , λ) + δ̂(xi, λ)δ̂(xj , λ)1+

2
n

)
θ ∧ dθn
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then ∑
i6=j

∫
M

(
δ̂(xi, λ)1+ 2

n δ̂(xj , λ) + δ̂(xi, λ)δ̂(xj , λ)1+
2
n

)
θ ∧ dθn

≤ p2

(∫
M

(
δ̂(xi, λ)1+ 2

n δ̂(xj , λ) + δ̂(xi, λ)δ̂(xj , λ)1+
2
n
)
θ ∧ dθn

)
and

J

(
p∑

i=1

αiδ̂(xi, λ)

)
≤
(

1 +O

(
1
λn

)){
pSn +Op

(
1
λ2n

)

− C ε0
p2

∫
M

∑
i6=j

δ̂(xi, λ)1+
2
n δ̂(xj , λ)

} 1
n

.

That is

J

(
p∑

i=1

αiδ̂(xi, λ)

)
≤ p

1
nS

(
1 +Op

(
1
λn

)
− C ′′ ε0ε

p3

)
and (i) follows in this case.

Second case. If d̃(x1, x2) ≥ η, then∫
M

(
δ̂(x1, λ)1+ 2

n δ̂(x2, λ) + δ̂(x1, λ)δ̂(x2, λ)1+
2
n

)
θ ∧ dθn is O

(
1
λ2n

)
then ∑

i6=j

∫
M

(
δ̂(xi, λ)1+ 2

n δ̂(xj , λ) + δ̂(xi, λ)δ̂(xj , λ)1+
2
n

)
θ ∧ dθn

≤ p2O

(
1
λ2n

)
= O′

p

(
1
λ2n

)
.

Then, we need only to choose λ large enough to have O′
p

(
1

λ2n

)
< ε and the

proof of (i) reduces to the case d̃(x1, x2) < η.
For the proof of (ii) and (iii), we will use the following result:

Lemma 18 ([4, Lemma A.2, Appendix 2]). Let s > 2 be given. There is a
constant γ(s) > 1 such that, for any a1, . . . , ap ≥ 0, we have:(

p∑
i=1

ai

)s

≥
p∑

i=1

as
i + s

γ

2

∑
i6=j

as−1
i aj .



156 N. GAMARA AND R. YACOUB

Proof of (iii). By using Lemma 18, we have for the functional J :

J

(
p∑

i=1

αiδ̂(xi, λ)

)

≤

{∑p
i=1 α

2
i

∫
MLδ̂(xi, λ)δ̂(xi, λ)+2

∑
i<j αiαj

∫
M Lδ̂(xi, λ)δ̂(xj , λ)

}1+ 1
n

∫
M

∑p
i=1 α

2+ 2
n

i δ̂(xi,λ)2+ 2
n + (2+ 2

n
)γ

2

∑
i6=j α

1+ 2
n

i αj

∫
M δ̂(xi, λ)1+

2
n δ̂(xj , λ)

.

We derive from Lemmas 3 and 4 that

J

(
p∑

i=1

αiδ̂(xi, λ)

)

≤

{∑p
i=1α

2
i

(
Sn+O

(
1

λ2n

))
+
(
1 + γ

2

)∑
i6=j αiαj

∫
M δ̂(xi, λ)1+

2
n δ̂(xj ,λ)

}1+ 1
n

∑p
i=1 α

2+ 2
n

i

(
Sn+O

(
1

λ2n

))
+(1+ 1

n)γ
∑

i6=j α
1+ 2

n
i αj

∫
M δ̂(xi,λ)1+

2
n δ̂(xj ,λ)

.

Thus

J

(
p∑

i=1

αiδ̂(xi,λ)

)

≤

(∑p
i=1 α

2
i

)1+ 1
n

S

{
1+O

(
1

λ2n

)
+ 2(1+ γ

2 )(Pp
i=1 α2

i

)
Sn

∑
i<j αiαj

∫
M
δ̂(xi,λ)1+

2
n δ̂(xj ,λ)

}1+ 1
n

∑p
i=1 α

2+ 2
n

i

1 +O
(

1
λ2n

)
+

(1+ 1
n )γ

P
i6=j α

1+ 2
n

i

R
M

δ̂(xi,λ)δ̂(xj ,λ)„Pp
i=1 α

2+ 2
n

i

«
Sn


.

Let us assume that∑
i6=j

∫
M
δ̂(xi, λ)1+

2
n δ̂(xj , λ)θ ∧ dθn < ε1,

if ε1 is chosen small enough; then, for λ large enough, we have:

J

(
p∑

i=1

αiδ̂(xi,λ)

)

≤

(∑p
i=1 α

2
i

)1+ 1
n

∑p
i=1 α

2+ 2
n

i

S

{
1 +O

(
1
λ2n

)

+
(1 + γ

2 )(1 + 1
n)
∑

i6=j αiαj

∫
M δ̂(xiλ)1+

2
n δ(xj , λ)

(
∑p

i=1 α
2
i )Sn

−
(1 + 1

n)γ
∑

i6=j α
1+ 2

n
i αj

∫
M δ̂(xi, λ)1+

2
n δ̂(xj , λ)(∑p

i=1 α
2+ 2

n
i

)
Sn

}
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and finally it follows that:

J

(
p∑

i=1

αiδ̂(xi,λ)

)

≤

(∑p
i=1 α

2
i

)1+ 1
n

∑p
i=1 α

2+ 2
n

i

S

{
1 +O

(
1
λ2n

)
+

1
C

∑
i6=j

∫
M
δ̂(xi, λ)1+

2
n δ̂(xj , λ)

}
.

Hence (iii).

Proof of (ii). Let us now assume that there exists 0 < β < 1 such that,
αi

αj
≥ β for any (i, j).

Our aim is to find an upperbound of:

S−n

(1 +
γ

2

)(
1 +

1
n

)
αiαj∑p
i=1 α

2
i

− γ
(

1 +
1
n

)
α

1+ 2
n

i αj∑p
i=1 α

2+ 2
n

i

 .

Then
(1 + γ

2 )(1 + 1
n)αiαj∑p

i=1 α
2
i

≤
(1 + γ

2 )(1 + 1
n)

pβ2

and
(1 + 1

n)γα
1+ 2

n
i αj∑p

i=1 α
2+ 2

n
i

≥ β2+ 2
n

p

(
1 +

1
n

)
γ.

Assume now that we choose 0 < β < 1 so that

(1 + γ
2 )
(
1 + 1

n

)
β2

< β2+ 2
n

(
1 +

1
n

)
γ

let

δ =
(
β2+ 2

n

(
1 +

1
n

)
γ −

(1 + γ
2 )
(
1 + 1

n

)
β2

)
S−n

we then derive

J

(
p∑

i=1

αiδ̂(xi,λ)

)

≤

(∑p
i=1 α

2
i

)1+ 1
n

∑p
i=1 α

2+ 2
n

i

S

{
1 +O

(
1
λ2n

)

− δ

p

∑
i6=j

∫
M
δ̂(xi, λ)1+

2
n δ̂(xj , λ)

}
and (ii) follows by using (v) of Lemma 4.
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Lemma 17 implies the following proposition:

Proposition 19. There exist an integer p0 > 0, and a positive real number

λ0, such that for any (α1, . . . , αp) satisfying αi ≥ 0,
p∑

i=1

αi = 1, p ≥ p0 ,

for any (x1, . . . , xp) ∈Mp and for any λ ≥ λ0 we have:

J

(
p∑

i=1

αiδ̂(xi, λ)

)
≤ p

1
nS.

Proof. This proposition is a consequence of the inequalities (i), (ii) and (iii)
of Lemma 17.

Let us assume first that there is a couple of indexes (i0, j0) such that
αi0
αj0
≤ β, we consider then λ ≥ λ0 = λ(p, ε) and we have from (i) of Lemma 17:

J

(
p∑

i=1

αiδ̂(xi, λ)

)
≤ p

1
nS

if ∑
i6=j

∫
M
δ̂(xi, λ)1+

2
n δ̂(xj , λ)θ ∧ dθn ≥ ε.

Otherwise, if ∑
i6=j

∫
M
δ̂(xi, λ)1+

2
n δ̂(xj , λ)θ ∧ dθn < ε,

we apply the inequality (iii) of the lemma by choosing ε = ε(p, β) such that(∑p
i=1 α

2
i

)1+ 1
n

∑p
i=1 α

2+ 2
n

i

(
1 +O

(
1
λ2n

)
+
ε

C

)
< p

1
n ,

and Proposition 19 is established with p0 = p.

Let us now assume that for all indices i, j (i 6= j), αi
αj
> β.

Then, the inequalities (i) and (ii) of Lemma 17 still hold with β in (ii)
independent of p. In (ii), we choose p0 such that p0+1

C2 > 1. It follows that
for all p ≥ p0 we have:

J

(
p∑

i=1

αiδ̂(xi, λ)

)
≤

(∑p
i=1 α

2
i

)1+ 1
n

∑p
i=1 α

2+ 2
n

i

S ≤ p
1
nS.

Proposition 19 follows.

We introduce the following notations:
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For any p ≥ 1 and λ > 0 let

Bp = Bp(M) =

{
p∑

i=1

αiδxi , αi ≥ 0,
p∑

i=1

αi = 1, xi ∈M

}
and B0 = B0(M) = ∅

(where δxi is the Dirac mass in xi)

Wp =
{
u ∈

∑
+ , such that J(u) < (p+ 1)

1
nS
}

and fp(λ) the map of Bp(M) in
∑

+ defined by

fp(λ)

(
p∑

i=1

αiδxi

)
=

∑p
i=1 αiδ̂(xi, λ)∥∥∥∑p

i=1 αiδ̂(xi, λ)
∥∥∥

H

.

Clearly we have
Bp−1(M) ⊂ Bp(M)

and
Wp−1 ⊂Wp.

With these notations we have the following proposition:

Proposition 20. (i) For any integer p ≥ 1, there exists a real λp > 0,
such that

fp(λ) : Bp(M) −→Wp

for any λ ≥ λp.
(ii) There exists an integer p0 ≥ 1, such that for any integer p ≥ p0 and

for any λ ≥ λp0, the map of pairs:

fp(λ) : (Bp, Bp−1) −→ (Wp,Wp−1)

satisfies fp∗(λ) ≡ 0 where

fp∗(λ) : H∗(Bp, Bp−1) −→ H∗(Wp,Wp−1).

H∗(•) is the homology group with Z/2 coefficients of •.

Proof. (i) is a direct consequence of inequalities (i), (ii) and (iii) of Lemma 17,
since we have:

J

(
fp(λ)

(
p∑

i=1

αiδxi

))
= J

 ∑p
i=1 αiδ̂(xi, λ)∥∥∥∑p

i=1 αiδ̂(xi, λ)
∥∥∥

H


= J

(
p∑

i=1

αiδ̂(xi, λ)

)
.

(ii) follows from Proposition 19.
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6. Topological arguments.

Proof of Theorem 1.
Arguing by contradiction, we will assume that u ≡ 0 (see Section 4), that

is the weak limit of the (P.S) sequences are zero; otherwise, our problem
would be solved, since we would have found a solution.

We now turn to deformation and topological arguments. We start with:

Lemma 21 ([3, Proposition 5.11]). For any ε > 0, the pair (Wp,Wp−1) re-
tracts by deformation on the pair (Wp−1 ∪Ap,Wp−1), where Ap ⊂ V (p, ε).

Throughout this section we shall denote by H∗(M), respectively H∗(M),
the homology, respectively the cohomology group, with Z/2 coefficients, and
ωp the orientation class (modulo 2), of the pair (Bp(M), Bp−1(M)).

We are going to prove by induction on p, that:

Proposition 22. For every p ∈ N∗, fp∗(λ)(ωp) 6= 0.

This proposition is in contradiction with Proposition 20. Therefore (1)
has a solution and hence Theorem 1 is established.

In order to prove Proposition 22, we introduce the following notations
and constructions, which are extracted from [4] and [3], and written for the
sake of completeness.

We provide Bp(M) with the weak topology of measures. Bp(M) with its
topology can also be viewed as the quotient space Mp ×

σp

∆p−1, where

∆p−1 =

{
(α1, . . . , αp)

∣∣ αi ∈ [0, 1] ∀i,
p∑

i=1

αi = 1

}

and σp the group of permutations of {1, . . . , p}.
Let

Fp = {(x1, . . . , xp) ∈Mp
∣∣ ∃(i, j) ∈ {1, . . . , p}2 with xi = xj and i 6= j}

and let Tp be a tubular neighborhood of Fp in Mp which is invariant by σp,
and such thatMp

0 = Mp\Tp is a manifold with boundary ∂Mp
0 (the existence

of Tp is derived in the book by G. Bredon [6]). In order to construct such a
Tp, one can proceed as in Appendix C of [4].
Mp

0 ×
σp

∆p−1 can be viewed as the quotient space Mp
0 ×

σ1×σp−1

∆p−1 by the

action of the group G = σp
/

(σ1×σp−1)
where σ1 × σp−1 is the subgroup of σp

consisting of all p elements permutations which map 1 to 1, that is

Mp
0 ×

σp

∆p−1 '
(
Mp

0 ×
σ1×σp−1

∆p−1

)/
G.
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We have the following diagram:

Mp
0 ×

σ1×σp−1

∆p−1
p1−−−−−−→M

q ↓
Mp

0 ×
σp

∆p−1.

The projection q defines a covering with associated group G. We then have
(see [3]) a well-defined homological transfer maps, which are the transformed
functions of q∗ and q∗ via the Poincaré duality:

tr∗ : H∗
(
Mp

0 ×
σ1×σp−1

∆p−1

)
−→ H∗

(
Mp

0 ×
σp

∆p−1

)
tr∗ : H∗

(
Mp

0 ×
σp

∆p−1

)
−→ H∗

(
Mp

0 ×
σ1×σp−1

∆p−1

)
.

Definition 23. Let O∗
M be the 2n + 1 cohomological class of Mp

0 ×
σp

∆p−1

defined by O∗
M = tr∗ ◦ p∗1([M ]∗) where [M ]∗ is the cohomological orientation

class of M .

For a fixed real 0 < η < 1, let V (Bp−1) denote the neighborhood of
Bp−1(M) in Bp(M) defined by

(6.1) V (Bp−1) = Bp−1(M) ∪
(
Bp(M) \ h−1

(
Mp

0 ×
σp

∆η
p−1

))
where h−1 is the natural map from Mp

0 ×∆η
p−1 into Bp(M) and

∆η
p−1 =

{
(α1, . . . , αp) ∈ [0, 1]p, such that

p∑
i=1

αi = 1 and αi ≥ η

}
.

We have the following result:

Lemma 24 ([4], [3]).

(i) Bp−1(M) is a retract by deformation of V (Bp−1).
(ii) fp(λ)

(
V (Bp−1)

)
⊂Wp−1.

(iii) fp(λ)
(
Bp \ V (Bp−1)

)
⊂ Ap, where Ap is a subset of V (p, ε).

Using Lemma 24, Proposition 22 reduces to:
fp∗(λ)(ωp) 6≡ 0 for every p ∈ N∗, where fp(λ) is now the map:

fp(λ) :
(
Bp \ V (Bp−1), ∂V (Bp−1)

)
−→ (Wp−1 ∪Ap, Wp−1).

We have the following commutative diagram:
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(
Bp \ V (Bp−1), ∂V (Bp−1)

) fp(λ)−−−−−−→ (Wp−1 ∪Ap, Wp−1)

γ ↓ ↙ r1(
Mp

0 ×
σp

∆η
p−1, ∂

(
Mp

0 ×
σp

∆η
p−1

))

fp(λ) associates to
p∑

i=1

αiδxi the function

∑p
i=1 αiδ̂(xi, λ)

‖
∑p

i=1 αiδ̂(xi, λ)‖H
.

γ associates to
p∑

i=1

αiδxi the point (x1, . . . , xp, α1, . . . , αp) of Mp
0 ×

σp

∆η
p−1.

r1 is defined through Lemma 7 and associates to∑p
i=1 αiδ̂(xi, λ)

‖
∑p

i=1 αiδ̂(xi, λ)‖H
the corresponding point of Mp

0 ×
σp

∆η
p−1.

The pair (Bp, Bp−1) retracts by deformation on the pair (Bp, V (Bp−1)).
Thus

H∗(Bp, Bp−1) = H∗(Bp, V (Bp−1))
and

H∗(Bp, Bp−1) = H∗(Bp, V (Bp−1)).
By excision we have:

(6.2)


H∗(Bp, V (Bp−1)) = H∗(Bp \ V (Bp−1), ∂V (Bp−1))

H∗(Bp, V (Bp−1)) = H∗(Bp \ V (Bp−1), ∂V (Bp−1)).

We then have:

H∗(Bp \ V (Bp−1), ∂V (Bp−1))
f∗p (λ)
←−−−−−− H∗(Wp−1 ∪Ap, Wp−1)

γ∗ ↑ ↗ r∗1

H∗
(
Mp

0 ×
σp

∆η
p−1 , ∂

(
Mp

0 ×
σp

∆η
p−1

))
.

Since
f∗p (λ) ◦ r∗1 = γ∗
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we have

(6.3)
(
f∗p (λ) ◦ r∗1

)
(O∗

M ) = γ∗(O∗
M ).

By naturality of the cap product ∩ (see [7, 12.6, p. 239]) we have:

(6.4) r∗1(O
∗
M ) ∩

(
fp∗(λ)

)
(ωp) =

(
fp∗(λ)

)(
f∗p (λ)

(
r∗1(O

∗
M )
)
∩ ωp

)
.

Indeed,
ωp ∈ H(2n+1)p+p−1(Bp, Bp−1),

thus
fp∗(λ)(ωp) ∈ H(2n+1)p+p−1(Wp−1 ∪Ap, Wp−1)

and
O∗

M ∈ H2n+1
(
Mp

0 /σp

)
thus

r∗1(O
∗
M ) ∈ H2n+1(Wp−1 ∪Ap, Wp−1).

By excision, we have:

H2n+1(Wp−1 ∪Ap, Wp−1) ' H2n+1(Ap, Ap ∩Wp−1).

We then derive:

r∗1(O
∗
M ) ∩ fp∗(λ)(ωp) ∈ H(2n+1)(p−1)+p−1(Ap, Ap ∩Wp−1)

and using (6.4), we obtain

fp∗(λ)
(
γ∗(O∗

M ) ∩ ωp

)
= fp∗(λ)

(
f∗p (λ)(r∗1(O

∗
M )) ∩ ωp

)
= r∗1(O

∗
M ) ∩ fp∗(λ)(ωp).

On the other hand we have the following commutative diagram

H∗(Bp, Bp−1)
fp∗(λ)−−−−−−−−→ H∗(Wp−1 ∪Ap, Wp−1)

δ ↓ ↓ δ1

H∗−1(Bp−1)
f(p−1)∗(λ)
−−−−−−−−→ H∗−1(Wp−1)

j∗ ↓ ↓ j1∗

H∗−1(Bp−1, Bp−2)
f(p−1)∗(λ)
−−−−−−−−→ H∗−1(Wp−1, Wp−2)

where the vertical maps are the exact sequences of the appropriate pairs.
Using these notations, we have the following lemma:

Lemma 25 ([4, Section 8, Lemma 16]). We have

(6.5) j∗ ◦ δ(γ∗(O∗
M ) ∩ ωp) = ωp−1.
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Using (6.4) and what follows as well as (6.5), we obtain:

j1∗ ◦ δ1
(
r∗1(O

∗
M ) ∩ fp∗(ωp)

)
= j1∗ ◦ δ1

(
fp∗(γ∗(O∗

M ) ∩ ωp)
)

(6.6)

= f(p−1)∗ ◦ j∗ ◦ δ
(
γ∗(O∗

M ) ∩ ωp

)
= f(p−1)∗(ωp−1).

In Appendix B, we prove the following result:

Lemma 26. If there is no solution of (1), then for ε > 0 small enough we
have:

JS+ε =
{
u ∈

∑
+

/
J(u) ≤ S + ε

}
is a retract of M .

Proof of Proposition 22. Since JS+ε , for ε > 0 small enough, satisfies
JS+ε ⊂ V (1, δ), where δ → 0 if ε → 0. We derive, using Lemma 7,
that f1∗(λ)(ω1) 6= 0. Suppose now, that at the order (p − 1) we have(
f(p−1)∗(λ)

)
(ωp−1) 6= 0. Then , we derive from (6.6) that

r∗1(O
∗
M ) ∩

(
fp∗(λ)(ωp)

)
6= 0,

that is
fp∗(λ)(ωp) 6= 0,

which ends the proof of Proposition 22.

Proof of Lemma 25. Let ωp be the homological orientation class of the
pair (Bp \ V (Bp−1), ∂V (Bp−1)) which is identified, via h, with the pair(
Mp

0 ×
σp

∆η
p−1, ∂

(
Mp

0× ×
σp

∆η
p−1

))
.

Since we have a covering(
Mp

0 ×
σ1×σp−1

∆η
p−1, ∂

(
Mp

0 ×
σ1×σp−1

∆η
p−1

))
−→

(
Mp

0 ×
σp

∆η
p−1, ∂

(
Mp

0 ×
σp

∆η
p−1

))
we can apply the following formula (see [7], p. 314):

(6.7) q∗
(
u∗ ∩ tr∗(ω)

)
= tr∗(u∗) ∩ ω

where

ω ∈ H∗

(
Mp

0 ×
σp

∆η
p−1, ∂

(
Mp

0 ×
σp

∆η
p−1

))
and

u∗ ∈ H∗
(
Mp

0 ×
σ1×σp−1

∆η
p−1, ∂

(
Mp

0 ×
σ1×σp−1

∆η
p−1

))
.

The formula (6.7) can be understood in an abstract way if we can understand
the cap product: To do this we must introduce elaborated notions, such as
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for example the applications of Eilenberg-Zilber. However there is a context
where this formula can be understood easily: We will consider an example
in Appendix C, the case where M = Sk, k ≥ 2 and p = 2.

We replace in (6.7) ω by γ∗(ωp) and u∗ by p∗1[M ]∗, we have tr∗(u∗) = O∗
M

and we derive that

O∗
M ∩ γ∗(ωp) = q∗

(
p∗1[M ]∗ ∩ tr∗(γ∗(ωp))

)
.

Since we have a covering:

(6.8) tr∗
(
γ∗(ωp)

)
= ω̃p

where ω̃p is the homological orientation class of(
Mp

0 ×
σ1×σp−1

∆η
p−1, ∂

(
Mp

0 ×
σ1×σp−1

∆η
p−1

))
.

Let us denote by

p1 : Mp
0 ×

σ1×σp−1

∆η
p−1 −→M,

the projection on the first factor, and Mξ = p−1
1 (ξ) the fiber over ξ ∈M :

Mξ =
{

(ξ, xσ(2), . . . , xσ(p), α1, ασ(2), . . . , ασ(p)) ∈M
p
0 ×

σ1×σp−1

∆η
p−1

such that:

α1+
p∑

i=2

ασ(i) =1,

αi ≥ η for i ∈ {1, . . . , p},
d̃(ξ, xσ(i)) ≥ η1 for i ∈ {2, . . . , p},

and d̃(xσ(i), xσ(j)) ≥ η1 for i, j ∈ {2, . . . , p} with i 6= j

}
(η1 depends on the tubular neighborhood Tp).

The projection p1 is a fibration of(
Mp

0 ×
σ1×σp−1

∆η
p−1, ∂

(
Mp

0 ×
σ1×σp−1

∆η
p−1

))
over M with fiber (Mξ, ∂Mξ), and Mξ is a manifold with boundary, of di-
mension

(2n+ 1)(p− 1) + p− 1.
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Would the fibration be trivial we would then have for any s:

Hs

(
Mp

0 ×
σ1×σp−1

∆η
p−1, ∂

(
Mp

0 ×
σ1×σp−1

∆η
p−1

))
(6.9)

=
i=s⊕
i=0

H i(M)⊗Hs−i(Mξ, ∂Mξ).

The fibration is not trivial. Therefore this result, does not hold. However
for the top dimension s = (2n + 1)p + p − 1, this result will hold using a
triangulation of the manifold(

Mp
0 ×

σ1×σp−1

∆η
p−1, ∂

(
Mp

0 ×
σ1×σp−1

∆η
p−1

))
adapted to the fibration. Thus,

(6.10) ω̃p = [M ]∗ ⊗ ω′p−1

where ω′p−1 is the homological orientation class of (Mξ, ∂Mξ). We have:

(6.11) p∗1([M ]∗) = [M ]∗ ⊗ 1,

since p1 is a fibration, where 1 ∈ H0(Mξ) ' Z.
We derive from (6.8), (6.10) and (6.11) that

(6.12) p∗1([M ]∗) ∩ tr∗(γ∗(ωp)) = ω′p−1.

Thus, we obtain

O∗
M ∩ γ∗(ωp) = q∗

(
p∗1[M ]∗ ∩ tr∗(γ∗(ωp))

)
= q∗(ω′p−1)

hence,

γ∗(O∗
M ) ∩ ωp = γ−1

∗ ◦ q∗(ω′p−1).

For a fixed ξ ∈M , let now:

Cξ(Bp−1) =
{

(1− t)δξ + α1δx1 + · · ·+ αp−1δxp−1 ,

with
p−1∑
i=1

αi = t

and for i ∈ {1, . . . , p− 1}, xi ∈M, αi ≥ 0
}
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Vξ(Bp−1) =
{

(1− t)δξ +α1δx1 + · · ·+ αp−1δxp−1 ,

with
p−1∑
i=1

αi = t and ∃i ∈ {1, . . . , p− 1}

such that d̃(ξ, xi) ≤ η1 or ∃i0, j0

such that d̃(xi0 , xj0) ≤ η1 or 1− t < η or t < η

}
.

The space Bp−1 is a retract by deformation of Vξ(Bp−1) in Bp.
We have the following commutative diagram:

H∗
(
q∗(Mξ), q∗(∂Mξ)

) Γ−−−−−−−−−−−−−→ H∗
(
Cξ(Bp−1), Vξ(Bp−1)

)
δ′ ↓ ↓ δ′′

H∗−1

(
q∗(∂Mξ)

) l−−−−−−−−−−−−−→ H∗−1

(
Vξ(Bp−1)

)
↓ o (retraction)

H∗−1(Bp−1)

where Γ is the excision isomorphism, δ′ and δ′′ the connecting homomor-
phisms, l is uniquely defined by

l ◦ δ′ = δ′′ ◦ Γ.

By the arguments above, we have:

(6.13) j∗ ◦ δ
(
γ∗(O∗

M ) ∩ ωp

)
= l ◦ δ′

(
q∗[Mξ, ∂Mξ]

)
.

Since Γ is an excision isomorphism, we have:

Γ ◦ γ−1
∗
(
[q∗(Mξ), q∗(∂Mξ)]

)
= [Cξ(Bp−1), Vξ(Bp−1)]

where γ−1
∗
(
q∗(Mξ), q∗(∂Mξ)

)
is
(
Cξ(Bp−1), Vξ(Bp−1)

)
excised of Vξ(Bp−1).

But Cξ(Bp−1) is contractible in Bp, that is

H∗
(
Cξ(Bp−1)

)
= 0.
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Thus, we have the following exact sequence:

H(2n+1)(p−1)+p−1

(
Cξ(Bp−1)

) Θ−−−−→ H(2n+1)(p−1)+p−1

(
Cξ(Bp−1), Vξ(Bp−1)

)
‖ ↓ δ′′

0 H(2n+1)(p−1)+p−2

(
Vξ(Bp−1)

)
↓ α

H(2n+1)(p−1)+p−2

(
Cξ(Bp−1)

)
‖
0

that is: Kerδ′′ = ImΘ = 0. Thus, δ” is one to one.
On the other hand, Imδ′′ = Kerα = H∗−1

(
Vξ(Bp−1)

)
. Thus, δ′′ is onto.

Hence,
δ′′
(
[Cξ(Bp−1), Vξ(Bp−1)]

)
= [Bp−1, Bp−2]

(δ′′ is an isomorphism), and

l ◦ δ′
(
γ∗(O∗

M ) ∩ ωp

)
= ωp−1.

�

Appendix A.

Lemma A.1.∫
B(a,ρ)−B(a, ρ

2
)
δ(a, λ)2+

2
n θ0 ∧ dθn

0 = O

(
1

λ2n+2

)
.

Proof. Outside of the ball B
(
a, ρ

2

)
, δ(a, λ) is O

(
1
λn

)
, Lemma A.1 follows.

Lemma A.2.∫
B(0,ρ)

δ(a, λ)2+ 2
n θ0 ∧ dθn

0 =
∫

B(0,λρ)
δ(a, 1)2+

2
n θ0 ∧ dθn

0 .

Proof. We consider the dilation on the Heisenberg group Hn:

λ(z, t) = (λz, λ2t).

We have ∫
B(0,ρ)

(
λn

|1 + iλ2(t+ i|z|2)|n

)2+ 2
n

θ0 ∧ dθn
0

=
∫

B(0,ρ)

λ2n+2

|1 + iλ2(t+ i|z|2)|2n+2
θ0 ∧ dθn

0 .

We consider the following change of variables (Z, T ) = λ(z, t).



CR YAMABE CONJECTURE 169

We obtain:∫
B(0,ρ)

λ2n+2

|1 + iλ2(t+ i|z|2)|2n+2
θ0 ∧ dθn

0

=
∫

B(0,ρ)

λ2n+2

|1 + i(T + i|Z|2)|2n+2
λ−(2n+2)θ0 ∧ dθn

0

=
∫

B(0,λρ)

1
|1 + i(T + i|Z|2)|2n+2

θ0 ∧ dθn
0 .

We now have:

Lemma A.3.
1
λn

∫
B(x0,ρ)

δ(x0, λ)
2
n δ(x1, λ)θ0 ∧ dθn

0 = o
(∫

Hn

δ(x0, λ)1+
2
n δ(x1, λ)θ0 ∧ dθn

0

)
.

Proof. Let ε > 0 be given, and

Aε =
{
x ∈ B(x0, ρ), such that δ(x0, λ) >

1
ελn

}
.

We have
1
λn

∫
B(x0,ρ)

δ(x0, λ)
2
n δ(x1, λ)θ0 ∧ dθn

0

≤ ε
∫

Aε

δ(x0, λ)1+
2
n δ(x1, λ)θ0 ∧ dθn

0

+
∫
CAε

δ(x0, λ)
2
n δ(x1, λ)
λn

θ0 ∧ dθn
0

≤ ε
∫

Aε

δ(x0, λ)1+
2
n δ(x1, λ)θ0 ∧ dθn

0

+
∫

B(x0,ρ)

δ(x1, λ)

ε
2
nλ2λn

θ0 ∧ dθn
0 .

Hence
1
λn

∫
B(x0,ρ)

δ(x0, λ)
2
n δ(x1, λ)θ0 ∧ dθn

0

≤ ε
∫

Hn

δ(x0, λ)1+
2
n δ(x1, λ)θ0 ∧ dθn

0

+
1

λ2+nε
2
n

∫
B(x0,ρ)

δ(x1, λ)θ0 ∧ dθn
0

and ∫
B(x0,ρ)

δ(x1, λ)θ0 ∧ dθn
0 ≤

C(ρ)

λ
n2

n+2

.
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Thus
1
λn

∫
B(x0,ρ)

δ(x0, λ)
2
n δ(x1, λ)θ0 ∧ dθn

0

≤ ε
∫

Hn

δ(x0, λ)1+
2
n δ(x1, λ)θ0 ∧ dθn

0

+
C ′(ρ)

λ2+nλ
n2

n+2 ε
2
n

.

By using the inequality (v) of Lemma 4, we derive:

1
λn

∫
B(x0,ρ)

δ(x0, λ)
2
n δ(x1, λ)θ0 ∧ dθn

0

≤ (ε+ ε−
2
n )
∫

Hn

δ(x0, λ)1+
2
n δ(x1, λ)θ0 ∧ dθn

0 .

Given η > 0, we choose ε > 0 such that ε + ε−
2
n = η and we derive for λ

large enough:

1
λn

∫
B(x0,ρ)

δ(x0, λ)
2
n δ(x1, λ)θ0 ∧ dθn

0

≤ η
∫

Hn

δ(x0, λ)1+
2
n δ(x1, λ)θ0 ∧ dθn

0 .

�

Appendix B.

We will prove the following result:

Lemma 27. If there is no solution of (1), then for ε > 0 small enough, M
is a retract of JS+ε.

First we note that if ε→ 0, the functions u of JS+ε are in V (1, δ), where
δ → 0 and ε→ 0. We will give a short proof of this:
Let us suppose that there exists u ∈ JS+ε such that |J ′(u)| ≥ Θ > 0. Then,
there is a ball of radius ρ independent of ε such that |J ′(w)| ≥ Θ

2 on B(u, ρ).
The flow of the gradient of J is defined by:

∂w
∂s = −J ′(w)

w(0) = u

.

The solution w(s, u) exists on the ball B(u, ρ), and we have:

∂

∂s
J(w(s, u)) = −|J ′(w)|2 ≤ −Θ2

4
.



CR YAMABE CONJECTURE 171

J is a decreasing function on the ball B(u, ρ). Thus, the flow line must leave
the ball, otherwise we will be below the level S. Let us suppose that the
flow line leaves the ball at s0. Then, we have:

ρ ≤
∫ s0

0

∣∣∣∣∂w∂s
∣∣∣∣ ds =

∫ s0

0
|J ′(w)| ≤ cs0.

Thus, s0 ≥ ρ
c and

J(w(s0, u)) = J(u)−
∫ s0

0
|J ′(w)|2ds ≤ S + ε− Θ2

4
s0

≤ S + ε− Θ2

4
ρ

c
< S

for ε small enough, which is a contradiction. Thus, Θ→ 0 if ε→ 0.

Proof of Lemma 26. Since JS+ε ⊂ V (1, δ) for ε small enough (then δ → 0)
we can write for u ∈ JS+ε, u = αδ̂(a, λ) + v uniquely (see Lemma 7); then,
we have the following correspondence:

M −→ JS+ε −→M

a 7−→ δ̂(a, λ) 7−→ a

with

JS+ε −→M

(u = δ̂(a, λ) + v) 7−→ a

and

M −→ JS+ε

a 7−→ δ̂(a, λ)

(with λ −→ +∞).
This establishes our claim.
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Appendix C.

In this appendix, we give an example in the case M = Sk and p = 2, where
formula (6.7) is understood in an easier way.

The pair
(
B2(Sk), B1(Sk)

)
can be viewed after excision (homologically)

as: ((
(Sk)2 \ T

)
×
σ2

∆η
1, ∂

((
(Sk)2 \ T

)
×
σ2

∆η
1

))
where T is a tubular σ2-equivariant neighborhood of the diagonal in (Sk)2.

We have a natural covering of pairs with two sheets:

q :
((

(Sk)2 \ T
)
×∆η

1, ∂
((

(Sk)2 \ T
)
×∆η

1

))
−→((

(Sk)2 \ T
)
×
σ2

∆η
1, ∂

((
(Sk)2 \ T

)
×
σ2

∆η
1

))
and there is a commutative diagram adapted to this covering:((

(Sk)2 \ T
)
×∆η

1, ∂
((

(Sk)2 \ T
)
×∆η

1

)) s−−−−−−−−−−→ Sk

q ↓ ↓ q̃((
(Sk)2 \ T

)
×
σ2

∆η
1, ∂

((
(Sk)2 \ T

)
×
σ2

∆η
1

)) es−−−−−−−−→ PRk

where q associates to (x, y, α1, α2)∈(((Sk)2\T )×∆η
1, ∂(((Sk)2\T )×∆η

1))

the point [x, y, α1, α2] ∈
((

(Sk)2 \ T
)
×
σ2

∆η
1, ∂

((
(Sk)2 \ T

)
×
σ2

∆η
1

))
, and q̃

which is the natural projection map of Sk in the projective space PRk, as-
sociates to x−y

|x−y| ∈ S
k its class

[
x−y
|x−y|

]
in PRk.

Let ω2, respectively ω̃2 denote the orientation class of

H∗

((
(Sk)2 \ T

)
×
σ2

∆η
1, ∂

((
(Sk)2 \ T

)
×
σ2

∆η
1

))
respectively of

H∗

((
(Sk)2 \ T

)
×∆η

1, ∂
((

(Sk)2 \ T
)
×∆η

1

))
.

We have:
tr∗(ω2) = ω̃2.

The orientation class ω̃2, respectively ω2 can be viewed as the tensor product
of the orientation class of Sk, respectively of PRk, with the orientation class
of the fiber

(
s−1(ξ), ∂

(
s−1(ξ)

))
, respectively

(
s̃−1(ξ), ∂

(
s̃−1(ξ)

))
, where ξ ∈

Sk, that is

ω̃2 = [Sk]⊗
[
s−1(ξ), ∂

(
s−1(ξ)

)]
ω2 = [PRk]⊗

[
s̃−1[ξ], ∂

(
s̃−1[ξ]

)]
.
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We have by q̃:
tr∗
(
[Sk]

)
= [PRk].

Since we have s̃ ◦ q = q̃ ◦ s, then by naturality of the transfer (see [6], p.
121):

tr∗ ◦ s∗ = s̃∗ ◦ tr∗.
Then

tr∗ ◦ s∗
(
[Sk]

)
= s̃∗

(
[PRk]

)
and if we take u∗ = s∗

(
[Sk]

)
, and ω = ω2 then the formula (6.7) becomes:

(∗) q∗

(
s∗
(
[Sk]

)
∩ tr∗(ω2)

)
= tr∗

(
s∗
(
[Sk]

))
∩ ω2

that is:

q∗

(
s∗([Sk]) ∩

(
[Sk]⊗

[
s−1(ξ), ∂

(
s−1(ξ)

)]))
= s̃∗

(
[PRk]

)
∩
(
[PRk]⊗

[
s̃−1([ξ]), ∂

(
s̃−1([ξ])

)])
.

In this way, the computation of the cap product is easy: We evaluate
s̃∗([PRk]) on [PRk] and then, multiply by

[
s̃−1([ξ]), ∂

(
s̃−1([ξ])

)]
on the

right hand side of (∗). We evaluate s∗([Sk]) on Sk and then multiply by
[s−1(ξ), ∂(s−1(ξ))] on the left hand side of (∗).

The evaluation gives 1 on both sides, thus (∗) is equivalent to:

q∗[s−1(ξ), ∂(s−1(ξ))] =
[
s̃−1([ξ]), ∂

(
s̃−1([ξ])

)]
.

Clearly by the commutativity of the diagram, we know that:

q :
(
s−1(ξ), ∂(s−1(ξ))

)
7−→

(
s̃−1([ξ]), ∂

(
s̃−1([ξ])

))
is a diffeomorphism, and s̃ is s after taking the quotient by the action of σ2.
We then have an isomorphism between s−1(ξ) and s̃−1([ξ]). Thus:

q∗ : H∗
(
s−1(ξ), ∂(s−1(ξ))

)
−→ H∗

(
s̃−1([ξ]), ∂(s̃−1([ξ]))

)
is an isomorphism and this gives the result.

Rigorously speaking, the homological class used in the proof of Lemma 25,
which we denote u∗, is not obtained through the covering defined by s but
rather by p1 where:

p1 :
(
(Sk)2 \ T

)
×∆η

1 −→ Sk

(x, y, α1, α2) 7−→ x.

p1 cannot be inserted in a commutative diagram such as the one used for s,
but the following statement shows that p1 and s can be related homotopi-
cally, and then all what we did for s holds for the map p1:
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We consider the function

r : [0, 1]×
((

(Sk)2 \ T
)
×∆1

)
−→ Sk

(t;x, y, α1, α2) 7−→
x− ty
|x− ty|

.

We have r(0, .) = p1 and r(1, .) = s. Thus, p1∗ = s∗ and p∗1 = s∗.
Thus:

u∗ = s∗([Sk]) = p∗1([S
k])

and the formula

tr∗
(
p∗1([S

k])
)
∩ ω2 = q∗

(
p∗1([S

k]) ∩ tr∗ω2

)
is identical to

tr∗
(
s∗([Sk])

)
∩ ω2 = q∗

(
s∗([Sk]) ∩ tr∗(ω2)

)
which we have established. �
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