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A ternary ring of operators is an “off-diagonal corner” of
a C∗-algebra and the predual of a ternary ring of operators
(if it exists) is of the form pR∗q for some von Neumann alge-
bra R and projections p and q in R. In this paper, we prove
that a subspace of the predual of a ternary ring of operators
is completely 1-complemented if and only if it is completely
isometrically isomorphic to the predual of some ternary ring
of operators. We next give an operator space characteriza-
tion of the preduals of separable injective von Neumann alge-
bras. Finally, we prove some concrete results about the finite
dimensional completely 1-complemented subspaces of a von
Neumann algebra predual.

1. Introduction.

Douglas proved that the 1-complemented subspaces of L1(X) are just the
subspaces which are isometric to L1(Y ) for some measure space Y (see [D]).
In this paper we show that there is a natural “noncommutative” analogue
of this result. In order to state the general result, it is necessary to consider
the preduals of spaces of the form qRp where q and p are projections in a von
Neumann algebra R. These spaces are closed under the trilinear operation
(x, y, z) → xy∗z, and they are known as ternary rings of operators or simply
TROs (see [EOR], [H] and [K1]).

Moreover, in order to generalize Douglas’ result, we need to consider all
the spaces above as operator spaces. An operator space is a linear space X
of operators on some Hilbert space H, which is equipped with distinguished
matrix norms from B(H). More precisely, each matrix space Mn(X) has a
canonical norm determined by the operator norm on

Mn(B(H)) ∼= B(Hn).

This concrete definition of operator spaces was given by Arveson (see [Arv]).
The morphisms between operator spaces are completely bounded maps. A
linear map of operator spaces φ : X → Y determines linear mappings

φn : Mn(X) → Mn(Y ) : [xij ] → [φ(xij)]
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and φ is completely bounded if

‖φ‖cb =df sup{‖φn‖ : n ≥ 1} <∞.

Ruan abstractly characterized operator spaces in terms of their matrix norms
(see [R]). Operator spaces are the natural noncommutative quantizations of
Banach spaces. There are many parallel results as well as many distinctions
between operator spaces and Banach spaces. Nevertheless, Banach spaces
provide an important source of inspiration for the development of operator
spaces.

Given an inclusion X ⊆ Y of operator spaces, we say that X is completely
1-complemented in Y , if there is a completely contractive projection on Y
whose range is X. In §3 we prove the following noncommutative generaliza-
tion of Douglas’ result that the 1-complemented subspaces of an L1 space
are exactly those subspaces which are isometric to L1 spaces:

Theorem 1.1. Let X be a subspace of the predual of a TRO. Then, X is
completely 1-complemented if and only if X is completely isometric to the
predual of some TRO.

We note that various analogous results have been proven for subspaces of
a von Neumann algebra predual which are 1-complemented (the projection
is only contractive; see [AF1], [AF2], [AF3] and [K2]). This theory is more
complicated and less definitive than that considered in the above theorem.

As a consequence of this result, we have:

Corollary 1.2. Let R1 be an injective von Neumann algebra. Let R2 be
an arbitrary von Neumann algebra. Suppose that (R2)∗ can be completely
isometrically embedded into (R1)∗. Then R2 must be injective.

In §4, we give an operator space characterization of the preduals of sep-
arable injective von Neumann algebras. This extends the work of [ER2],
which is in turn a generalization of the following classical result, which gives
a characterization of the L1 spaces (see [ER2] for definitions and notation):

Theorem 1.3. Let X be a Banach space. Then X is isometric to an L1

space if and only if X is L1,1+.

To state our theorem, we need to first give some preliminary definitions.

Definition 1.4. We say that an operator space X is a rigid OL1,1+ space
if given elements ω1, . . . , ωs ∈ X and ε > 0, we can find positive integers ni

and a complete isometry

S : Tn1 ⊕ · · · ⊕ Tnk
→ X

with

dist(ωj , S(Tn1 ⊕ · · · ⊕ Tnk
)) < ε

for all j.
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Definition 1.5. Let us suppose that λ > 1. We say that an operator space
X is an OL1,λ space if for every finite dimensional subspace E of X, there
exists a finite dimensional subspace F with E ⊆ F ⊆ X such that

dcb(F,Tn1 ⊕ · · · ⊕ Tnk
) < λ

for some integers ni. We are using Pisier’s operator space analogue of the
Banach-Mazur distance:

dcb(X,Y ) =df inf{‖T‖cb‖T−1‖cb : T : X → Y a linear homeomorphism},

where ‖‖cb is the completely bounded norm.

Definition 1.6. We say that an operator space X is an OL1,1+ space if it
is OL1,λ for every λ > 1.

What we prove is the following:

Theorem 1.7. Let X be a separable operator space. Then the following are
equivalent:

(1) X is completely isometric to the predual of an injective von Neumann
algebra.

(2) X is rigid OL1,1+.
(3) X is OL1,1+.

In Theorem 1.7, the condition of separability is necessary, for if H has
countably infinite dimension, and K has uncountable dimension, as Hilbert
spaces, then T(H,K) is an example of an OL1,1+ space which is not a von
Neumann algebra predual,

Though the proof of Theorem 1.7 is short, it relies on [ER2], and a deep
result from [EOR]. We leave open the question of whether the preduals
of dual injective operator spaces (which are automatically TROs) have the
rectangular OL1,1+ property.

In §5, we investigate concrete procedures for finding completely 1-com-
plemented subspaces of the predual R∗ of a von Neumann algebra R. A
representative example of this is the following:

Proposition 1.8. Let S : Tn,m → R∗ be a complete isometry. Then there
exists partial isometries {uj : 1 ≤ j ≤ m} and {wi : 1 ≤ i ≤ n} such that:

(1) r(uj) = r(S(e1,1)) and r(wi) = l(S(e1,1)) for all i, j,
(2) the projections {l(uj)} are pairwise orthogonal,
(3) the projections {l(wi)} are pairwise orthogonal,
(4) S(ei,j) = wiS(e1,1)(uj)∗, for all i, j.

In the statements above, for an element x ∈ R, l(x) and r(x) are the left
and right support projections of x respectively. Similarly, for ω ∈ R∗, l(ω)
and r(ω) are the left and right support projections of ω respectively.
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A result of this type completely characterizes the finite dimensional spaces
in question. (See Propositions 5.1 and 5.2.)

Using these calculations, one can construct specific examples of the pro-
jections in Theorem 1.1. In particular, in the context of Proposition 1.8, the
formula

(∗) p(ω) =df

∑
i,j

〈ω|v(S(ei,j))〉S(ei,j)

gives a completely contractive projection from R∗ onto S[Tn,m] (here
v(S(ei,j)) is the partial isometry gotten from the polar decomposition of the
normal linear functional S(ei,j)). We note that the dual map (S−1 ◦ p)∗ :
Mn,m → R is the TRO-homomorphism given by mapping ei,j 7→ v(S(ej,i))∗.
The projection p above generalizes the conditional expectations in the clas-
sical L1 theory. Furthermore, we show that the completely contractive pro-
jections on R∗, with finite dimensional range, are exactly the perturbations
of these “noncommutative conditional expectations” (see Theorem 6.4 and
Theorem 6.5). This is a partial generalization of a result of Douglas (see
[D]). As an example of this, we have:

Proposition 1.9. Suppose that p is a completely contractive projection on
R∗, with finite dimensional range X ⊆ R∗. Then

p = q + T,

where q is a projection of the type similar to that of (∗), and ‖T‖cb ≤ 1, T 2 =
0, T = pT = qT = TF (X). The completely contractive projection F (X) :
R∗ → R∗ is defined in the second last paragraph of Section 2 (Definitions
and notation). Intuitively, F (X) is the natural projection onto the subspace
of R∗ which is orthogonal to X.

Conversely, any map R∗ → R∗ of the type stated in Proposition 1.9 is
a completely contractive projection on R∗, with finite dimensional range
(see Theorem 6.5). We note that in Proposition 1.9, the “perturbation” T
is actually given concretely by T =df pF (X). Hence, T is the part of the
projection p which maps the subspace (of R∗) which is orthogonal to X into
X.

2. Definitions and notation.

In this section, we establish some definitions and the notation that will be
used in the paper (for details, see [R] and [Tak]).

An operator space V is a linear space of bounded linear operators on a
Hilbert space H. Each matrix space Mn(V ) has a canonical norm deter-
mined by the operator norm on

Mn(B(H)) = B(Hn).
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These matrix norms are a central distinguishing feature in operator space
theory, and they are used in Ruan’s axiomatization of operator spaces (see
[R]).

A linear map φ : V → W between operator spaces determines linear
mappings

φn : Mn(V ) → Mn(W ) : [vi,j ] 7→ [φ(vi,j)].

This, together with the matrix norms (defined in the previous paragraph)
gives the completely bounded norm of φ:

‖φ‖cb =df sup{‖φn‖ : n ≥ 1}.
With the above, we now say that:

(1) φ is completely bounded if ‖φ‖cb <∞,
(2) φ is completely contractive if ‖φ‖cb ≤ 1, and
(3) φ is completely isometric if φn is isometric for all n.

Finally, for operator spaces V and W , we will let “CB(V,W )” denote the
set of completely bounded maps from V to W . We note that CB(V,W ) is
an operator space, with matrix norms given by the identifications

Mn(CB(V,W )) = CB(V,Mn(W )).

Let R be a von Neumann algebra.
(1) R∗ is an operator space with matrix norms given by the identifications

Mn(R∗) = CB(R,Mn(C)).

(2) Let R∗ will be the unique predual of R. R∗ is an operator space, with
operator norms inherited from R∗ ⊇ R∗.

(3) For an element x ∈ R, ‖x‖∞ will be its C∗-algebra norm. The subscript
will be dropped whenever the context is clear.

(4) l(x) and r(x) will be the left support and right support projections,
respectively, of x.

(5) v(x) and |x| will be the partial isometry and the positive element of
R, respectively, obtained from the polar decomposition of x.

Tn1,m1(C) ⊕ · · · ⊕ Tn1,m1(C) will be the operator space dual of the di-
rect sum of rectangular matrices Mn1,m1(C)⊕ · · · ⊕Mnk,mk

(C) (and hence,
Tn1,m1(C)⊕ · · · ⊕ Tnk,mk

(C) is an operator space whose Banach space level
norm is the l1 direct sum of trace class norms). Throughout this pa-
per, we will drop the “C”s and hence write “Tn1,m1 ⊕ . . .Tnk,mk

” and
“Mn1,m1 ⊕ · · · ⊕Mnk,mk

”.
{ei,j : 1 ≤ i ≤ n, 1 ≤ j ≤ m} will be the matrix units of Tn,m (= Mn,m

setwise), where ei,j is 1 in the (i, j)-th position and zero everywhere else.
More generally, {eli,j : 1 ≤ i ≤ nl, 1 ≤ j ≤ ml, 1 ≤ l ≤ k} will be the matrix
units of Tn1,m1 ⊕ ...⊕Tnk,mk

(= Mn1,m1 ⊕ ...⊕Mnk,mk
setwise), where eli,j is

1 in the (i, j)-th position of the Tnl,ml
summand and zero everywhere else.
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Let ω and γ be normal linear functionals in R∗.

(1) If ω is self-adjoint, supp(ω) is its support projection.
(2) l(ω) and r(ω) are the left support and right support projections, re-

spectively, of ω.
(3) ω ⊥ γ will mean that l(ω) ⊥ l(γ) and r(ω) ⊥ r(γ).
(4) ‖ω‖1 will be the norm of ω, in R∗. The subscript will be dropped

whenever the context is clear.
(5) v(ω) and |ω| will be the partial isometry in R and the positive element

in R∗, respectively, obtained from the polar decomposition of ω.
(6) For an element x of R, 〈ω|x〉 will be ω(x∗).

For a finite dimensional subspace X of R∗, let

l(X) =df sup{l(ω) : ω ∈ X},

and let

r(X) =df sup{r(ω) : ω ∈ X}.

Let E(X) be the completely contractive projection on R∗ given by E(X)(γ)
=df l(X)γr(X) for all γ ∈ R∗ Let F (X) be the completely contractive
projection on R∗ given by F (X)(γ) =df (1− l(X))γ(1−r(X)) for all γ ∈ R∗.

In this paper, V and W will always be ternary rings of operators. “SOT”
and “WOT” will always denote the strong and weak operator topologies,
respectively, on some Hilbert space.

3. Main theorem.

A ternary ring of operators (TRO) is a closed subspace of B(K,H) which is
closed under the ternary product

(x, y, z) 7→ xy∗z.

We say that a map between TROs is a TRO-homomorphism (resp. TRO-
isomorphism) if it preserves the ternary product (resp. and moreover is in-
jective). We note that a TRO-homomorphism (resp. TRO-isomorphism) is
automatically completely contractive (resp. completely isometric). See [H],
[K1] and [EOR] for systematic studies of TROs.

Let V ] =df {x ∈ B(H,K) : x∗ ∈ V }; and let V ⊆ B(K,H) be a non-
degenerate TRO, i.e., VK = H and V ]H = K. Then, V V ] and V ]V are
nondegenerate ∗-subalgebras of B(H) and of B(K) respectively. We define
the C∗-algebra C in B(H⊕K) by

C =df

[
V V ] + C1 V

V ] V ]V + C1

]
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and projections pH and pK in C by

pH =df

[
1 0
0 0

]
and pK =df

[
0 0
0 1

]
.

Then, V is TRO-isomorphic to the corner pHCpK of the C∗-algebra C. We
note that C is finite dimensional if V is a finite dimensional TRO.

In [EOR], Effros, Ozawa and Ruan proved that a TRO which is a dual
space as a Banach space has a unique predual and is weak∗-homeomor-
phically TRO-isomorphic to pRq for some von Neumann algebra R and
projections p and q in R. Thus, the predual of a dual TRO is of the form
pR∗q.

Theorem 1.1. Let X be a subspace of the predual of a TRO. Then, X
is completely 1-complemented if and only if X is completely isometrically
isomorphic to the predual of some TRO.

Remark 3.1. Kirchberg has proved that a subspace of the predual of von
Neumann algebra is contractively complemented if it is isometrically iso-
morphic to the predual of some von Neumann algebra (Lemma 3.6 in [K2]).
The authors conjecture that a similar statement holds for J∗-algebras. (The
class of J∗-algebras (which includes C∗-algebras) is stable under the action
of norm-one projections. See [FR].)

To prove the theorem, we need a lemma which is in itself interesting. The
main idea of this lemma is the use of a suitable multiplicative domain.

Lemma 3.2. Let V and W be weak∗-closed TROs and let ϕ : W → V be a
weak∗-continuous complete metric surjection. Then, there exists a sub-TRO
W0 of W such that ϕ maps W0 onto V and

ϕ(xy∗z) = ϕ(x)ϕ(y)∗ϕ(z)

for all x, y and z in W whenever any two are in W0. Moreover, there exists
a weak∗-continuous complete contraction θ from V into W with ϕ◦ θ = idV .

Proof of Lemma. Since a weak∗-closed TRO is an off-diagonal corner of some
von Neumann algebra, we may assume that W is a von Neumann algebra
R. Let V be a nondegenerate weak∗-closed TRO in B(K,H). We note that
the weak∗-closure M (resp. N) of V V ] (resp. V ]V ) is a nondegenerate von
Neumann algebra in B(H) (resp. B(K)). Let L be the corresponding von
Neumann algebra in B(H⊕K) defined by

L =
[
M V
V ] N

]
.

We will freely identify V (resp. M , N) with the corresponding subset of L.
Let pH ∈ L (resp. pK ∈ L) be the orthogonal projection onto H (resp K).
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By the Paulsen’s “off-diagonal” trick [P], there are unital completely pos-
itive maps ψ : R → B(H) and ρ : R → B(K) so that the map Φ: M2(R) →
B(H⊕K) defined by

Φ =
[
ψ ϕ
ϕ∗ ρ

]
is completely positive. Let D ⊆ M2(R) be the multiplicative domain of Φ
(cf. [C]). We will prove that Φ(D) contains V = pHLpK.

By the comparison theorem, there exists a central projection e ∈ L so
that

epH � epK and (1− e)pH � (1− e)pK.
Let u ∈ L (resp. v ∈ L) be a partial isometry so that uu∗ ≤ epH and u∗u =
epK (resp. vv∗ = (1 − e)pH and v∗v ≤ (1 − e)pK). It is clear that u ∈ V
(resp. v ∈ V ). We note that V = pHLpK is decomposed as V = eV ⊕(1−e)V .
Since u∗u = epK, we have eV = eMu. Since a von Neumann algebra is the
norm closure of the linear span of its unitaries, eV is the norm closure of the
linear span of its partial isometries. Similar reasoning holds for (1 − e)V .
Hence, V is the norm closure of the linear span of its partial isometries.

Fix a partial isometry r ∈ V . Observe that if {ri}i∈I is a family of partial
isometries in V with mutually orthogonal ranges, then we have

∑
i∈I rir

∗
i ∈

M and thus (
pH −

∑
i∈I

rir
∗
i

)
V ⊆ V.

By this observation, the nondegeneracy of V in B(K,H), and Zorn’s Lemma,
there exists an index set I with distinguished element 1 and a family {ri}i∈I

of partial isometries in V , with mutually orthogonal ranges, such that

r1 = r and
∑
i∈I

rir
∗
i = pH.

Enlarging I if necessary, we may find a family {vi}i∈I of partial isometries
in V , with mutually orthogonal initial spaces such that

v1 = r and
∑
i∈I

v∗i vi = pK.

Let us denote B(`2(I)) by MI and identify MI with the I × I matrices.
We claim that the map idMI

⊗ ϕ maps the closed unit ball of MI(R) onto
the closed unit ball of MI(V ). Since ϕ is weak∗-continuous, we have that ϕ∗
is a complete isometry from V∗ into R∗. Thus, the claim follows from the
isometric identifications

CB(V∗,MI) = MI(V ) and CB(R∗,MI) = MI(R)

(cf. [ER1]) and the injectivity of MI .
Let x ∈ MI(V ) be the element defined by:

(1) x1i = ri for i ∈ I,
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(2) xi1 = vi for i ∈ I, and
(3) xij = 0 if i 6= 1 and j 6= 1.
We remark that in the case I = N, the matrix x looks like

x =


r r2 r3 r4 . . .
v2 0 0 0
v3 0 0
v4 0
...

 .
By our choices of ris and vis, we have that ‖x‖ = 1. By the previous

remark, we may find x̃ ∈ MI(R) with ‖x̃‖ = 1 such that idMI
⊗ ϕ(x̃) = x.

Let r̃ ∈ R be the “1-1 entry” of x̃. Clearly, we have ϕ(r̃) = r. Let us define
s ∈ M2(R) by

s =
[
0 r̃
0 0

]
.

We will prove that s ∈ D. By the Choi-Schwarz inequality, we have[
ψ(r̃r̃∗) 0

0 0

]
= Φ(ss∗) ≥ Φ(s)Φ(s)∗ =

[
rr∗ 0
0 0

]
.

Let t = ψ(r̃r̃∗). We note that 0 ≤ rr∗ ≤ t ≤ 1 and rr∗ is a projection. If
t 6= rr∗, then there is i ∈ I \ {1} such that rir∗i t 6= 0, but this contradicts
the inequality

1 ≥ ψ(r̃r̃∗ + x̃1ix̃
∗
1i) ≥ t+ rir

∗
i .

Therefore, we have t = rr∗ or equivalently, s is in the left multiplicative
domain of Φ. Similarly, we can show that s is in the right multiplicative
domain of Φ. Consequently, we have s ∈ D. But V is spanned by its partial
isometries. Hence,

V = pHLpK ⊆ Φ(D).

Finally, let W0 be the sub-TRO of R corresponding to the “1-2 corner”
of D. (It should be noted that pH, pK ∈ D.) By our assumption, ϕ maps
W , and hence W0, into V . Therefore, by the argument that we have just
finished, ϕ maps W0 onto V . It is easy to check that W0 has the other
desired properties. This completes the proof of the first part.

We now prove the second part. W0 is weak∗-closed and ϕ|W0 is a weak∗-
closed TRO-homomorphism a from W0 onto V . Since a weak∗-continuous
TRO-homomorphism splits (cf. [EOR]) as in the von Neumann algebra case,
we are done. �

Remark 3.3. We note that, as in the von Neumann algebra case, more
than one θ can satisfy the statement of Lemma 3.2, but there must be a
unique minimal one.
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Proof of Theorem 1.1. Let X be a subspace of the predual W∗ of a TRO W .
IfX is completely 1-complemented inW∗, thenX∗ is completely isometric to
a completely 1-complemented subspace of W and thus completely isometric
to a TRO, by Youngson’s theorem [Y].

We now prove the “if” part. Suppose that V = X∗ is a TRO. By [EOR],
V is a weak∗-closed TRO. Let ϕ : W → V be the dual map of a complete
isometry from V∗ = X into W∗. By Lemma 3.2, there exists a weak∗-
continuous lifting θ : V →W of ϕ. The map ϕ∗◦θ∗ is the desired projection.

�

Proof of Corollary 1.2. Suppose that R1 is an injective von Neumann alge-
bra, and R2 is a von Neumann algebra such that there is a complete isometry
i : (R2)∗ → (R1)∗. Then by Theorem 1.1, there is a completely contractive
projection p on (R1)∗ whose image is i((R2)∗). Hence, p∗ is a completely
contractive projection on R1 whose image is completely isometric to R2.
Therefore, since R1 is injective, so is R2. �

4. Preduals of separable injective von Neumann algebras.

We give an operator space characterization of the preduals of separable
injective von Neumann algebras. This is a generalization of a classical result
characterizing L1 spaces (mentioned in the introduction).

The bulk of the work in Theorem 1.7 was done in [ER2]. Our contribution
is in the implication (3) ⇒ (1) of the theorem. The key technique in our
proof is a deep result from [EOR], which states that any dual injective
operator space has the form pRq, where R is an injective von Neumann,
and p, q are projections in R. For the convenience of the reader, we will
repeat the necessary definitions before giving the argument.

Definition 4.1. We say that an operator space X is a rigid OL1,1+ space
if given elements ω1, . . . , ωs ∈ X and ε > 0, we can find positive integers ni

and a complete isometry

S : Tn1 ⊕ · · · ⊕ Tnk
→ X

with

dist(ωj , S(Tn1 ⊕ · · · ⊕ Tnk
)) < ε

for all j.

Definition 4.2. Let us suppose that λ > 1. We say that an operator space
X is an OL1,λ space if for every finite dimensional subspace E of X, there
exists a finite dimensional subspace F with E ⊆ F ⊆ X such that

dcb(F,Tn1 ⊕ · · · ⊕ Tnk
) < λ
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for some integers ni. We are using Pisier’s operator space analogue of the
Banach-Mazur distance:

dcb(X,Y ) =df inf{‖T‖cb‖T−1‖cb : T : X → Y a linear homeomorphism}.

Definition 4.3. We say that an operator space X is an OL1,1+ space if it
is OL1,λ for every λ > 1.

Theorem 1.7. Let X be a separable operator space. Then the following
conditions on X are equivalent:

(1) X is completely isometric to the predual of an injective von Neumann
algebra.

(2) X is rigid OL1,1+.
(3) X is OL1,1+.

Proof. The implications (1) ⇒ (2) and (2) ⇒ (3) follow from arguments in
[ER2]. We now prove (3) ⇒ (1).

Suppose that X is a separable OL1,1+ space. By [EOR], there is a sepa-
rable injective von Neumann algebra R, and projections p, q ∈ R such that
X is completely isometric to qR∗p. We may assume that R acts on a Hilbert
space H such that qRpH = qH, pRqH = pH, and every ρ ∈ R∗ has the form
ρ(.) = 〈.h|k〉 for some vectors h, k ∈ H.

Since X is an OL1,1+ space, let X =
⋃∞

m=1Xm, where for all m,
a) Xm ⊆ Xm+1, and
b) there are integers ni, dependent on m, such that

dcb(Xm,Tn1 ⊕ · · · ⊕ Tnk
) < 1 + 1/m;

in particular, let

im : Tn1 ⊕ · · · ⊕ Tnk
→ Xm

be an isomorphism onto Xm such that ‖im‖cb ≤ 1 and ‖i−1
m ‖cb ≤

1 + 1/m.
For all m, thinking of im as a map into X, consider the dual map

φm =df i
∗
m : X∗ → i−1

m (Xm)∗.

Note that i−1
m (Xm)∗ is a finite dimensional C*algebra, and thus has a unit.

Hence, for all m, choose xm ∈ X∗ so that

‖xm‖ ≤ 1 + 1/m and φm(xm) = 1.

We will show that l(xm) → p and r(xm) → q in SOT, and thus p is Murray
von Neumann equivalent to q.

Claim 1. There is a sequence {εm}∞m=1 of positive real numbers such that:
i) εm → 0 as m→∞, and
ii) for every y ∈ V with ‖y‖ ≤ 1, l(xm) ⊥ l(y) ⇒ ‖φm(y)‖ ≤ εm.
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Suppose that y ∈ V is such that ‖y‖ ≤ 1 and l(xm) ⊥ l(y). Then

∥∥[ φm(xm) φm(y)
]∥∥ ≤

∥∥∥∥(φm)2

([
xm y
0 0

])∥∥∥∥
≤ ‖(φm)2‖‖xmx

∗
m + yy∗‖1/2

≤ 1 + 1/m, since l(y) ⊥ l(xm).

But we also have that∥∥[ φm(xm) φm(y)
]∥∥ = ‖φm(xm)φm(xm)∗ + φm(y)φm(y)∗‖1/2

= ‖1 + φm(y)φm(y)∗‖1/2.

Hence,

‖1 + φm(y)φm(y)∗‖1/2 ≤ 1 + 1/m.

It follows that we can choose a sequence {εm} of positive reals, independent
of y, which satisfies the statement of Claim 1.

Claim 2. l(xm) → p in SOT in R.

Let ω(.) = 〈.ak|h〉 ∈ pR∗p, where k ∈ qH, h ∈ pH, a ∈ pRq; and let
ρ(.) = 〈.k|h〉 ∈ qR∗p. For all m, let fm ∈ i−1

m (Xm) with ‖fm‖ ≤ 2‖ρ‖ such
that ‖im(fm)− ρ‖ ≤ g(m), and such that g(m) → 0, as m→∞. Hence,

|ω(p− l(xm))| = |〈(p− l(xm))ak|h〉|
= |ρ((p− l(xm))a)|
≤ |im(fm)((p− l(xm))a)|+ g(m)‖a‖
= |fm(i∗m((p− l(xm))a))|+ g(m)‖a‖
≤ 2‖ρ‖εm + g(m)‖a‖ → 0

as m→∞.

But functionals of the form ω are dense in pR∗p. Thus, l(xm) → p in WOT
in R; and hence, since the l(xm)s are projections smaller than p, l(xm) → p
in SOT in R.

Claim 3. r(xm) → q in SOT in R.

The proof of this claim is similar to that of Claim 2.
From Claims 2, 3, and [Tak] p. 344 question 3, the projections p and q are

Murray von Neumann equivalent in R. Hence, pRq is completely isometric
to pRp, an injective von Neumann algebra. Hence, X is completely isometric
to the predual of an injective von Neumann algebra. �
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5. Finite dimensional completely 1-complemented subspaces.

The goal of this section is to concretely analyze the spacesX of Theorem 1.1,
when those spaces are finite dimensional. The main result of this section is:

Proposition 5.1. Suppose that we have positive integers nl,ml for 1 ≤ l ≤
k. Let

S : Tn1,m1 ⊕ Tn2,m2 ⊕ · · · ⊕ Tnk,mk
→ R∗

be a complete isometry. Then there exists partial isometries {{ul
j}

ml
j=1}k

l=1

and {{wl
i}

nl
i=1}k

l=1 such that:
(1) r(ul

j) = r(S(el1,1)) and r(wl
i) = l(S(el1,1)) for all i, j, l,

(2) the projections {{l(ul
j)}

ml
j=1}k

l=1 are pairwise orthogonal,
(3) the projections {{l(wl

i)}
nl
i=1}k

l=1 are pairwise orthogonal,
(4) S(eli,j) = wl

iS(el1,1)(u
l
j)
∗ for all i, j, l.

Proposition 5.1, together with the following observation, characterizes the
finite dimensional completely 1-complemented subspaces of a von Neumann
algebra predual R∗.

Proposition 5.2. Let R be a von Neumann algebra. Let {ωl}k
l=1 be a se-

quence of pairwise orthogonal elements of R∗ with ‖ωl‖ = 1 for all l. Suppose
that there exist partial isometries {{ul

j}
ml
j=1}k

l=1 and {{wl
i}

nl
i=1}k

l=1 such that:

(1) r(ul
j) = r(ωl) and r(wl

i) = l(ωl) for all i, j, l,
(2) the projections {{l(ul

j)}
ml
j=1}k

l=1 are pairwise orthogonal,
(3) the projections {{l(wl

i)}
nl
i=1}k

l=1 are pairwise orthogonal.
Then the linear map Tn1,m1 ⊕ · · · ⊕ Tnk,mk

→ R∗ given by

eli,j 7→ wl
iω

l(ul
j)
∗

is a complete isometry.

Proposition 5.1 will also yield an alternate proof of Theorem 1.1, when X
is finite dimensional. This is the content of Propositions 5.6 and 5.7.

We now list two technical propositions whose proofs can be found in
[Yead]. The first, Proposition 5.3, gives a condition for when two normal
linear functionals are orthogonal. The condition is the same as the usual
one for positive normal linear functionals:

Proposition 5.3. Let R be a von Neumann algebra. Let ω, γ be elements
of R∗. Then ω ⊥ γ if and only if ‖ω ± γ‖ = ‖ω‖+ ‖γ‖.

Proposition 5.4 is the key technique of this section.

Proposition 5.4 (Yeadon). Let R be a von Neumann algebra. Let S :
Tn → R∗ be an isometry. Let S(1) = w|S(1)| be the polar decomposition of
S(1). Then there is a Jordan *-embedding J : Mn → R such that:
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(1) J(e) = supp(|S(e)|) for every projection e in Mn,
(2) J(e)|S(1)| = |S(1)|J(e) = S(e) for every projection e in Mn,
(3) S(x) = S(1)J(x) for all x in Tn (= Mn setwise).

In particular, J(1) = supp (|S(1)|) = w∗w and J(x)|S(1)| = |S(1)|J(x) for
all x in Tn.

(Here “supp (|S(1)|)” denotes the support projection of the positive normal
functional |S(1)|).

Changes in the arguments of [Yead] and [K2] Lemma 3.6 will yield a proof
that, in Proposition 5.4, that S is a complete isometry implies that J is a
*-isomorphism. One can also prove this directly from Proposition 5.4 by a
messy argument. Since we will always be working with complete isometries,
we make the following assumption:

For the rest of this paper, J will always be a *-isomorphism.

For the convenience of the reader, we now give a proof of Proposition 5.4
for the case where S is a complete isometry (and hence J a *-isomorphism).
The proof will follow the ideas of [K2] Lemma 3.6.

Proof of Proposition 5.4 for S a complete isometry. Since S is a complete
isometry, the dual map S∗ : R → Mn is a w∗-continuous complete metric
surjection. Let

S(1) = w|S(1)|
be the polar decomposition of S(1). Let Φ : R→ Mn be the map given by

Φ(x) =df S
∗(xw∗), for all x ∈ R.

Φ is a unital, w∗-continuous, completely positive, complete metric surjection.
Let D be the multiplicative domain of Φ. We will show that Φ(D) contains
Mn.

Suppose that e ∈ Mn is a projection. Let x ∈ R with x∗ = x, ‖x‖ ≤ 1 be
such that Φ(x) = 1− 2e. Therefore, by the Choi-Schwarz inequality

1 ≤ Φ(x2) ≤ Φ(x)2 = (1− 2e)2 = 1.

Hence x ∈ D and e ∈ Φ(D). Therefore, since Mn is spanned by its projec-
tions,

Mn = Φ(D)

as required.
Now D is a von Neumann algebra and the restriction map Φ : D → Mn

is a w∗-continuous *-homomorphism onto Mn. Therefore, let J : Mn → D
be the minimal *-homomorphism such that

Φ ◦ J = idMn ,
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where idMn is the identity map on Mn. Hence,

S∗(J(a)w∗) = a

for all a ∈ Mn. Hence

S(b)(J(a)w∗) = tr (ab)

for all a, b ∈ Mn, where tr is the trace on Mn and we identify Tn with Mn

in the natural way.
Hence, for every projection e ∈ Mn, we have that

|S(e)|(J(e)) = S(e)(J(e)w∗)
= tr (e)
= ‖e‖1 Here ‖ ‖1 is the norm on Tn.

= ‖S(e)‖1 Here ‖ ‖1 is the norm on R∗.

Also, |S(e)|(J(1− e)) = 0. Therefore, by the minimality of J ,

J(e) = supp(|S(e)|)

as required.
The other clauses in the proposition follow from this and applications of

Proposition 5.3. �

Using Propositions 5.3 and 5.4, we now analyze the “square” complete
isometries S : Tn → R∗.

Lemma 5.5. Let R be a von Neumann algebra. Let S: Tn → R∗ be complete
isometry. Let J be the Jordan *-isomorphism from Proposition 5.4. Then
for all i, j, we have that:

(1) |S(ei,j)| = |S(1)|J(ej,j) = |S(ej,j)|,
(2) S(ei.j) = (wJ(ei,j))(|S(1)|J(ej,j)) is the polar decomposition of S(ei,j),
(3) v(S(ei,j)) = wJ(ei,j), where v(S(ei,j)) is the partial isometry from the

polar decomposition of S(ei,j),
and for i 6= k and j 6= l, we have that:

(4) l(S(ei,j)) = l(S(ei,l)),
(5) r(S(ei,j)) ⊥ r(S(ei,l)),
(6) l(S(ei,j)) ⊥ l(S(ek,j)),
(7) r(S(ei,j)) = r(S(ek,j)),

and for 1 ≤ i, j ≤ n, if we let uj =df v(S(e1,j))∗v(S(e1,1)) and wi =df

v(S(ei,1))v(S(e1,1))∗, then:
(8) r(uj) = r(S(e1,1)) and r(wi) = l(S(e1,1)) for all i, j,
(9) the projections {l(uj) : 1 ≤ j ≤ n} are pairwise orthogonal,

(10) the projections {l(wi) : 1 ≤ i ≤ n} are pairwise orthogonal,
(11) S(ei,j) = wiS(e1,1)u∗j , for all i, j.
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Proof. Statements (1), (2) and (3) together : Repeatedly applying Proposi-
tion 5.4,

(wJ(ei,j))(|S(1)|J(ej,j)) = w|S(1)|J(ei,j)J(ej,j)
= wS(1)J(ei,j)
= S(ei,j).

But |S(1)|J(ej,j) = |S(ej,j)| ≥ 0, with support projection J(ej,j). Also,

(wJ(ei,j))∗(wJ(ei,j)) = J(ei,j)∗w∗wJ(ei,j)
= J(ej,i)J(1)J(ei,j)
= J(ej,j),

which is, by Proposition 5.4, the support projection of the positive normal
linear functional |S(1)|J(ej,j) = |S(ej,j)|. Hence, wJ(ei,j) is a partial isom-
etry, and by the uniqueness of polar decomposition, Statements (1), (2) and
(3) follow.

Statements (4) and (6) together : Applying Proposition 5.4 and State-
ment (3) (which we have just proved),

l(S(ei,j)) = (wJ(ei,j))(wJ(ei,j))∗

= wJ(ei,j)J(ei,j)∗w∗

= wJ(ei,jej,i)w∗

= wJ(ei,i)w∗

= (wJ(ei,i))(wJ(ei,i))∗

= v(S(ei,i))v(S(ei,i))∗

= l(S(ei,i)).

Hence, l(S(ei,j)) = l(S(ei,i)) for all i, j. Hence, l(S(ei,j)) = l(S(ei,i)) =
l(S(ei,k)) for all i, and for all j 6= k.

And also, from this and Proposition 5.3,

l(S(ei,j)) = l(S(ei,i)) ⊥ l(S(ek,k)) = l(S(ek,j)),

for all j, and for all i 6= k.
Statements (5) and (7) together : The proof is similar to that of (4) and

(6) together.
Statements (8)-(10): These follow from Statements (4)-(7).
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Statement (11): Applying Proposition 5.4 and Statement (3) again,

wiS(e1,1)u∗j = (v(S(ei,1))v(S(e1,1))∗)S(e1,1)(v(S(e1,1))∗v(S(e1,j)))

= (wJ(ei,1)J(e1,1)w∗)(w|S(1)|J(e1,1))(J(e1,1)w∗wJ(e1,j))
= wJ(ei,1)J(1)|S(1)|J(e1,1)J(1)J(e1,j)
= wJ(ei,1)|S(1)|J(e1,j)
= w|S(1)|J(ei,j)
= S(ei,j).

�

We now prove Proposition 5.1. The strategy of the proof is to apply
Lemma 5.5 to “square subspaces” of Tn1,m1 ⊕· · ·⊕Tnk,mk

, when nl,ml ≥ 2.

Proof of Proposition 5.1. First, we deal with the case where nl,ml ≥ 2 for
all l. Fix l, 1 ≤ l ≤ k. For i, j ≥ 2, apply Lemma 5.5 to the complete
isometry from T2 into R∗ given by mapping:

e1,1 7→ S(el1,1)
e1,2 7→ S(el1,j)
e2,1 7→ S(eli,1)
e2,2 7→ S(eli,j).

If we repeat this process for all l, 1 ≤ l ≤ k, and for all i, j, 1 ≤ i, j ≤ nl,
then by Lemma 5.5 and Proposition 5.3, we get partial isometries {ul

j} and
{wl

i} in R such that:

a) r(ul
j) = r(S(el1,1)) and r(wl

i) = l(S(el1,1)) for all i, j, l,
b) l(ul

1) ⊥ l(ul
j) and l(wl

1) ⊥ l(wl
i) for all l, and for i 6= 1, j 6= 1,

c) l(ul
j) ⊥ l(ur

s) and l(wl
i) ⊥ l(wr

t ) for all j, s, i, t, and for l 6= r, and
d) S(eli,j) = wl

iS(el1,1)(u
l
j)
∗ for all i, j, l.

Thus, to finish the proof of the special case, it suffices to show that for all
l, 1 ≤ l ≤ k,

i) l(ul
a) ⊥ l(ul

b) for a 6= b and a, b ≥ 2, and
ii) l(wl

c) ⊥ l(wl
d) for c 6= d and c, d ≥ 2.

Statement i): We may assume that a < b. Firstly, note that by definition,
we have that

l(ul
a) = l(v(S(el1,a))

∗v(S(el1,1)))

= l(v(S(el1,a))
∗) by Lemma 5.5

= r(S(el1,a)).

Next, if we consider the complete isometry T2 → R∗ given be the maps
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e1,1 7→ S(el1,a)
e1,2 7→ S(el1,b)
e2,1 7→ S(el2,a)
e2,2 7→ S(el2,b)

then, by Lemma 5.5, it follows that r(S(el1,a)) ⊥ r(S(el1,b)); and hence,
l(ul

a) ⊥ l(ul
b), as required.

Statement ii): The proof is similar to that of Statement i).
For the general case where nl,ml are arbitrary positive integers (not nec-

essarily ≥ 2) for all l, consider the complete isometry

S2 : T2 ⊗ (Tn1,m1 ⊕ · · · ⊕ Tnk,mk
) → T2 ⊗R∗.

By the previous case, we get partial isometries in M2(R). From these, we
can extract partial isometries in R, which are the required ones. �

We note that under the same hypothesis as Proposition 5.1, we have that

(1) v
(
S
(
eli,j
))

= wl
iv
(
S
(
el1,1

)) (
ul

j

)∗, where v
(
S
(
ela,b

))
is the partial isom-

etry from the polar decomposition of S
(
ela,b

)
, and

(2) r
(
wl

i

)
= l
(
S
(
el1,1

))
, and r

(
ul

j

)
= r
(
S
(
el1,1

))
for all i, j, l.

This follows from Proposition 5.1. Hence, the space

V =df Span
{
v
(
S
(
eli,j
))∗}

is a finite dimensional sub-TRO of the von Neumann algebra R. Indeed, the
map Mn1,m1 ⊕ · · · ⊕Mnk,mk

→ V , given by

eli,j 7→ v
(
S
(
eli,j
))∗

is a TRO-isomorphism onto V , and hence, is a complete isometry. This
observation allows us to now give a concrete example of the completely
contractive projections in Theorem 1.1. (What we give will arise from the
predual of a TRO-homomorphism θ from Lemma 3.2.)

Suppose that nl,ml are positive integers for 1 ≤ l ≤ k. Suppose that
S : Tn1,m1 ⊕ . . .Tnk,mk

→ R∗ is a complete isometry. Let X =df S[Tn1,m1 ⊕
· · · ⊕ Tnk,mk

] be the image of S. Let p : R∗ → X be given by

p(ω) =df

k∑
l=1

∑
1≤i≤nl,1≤j≤ml

〈
ω|v
(
S
(
eli,j
))〉

S
(
eli,j
)
,

for all ω ∈ R∗.
(
Here v

(
S
(
eli,j
))

is the partial isometry from the polar
decomposition of S

(
eli,j
)
.
)

Proposition 5.6. p is a completely contractive projection onto X.
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Proof. First, by Proposition 5.1, we have that

p
(
S
(
etr,s
))

=
∑
i,j,l

〈
S
(
etr,s
)∣∣v(S(eli,j))〉S(eli,j)

= S
(
etr,s
)

for all r, s, t.

Hence, p is a projection onto X. But the dual map (S−1 ◦ p)∗ : Mn1,m1 ⊕
· · · ⊕ Mnk.mk

→ R is the TRO-isomorphism given by the maps eli,j 7→
v(S(elj,i))

∗. Hence, p must be completely contractive; and in particular,
p is an example of the type of projection in Theorem 1.1. �

Proposition 5.6, together with the next proposition, show that the fi-
nite dimensional completely 1-complemented subspaces of a von Neumann
algebra predual are exactly those of the form Tn1,m1 ⊕ · · · ⊕ Tnk,mk

(and
consequently gives a proof of Theorem 1.1 for the finite dimensional case).

Proposition 5.7. Let R be a von Neumann algebra. Let X be a finited di-
mensional completely 1-complemented subspace of R∗. Then X is completely
isometric to Tn1,m1 ⊕ · · · ⊕ Tnk,mk

for some integers ni, mi.

Proof. If X is completely 1-complemented in R∗, then X∗ is completely
isometric to a completely 1-complemented subspace of R and thus com-
pletely isometric to a TRO, by Youngson’s theorem [Y]. But by [He],
all finite dimensional TROs are completely isometric to spaces of the form
Mn1,m1 ⊕ · · · ⊕Mnk,mk

. Hence X is completely isometric to a space of the
form Tn1,m1 ⊕ · · · ⊕ Tnk,mk

. �

6. Completely contractive projections with finite dimensional
range.

In the context of Proposition 5.6, if k = 1 and n1 = m1 (i.e., if S : Tn → R∗),
then

J∗(w∗ω) = S−1(p(ω)),

for all ω ∈ R∗, where J and w are as in Proposition 5.4. Hence, p is a gener-
alization of the conditional expectations of the (commutative) L1 case. Con-
tractive projections on L1 are “perturbations of conditional expectations”
(see [D]). In this section, we show that this is also true for completely con-
tractive projections on R∗, with finite dimensional range. The main results
are Theorems 6.4 and 6.5.

We first state an elementary lemma whose proof can be found in [Kad]
Lemma 1. Recall that for a partial isometry v ∈ B(H), E(v) is the com-
pletely contractive projection on B(H) given by E(v)(x) =df l(v)xr(v) for
all x ∈ B(H). Here l(v) and r(v) are the left and right support projections
of v respectively.
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Lemma 6.1. Let v ∈ B(H) be a partial isometry. Then v is an extreme
point of the closed unit ball of E(v)B(H).

Most of the work of this section is in the next lemma, which is a straight-
forward generalization of a result of Arazy and Friedman (see [AF2]).

Lemma 6.2. Let R be a von Neumann algebra. Let X ⊆ R∗ be a finite
dimensional subspace. Let p: R∗ → X be a contractive projection, onto X.
Thinking of p as a map from R∗ to R∗, let P ∗ : R → R be the dual map.
Suppose that ω1, ω2 ∈ X, with

ω1 ⊥ ω2.

Then

(P ∗(v(ω1)∗))∗ ⊥ v(ω2) and (P ∗(v(ω2)∗))∗ ⊥ v(ω1)

where v(ωi) is the partial isometry in the polar decomposition of the normal
linear functional ωi, i = 1, 2.

Proof. By symmetry, it suffices to show that (P ∗(v(ω1)∗))∗ ⊥ v(ω2). We
have that

P ∗(v(ωi)∗) = v(ωi)∗ + z∗i ,

where zi ∈ R, ‖zi‖∞ ≤ 1, and zi ⊥ v(ωi) for i = 1,2. Choose a matrix
representation (of B(H)) in which

v(ω2)∗ =



0 0 0

1 0 . . .

0 0
. . . 0

... 1

0 0 0


and

P ∗(v(ω1)∗) =



1 0 . . .

0
. . . 0 0

... 1

0 z1,1 z1,2

0 z2,1 z2,2
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where

z∗1 =
[
z1,1 z1,2

z2,1 z2,2

]
.

Since P ∗ is contractive, we have that

max{|s|, |t|} = ‖sv(ω1)∗ + tv(ω2)∗‖∞
≥ ‖sP ∗(v(ω1)∗) + tP ∗(v(ω2)∗)‖∞,

for all s, t ∈ C. Hence for |s| ≤ 1, we have

1 ≥ ‖sP ∗(v(ω1)∗) + P ∗(v(ω2)∗)‖∞
= ‖sv(ω1)∗ + sz∗1 + v(ω2)∗ + z∗2‖∞
≥ ‖sz1,1 + v(ω2)∗‖∞.

So

v(ω2)∗ = (1/2)(v(ω2)∗ + z1,1) + (1/2)(v(ω2)∗ − z1,1),

where

‖v(ω2)∗ ± z1,1‖∞ ≤ 1.

But by Lemma 6.1, v(ω2)∗ is an extreme point of the closed unit ball of
E(v(ω2)∗)(B(H)). Hence, z1,1 = 0. Also, for |s| ≤ 1,

1 ≥ ‖(sP ∗(v(ω1)∗) + P ∗(v(ω2)∗))l(v(ω2))‖2
∞

= ‖sP ∗(v(ω1)∗)l(v(ω2)) + P ∗(v(ω2)∗)l(v(ω2))‖2
∞

= ‖s(v(ω1)∗ + z∗1)l(v(ω2)) + (v(ω2)∗ + z∗2)l(v(ω2))‖2
∞

= ‖sz2,1 + v(ω2)∗‖2
∞.

Hence, z2,1 = 0. Similarly, z1,2 = 0. Hence, z∗1 ⊥ v(ω2)∗ Hence,

P ∗(v(ω1)∗) = v(ω1)∗ + z∗1 ⊥ v(ω2)∗.

�

In the remainder of this paper, v
(
S
(
eli,j
))

will always be the partial isom-
etry in the polar decomposition of the normal linear functional S

(
eli,j
)
.

Recall also the following definitions: Given a von Neumann algebra pre-
dual R∗ and a finite dimensional subspace X ⊆ R∗,

l(X) =df sup{l(ω) : ω ∈ X},

and

r(X) =df sup{r(ω) : ω ∈ X},
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where for ω ∈ R∗, l(ω) and r(ω) are the left and right support projections
of ω respectively. Also, E(X) and F (X) are the completely contractive
projections on R∗ given by

E(X)(ω) =df l(X)ωr(X),

and

F (X) =df (1− l(X))ω(1− r(X)),

for all ω ∈ R∗.

Lemma 6.3. Suppose that p is a completely contractive projection on R∗,
with finite dimensional range X. Let P ∗ : R → R be the dual map. Let
S : Tn1,m1 ⊕ · · · ⊕ Tnk,mk

→ X be a complete isometry onto X. For all i, j,
l, let

P ∗
(
v
(
S
(
eli,j
))∗) = v

(
S
(
eli,j
))∗ +

(
zl
i,j

)∗
,

where v
(
S
(
eli,j
))
⊥ zl

i,j and
∥∥zl

i,j

∥∥ ≤ 1. Then for all i, j, l, a, b, d, we have
that

v
(
S
(
eli,j
))
⊥ zd

a,b,

i.e.,

l(X) ⊥ l
(
zd
a,b

)
and r(X) ⊥ r

(
zd
a,b

)
.

Proof. The case where nl,ml ≥ 2 follows from Proposition 5.1 and Lem-
ma 6.2. The general case follows in the usual way, by moving up to higher
dimensional matrices. �

Theorem 6.4. Suppose that we have the same hypothesis as Lemma 6.3.
Then

p = q + T

where

q(ω) =df

∑
i,j,l

〈
ω
∣∣ v(S(eli,j))〉S(eli,j)

for all ω ∈ R∗, and

‖T‖cb ≤ 1, T 2 = 0 and T = pT = qT = TF (X).
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Proof.

p(ω) =
∑
i,j,l

ω
(
P ∗
(
v
(
S
(
eli,j
))∗))

S
(
eli,j
)

=
∑
i,j,l

ω
(
v
(
S
(
eli,j
))∗ +

(
yl

i,j

)∗)
S
(
eli,j
)

=
∑
i,j,l

〈
ω
∣∣ v(S(eli,j))〉S(eli,j)+

∑
i,j,l

〈
ω
∣∣ yl

i,j

〉
S
(
eli,j
)

= q(ω) + T (ω),

where

T (ω) = pF (X)ω =
∑
i,j,l

〈
ω
∣∣ yl

i,j

〉
S
(
eli,j
)
,

by Lemma 6.3. Also, note that q = pE(X), by Lemma 6.3. It is now not
hard to check that T satisfies the required properties. �

Theorem 6.5. Suppose that X ⊆ R∗ is a finite dimensional subspace such
that there is a complete isometry S: Tn1,m1 ⊕· · ·⊕Tnk,mk

→ X onto X. Let
q: R∗ → X be the completely contractive projection give by

q(ω) =df

∑
i,j,l

〈
ω
∣∣ v(S(eli,j))〉S(eli,j),

for all ω ∈ R∗. Let T be an operator on R∗ such that

‖T‖cb ≤ 1, T 2 = 0 and T = pT = qT = TF (X).

Then

p = q + T : R∗ → X

is a completely contractive projection onto X.

Proof. Firstly, it is not hard to check that p is a projection. Since p =
q + T = q + qT , we have that

ran(p) ⊆ ran(q).

But since pT = (q + T )T = qT + T 2 = qT = T , we have that q = p − T =
p− pT ; and hence

ran(q) ⊆ ran(p).

Thus,

ran(p) = ran(q).
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Also, for ω ∈ R∗,
‖p(ω)‖1 = ‖(q + T )ω‖1

≤ ‖qω‖1 + ‖Tω‖1

= ‖qE(X)ω‖1 + ‖TF (X)ω‖1

≤ ‖E(X)ω‖1 + ‖F (X)ω‖1

= ‖(E(X) + F (X))ω‖1 by Proposition 5.3
≤ ‖ω‖1.

Hence, p is contractive. A similar argument shows that p is completely
contractive, and we are done. �
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