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We classify the holonomic systems of (micro) differential
equations of multiplicity one along the conormal of the hy-
persurface yk = xn. We show that their solutions are related
to kFk−1 hypergeometric functions on the Riemann sphere.

1. Introduction.

HolonomicD-modules characterize multivalued holomorphic functions in the
same way that polynomials characterize algebraic numbers. When we re-
place systems of differential equations by systems of microdifferential equa-
tions we concentrate on the singularities of their multivalued holomorphic
solutions modulo holomorphic functions. This point of view was introduced
by Riemann with his study of the hypergeometric differential equation and
was extended to the several variables case by [19].

The mathematical community isolated a class of multivalued holomorphic
functions on the Riemann sphere that arise in many different problems, the
special functions. It is an experimental fact that most of the sheaves of solu-
tions of the differential equations that characterize these functions have the
remarkable property of being determined by its local monodromies, which
can be computed from the indicial equations of these differential equations
at their singular points. The local sheaves with the above property are called
rigid. We can find in [9] a program of systematic study of special functions
based on the concept of rigid local system (see also [22]).

We now have several combinatorial descriptions of germs of regular holo-
nomic D-modules in two variables (see [13], [14], [12]). These remarkable
works are not very useful to the specialist in PDE’s. He would like to know
the equations that define these systems. On the other hand there are too
many systems and we cannot expect to obtain the equations for all of them.
Pedro C. Silva suggests in [21] a notion of rigidity for germs of holonomic
systems of microdifferential equations based on the results of [15], isolating
a special class of holonomic systems. The holonomic systems presented in
this paper are rigid in the sense of [21]. We initiate in this paper a system-
atic study of special functions on several variables from a microlocal point
of view.
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Let X be a complex manifold of dimension m. Let π : T ∗X → X be the
cotangent bundle of X. Let Λ be a germ of a conic Lagrangian subvariety of
T ∗X \X. By Theorem 8.3 of [18], if Λ is singular and irreducible and Λ is
contained in an involutive submanifold of T ∗X \X of codimension m− 1, Λ
can be identified with the conormal of the hypersurface yk = xn. These are
the singular Lagrangian varieties with milder singularities. We can find in
[18], Theorem 8.6, the classification of systems of microdifferential equations
with simple characteristics along Λ. The purpose of this paper is to classify
the systems of microdifferential equations of multiplicity one along Λ. As a
consequence we obtain a classification theorem for D-modules.

Let k, n be integers such that 2 ≤ k ≤ n − 1 and (k, n) = 1. Set ϑ =
x∂x + n

k y∂y. Given complex numbers λi, i ∈ Z, such that

λi+k = λi, αi := λi − λi+1 +
n− k

k
is a nonnegative integer,(1)

we will denote by M(λi) the ECm-module given by the generators ui, i ∈ Z,
and relations

ui+k = ui, (ϑ− λi)ui = 0, ∂xui = −n
k
xαi∂yui+1, ∂tjui = 0,(2)

where j runs over the set {1, . . . ,m− 2}. Notice that

αi+k = αi and
k−1∑
i=0

αi = n− k.(3)

We will denote by L(λi) the DCm-module given by the same sets of gener-
ators and relations. If 2k + 1 ≤ n and there are i, j ∈ Z, such that i 6≡ j
(mod k) and αiαj 6= 0, the system M(λi) is not with simple characteristics.
These are, as far as the authors know, the first examples of systems of mul-
tiplicity one that are not with simple characteristics (see Theorem 2.7 and
Proposition 4.5). Moreover, the solutions of the systems L(λi) are pullbacks

of kFk−1 hypergeometric functions on the Riemann sphere twisted by yλ k
n .

The main results of this paper are stated in Section 4. We study the
OΛ(0)-module N/N (−1), where N is the canonical lattice of a holonomic
system M with multiplicity one along Λ. The module N/N (−1) gives us a
first approximation to the structure of M. We introduce a new invariant,
a module over the semigroup of the Legendrian curve Λ/C×, essential to
distinguish between systems generated by sections with principal symbols
of the same degree of homogeneity. We realized later that the same type
of invariant had been used by G.-M. Greuel and G. Pfister (see [4]) in a
different context. Theorem 3.5 is the tool that allows the extension of the
results on the OΛ(0)-module N/N (−1) to the EX -module M. In Section 5
we apply the results of Section 4 to D-modules. We obtain a classification
theorem for regular holonomic systems with solutions ramified along the



HOLONOMIC SYSTEMS 465

hypersurface yk = xn verifying some natural conditions and we study their
solutions.

We would like to express here our gratitude toward M. Kashiwara for
proposing this problem as well as for several useful discussions.

We thank the referee for his remarks.

2. Systems of microdifferential equations.

Let X be a complex manifold. Let DX denote the ring of differential opera-
tors on X. Let EX denote the sheaf of microdifferential operators on X (see
[19], [20] or [2]). Given k ∈ Z, EX (k) denotes the sheaf of microdifferential
operators of order smaller than or equal to k. Let M be an EX -module and
N an EX (0)-submodule of M. Set N (k) = EX (k)N .

A coherent EX -moduleM is called a system of microdifferential equations.
The support of a system of microdifferential equations is an involutive variety
(see [19]). A system of microdifferential equations is called holonomic if its
support is Lagrangian.

Let L be a coherent OX -module and let Y be an irreducible component
of the support of L. For each x ∈ Y set SY,x = {f ∈ OX,x : f−1(0) 6⊃ Y }.
The length of the S−1

Y,xOX,x-module S−1
Y,xLx is finite and does not depend on

x. We call multiplicity of L along Y to the length of S−1
Y,xLx.

Let Ω be a conic open subset of T ∗X \ X. Let M be a coherent EX |Ω-
module and let Λ be an irreducible component of the support of M. Set
IΛ = {f ∈ OΩ : f |Λ = 0}. For each p ∈ Λ, there is a coherent EX |U (0)-
submodule N of M|U defined on some conic open neighborhood U of p such
that EX |UN = M|U . Set M = N/N (−1). The multiplicity along Λ of the
coherent OU -module

OU ⊗OU (0) M(4)

does not depend on N . We call multiplicity of M along Λ to the multiplicity
along Λ of (4) (see [5]).

Let L be a coherent DX -module. We call characteristic variety of L to
the support of the coherent EX -module

EX ⊗π−1DX
π−1L.(5)

We call multiplicity of L along Λ to the multiplicity of (5) along Λ.
Set IΛ = {P ∈ EX (1)|Ω : σ1(P ) ∈ IΛ}. The morphism σ0 : EX (0) →

OT ∗X (0) induces an isomorphism

(EX (0)|Ω) / IΛ(−1)
∼−→ OΛ(0).(6)

Proposition 2.1. If M is a holonomic EX |Ω-module and M′ is a coherent
EX |Ω-submodule of M such that multΛM = multΛM′ for each irreducible
component of the support of M, M = M′.
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Proof. This is an immediate consequence of the fact that all irreducible com-
ponents of the support of a coherent EX |Ω-module have dimension greater
than or equal to dimX. �

Definition 2.2. Let Ω be a conic open subset of T ∗X \ X. Let Λ be a
conic Lagrangian subvariety of Ω. Let M be coherent EX |Ω-module with
support Λ. We say that M is regular holonomic at a point a ∈ Λ if there
is a conic open neighborhood U of a and a coherent EX (0)|U -submodule N
of M|U such that EX |UN = M|U and IΛ|UN = N . We say that M is
regular holonomic if the set of points a ∈ Λ such that M is not regular at a
is nowhere dense in Λ.

The following result was obtained taking c = 0 in Theorem 5.1.6 of [7].

Theorem 2.3. Let M be a regular holonomic system of microdifferential
equations with support Λ ⊂ T ∗X \ X. Then M has a canonical coherent
EX (0)-submodule N such that

1) EXN = M and IΛN = N .
2) The support of a section of the sheaf M/N is an analytic set of codi-

mension smaller than or equal to the dimension of X.

We call N the canonical lattice of M.
Given a left ideal I of EX , let I be the ideal of OT ∗X generated by the

principal symbols of the microdifferential operators P ∈ I. We call I the
ideal of symbols of the ideal I.

Definition 2.4. Let M be a holonomic system of microdifferential equa-
tions with support Λ. Let U be a conic open neighborhood of a ∈ Λ. Let
u be a generator of M|U . Let I denote the annihilator of u. The section u
is called a local generator of M with simple characteristics if I equals the
defining ideal of Λ∩U . The module M has simple characteristics along Λ if
it admits a generator with simple characteristics in a neighborhood of each
point of Λ.

It follows from Theorem 2.5 that a holonomic system M has multiplicity
one along a Lagrangian variety Λ if and only if M has simple characteristics
along the regular part of Λ.

Theorem 2.5. Let Ω be an open subset of T ∗X\X. Let M be a holonomic
EX |Ω-module with support Λ. The following holds.

1) If M has simple characteristics along Λ then M is regular holonomic
with multiplicity one along the irreducible components of Λ.

2) If M has multiplicity one along the irreducible components of Λ then
M has simple characteristics along Λ \ Sing(Λ). Moreover, M is reg-
ular holonomic.
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Proof. The first statement follows from Theorem I. 6.3.2 of [20].
Given q ∈ Λ there is a conic open neighborhood U of q and a section

u of M|U that does not vanish on Λ ∩ U . Since multΛ∩U (EXu) ≥ 1 and
EXu ⊂ M|U , EXu = M|U by Proposition 2.1. Set M = EX(0)u/EX(−1)u.
Since

multΛM =
∑
k≥0

multΛ
(
Ik
Λ ⊗M/Ik+1

Λ ⊗M
)

(see [20], Appendix D) and Ik
Λ⊗M = Ik+1

Λ ⊗M⇒ Ik+1
Λ ⊗M = Ik+2

Λ ⊗M,
multΛ

(
OT ∗X ⊗M/IΛ ⊗M

)
= 1 and there is a dense Zariski open subset U0

of U such that IΛ⊗M |U0= I2
Λ⊗M |U0 . Hence IΛ⊗M |U0= ∩k≥1I

k
Λ⊗M |U0=

0. Let q0 ∈ U0 be a nonsingular point of Λ. We can assume that q0 = (0, dx1)
and Λ = {x1 = ξ2 = · · · = ξn = 0}. There are R1, . . . , Rn ∈ EX,q0 (−1) such
that

(x1 −R1)uq0 = (∂x2∂
−1
x1
−R2)uq0 = · · · = (∂xn∂

−1
x1
−Rn)uq0 = 0.

Hence the ideal of symbols of the annihilator of uq0 equals IΛ,q0 . We have
shown in this way that M has simple characteristics at a generic point of
Λ, hence is regular holonomic. By the classification theorem for regular
holonomic EX -modules with smooth support (see for instance Remark 6.7
of [8]), M has simple characteristics along Λ \ Sing(Λ). �

The following result is a consequence of Theorem 5.1.6 of [7] and Theorem
I.6.3.3 of [20].

Corollary 2.6. Let M be a holonomic systems of microdifferential equa-
tions with simple characteristics along Λ. Let N be the canonical lattice of
M . Given a ∈ Λ there is a conic open neighborhood U of a and a section
u of M on U such that u is a generator of M|U with simple characteristics
along Λ and N|U = EX (0)u.

Theorem 2.7. Let Λ be the germ at a point p of an irreducible Lagrangian
variety of T ∗X \ X. Let M be the fiber at p of a regular holonomic EX-
module. Let N be the canonical lattice of M .

1) The module M has multiplicity one along Λ if and only if N/N (−1) is
a finitely generated torsion free OΛ,p(0)-module of rank one.

2) The module M has simple characteristics along Λ if and only if
N/N (−1) is a free OΛ,p(0)-module of dimension one.

Proof. Since N is a coherent EX,p-module, N/N (−1) is finitely generated. By
Theorem 2.5, the support of IΛ,p(0)(N/N (−1)) is contained in the singular
locus of Λ. By Theorem 2.3, IΛ,p(0)(N/N (−1)) = 0. Hence N/N (−1) is an
OΛ,p(0)-module. By Theorem 2.3 N/N (−1) is a torsion free OΛ,p(0)-module.
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Set SΛ,p(0) = SΛ,p ∩ OT ∗X,p(0). The EX,p-module M has multiplicity one
along Λ if and only if

S−1
Λ,p

(
OT ∗X,p ⊗OT∗X,p(0) N/N(−1)

)
(7)

is a simple S−1
Λ,pOT ∗X,p-module. Since S−1

Λ,pOT ∗X,p is faithfully flat over
(SΛ,p(0))−1OT ∗X,p(0), (7) is simple if and only if (SΛ,p(0))−1 (N/N (−1)) is
a simple (SΛ,p(0))−1OT ∗X,p(0)-module. Since (SΛ,p(0))−1OΛ,p(0) is the quo-
tient field of OΛ,p(0), M has multiplicity one along Λ if and only if N/N (−1)

has rank one.
Assume thatM has simple characteristics along Λ. By Corollary 2.6 there

is a local generator u of M, with simple characteristics along Λ, such that
N = EX,p(0)u. Hence N/N (−1) is a torsion free OΛ,p(0)-module generated by
u+N (−1).

Assume that N/N (−1) is a free OΛ,p(0)-module generated by a section v.
Let u be a section ofN such that v = u+N (−1). SinceN = EX (0)u+EX (−k)N
for all k ≥ 0, it follows from a theorem of [20] that N = EX (0)u. Let
f ∈ IΛ,p(0). Since fv = 0, there is Q ∈ EX,p(0) such that σ(Q) = f and
Qu ∈ EX,p(−1)u. Hence there is P ∈ EX,p(0) such that σ(P ) = f and Pu = 0.
Hence u is a generator with simple characteristics along Λ. �

3. A microdifferential Cauchy problem.

Throughout this section we will assume m = 2. We shall denote by N the
set of nonnegative integers.

Let X be an open set of C2 containing the origin. Let (x, y) be a system
of coordinates of C2. Let (x, y, ξ, η) be the associated system of coordinates
of T ∗C2 such that ω = ξdx+ ηdy is the canonical one-form.

Let d be a positive integer. Given f ∈ Md(OT ∗X (−j)), g ∈ Md(OT ∗X (−i)),
i, j, α, β ∈ N, we set (see [17]),

(f, g)(α,β) =
1

α!β!
∂α+βf

∂ξα∂ηβ

∂α+βg

∂xα∂yβ
.

Let P,Q ∈ Md (EX (0)(Ω)) for some open neighborhood Ω of (0, dy) such
that P =

∑
l≥0 plη

−l and Q =
∑

l≥0 qlη
−l with pl, ql ∈ Md(C{x, y, p}). The

product of the matrices P , Q is given by the Leibniz rule

PQ =
∑
l≥0

∑
µ+ν+α+β=l

(pµη
−µ, qνη

−ν)(α,β).(8)

We will consider in Ω the coordinate system (x0, y0, p0, ζ), where x0 = −x,
y0 = −y, p0 = −ξ/η and ζ = η. Remark that ∂x = −∂x0 , ∂y = −∂y0 ,
∂ξ = −ζ−1∂p0 and ∂η = ∂ζ − ζ−1p0∂p0 . Hence, x∂x = x0∂x0 , y∂y = y0∂y0 ,
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ξ∂ξ = p0∂p0 and η∂η = ζ∂ζ − p0∂p0 . Given ϕ, ψ ∈ C{x0, y0, p0},

∂α
ξ (ϕζ−µ) = (−1)α

(
∂α

p0
ϕ
)
ζ−µ−α,

∂β
η (ϕζ−µ) = (−1)β

 ∏
0≤k<β

(µ+ k + p0∂p0)ϕ

 ζ−µ−β ,

∂α
x (ψζ−ν) = (−1)α

(
∂α

x0
ψ
)
ζ−ν ,

∂β
y (ψζ−ν) = (−1)β

(
∂β

y0
ψ
)
ζ−ν .

Moreover, (ϕζ−µ, ψζ−ν)(α,β) equals

1
α!β!

∂α
p0

∏
0≤k<β

(µ+ k + p0∂p0)ϕ

(∂α
x0
∂β

y0
ψ
)
ζ−µ−ν−α−β.(9)

A formal expression

U =
∑
l≥0

ulζ
−l, ul ∈ C{x0, y0, p0},

defines a microdifferential operator near q = (0, dy) if and only if there exists
an open neighborhood Γ of (0, 0, 0) where the ul’s converge and

lim sup
l→∞

l

√
sup
z∈Γ

|ul(z)|/l! <∞.(10)

Given formal expressions U =
∑

l≥0 ulζ
−l and U =

∑
l≥0 ulζ

−l where ul, ul ∈
C{x0, y0, p0} we denote U � U if there is N ∈ Z, K ∈ R, N,K > 0, such
that K lul � ul (i.e., K lul estimates ul) for all l ≥ N . In view of (10)
if U � U and U defines a microdifferential operator near (0, dy), U also
defines a microdifferential operator near (0, dy). We extend the notation
to matrices in the obvious way. In order to prove that a formal expression
as above defines a convergent microdifferential operator, we introduce a
microlocal version of the majorant method. The following lemma follows
immediately from (9):

Lemma 3.1. Let ϕ1, ϕ1, ϕ2, ϕ2 ∈ Md(C{x0, y0, p0}) and let α, β, µ, ν ∈ N.
Set ϕζ−µ−ν−α−β = (ϕ1ζ

−µ, ϕ2ζ
−ν)(α,β), ϕζ−µ−ν−α−β = (ϕ1ζ

−µ, ϕ2ζ
−ν)(α,β)

with ϕ,ϕ ∈ Md(C{x0, y0, p0}). If ϕ1 � ϕ1 and ϕ2 � ϕ2 then ϕ� ϕ.

The two following results are particular cases of the main result in [16]
and its proof.

Lemma 3.2. Let c1, . . . , ct be complex numbers such that 0 does not belong
to its convex hull. Let b, f ∈ C{z1, . . . , zt} be analytic functions at the origin.
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Assume that b(0) 6∈ c1N + · · ·+ ctN or b(0) = 0. There is u ∈ C{z1, . . . , zt}
solution of (

c1z1
∂

∂z1
+ · · ·+ ctzt

∂

∂zt
− b
)
u = f,(11)

if and only if f ∈ (z1, . . . , zt, b). In the former case the solution u is unique.
In the later case there is a one to one correspondence between the solutions
of (11) and the Cauchy data u(0).

Lemma 3.3. Let c1, . . . , ct be complex numbers such that 0 does not belong
to its convex hull and λ′ a complex number such that {λ′}∩(c1N+· · ·+ctN) ⊂
{0}. Then there exists an ε > 0 verifying,

|l1c1 + · · ·+ ltct − λ′| ≥ ε(l1 + · · ·+ lt), ∀l1, . . . , lt ∈ N.

Given a, b ∈ R, 0 < a < b, and c ∈ (C\R)∪]0, 1[, set P = cx0∂x0 +y0∂y0 +
(1− c)p0∂p0 and P = ax0∂x0 + by0∂y0 + (b− a)p0∂p0 .

Lemma 3.4. Given λ′ ∈ C such that {λ′} ∩ (cN + (1− c)N) ⊂ {0} there
exists δ = δ(a, b, c, λ′) > 0, such that for l ∈ N, l ≥ 1, ϕ,ϕ ∈ C{x0, y0, p0},

(P + bl)ϕ� (P + l − λ′)ϕ ⇒ ϕ� δϕ.(12)

Proof. Write

ϕ =
∑

α,β,γ≥0

ϕα,β,γx0
αy0

βp0
γ , ϕ =

∑
α,β,γ≥0

ϕα,β,γx0
αy0

βp0
γ .

The left-hand side of (12) is equivalent to say that

((α+ β + l)a+ (β + γ + l)(b− a))ϕα,β,γ

estimates

|(α+ β + l)c+ (β + γ + l)(1− c)− λ′||ϕα,β,γ |,
for all α, β, γ ≥ 0 and for all l ≥ 1. By the hypothesis on c and λ′ along
with Lemma 3.3, there is an ε > 0 such that for all α, β, γ ≥ 0 and for all
l ≥ 1,

|(α+ β + l)c+ (β + γ + l)(1− c)− λ′| ≥ ε
(
(α+ β + l) + (β + γ + l)

)
.

Choosing δ ∈ R, 0 < δ < ε/max{a, b− a},
|(α+ β + l)c+ (β + γ + l)(1− c)− λ′|

estimates

δ((α+ β + l)a+ (β + γ + l)(b− a)) > 0,

which implies the right-hand side of (12). �

In the sequel we shall denote the identity matrix of order t by It.
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Theorem 3.5. Consider the microdifferential Cauchy problem{
[ϑ′, U ]− [A0, U ]−A−1U = 0,
σ0(U)((0, dy)) = Id,

(13)

where ϑ′ = cx∂x + y∂y, c ∈ (C \ R)∪]0, 1[, A0 ∈ Md(C) and A−1 ∈
Md(EX (−1)). Assume that A0 is semisimple with eigenvalues λ′0, . . . , λ

′
d−1

verifying

{λ′i − λ′j : 0 ≤ i, j ≤ d− 1} ∩
(
cN + (1− c)N

)
⊂ {0}.(14)

Then there exists, in a neighborhood Ω of (0, dy), one and only one invertible
matrix U ∈ Md(EX (0))(Ω) solution of (13).

Proof. We can assume that A0 = diag(λ′0, . . . , λ
′
d−1) and A−1 =

∑
l≥1 alζ

−l

with al ∈ C{x0, y0, p0} for all l.
Let f = σ(ϑ′) = cxξ + yζ be the principal symbol of ϑ′ and let Hf =

c x∂x + y∂y − c p∂p − η∂η = c x0∂x0 + y0∂y0 + (1− c) p0∂p0 − ζ∂ζ = P − ζ∂ζ

be the corresponding Hamiltonian vector field. Let us find a formal series

U =
∑
l≥0

ulζ
−l, ul ∈ Md(C{x0, y0, p0}),

such that Hf (ulζ
−l)− [A0, ul]ζ−l = ωl, ∀l ≥ 0, where

ωl =
∑

ν+µ+α+β=l
µ≥1

(aµζ
−µ, uνζ

−ν)(α,β), α, β, ν, µ ∈ N.(15)

The matrices uj are solution of the system of differential equations

(P + l)ul − [A0, ul] = ωl, l ≥ 0.(16)

Since ω0 = 0, u0 = Id is the solution of (16) for l = 0 with Cauchy data
u0(0) = Id (see Lemma 3.2). Assume that l ≥ 1. Set λ′i,j = λ′i − λ′j ,
i, j = 0, . . . , d−1. Writing ul = (ul;i,j)i,j and ωl = (ωl;i,j)i,j , the system (16)
is equivalent to the system of d2 first order linear differential equations with
degenerate principal symbols

(P + l − λ′i,j)ul;i,j = ωl;i,j , i, j ∈ {0, . . . , d− 1}.(17)

It follows from (15) that ωl;i,j only depends on the entries uν;i,j for ν < l.
By the hypothesis zero does not belong to the convex hull of {c, 1− c, 1}.

Since l ≥ 1, λ′i,j − l 6= 0. By Lemma 3.2 we can find, recursively, unique
analytic functions ul;i,j , i, j = 0, . . . , d− 1, verifying (17). In order to finish
the proof of Theorem 3.5 it is enough to show that U =

∑
l≥0 ul;i,jζ

−l,
i, j ∈ {0, . . . , d−1}, is the symbol of a convergent microdifferential operator.

We denote by (e)d the matrix of type d × d with all the entries equal to
e. Notice that (e)d(e′)d = d(ee′)d. There is a convergent microdifferential
operator Q =

∑
l≥1 qlζ

−l, defined in a small neighborhood of (0, dy), such
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that (ql)d � al for all l ≥ 1 (see for instance the proof of Theorem 3.2 of
[17]). Set ϑ = ax∂x+by∂y where a, b ∈ R, 0 < a < b. Set f := σ(ϑ) = axξ+
byη. Then Hf = P − bζ∂ζ , where P = a x0∂x0 + b x0∂y0 + (b− a)p0∂p0 . Let
V =

∑
l≥0 vlζ

−l ∈ EX (0) be the unique invertible microdifferential operator
such that

V −1(ϑ−Q)V = ϑ, σ0(V )(0, dy) = 1(18)

(see Lemma 3.2 in [17]). Actually v0 = 1 is the unique solution of the
Cauchy problem with degenerate principal symbols, Pv0 = 0, v0(0) = 1,
and vl, l ≥ 1, is determined recursively by (P + bl)vl = ωl where

ωlζ
−l =

∑
ν+µ+α+β=l

µ≥1

(qµζ−µ, vνζ
−ν)(α,β).

Fix δ ∈ R, 0 < δ � 1 in conditions of Lemma 3.4 for all λ′i,j ’s. Set
ε = δ−1d. Let us prove by induction that εl(vl)d � ul for all l, that is,
(V )d � U . By the hypothesis, (v0)d = (1)d � u0 = Id. Assume that
εν(vν)d � uν for ν ≤ l − 1. Since (qµ)d � aµ, Lemma 3.1 yields∑

ν+µ+α+β=l
µ≥1

(
(qµζ−µ)d, ε

ν(vνζ
−ν)d

)(α,β)
�

∑
ν+µ+α+β=l

µ≥1

(
aµζ

−µ, uνζ
−ν
)(α,β)

.

Since ε ≥ 1, the left-hand side of the previous relation is estimated by∑
ν+µ+α+β=l

µ≥1

(
(qµζ−µ)d, ε

l−1(vνζ
−ν)d

)(α,β)
,

that equals

dεl−1

 ∑
ν+µ+α+β=l

µ≥1

(
qµζ

−µ, vνζ
−ν
)(α,β)


d

.

Therefore by definition of ωl and ωl we have dεl−1ωl � ωl;i,j for all i, j hence

dεl−1(P + bl)vl � (P + l − λ′i,j)ul;i,j ,

for all i, j ∈ {0, . . . , d− 1}. By Lemma 3.4, εlvl � ul;i,j for all i, j. �

4. Main results.

In the following we shall denote the nilpotent Jordan block of order t by Nt.

Lemma 4.1. Let α ∈ C and assume that Y ∈ Mµ×ν(C{x}[x−1]) verifies
the differential equation(

x
d

dx
− α

)
Y = Y Nν −NµY.(19)



HOLONOMIC SYSTEMS 473

Then Y = Cxα, where C ∈ Mµ×ν(C) verifies CNν−NµC = 0. In particular,
if α 6∈ Z, Y = 0.

Proof. We will identify a matrix Y = (ai,j) ∈ Mµ×ν with a family (ai,j),
i, j ∈ Z, such that ai,j = 0 if i 6∈ {0, . . . , µ−1} or j 6∈ {0, . . . , ν−1}. We will
show by recursion on t that there is a constant ct such that ai,i+t = ctx

α if
0 ≤ i ≤ µ− 1, 0 ≤ i+ t ≤ ν − 1. The statement is true for t small enough.
Let us assume that it holds for a certain t. Then(

x
d

dx
− α

)
ai,i+t+1 = ai,i+t − ai+1,i+t+1 = 0.(20)

Hence there are complex numbers ci,t+1 such that ai,i+t+1 = ci,t+1x
α. More-

over, (
x
d

dx
− α

)
ai,i+t+2 =

(
ci,t+1 − ci+1,t+1

)
xα.

Hence ci,t+1 does not depend on i. �

Theorem 4.2. Let L be a free C{x}-module of dimension k. Let ∇ be a
C-linear endomorphism of L such that

∇ (fu) = x
df

dx
u+ f∇u, f ∈ C{x}, u ∈ L.

Let p be a C{x}-linear endomorphism of L such that [∇, p] = ((n − k)/k)p
and pk = (n/k)kxn−k. There are complex numbers λi, i ∈ Z, and a system
of generators of L, ui, i ∈ Z, such that (1) holds, (u0, . . . , uk−1) is a basis
of L and

ui+k = ui, ∇ui = λiui, pui =
n

k
xαiui+1, i ∈ Z.

Proof. Let A = (ai,j) and B = (bi,j) be respectively the matrices of the
actions of ∇ and p with respect to a basis (u0, . . . , uk−1) of L. Set uj = ui

if j − i ≡ 0 (mod k), for each j ∈ Z. Since ∇(pui) = [∇, p]ui + p∇ui,
k−1∑
j=0

x
dbj,i
dx

uj +
k−1∑
j=0

bj,i

k−1∑
l=0

al,jul =
n− k

k

k−1∑
j=0

bj,iuj +
k−1∑
j=0

aj,i

k−1∑
l=0

bl,jul.

Therefore, (
x
d

dx
− n− k

k

)
B = [B,A].(21)

Assume the additional hypothesis A is constant. We can assume that A
is the direct sum of l Jordan blocks Ar of size mr and eigenvalue λr, 0 ≤
r ≤ l − 1, where 1 ≤ l ≤ k. Consider the block decomposition B = (Br,s),
0 ≤ r, s ≤ l − 1, Br,s ∈ Mmr×ms(C{x}). Let Ar = λrImr + Nmr be the
decomposition of the Jordan block Ar into semisimple and nilpotent parts.
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We get a block decomposition [B,A] = (Br,sAs −ArBr,s), Br,sAs−ArBr,s =
(λs − λr)Br,s +Br,sNms −NmrBr,s. Hence(

x
d

dx
+ λr − λs −

n− k

k

)
Br,s = Br,sNms −NmrBr,s.

By Lemma 4.1 there are matrices Cr,s ∈ Mmr×ms(C), 0 ≤ r, s ≤ l − 1, such
that

Br,s = Cr,sx
λs−λr+n−k

k .(22)

Hence Br,s = 0 or λs− λr + n−k
k ∈ Z. Since we have assumed 2 ≤ k ≤ n− 1

and (n, k) = 1,

Br,r = 0 and Br0,r1 , Br1,r2 , . . . , Brt−1,rt 6= 0 ⇒ Br0,rt = 0,(23)

for t = 2, . . . , l− 1. In particular l ≥ 2. Since Bk = (n/k)kxn−kIk, there are
integers i0, . . . , ik−1, s.t. 0 ≤ ij ≤ l−1 and Bi0,i1Bi1,i2 . . . Bik−1,i0 6= 0. If 0 ≤
r < s ≤ k−1, ir 6= is. Otherwise there would exist a constant matrix C 6= 0
s.t. Bir,ir+1 . . . Bis−1,is = x(s−r)(n−k)/kC and (s − r)(n − k)/k ∈ Z. Hence
l = k and the map j 7→ ij defines a circular permutation of {0, . . . , k − 1}.
We can assume Bj,i 6= 0 if j ≡ i + 1 (mod k), i = 0, . . . , k − 1. By (23)
Bj,i = 0 if j 6≡ i + 1 (mod k), i = 0, . . . , k − 1. Therefore A is a diagonal
matrix with eigenvalues λi, 0 ≤ i ≤ k − 1. Moreover, pui = Ci+1,ix

αiui+1,
where

αi = λi − λi+1 +
n− k

k
, i ∈ Z,(24)

and λj = λi if j ≡ i (mod) k. By Lemma 4.1, αi ∈ Z. Since (u0, . . . , uk−1)
is a basis of the C{x}-module L, αi ≥ 0. Up to a C-linear change of basis,
Ci+1,i = n/k for 0 ≤ i ≤ k − 1.

Let us prove the proposition without the additional hypothesis A is con-
stant. If the eigenvalues of A(0) do not differ by a nonzero integer we can
assume A = A(0) (see [24]) and the proposition is proved. In order to finish
the proof it is enough to show that two eigenvalues of A(0) cannot differ by a
nonzero integer. Assume otherwise. Let S be an invertible C{x}[x−1]-linear
transformation of C{x}[x−1]⊗C{x}L. We say that S is a shearing transforma-
tion if there is a C{x}[x−1]-linear decomposition C{x}[x−1]⊗C{x}L = ⊕i∈ILi

and a family of integers mi, i ∈ I, such that S|Li = xmi . Up to a shearing
transformation of C{x}[x−1]⊗C{x} L, we can assume that one of the eigen-
values of A(0) has multiplicity bigger than one and that two eigenvalues of
A(0) do not differ by a nonzero integer. Hence we can assume A = A(0).
Therefore there are i, j ∈ Z, 1 ≤ j ≤ k − 1, such that λi = λi+j . By (24),

j
n− k

k
= αi − αi+j ∈ Z.

�
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Let R denote the C-algebra

C{x, p, t1, . . . , tm−2}/
(
pk −

(n
k

)k
xn−k

)
.(25)

The derivation x∂x +((n−k)/k)p∂p of C{x, p, t1, . . . , tm−2} leaves invariant
the ideal (pk − (n/k)kxn−k), inducing a derivation ∆ of R.

Theorem 4.3. Let L be a finitely generated torsion-free R-module of rank
one. Let ∇ be a C-linear endomorphism of L such that

∇ (fu) = ∆(f)u+ f∇u, f ∈ R, u ∈ L.(26)

If ∂tj , 1 ≤ j ≤ m− 2, act on L as C-linear endomorphisms and

∂tj (fv) =
∂f

∂tj
v + f∂tjv, 1 ≤ j ≤ m− 2,(27)

for f ∈ R and v ∈ L, L is a free C{x, t1, . . . , tm−2}-module of rank k. More-
over, there is a system of generators of L, vi, i ∈ Z, and complex numbers λi,
i ∈ Z, such that (v0, . . . , vk−1) is a basis of L as a C{x, t1, . . . , tm−2}-module,
relation (1) holds and

vi+k = vi, ∇vi = λivi, pvi =
n

k
xαivi+1, ∂tjvi = 0, 1 ≤ j ≤ m− 2.

(28)

Proof. Assume in the first place that m = 2. Since L is a finitely gener-
ated R-module and R is a finitely generated C{x}-module, L is a finitely
generated C{x}-module. Since C{x} is a principal ideal domain and L is
a torsion-free C{x}-module, L is a finitely free C{x}-module. Let l be the
dimension of the C{x}-module L.

Let K be the quotient field of R. Since the rings C{x}[x−1]⊗C{x} R and
C{x}[x−1][p]/(pk − (n/k)kxn−k) are isomorphic and pk − (n/k)kxn−k is an
irreducible polynomial over the field C{x}[x−1], C{x}[x−1]⊗C{x}R is a field.
Hence

C{x}[x−1]⊗C{x} R →̃ K.(29)

Since L has rank one, K is a C{x}[x−1]-vector space of dimension k. By (29),
C{x}[x−1] ⊗C{x} L is a C{x}[x−1]-vector space of dimension k. Therefore
l = k.

The action of p on L induces a C{x}-linear endomorphism of L such that
pk = (n/k)kxn−k. Since [∇, p] = ((n − k)/k)p, the proof in the case m = 2
follows from Theorem 4.2. Let us prove the theorem when m ≥ 3.

Let (t) denote the ideal of R generated by t1, . . . , tm−2. Set L̃ = L/(t)L.
The C{x, p}-module L̃ verifies the assumptions of the theorem with m = 2.
Let vi, i ∈ Z, be a system of generators of C{x}-module L̃ in the conditions
of Theorem 4.3. Take wi ∈ L such that wi+k = wi and vi = wi + (t)L for
all i. Let M be the C{x, t1, . . . , tm−2}-module generated by the wi’s. Since
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L = M + (t)lL for all l, M = ∩l

(
M + (t)lL

)
= L (see [20], Proposition

II.1.1.3).
We will denote (25) by Rm−2. We will show by induction that w0, ..., wk−1

are linearly independent over Rq, q = 0, . . . ,m − 2. The statement is true
for q = 0. Assume that it holds for a certain q, 2 ≤ q ≤ m− 3. Assume that
there are ai ∈ Rq+1 such that

∑k−1
i=0 aiwi = 0 and some of the ai’s do not

vanish. There are a nonnegative integer l and i0 ∈ {0, . . . , k − 1} such that
ai ∈ (tq+1)l, 0 ≤ i ≤ k − 1, and ai0 6∈ (tq+1)l+1. Since L is torsion free,

k−1∑
i=0

(ai/t
l
q+1)wi = 0.

Hence
∑k−1

i=0 ((ai/t
l
q+1) + (tq+1))(wi + (tq+1)L) = 0, contradicting the induc-

tion hypothesis. Hence L is a free C{x, t1, . . . , tm−2}-module of rank k.
Let cl,j,ν ∈ C{x, t1, . . . , tm−2} such that ∂tjwl =

∑k−1
ν=0 cl,j,νwl. Given

v =
∑k−1

l=0 alwl, ∂t1 annihilates v if and only if

∂al

∂t1
+

k−1∑
ν=0

aνcν,1,l = 0, l = 0, . . . , k − 1.(30)

Let a1,0,l, . . . , a1,k−1,l ∈ C{x, t1, . . . , tm−2} be the solution of (30) with Cauchy
data a1,ν,l(0) = δν,l. Here δν,l denotes the Kronecker symbol. Replacing
wl by

∑k−1
ν=0 a1,ν,lwν , l = 0, . . . , k − 1, we can assume from the beginning

that ∂t1wl = 0 for all l. Now assume that ∂tjwl = 0 for l = 0, . . . , k − 1,
j = 1, . . . , q (q ≤ m − 3). Let cl,q+1,ν ∈ C{x, t1, . . . , tm−2} such that
∂tq+1wl =

∑k−1
ν=0 cl,q+1,νwν . Since ∂tjwl vanishes for all j = 1, . . . , q,

∂cl,q+1,ν

∂tj
= 0, l, ν = 0, . . . , k − 1, j = 1, . . . , q.

By the argument above we can replace, wl, l=0, ..., k−1, by
∑k−1

ν=0 aq+1,ν,lwν

with aq+1,ν,l ∈ C{x, tq+1, . . . , tm−2}, aq+1,ν,l(0) = δν,l. Hence we can assume
that ∂tjwl = 0 for l = 0, . . . , k − 1, j = 1, . . . ,m− 2.

There are εi, δi ∈ (t)L such that

∇wi = λiwi + εi, pwi =
n

k
xαiwi+1 + δi, 0 ≤ i ≤ k − 1.

Since ∂tjwi vanishes,

∂tjεi = ∂tj (λiwi + εi) = ∂tj (∇wi) = ∇∂tjwi = 0,

for i ∈ Z, j = 1, . . . ,m− 2. A similar argument shows that ∂tjδi = 0, i ∈ Z,
j = 1, . . . ,m− 2. �

The map that takes x into tk, p into n
k t

n−k and tj into tj for all j, identifies
the integral closure of R with the power series ring C{t, t1, . . . , tm−2}. Set
K = C{t, t1, . . . , tm−2}[t−1]. Let v : K → Z ∪ {+∞} denote the canonical
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valuation by the order of the zero in the variable t. The semigroup of R is
by definition the additive sub-semigroup Γ = (v(R) \ {+∞}) of Z. A subset
Σ of Z is called a Γ-module if Γ+Σ = Σ. Two subsets Σ1,Σ2 of Z such that
Γ + Σi = Σi are isomorphic as Γ-modules if and only if there is an integer σ
verifying Σ2 = σ + Σ1.

Given a torsion free R-module L of rank one let φ : K ⊗R L → K be
an isomorphism of K-modules. Let Σφ denote the Γ-module defined by the
intersection of Z with the image of the map L−⊗1−→K⊗RL

φ−→K v−→(Z∪{+∞}).
The set Σφ depends on φ but its isomorphism class as a Γ-module does not.
We can choose φ in a way such that the minimum of Σφ equals 0. We will
denote this set by Σ(L).

Given a family of nonnegative integers (αi), i ∈ Z, such that (3) holds,
denote by L(αi) the R-module generated by vi, i ∈ Z, with relations vi+k = vi

and pvi = n
kx

αivi+1.

Proposition 4.4. Two R-modules L(αi) and L(βi) are isomorphic if and
only if there is ν ∈ Z, 0 ≤ ν ≤ k − 1, such that αi+ν = βi for all i ∈ Z.

Proof. The if part is clear. Let us prove the only if part. We can compute
Σ(L(αi)) in the following way. Set γi = v(φ(vi)). Since vi+k = vi and
φ(vi+1) = φ(vi)φ(p)φ

(
n
kx

αi
)−1,

γi+k = γi, γi+1 = γi + n− k − kαi, i ∈ Z.(31)

Hence γi ≡ γj (mod k) if and only if i ≡ j (mod k). After performing
a translation of Z and the replacement of φ by another isomorphism from
K ⊗R L onto K, we can assume that γ0 = min{γi : i ∈ Z} = 0. Under this
assumption

γi = (n− k)i− k(α0 + · · ·+ αi−1), i ∈ Z.(32)

If w ∈ L(αi) \ {0} there are mi ∈ Z, fi ∈ K, 0 ≤ i ≤ k − 1, such that mi ≥ 0
and w =

∑k−1
i=0 x

mifivi. Since v(xmifi) is a multiple of k or v(xmifi) = +∞,
v(φ(xmifivi)) 6= v(φ(xmjfjvj)) if i 6= j. Therefore

γl = min{j ∈ Σ(L(αi)) : j ≡ (n− k)l (mod k)}.(33)

It follows from (32) and (33) that we can recover the family (αi) from
Σ(L(αi)). �

Proposition 4.5. A torsion free R-module L of rank 1 is free if and only
if Σ(L) = Γ. In particular, L(αi) is free if and only if there is one and only
one i ∈ {0, . . . , k − 1} such that αi 6= 0.

Proof. If the R module L is generated by u, Σφ is generated by an integer
l. Let u be an element of L with valuation l. Let us show that L equals Ru.
We will identify K with C{x, p, t1, . . . , tm−2}[x−1]. We will identify L with
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its image on K. If w ∈ L, there are ai ∈ C{x, t1, . . . , tm−2} \ (x) and ri ∈ Z,
0 ≤ i ≤ k − 1, such that w =

∑k−1
i=0 aip

ixriu. Hence

v(w) = v(u) + inf{(n− k)i+ kri : ai 6= 0}.

Since v(w) ∈ Σφ, ri ≥ 0. Hence w ∈ L. �

Theorem 4.6. Let X be a complex manifold of dimension m. Let Λ be
the germ at q ∈ T ∗X of an irreducible conic Lagrangian variety contained
in an involutive submanifold of T ∗X \ X of codimension m − 1. Given a
system of microdifferential equations M of multiplicity one along Λ, there
are complex numbers λi, i ∈ Z such that (1) holds and after a convenient
quantized contact transformation the germ at q ofM is isomorphic toM(λi).
Two systems M(λi) and M(µi) are isomorphic if and only if there is ν ∈
{0, . . . , k − 1}, such that

βi = αi+ν , i ∈ Z, and µ0 ≡ λν

(
mod

n

k

)
,(34)

where βi = µi − µi+1 + (n− k)/k.

Proof. Let X be a copy of Cm with coordinates (x, y, t1, . . . , tm−2). On a
neighborhood of (0, dy) the canonical 1-form θ of T ∗X equals ξdx + ηdy +∑m−2

i=1 τidti = η(dy − (pdx + q1dt1 + · · · + qm−2dtm−2)). The conormal of
the hypersurface of Cm with equation yk − xn = 0 equals the Lagrangian
variety defined by the equations

y − k

n
xp = pk −

(n
k

)k
xn−k = q1 = · · · = qm−2 = 0.(35)

Following [18], Theorem 8.3, we can assume that the support ofM equals
(35). Let N be the canonical lattice of M. The fiber at (0, dy) of OΛ(0)
equals R. Let M , N and L denote, respectively, the fibers at (0, dy) of the
sheaves M, N and N/N (−1). By Proposition 2.7 L is a finitely generated
torsion free R-module of rank one.

Since [ϑ, EX (0)] ⊂ EX (0), [ϑ, IΛ(−1)] ⊂ IΛ(−1) and (6) holds, the operator
ϑ acts on R as a derivation by

ϑ(f) = σ0([ϑ, P ]) = {σ(ϑ), σ0(P )} = Hσ(ϑ)(f),

where P ∈ EX (0) such that σ0(P ) = f . Here {·, ·} denotes the Poisson
brackets. Since

Hσ(ϑ) = x∂x +
n

k
y∂y +

n− k

k
p∂p − η∂η,

Hσ(ϑ) acts on C{x, p, t1, . . . , tm−2} as the x∂x + n−k
k p∂p-derivation. Hence ϑ

acts on R as the derivation ∆. Moreover,

[ϑ, p] = Hσ(ϑ)(p) =
n− k

k
p.
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By the regularity conditions ϑN (k) ⊂ N (k) and ∂tjN (k) ⊂ N (k) for k ∈ Z
and 1 ≤ j ≤ m − 2. If u ∈ N , v = u + N (−1), P ∈ EX (0) and f = σ0(P ),
ϑPu = [ϑ, P ]u+ Pϑu. Setting ∇ = ϑ we deduce that (26) holds. A similar
argument shows that (27) holds.

We have shown that L verifies the hypothesis of Theorem 4.3. Let vi,
i ∈ Z, be a system of generators of L verifying (28). Choose ṽi ∈ N , i ∈ Z,
such that ṽi+k = ṽi and vi = ṽi +N (−1). The ṽi’s generate the EX,(0,dy)(0)-
module N . For i ∈ Z and l = 1, . . . ,m− 2, set

ωi,l = ∂tl ṽi, ωi = (∂x∂
−1
y )ṽi −

(
−n
k

)
xαi ṽi+1.

By the microdifferential Cauchy Theorem I. 6.1.1 of [20] we can assume that
ωi,l = 0 for i ∈ Z, l = 1, . . . ,m − 2. l ≥ 0 N (−l) = EX,(0,dy)(−l)N . We will
show that ωi ∈ N (−l) for all l ≥ 1, i ∈ Z. We know that ωi ∈ N (−1) for all
i. Assume that ωi ∈ N (−l). Since L is a free C{x, t1, . . . , tm−2}-module of
rank k, there are ai,j ∈ C{x, t1, . . . , tm−2}, $i ∈ N (−l − 1) such that

ωi =
k−1∑
j=0

ai,j∂
−l
y ṽj +$i.

Since ∂tsωi =
∑k−1

j=0(∂ai,j/∂ts)∂−l
y ṽj + ∂ts$i vanishes for all s, ai,j lies in

C{x} for all i, j. In one hand there is $′
i ∈ N (−l − 1) such that

ϑωi =
(
∂x∂

−1
y

)(
λi +

n− k

k

)
ṽi −

(
−n
k

)
xαi (λi+1 + αi) ṽi+1(36)

=
(
λi +

n− k

k

)(
(∂x∂

−1
y )ṽi −

(
−n
k

)
xαi ṽi+1

)
=
(
λi +

n− k

k

)k−1∑
j=0

ai,j∂
−l
y ṽj

+$′
i.

On the other hand there is $′′
i ∈ N (−l − 1) such that

ϑωi =
k−1∑
j=0

(
x
∂

∂x
+
n

k
l + λi

)
ai,j∂

−l
y ṽj +$′′

i .(37)

It follows from (36) and (37) that ai,j ∈ C{x} is annihilated by the differen-
tial operator x ∂

∂x + 1 + n(l−1)
k . Hence ai,j vanishes for all i, j. This implies

that ωi ∈ N (−l − 1).
We can assume that α−1 6= 0. Let ι : Z → {i : αi−1 6= 0} be the unique

increasing bijection verifying ι(0) = 0. For s ∈ Z set ms = ι(s + 1) − ι(s),
βs = αι(s+1)−1 and λ′s = (k/n)λι(s). Set d = #{i + kZ : αi−1 6= 0}. Then
ms+d = ms, βs+d = βs,

∑d−1
s=0 ms = k,

∑d−1
s=0 βs = n − k and λ′s+1 − λ′s =
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(1/n)((n− k)ms − kβs). Since ωi vanish for all i, the EX,(0,dy)(0)-module N
is generated by ṽι(s), s ∈ Z. Moreover, for s ∈ Z, l = 1, . . . ,m− 2,

(∂x∂
−1
y )ms ṽι(s) =

(
−n
k

)ms

xβs ṽι(s+1), ∂tl ṽι(s) = 0.(38)

Let us prove that ϑ is given by a diagonal matrix with respect to a convenient
system of generators of the EX,(0,dy)(0)-module N . Set ϑ′ = (k/n)ϑ. Then
(ϑ′ − λ′s) ṽι(s) ∈ N (−1) for all s. Let A0 be the matrix diag(λ′0, . . . , λ

′
d−1).

There is a matrix A−1 ∈ Md(EX (−1)) such that (ϑ′ − A0 − A−1)ṽι(s) = 0.
If d = 1 we can assume, by Lemma 8.8 of [18] (or Theorem 3.1 of [17]),
that A−1 vanishes. Assume that d > 1. By construction 1 ≤ ms ≤ k − 1,
1 ≤ βs ≤ n− k − 1,

∑d−1
s=0 ms = k,

∑d−1
s=0 βs = n− k. Since

λ′s+l − λ′s =
1
n

(n− k)
s+l−1∑
j=s

mj − k
s+l−1∑
j=s

βj

 , 0 ≤ l ≤ d− 1,

|λ′s+l−λ′s| ∈ (1/n)(kN+(n−k)N) if and only if l = 0 (see [3], Lemma 10). By
Theorem 3.5 we can assume that A−1 vanishes. For i ∈ Z, ι(s) ≤ i < ι(s+1),
set ui =

(
−∂x∂

−1
y

)i−ι(s)
ṽι(s). The EX,(0,dy)-module M is generated by ui,

i ∈ Z, and verifies the relations (1) and (2).
Let us prove the second statement of the theorem.
By Theorem 2.5 the restriction of M(λi) to the regular locus of Λ has

simple characteristics. We are going to compute the degree of homogeneity
of the principal symbol of this restriction (see §3 of [18] for details).

We will identify the regular locus of Λ with C∗ × C∗ × Cm−2 by the
parametrization γ : C∗ × C∗ × Cm−2 → Λ given by

γ(t, τ, t1, . . . , tm−2) = (tk, tn, t1, . . . , tm−2;−(n/k)tn−kτ, τ, 0, . . . , 0).(39)

We have
t∂t = kx∂x + ny∂y + (n− k)ξ∂ξ

τ∂τ = ξ∂ξ + η∂η.

Set u = u0, λ = λ0 and set, for x 6= 0,

P = kx∂x + ny∂y − kλ,

Q = xn−k

(
k∏

i=1

(
x−αk−i∂x

)
−
(
−n
k

)k
∂k

y

)
.

It follows from (2) that, outside of {x = 0}, the differential operators P , Q
and ∂tj , j = 1, . . . ,m− 2, annihilate u. Set α =

∑k−2
j=0

∑j
i=0 αi. Then

σk(Q) = ξk −
(
−n
k

)k
xn−kηk, σk−1(Q) = −α

x
ξk−1.
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The principal symbol of u is a solution of the homogeneous system defined
by the operators

L̃P = t∂t − nτ∂τ − kλ+
1
2
(1− k)− n

L̃Q =
ξk−1

x

(
t∂t − α+

1
2
(n− k − 1)(k − 1)

)
.

Therefore the degree of homogeneity of the principal symbol of u equals

1
n

(
α− λk − 1

2
(n− k)(k − 1)

)
(mod Z),

that is, equals,

− 1
n

k−1∑
i=0

λi (mod Z).

Actually,

k−1∑
i=0

λi = kλ0 − α+
n− k

k

k−1∑
i=1

i = kλ0 − α+
(n− k)(k − 1)

2
.

By Theorem 4.1 of [8] the congruence class (modulo Z) of the degree of
homogeneity of the section u 6= 0 determines the structure of the restriction
of M(λi) to the regular locus of Λ. Hence this congruence class does not
depend on the choice of the generator u. Therefore, if M(λi) 'M(µi),

α− kλ0 ≡ β − kµ0 (mod nZ),(40)

where β =
∑k−2

j=0

∑j
i=0 βi. The module N =

∑
i EX (0)ui satisfies the con-

ditions of Theorem 2.3. Therefore the R-module canonically associated by
Theorem 2.3 to the system M(λi) equals the R-module L(αi) introduced in
Proposition 4.4. By Theorem 2.3 the R-modules L(αi) and L(βi) are isomor-
phic. By Proposition 4.4 we can assume that there is a ν ∈ Z, 0 ≤ ν ≤ k−1,
such that βi = αi+ν for all i ∈ Z. Notice that

k−2∑
j=0

j∑
i=0

(αi+ν − αi) = ν(n− k)− k

ν−1∑
i=0

αi = k(λν − λ0).(41)

By the previous relation along with (40), µ0 − λν ≡ 0
(
mod n

k

)
.

Conversely, assume that βi = αi+ν and µ0 = λν + lnk . The inner auto-
morphism of EX , R 7→ ∂−l

y R∂l
y, changes ϑ − µi into ϑ − λi for all i. Hence

M(λi) 'M(µi). �
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5. D-modules.

Let Λ be a germ at a point q ∈ T ∗X \ T ∗XX of a conic Lagrangian variety
in generic position. Let L be a germ at π(q) of a coherent DX -module with
characteristic variety contained in the union of Λ with the zero section. We
say that L belongs to the category Hol(Λ,D) if each germ at π(q) of a
vector field ω such that σ(ω)(q) 6= 0 induces an isomorphism of complex
vector spaces u : Lπ(q) → Lπ(q). Here σ(ω)(q) denotes the principal symbol
of the differential operator ω. Let Hol(Λ, E) denote the category of germs
at q of coherent EX -modules with characteristic variety contained in Λ.

Theorem 5.1 (See [2], Theorem 8.6.19). The functor µq : Hol(Λ,D) →
Hol(Λ, E), defined by µp (L) = EX,q ⊗DX,π(q)

L, is an equivalence of cate-
gories. Its quasi-inverse is the base change functor associated to the inclu-
sion morphism DX,π(q) ↪→ EX,q.

Given a ring R and ε ∈ R, we use Pochhammer’s notation

(ε)j = ε(ε+ 1) . . . (ε+ j − 1).

Theorem 5.2. Let k, n be integers such that 2 ≤ k ≤ n− 1 and (k, n) = 1.
Let L be the germ at the origin of a coherent DCm-module with characteristic
variety equal to the union of the conormal of the hypersurface yk = xn with
the zero section. Then L has multiplicity one along the conormal of yk = xn

and

∂y : L0 → L0(42)

is an isomorphism of complex vector spaces if and only if there are nonneg-
ative integers αi, i ∈ Z, and complex numbers λi, i ∈ Z, such that L is
isomorphic to L(λi) and

λi 6∈
n

k
{−1,−2, . . . }, 0 ≤ i ≤ k − 1.(43)

Proof. Let us show that Condition (43) is necessary. By Theorem 8.6.19
of [2] and Theorem 4.6, L is isomorphic to some D-module L(λi). Set q =
(0, dy) ∈ T ∗Cm. Set t = (t1, . . . , tm−2). It follows from (2) that

y∂yul =
k

n
λlul + xαl+1∂yul+1, ∂tjul = 0,(44)

l = 0, . . . , k− 1, j = 1, . . . ,m− 2. It follows from (44) and (2) that we have
an isomorphism of complex vector spaces(

L(λi)

)
0
∼=

k−1⊕
i=0

(C{x, t}[∂y]⊕ yC{x, y, t})ui.(45)

Set V = ⊕k−1
l=0 (C{x, t}[∂y]⊕ yC{x, t}[y])ul. Set δl,i = i+ αl + · · ·+ αl+i−1,

0 ≤ l ≤ k − 1, i ≥ 0. Assume that (42) is injective. We will show by
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induction in r that λl 6∈ (n/k){−1,−2, . . . ,−r}. Set

Qj,l = xδl,j+1ul+j+1 +
j∑

i=1

k
λl+i

n
xδl,iRj−i,l+i,(46)

Rj,l =
(
k
λl

n
+ j + 1

)−1 (
yj+1ul −Qj,l

)
,(47)

for 0 ≤ l ≤ k − 1, 0 ≤ j ≤ r. Since

∂y

(
yr+1ul −Qr,l

)
=
(
k
λl

n
+ r + 1

)
yrul(48)

and Qr,l is a C{x, t}-linear combination of yjul, 0 ≤ j ≤ r, 0 ≤ l ≤ k − 1,

k
λl

n
+ r + 1 6= 0.

Hence we can define Rr+1,l and Qr+1,l and iterate the procedure.
Assume that (43) holds. We can show by induction in s ∈ N that there

are complex numbers bl,r,s such that

(∂yy)s ul =
(
k
λl

n
+ 1
)

s

ul +
s∑

r=1

bl,r,sx
δl,r∂r

yul+r.(49)

Since (∂yy)s = (∂y)
s ys,(

k
λl

n
+ 1
)

s

∂−s
y ul = ysul −

s∑
r=1

bl,r,sx
δl,r∂r−s

y ul+r.(50)

By (43) there are complex numbers al,r,s such that

∂−s
y ul =

s∑
r=0

al,r,sx
δl,rys−rul+r.(51)

Let W−s, s ∈ N, be the C{x, y, t}-submodule of ⊕k−1
l=0 C{x, y, t}ul generated

by ∂−s
y ul, l = 0, . . . , k − 1. Let V−s, s ∈ N, be the C{x, t}[y]-submodule of

V generated by ∂−s
y ul, l = 0, . . . , k − 1. By (51),

k−1⊕
l=0

ECm,q(−s)ul ⊂W−s +
k−1⊕
l=0

ECm,q(−s− 1)ul,

for all s ≥ 0. Hence
k−1⊕
l=0

ECm,q(−s)ul ⊂W0 +
k−1⊕
l=0

ECm,q(−s)ul,
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for all s ≥ 0. By Proposition II.1.1.3 of [20],
k−1⊕
l=0

C{x, y, t}ul =
k−1⊕
l=0

ECm,q(0)ul.

Hence the inclusion (
L(λi)

)
0
↪→
(
M(λi)

)
q

(52)

is surjective. Let Φ denote the C{x, t}-linear endomorphism of V defined
by Φ(∂j+1

y ul) = ∂j
yul, Φ(yjul) = Rj,l, j ≥ 0. Notice that (42) induces a

C{x, t}-linear endomorphism of V . Moreover,

∂yV−s ⊂ V−s+1, ∂yW−s ⊂W−s+1 and Φ(V−s) ⊂ V−s−1.(53)

By (48), Φ(∂yy
j+1ul) =

= Φ
(
∂yQj,l +

(
k
λl

n
+ j + 1

)
yjul

)
= Φ

(
∂y

(
xδl,j+1ul+j+1 +

j∑
i=1

k
λl+i

n
xδl,iRj−i,l+i)

)
+
(
k
λl

n
+ j + 1

)
yjul

)

= xδl,j+1ul+j+1 +
j∑

i=1

k
λl+i

n
xδl,iRj−i,l+i + yj+1ul −Qj,l

= yj+1ul.

Therefore the kernel of (42) is contained in W−s for all s. Hence (42) is
injective. By (53) and (47) ∂yΦ(yjul) = yjul for 0 ≤ l ≤ k−1, j ≥ 0. Hence
∂yL0 +W−s = L0 for all s. By Proposition II.1.1.3 of [20], (42) is surjective.
The result follows from Theorem 5.1. �

The higher hypergeometric series was introduced by Thomae (cf. [23]) as
the series

kFk−1(ε0, . . . , εk−1, θ0, . . . , θk−2 | z) =
∞∑

j=0

(ε0)j . . . (εk−1)jz
j

(θ0)j . . . (θk−2)jj!
.

Set δz = z d
dz . Given α̃ = (α̃i) , β̃ = (β̃i), i = 0, . . . , k − 1, set

D(α̃, β̃) = (δz + β̃0 − 1) . . . (δz + β̃k−1 − 1)− z(δz + α̃0) . . . (δz + α̃k−1).

If the β̃i’s are distinct modulo Z then k independent solutions of D(α̃, β̃)ϕ =
0 are given by

z1−eβi
kFk−1(1 + α̃0 − β̃i, . . . , 1 + α̃k−1 − β̃i, 1 + β̃0 − β̃i, ˇ. . ., 1 + β̃k−1 − β̃i|z)

for i = 0, . . . , k − 1. Here ˇ. . . denotes the omission of 1 + β̃i − β̃i. Levelt
computed the monodromy of the equations above (see [11], [1]).
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For i, j = 0, . . . , k−1, set α̃j =
(∑

0≤l≤j−1 αl + j
)
/n, β̃j−1 = λ/n−j/k,

εi,j = 1 + α̃j − β̃i and θi,j = 1 + β̃j − β̃i.

Theorem 5.3. We have k independent solutions of L(λi) given by the ana-
lytic continuations of

yλ0
k
n

(
yk

xn

)1−eβi

kFk−1

(
εi,0, . . . , εi,k−1, θi,0, . . . , θ̌i,i, . . . , θi,k−1

∣∣∣ yk

xn

)
,

for i = 0, . . . , k − 1.

Proof. Set λ = λ0, u = u0 and v(x, y) = y−λ k
nu(x, y). Since ϑv = 0, v is

constant along the integral curves of ϑ, that is, along the fibers of the map
Φ : C2\{(0, 0)} → P1 defined by γ(x, y) = (xn : yk). Since v is a multivalued
holomorphic function ramified along xy(yk−xn) = 0, there is a multivalued
holomorphic function ϕ on P1, ramified along 0, 1,∞, such that v = ϕ ◦ Φ.
Hence,

u(x, y) = yλ k
nϕ

(
yk

xn

)
.

Set δx = x∂x and δy = y∂y. Notice that

δxϕ

(
yk

xn

)
= −n(δzϕ)

(
yk

xn

)
, δyϕ

(
yk

xn

)
= k(δzϕ)

(
yk

xn

)
.

Since δxui = −(n/k)xαi+1∂yui+1, yk

xn

k−2∏
j=0

(
δx −

j∑
i=0

αi − j − 1

)
δx −

(
−n
k

)k
yk∂k

y

u = 0,

hence,k−1∏
j=0

(
δz −

j

k
+
λ

n

)
− zδz

k−2∏
j=0

(
δz +

1
n

j∑
i=0

(αi + j + 1)

)ϕ = 0.

Therefore D(α̃, β̃)ϕ = 0. �
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