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The purpose of this paper is to introduce a variant of the
geometric collapsing theory for Riemannian manifolds con-
tained in the joint work of J. Cheeger, K. Fukaya and M.
Gromov (henceforth called the “C-F-G-theory”). The au-
thors make important use of this variant geometric collapsing
theory in Farrell and Jones, 1998(2), to develop a theory for
collapsing foliated Riemannian manifolds and then to prove
topological rigidity for certain aspherical manifolds in Farrell
and Jones, 1998(1).

0. Introduction.

Cheeger-Fukaya-Gromov have developed in [4] and in their earlier papers [5],
[6], [10] and [11] a theory of “collapsing” Riemannian manifolds (henceforth
referred to as the C-F-G-theory). The purpose of this paper is to introduce
a variant of the C-F-G-theory which is needed by the authors in [9] for
developing their theory of “collapsing” foliated Riemannian manifolds, and
in [8] for proving topological rigidity for A-regular complete non-positively
curved Riemannian manifolds of dimension greater than four.

Recall that a Riemannian manifold (M, g) is said to be A-regular for some
sequence of positive numbers A = {Ai} if we have that

(0.0) |OiR| ≤ Ai
for all i, where the indices i vary over all the natural numbers and OiR is the
i-th covariant derivative of the curvature tensor (cf. [4, p. 334]). Note that
the 0-th condition means that the sectional curvature values are pinched; i.e.,
bounded away from ±∞. The C-F-G-theory, as well as its variant developed
in this paper, both apply to any complete A-regular Riemannian manifold
(M, g). In the rest of this paper we shall always assume that (M, g) is a
complete A-regular Riemannian manifold.

The main results of C-F-G-theory are reviewed in Appendix 2 below
(cf. A.2.2 and A.2.3). These results tell us that each sufficiently small piece
of a complete A-regular Riemannian manifold (M, g) has a neighborhood in
M denoted by V which is equal to the orbit space Λ\V̂ of a free and prop-
erly discontinuous group action Λ× V̂ → V̂ by isometries; the Riemannian
manifold V̂ (which is just a covering space of V ) has injectivity radius at all
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points greater than δ, where δ > 0 depends only on the {Ai} and dim M ;
and the action Λ× V̂ → V̂ extends to an effective group action H × V̂ → V̂
by a Lie group H which is both virtually connected and virtually nilpotent,
and which contains Λ as a co-compact discrete subgroup.

In the remainder of this section we will formulate the main results of this
paper (cf. Theorems 0.3 and 0.5 below); and give a brief outline of the paper.

In 0.1-0.3 below let r : U → B denote a smooth mapping from a subman-
ifold U ⊂M (with ∂U = φ) onto a Riemannian manifold (B, gB).

0.1. The curvature K(r;M). We let K(r;M) denote the glb (greatest
lower bound) of all numbers σ > 0 which satisfy the following properties for
any smooth path f : [0, 1]→ U :

(a) Θ(TUf(1), Pf (TUf(0))) < σ(length(f));
(b) ‖Drf(1) − Pf (Drf(0))‖ < σ(length(f)).

Here Θ(V,W ) denotes the angular distance between planes V and W (i.e.,
the maximum of the angular distance from each vector of V to W and from
each vector of W to V ); and Pf denotes parallel translation along f in (M, g)
in Part (a). In Part (b) Pf (Drf(0)) is defined to be the composite map

Pr◦f ◦Drf(0) ◦ π ◦ Pf : TUf(1) → TBr◦f(1),

where Pf is a parallel translation in (M, g) along the path f(t) = f(1− t),
and π : TMf(0) → TUf(0) is orthogonal projection, and Pr◦f denotes parallel
translation along r ◦ f in (B, gB). Note that K(r;M) depends on U and
(B, g) as well as on r and (M, g).

0.2. Infranil cores. An infranil core for (M, g) consists of a smooth sub-
manifold U ⊂M with empty boundary, Riemannian manifold (B, gB), and
a smooth bundle projection r : U → B, such that the following properties
hold:

0.2.1. (a) The fibers of r are infranil manifolds; in particular they are closed
aspherical manifolds with π1 an infranil group. (Recall that an “infranil
manifold” is a double coset space Γ\G/K where G is a Lie group which is
both virtually connected and virtually nilpotent, K is a maximal compact
subgroup and Γ is a torsion free, co-compact, discrete subgroup of G.)

(b) B is an open ball centered at the origin of some Euclidean space Rn;
and gB is the Euclidean metric.

(c) U ⊂ M has a well-defined tubular neighborhood E of radius equal
radius(B). That is the exponential map exp : T⊥δ (U)→M is a smooth em-
bedding with image equal E, where δ = radius(B) and where T⊥δ U denotes
the set of all v ∈ TM|U which are perpendicular to U and which satisfy
|v| < δ.

The radius of an infranil core r is defined to be the radius of B if B 6=
point. If B = point, then the radius of r is a fixed number δ > 0 such that
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U has a well-defined tubular neighborhood in M of radius δ (as described
in 0.2.1(c)).

Remark 0.2.1.1. In the preceding definition of “infranil core”, by the
boundary of U we mean the manifold boundary. So typically U is a non-
compact manifold without manifold boundary. The closure of U in M ,
denoted C(U), is typically a compact manifold with boundary; and the map
r : U → B typically extends to a fiber bundle map C(U) → C(B) where
C(B) denotes the closure of B in Rn.

Example 0.2.1.2. Let the double coset space Γ\G/K denote an infranil
manifold. Let h : Γ→ O(k) denote a representation for Γ into the group of
orthogonal transformations of Rk; and let Γ× (G/K)×Rk → (G/K)×Rk

denote the diagonal action. Set

M = (Γ\(G/K)×Rk)×Rl and U = (Γ\(G/K)× 0)×Bl

where Bl denotes the open ball of radius δ > 0 centered at the origin of Rl.
Define

r : U → B

to be the standard projection (Γ\(G/K)× 0)× Bl → Bl. Then r : U → B
is an infranil core for (M, g) having radius δ for any Riemannian metric g
on M with respect to which U has a tubular neighborhood of radius δ in
(M, g) (cf. 0.2.1(c)). (In Remark 0.2.2.1 below we construct such a metric
g.)

Now let r : U → B denote an arbitrary infranil core for (M, g) of radius
δ. We shall say that r : U → B is (ε, θ)-rigid, for numbers ε, θ > 0, if the
following properties hold:

0.2.2. (a) K(r;M) ≤ ε(δ−1).
(b) diameter(r−1(x)) < εδ, for all x ∈ B. (This refers to the diameter of

the manifold r−1(x) with respect to its Riemannian metric inherited from
(M, g).)

(c) For any w ∈ TU which is perpendicular to the fibers of r we have that

(1− ε)|w| ≤ |Dr(w)| ≤ (1 + ε)|w|.

(d) For each v ∈ TM|U which is perpendicular to U there is a smooth path
f : [0, 1]→ U , which starts and ends at the foot of v, and which satisfies

length(f) < εδ and θ < Θ(v, Pf (v)).

Here Θ(v, Pf (v)) denotes the angular distance between vectors, and Pf de-
notes parallel translation in (M, g) along f .



4 F.T. FARRELL AND L.E. JONES

Remark 0.2.2.1. The question arises as to when the example constructed
in 0.2.1.2 is (ε, θ)-rigid? To answer this we first construct a specific Rie-
mannian metric g on the manifold M = (Γ\(G/K) ×Rk) ×Rl of 0.2.1.2.
Let 〈 , 〉G/K denote any Riemannian metric on G/K with respect to which
Γ × (G/K) → G/K is an action by isometries; and let 〈 , 〉Rk and 〈 , 〉Rl

denote the Euclidean metrics on Rk and Rl. Define a Riemannian metric g
on M to be the quotient of the product of 〈 , 〉G/K and 〈 , 〉Rk and 〈 , 〉Rl .
Note that (with respect to the metric g just constructed) we have that

K(r;M) = 0;

so Property 0.2.2(a) holds. Property 0.2.2(b) will hold iff

diameter(Γ\G/K) < εδ

with respect to the metric induced on Γ\G/K by 〈 , 〉G/K . By construction
we have that

|Dr(w)| = |w|
for any vector w ∈ TU which is perpendicular to the fibers of r; so Property
0.2.2(c) holds. Finally, we note that Property 0.2.2(d) holds iff for each v ∈
Rk and each x ∈ G/K there is g ∈ Γ, and a smooth path p : [0, 1] → G/K
which starts at x and ends at g(x), which satisfy

length(p) < εδ and θ < Θ(v, h(g)(v)).

Here length(p) is measured with respect to 〈 , 〉G/K , h : Γ → O(k) is the
representation of Γ given in 0.2.1.2, and Θ( , ) is the angular distance in
Rk.

Existence Theorem 0.3. There is an integer η > 0 and a number θ ∈
(0, 1) which depend only on dim M . For any given ε ∈ (0, 1) there is an
arbitrarily small decreasing sequence of positive numbers δ1 > δ2 > δ3 > . . .
having arbitrarily small quotients δj/εδj−1; each δj depends only on j, ε,
dim M , {δ1, δ2, . . . , δj−1} and the A = {Ai} of (0.0). There is, for each
integer n ≥ 0 and for each p ∈ M , an infranil core r : U → B for (M, g)
and a point p′ ∈ U which satisfy the following properties:

(a) The radius of r is equal δc for some c ∈ (n, n+ η); c depends on p as
well as on n.

(b) r is (ε, θ)-rigid.
(c) d(p, p′) < εδc and |r(p′)| = 0.

Remark 0.3.1. U may be thought of as a stratum of lowest dimension
provided by the C-F-G-theory for collapsing a small piece of M ; U is “col-
lapsed” along the fibers of r : U → B. This idea will be made precise when
Theorem 0.3 is proven in §3 below. Note that for some p ∈ M there might
not be any collapsing at all: If the radius of injectivity at p is greater than
δ1 then we may choose U to be the open ball of radius δn centered at p in
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M , B to be the open ball of radius δn centered at the origin in TMp and
r : U → B to be the inverse of the exponential map.

Remark 0.3.2. The role of the integer n in Theorem 0.3 is not very ap-
parent; it becomes more apparent when the authors apply Theorem 0.3 in
reference [9]. The reader should try to understand Theorem 0.3 and its
proof for the special case n = 0; the general case n ≥ 0 is handled in the
same way.

0.4. Thickened infranil cores. Let r : U → B denote an (ε, θ)-rigid
infranil core of radius δ > 0. Note that Property 0.2.1(c) assures us that U
has a well-defined open tubular neighborhood E of radius δ in (M, g) and
that the orthogonal projection ρ : E → U is a well-defined bundle projection
map. (The orthogonal projection ρ : E → U is just the composite of the
usual fiber bundle projection T⊥δ (U) → U with exp−1 : E → T⊥δ (U) of
0.2.1(c).) Define s : E → B to be the composite r ◦ ρ; and define t : E → R
by t(x) = d(x, ρ(x)) for all x ∈ E. The pair of maps (s, t) represent a
thickened infranil core of diameter δ which is the “thickening” for the infranil
core r. For each δ′ ∈ (0, δ] we let B(δ′) denote the open ball of radius δ′

centered at the origin of B, and we set

E(δ′) = s−1(B(δ′)) ∩ t−1([0, δ′)) and U(δ′) = r−1(B(δ′)).

Comparison Theorem 0.5. Given θ > 0 we let ε, δ > 0 denote sufficiently
small numbers, where how small is sufficient depends only on θ, dim M and
on the numbers A = {Ai} of (0.0) above. Let ri : Ui → Bi, i = 1, 2,
denote (ε, θ)-rigid infranil cores both of radius δ. If E1(δ/9) ∩ E2(δ/9) 6= φ
then there is an isometry I : Rk → Rk (where k = dimB1) such that the
following properties hold for each x ∈ E1 ∩ E2:

(a) dimU1 = dimU2 and B1 = B2.
(b) |t1(x)− t2(x)| < O(ε)δ.
(c) |I ◦ s1(x)− s2(x)| < O(ε)δ.

Remark 0.5.1. The notation “O(ε)” appearing in the inequalities of 0.5(b)
and (c) means that there is a C∞-function g : R→ R with g(0) = 0, which
is independent of the infranil cores r1, r2 and of the numbers ε, δ, such that
when O(ε) is replaced by the number |g(ε)| then the resulting inequality is
actually true.

Remark 0.5.2. Suppose that all the hypotheses of Theorem 0.5 are still
in effect. Then Properties 0.5(a)-(c) are equivalent to the following three
properties. For each x ∈ U2 ∩ E1 let fx : [0, 1] → ρ−1

1 (ρ1(x)) denote the
geodesic with fx(0) = x, fx(1) = ρ1(x); and let Gi denote the foliation of Ui
by the fibers of ri.

(a) length (fx) < O(ε)δ.
(b) Θ(Pfx(TU2|x), TU1|ρ1(x)) < O(ε).
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(c) Θ(Pfx(TG2|x), TG1|ρ1(x)) < O(ε).

This remark will be proven in Section 1.

This completes the statement of our main results of this paper.
The paper is organized as follows:
§1: In this section we focus on the Comparison Theorem proving Theorem

0.5 and Remark 0.5.2.
§2: In this section we formulate and prove a number of geometric lemmas

which will be used in the proof of Theorem 0.3. These lemmas concern
the isometric actions of connected nilpotent Lie groups which have “local
angle control” (cf. 2.1). Lemma 2.8 describes the properties of 1-parameter
subgroups of Lie groups which act with local control on themselves.
§3: In this section we complete the proof of Theorem 0.3. We begin with

a local collapsing structure for M near the point p (of 0.3) which is provided
by C-F-G-theory [4]. We then use the lemmas of §2 to modify this collapsing
structure so that we have better geometric control over the modified one;
now the desired infranil core U of 0.3 is taken to be the “thrice repeating
layer” of this modified collapsing structure (cf. 3.5.1).

We have also included two appendices at the end of this paper. In Ap-
pendix 1 we discuss A-regularity of a Riemannian manifold (M, g) in terms
of local (normal) coordinate systems for M ; these results are used both in
§1 and §3 of this paper. It is recommended that this appendix be consulted
before reading Section 1. In Appendix 2 we formulate the results from C-
F-G-theory (cf. [4]) which are needed to prove Theorem 0.3 in §3 of this
paper. In particular we prove Theorems A.2.3 and A.2.5 which describe the
group action on the fibration of orthonormal frames. This appendix is best
read after reading §1 and §2 and before reading §3.

1. Proof of Theorem 0.5 and Remark 0.5.2.

It is recommended that the reader consult Appendix 1 before reading this
section.

Proof of Remark 0.5.2. We leave as an exercise for the reader to check that
Properties 0.5(a)-(c) (together with (ε, θ)-rigidity for r1, r2, and the inequal-
ity E1(δ/9) ∩ E2(δ/9) 6= φ) imply Properties 0.5.2(a)-(c).

To see that Properties 0.5.2(a)-(c) (together with (ε, θ)-rigidity for r1, r2,
and the inequality E1(δ/9) ∩ E2(δ/9) 6= φ) imply Properties 0.5(a)-(c) we
argue as follows: First note that 0.5(b), and the first equality of 0.5(a),
follow immediately from 0.5.2(a) and (b). The second equality of 0.5(a) is
equivalent to dim B1 = dim B2 (since r1 and r2 are assumed to have the
same radius); and this last equality follows from 0.5.2(a)-(c) applied at any
x ∈ r−1

1 (0).
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Towards verifying Property 0.5(c) we first need a candidate for the isom-
etry I : Rk → Rk of 0.5(c). Choose q ∈ r−1

1 (0), and let V ⊂ T (U1)q denote
the subspace of all vectors which are perpendicular to r−1

1 (0) at q. Note that
it follows from 0.2.2 (as applied to r1) that Dr1 : V → T (B1)0 is a linear
isomorphism which satisfies

(i) (1− ε)|v| ≤ |Dr1(v)| ≤ (1 + ε)|v|
for all v ∈ V . It follows from 0.5.2(a)-(c), and from 0.2.2 (as applied to r2),
and from the inequality E1(δ/9) ∩ E2(δ/9) 6= φ, that Ds2 : V → T (B2)s2(q)

is a linear isomorphism which satisfies
(ii) (1−O(ε))|v| ≤ |Ds2(v)| ≤ (1 +O(ε))|v|

for all v ∈ V . (In verifying this last inequality the reader should recall that
δ > 0 is chosen small relative to the {Ai} of (0.0).) Recall that B1 = B2

(cf. 0.5(a)), and that B1 is an open ball of radius δ centered at the origin
of Rk; in what follows we will identify T (B1)0 with Rk via the Euclidean
exponential map, and we shall identify T (B2)s2(q) with T (B1)0 via Euclidean
parallel translation. Then it follows from (i) and (ii) that we may choose a
linear isometry L : Rk → Rk so that
(iii) ‖L−Ds2 ◦ (Dr1 | V )−1‖ < O(ε).

Now we define an isometry I : Rk → Rk as follows:
(iv) I(0) = s2(q) and DI = L.

Note that it follows from (i)-(iv) (see also 0.5.2(a)-(c)) that:
(v) I ◦ s1(q) = s2(q) and ‖D(I ◦ s1)q −D(s2)q‖ < O(ε).

Recall that K(s : M, δ) is defined preceding the statement of Theorem A.1.6
in Appendix 1. By applying Theorem A.1.6 (from the Appendix) to both
s1 and s2 we may deduce that
(vi) K(s1;M, δ) < O(ε)δ−1 for i = 1, 2.

Now Property 1.5(c) follows directly from (v) and (vi).
This completes the Proof of Remark 0.5.2. �

Proof of Theorem 0.5. Let f : Rm → M denote a map which is just the
composition of a linear isometry Rm → TMq1 with the exponential map
exp : TM → M , where q1 ∈ r−1

1 (0). We note that for δ > 0 sufficiently
small the restricted map f : Bm

10δ → M is a smooth immersion, where for
any x > 0 we let Bm

x denote the open ball of radius x centered at the origin
of Rm. (How small is sufficient for δ here depends only on the dim M ,
A = {Ai}; see Corollary A.1.2 in Appendix 1 for further details.) For each
i = 1, 2 we set

Ûi = f−1(Ui) ∩Bm
10δ and Ĝi = f−1(Gi) ∩Bm

10δ.

Note that Properties 0.5(a)-(c) follow immediately from 0.2.2(a)-(c) (as ap-
plied to each of r1, r2), from 0.5.2, and from the following claim: In the
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following claim the manifold Bm
10δ is equipped with the Riemannian struc-

ture f∗(g), and we denote by Pu( ) the parallel translation along a path
u : [0, 1]→ Bm

10δ with respect to f∗(g), and we denote by Θ( , ) the angular
distance with respect to f∗(g).

Claim 1.1. For each x ∈ Û2 ∩Bm
2δ there is a smooth path u : [0, 1]→ Bm

10δ,
with u(1) ∈ Û1 and u(0) = x, so that (a) (b) and (c) hold:

(a) length(u) < O(ε)δ.
(b) Θ(T Û1|u(1), Pu(T Û2|u(0))) < O(ε).
(c) Θ(T Ĝ1|u(1), Pu(T Ĝ2|u(0))) < O(ε).

By the hypothesis of 0.5 (that E1(δ/9) ∩ E2(δ/9) 6= φ), and since the
Euclidean metric on Bm

10δ is a close approximation to f∗(g) (cf. A.1.2), we
may choose xi ∈ Ûi∩Bm

δ/7 for i = 1, 2. Let Vi ⊂ Rm andHi ⊂ Rm denote the
vector subspaces obtained by parallel translating (in the Euclidean metric)
the tangent planes T Ûi|xi

and T Ĝi|xi
to the origin of Rm, and let Θe( , )

denote the Euclidean angular distance between subspaces of Rm. Now we
may deduce from results in Appendix 1 (cf. A.1.2 and A.1.4), and from the
curvature restriction placed on r by 0.2.2(a), that the following linearized
version of 1.1 is actually equivalent to 1.1.

Claim 1.2.
(a) There is y ∈ V1 + x1 such that |x2 − y| < O(ε)δ.
(b) Θe(V1, V2) < O(ε).
(c) Θe(H1,H2) ≤ O(ε).

Thus to complete the proof of 0.5 it will suffice to verify Claim 1.2. To-
wards this end we first wish to “linearize” Properties 0.2.2(a)-(d). Note
that for each x, y ∈ Bm

δ/6 with f(x) = f(y) there is a smooth embedding
h : Bm

δ/6 → Bm
2δ/3 and an isometry h : Rm → Rm which satisfy the

following properties (see Corollary A.1.3 in Appendix 1 for further details):

1.3. (a) h(x) = y; and for all z ∈ Bm
δ/6 we have that f(z) = f ◦ h(z).

(b) h(0) = h(0), and for all z ∈ Bm
δ/6 we have that |D(h− h)|z| < O(ε).

(c) h(Ûi ∩Bm
δ/6) ⊂ Ûi ∩B

m
2δ/3.

Now the “linearized” versions of 0.2.2(a), (c) and (d) as applied to r1, r2
(which follow from 0.2.2(a)-(d) as applied to r1, r2, and from 1.3, and from
A.1.1-A.1.3) can be formulated as follows. For each isometry h from 1.3 let
hr denote its rotational part.

1.4. (a) For each v ∈ Vi which is perpendicular to Hi, and for each h in 1.3,
we have that

Θe(v, hr(v)) < O(ε).
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(b) For each w ∈ Rm which is perpendicular to Vi there is an h from 1.3
such that

θ/4 < Θe(w, hr(w)).

The linearized version of 0.2.2(b) (which follows from 0.2.2(a)-(d) as ap-
plied to r1, r2, and from 1.3, and from A.1.1-A.1.3) can be formulated as
follows. Set Qi = Hi + xi and let de( , ) denote the Euclidean distance in
the following:

1.5. (a) For each y ∈ Qi ∩Bm(δ) and each h of 1.3 we have that

de(h(y), Qi) < O(ε)δ.

(b) For each y ∈ Qi ∩Bm(δ) there is a map hy,i from 1.3 such that

de(y, hy,i(xi)) < O(ε)δ.

Now we can use 1.4 and 1.5 to verify 1.2.
We begin by verifying 1.2(c). Let u ∈ H1 be a unit vector and set g(t) =

x1 + tu for t ∈ R. It will suffice to verify the following inequality for some
fixed b ∈ (0, δ) and all t ∈ [−δ/9, δ/9]:

1.6. b−O(ε)δ < de(g(t), Q2) < b+O(ε)δ.

For any t ∈ [−δ/9, δ/9] it follows from the fact x1 ∈ Bm
δ/7 that g(t) ∈ Bm

δ/3.
Thus we may apply 1.5(b) (with y = g(t) and i = 1) to get a map hy,1
satisfying

de(g(t), hy,1(x1)) < O(ε)δ.

Let x ∈ Q2 denote the orthogonal projection of x1 onto Q2. By applying
1.5(a) to x ∈ Q2 with h = hy,1 we get that

de(hy,1(x), Q2) < O(ε)δ;

and it follows from this last inequality, from the fact that x− x1 is perpen-
dicular to Q2, and from the fact that hy,1 is an isometry satisfying 1.5(a)
for i = 2, that we have

|x− x1| − O(ε)δ < de(hy,1(x1), Q2) < |x− x1|+O(ε)δ.

Now 1.6 follows from the first and third of the last three inequalities for
b = |x− x1|.

Now we can verify 1.2(b). Let H⊥
i denote the orthogonal complement

for Hi in Vi, and let V ⊥
i denote the orthogonal complement of Vi in Rm.

For each unit length vector u ∈ H⊥
1 choose v ∈ V2 and w ∈ V ⊥

2 such that
u = v + w; and choose v1 ∈ H2 and v2 ∈ H⊥

2 such that v = v1 + v2. Since
1.2(c) has already been verified, to complete the verification of 1.2(b) it will
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suffice to show that |w| < O(ε). Use 1.4(b) (as applied to V2) to choose hr
such that

Θe(w, hr(w)) > θ/4.

By applying 1.4(a) to u ∈ H⊥
1 we get that

Θe(u, hr(u)) < O(ε).

We deduce from 1.2(c), and from 1.4(a) as applied to v2 ∈ H⊥
2 , that

|v1| < O(ε) and Θe(v2, hr(v2)) < O(ε).

Finally, by using these last few inequalities, and the triangle inequality, and
the fact that

|x|Θe(x, y)/4 ≤ |x− y| ≤ 4|x|Θe(x, y)

holds for any two vectors x, y ∈ Rm of the same length, we get that

O(ε) > |u− hr(u)| ≥ |w − hr(w)| − |v − hr(v)| > θ|w|/16−O(ε).

From which we deduce that |w| < O(ε) as desired.
Before verifying 1.2(a) we first remark that 1.4(a) and 1.5(a) together

imply that:

1.7. Θe(Vi, hr(Vi)) < O(ε)

for all h from 1.3 and for i = 1, 2. Now to verify 1.2(a) we set x2 − x1 =
v + w where v ∈ V1 and w ∈ V ⊥

1 . It will suffice (by 1.2(b)) to show that
|w| < O(ε)δ. Use 1.4(b) (as applied to V1) to choose h as in 1.3 so that

Θe(w, hr(w)) > θ/4;

and use 1.5(a) (as applied to x1 + v ∈ Q1) to get that

de(h(x1 + v), Q1) < O(ε)δ.

Note that 1.7, and the fact that hr is an isometry, together imply that

Θe(hr(w), V ⊥
1 ) < O(ε).

Now by combining these last three inequalities with 1.2(b), and with the
fact that h(x2) = h(x1 + v) + hr(w), we get that

de(h(x2), Q2) > θ|w|/20−O(ε)δ.

On the other hand by applying 1.5(a) to x2 ∈ Q2 we get that

de(h(x2), Q2) < O(ε)δ.

These last two inequalities imply that |w| < O(ε)δ as desired.
This completes the Proof of Theorem 0.5. �
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2. Preliminaries to the proof of Theorem 0.3.

In this section we formulate several lemmas which will be needed for the
proof of Theorem 0.3 given in the next section. These lemmas are concerned
with isometric actions of a connected Lie group on a Riemannian manifold
which have “local angle control” (cf. 2.1).

Let N, gN denote a connected Riemannian manifold (not necessarily com-
plete), and we let G × N → N denote an isometric effective action of the
connected nilpotent Lie group G. For any numbers α, β > 0 we shall say
that this action has local angle control equal (α, β) at x ∈ N if any path
f : [0, 1]→ N which satisfies 2.1(a) and (b) also satisfies 2.1(c).

2.1. (a) There is a path φ : [0, 1] → G starting at the identity such that
f(t) = φ(t)(x).
(b) length(f) ≤ β.
(c) Θ(Dg(v), Pf (v)) ≤ α for all v ∈ TNx, where g = φ(1) and where Pf

denotes parallel translation along the path f .

We shall say that the action G × N → N has local angle control equal
(α, β) if it has such angle control at each of its points x ∈ N .

Remark 2.2. LetH×V̂ → V̂ denote a smooth action of the Lie groupH by
isometries of an A-regular Riemannian manifold V̂ . Let ρ : E → V̂ denote
the bundle of orthonormal frames over V̂ equipped with the canonical metric
and let H×E → E denote the canonical lifting of the action H×V̂ → V̂ (see
Appendix 2 for more details). We shall prove in Appendix 2 (cf. Theorem
A.2.5) that the action H × E → E has local angle control equal (λt, t) for
any t > 0, where λ > 1 depends only on dim E,A0.

Now we will formulate six lemmas which are the main results of this
section. The proofs for these lemmas are also given in this section. The first
two of these lemmas are just refinements of 2.1. Recall that in Definition
2.1 φ is not necessarily a one-parameter subgroup of G.

Lemma 2.3. Let α ∈ (0, π) and β > 0. Suppose that G × N → N does
not have local angle control equal (α, β) at x ∈ N . Then there is a path
f : R→ N and a unit vector v ∈ TNx which satisfy the following properties:

(a) There is a one-parameter subgroup φ : R→ G such that f(t) = φ(t)(x)
for all t ∈ R.

(b) length (f
∣∣
[0,1]

) ≤ β.
(c) Θ(Dg(v), Pf |[0,1]

(v)) > α where g = φ(1).

Lemma 2.4. Let α ∈ (0, π) and β > 0. Suppose G×N → N has local angle
control equal (α, β), and let f : [0, 1]→ N and φ : [0, 1]→ G be any smooth
paths which satisfy Properties 2.1(a) and (b). Then for all v ∈ TNf(0), and
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for g = φ(1), we have that

Θ(Dg(v), Pf (v)) < (α/β) length (f).

Recall that the isotropy subgroup Gx ⊂ G for the action G ×N → N at
x ∈ N is defined by Gx = {g ∈ G : g(x) = x}.

Lemma 2.5. Let α ∈ (0, π) and β > 0, and suppose that G ×N → N has
local angle control equal (α, β). Then for each x ∈ N the isotropy group Gx
in G is a discrete subgroup of G.

Note that 2.5 implies that the orbits of G × N → N foliate N . In the
following remarks and lemma we denote this foliation of N by G.

Remark 2.6(i). We shall say that G is a strongly Riemannian foliation if
for any path f : [0, 1]→ L in a leaf L ∈ G there is a δ > 0 and a continuous
map F : [0, 1]×Rk → N , where k = dimN − dim G, which satisfies:

(a) F (t, 0) = f(t) for all t; and F | [0, 1] × v is path in a leaf Lv ∈ G for
each v ∈ Rk.

(b) Let Vi denote the open δ-ball centered at the origin of TG⊥f(i), for
i = 0, 1, where TG⊥ denotes the orthogonal complement in TN for
TG. Then the exponential map exp : TN → N maps Vi diffeomor-
phically onto a submanifold Wi ⊂ N ; and F | i × Rk maps i × Rk

homeomorphically onto Wi.
(c) Let h : 0 × Rk → 1 × Rk be defined by h(0, v) = (1, v). Then the

composite map (F | 1 × Rk) ◦ h ◦ (F | 0 × Rk)−1 : W0 → W1 is an
isometry.

Remark 2.6(ii). The curvature K(G;N) for G in (N, gN ) is defined to be
the glb of all numbers σ > 0 which satisfy the following inequality for any
smooth path f : [0, 1]→ N :

Θ(TGf(1), Pf (TGf(0))) < σ(length(f)).

Lemma 2.6. Let α ∈ (0, π) and β > 0, and suppose that G ×N → N has
local angle control equal (α, β). Then G is a strongly Riemannian foliation
of (N, gN ); and the curvature K(G;N) for G in (N, gN ) satisfies K(G;N) <
106α/β.

In our next lemma we assume that the Riemannian metric gN on N is
A-regular for some collection A = {Ai : i = 1, 2, 3, . . . } of positive numbers.
We let Γ ⊂ G denote a torsion free discrete subgroup such that the restricted
action Γ×N → N is fixed point free and properly discontinuous. For each
t > 0 and x ∈ N we let Γt,x ⊂ Γ denote the subset of all g ∈ Γ such that
dN (x, g(x)) < t, and we let Γt,x denote the subgroup of Γ generated by Γt,x.

Lemma 2.7. Let B > 0 be as in A.2.3; there is a number τ > 1 which
depends only on B and on dim N . Suppose that G×N → N has local angle
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control equal (α, β), where α and β are sufficiently small and β < α (how
small is sufficient depends only on A = {Ai} and on dimN). For a given
x ∈ N we assume that (N, gN ) has radius of injectivity greater than 104τBβ
at x; we also assume that for each t ∈ (0, β) and each g ∈ Γt,x there is a one-
parameter subgroup hg : R→ G with g ∈ hg([0, 1]) and dN (x, hg(s)(x)) < Bt
for all s ∈ [0, 1]. (And he equal the trivial subgroup.) Then for any t ∈ (0, β)
there is a closed subgroup Gt,x ⊂ G such that all of the following properties
hold:

(a) If h : R→ G is any other one-parameter subgroup of G which satisfies
g ∈ h([0, 1]) and dN (x, h(s)(x)) < Bt for all s ∈ [0, 1], then there is a
number a ∈ R such that h(as) = hg(s) for all s ∈ R.

(b) Gt,x is the smallest connected Lie subgroup of G which contains each
one-parameter subgroup hg : R→ G, g ∈ Γt,x.

(c) Set Lt,x = {g(x) : g ∈ Gt,x}. Then the quotient space Lt,x/Γt,x is
compact and has diameter less than τt. (The diameter refers to the
metric induced on Lt,x by the restricted Riemannian structure gN |
T (Lt,x).)

(d) Suppose that Gt,x = G2τt,x for t ∈ (0, β/2τ); and suppose that for
g ∈ Gt,x we have that dN (x, g(x)) < t. Then there is g′ ∈ Gt,x with
gx = g′x, and there is a one-parameter subgroup hg′ : R → Gt,x with
g′ ∈ hg′(0, 2t) such that the path fg′ : R → N defined by fg′(s) =
hg′(s)(x) has unit speed.

In our final lemma we let gG denote a left invariant Riemannian metric on
G with respect to which the (left multiplication) group action G × G → G
has local angle control equal (α, β).

Lemma 2.8. Given any sufficiently small α > 0 (how small is sufficient
depends only on dimG) and given any β > 0, suppose that G×G→ G has
local angle control equal to (α, β). If φ1 : R → G denotes a one-parameter
subgroup which satisfies (a) then there is another one-parameter subgroup
φ2 : R→ G which satisfies (b)-(c).

(a) There are numbers s, t > 0, with t < β, such that dG(φ1(0), φ1(s)) < t.
(b) We have φ2(s) = φ2(0).
(c) dG(φ1(u), φ2(u)) < (u/s)4kt for all u ∈ [0, s], where k = dimG.

Proof of Lemma 2.3. Set Gx = {g ∈ G : g(x) = x}; note that Gx is a closed
subgroup of G and is thus a Lie group.

If dim Gx > 0 then choose any one-parameter subgroup ψ : R→ Gx. For
some r > 0 we have that ψ(r) rotates some unit vector v ∈ TNx by at an
angle greater than α. We define φ : R → G by φ(t) = ψ(tr). Note that φ
satisfies Properties 2.3(a) and (b).

If dim Gx = 0, then the map h : G → N defined by h(g) = g(x) is
an immersion. Hence it induces a left invariant Riemannian metric gG on
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G. For each v ∈ TGe with |v| = 1, let γv : R → G be the one-parameter
subgroup such that

•
γv(0) = v. Define a curve

Av : R→ Iso(TNx)

by setting Av(t) equal to the composition of parallel translation along γvx
from TNx to TNγv(t)x and D(γv(−t)) : TNγv(t)x → TNx. It is easily seen
that Av is a one-parameter subgroup of Iso(TNx) ' O(n) where n = dim N .
Hence, there is an orthonormal basis for TNx so that the matrix representing
each Av(t), t ∈ R, is the blocked sum of the identity matrix of a certain size
and 2× 2 matrices of the form[

cos(θt) sin(−θt)
sin(θt) cos(θt)

]
.

Assuming that the conclusion of 2.3 is false, we see that θ ≤ α/β for each
of these matrices (provided α ∈ (0, π)). We consequently get the following
estimate valid for each g ∈ G, for each one-parameter subgroup γv where
|v| = 1, for each u ∈ TNgx, and for each t ∈ [0,∞):

2.3.1. Θ(D(gγv(t)g−1)(u), P (u)) ≤ αt/β,

where P (u) denotes the parallel transport of u along gγvx to TNgγv(t)x.
Since each smooth path φ : [0, 1] → G can be approximated (as closely as
we want) by a piecewise smooth path ψ : [0, 1] → G where each piece of ψ
has the form

t 7→ gγv(t− c)

restricted to an interval of the form [c, a], estimate 2.3.1 yields the following
more general estimate where f(t) = φ(t)x:

2.3.2. Θ(Dg(v), Pf (v)) ≤ (α/β)length(f).

In 2.3.2 we have that v ∈ TNx with v 6= 0 and g = φ(1). Now clearly
2.3.2 implies that G ×N → N has local angle control equal (α, β) at x, in
direct contradiction of the assumption of 2.3.

This completes the Proof of Lemma 2.3. �

Proof of Lemma 2.4. Note that the conclusion of this lemma has been veri-
fied in 2.3.2 of the preceding lemma under the hypothesis that the conclusion
of 2.3 is false. Certainly the conclusion of 2.3 is false if the hypotheses of
2.4 hold.

This completes the Proof of Lemma 2.4. �

Proof of Lemma 2.5. Note that each isotropy subgroup Gx ⊂ G, x ∈ N ,
is a closed Lie subgroup of G. If Gx is not a discrete subgroup of G for
some x ∈ N then the identity component Gx,e of Gx has dimension ≥ 1.
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Choose a nontrivial one-parameter subgroup φ : R → Gx,e, and note that
the following hold:

2.5.1. (a) φ(t)(x) = x for all t ∈ R.

(b) For some s > 0 and some v ∈ TNx we have that

Θ(D(φ(s))(v), v) = π.

Now define φ : [0, 1] → G by φ(t) = φ(ts), where s comes from 2.5.1(b).
It follows from 2.5.1, and from the definition for φ just given, that φ does
satisfy Properties 2.1(a) and (b) but does not satisfy Property 2.1(c) for any
α < π in 2.1(c). This contradicts the hypothesis for 2.5.

This completes the proof for Lemma 2.5. �

Proof of Lemma 2.6. First we will verify that G is a strongly Riemannian
foliation. Let f : [0, 1] → L be a path in a leaf L ∈ G. We may choose a
path φ : [0, 1]→ G which is related to f as follows (cf. 2.5):

2.6.1. (a) φ(0) is the identity of the group G.

(b) f(t) = φ(t)(f(0)) for all t ∈ [0, 1].

Let Vi denote the open δ-ball centered at the origin of TG⊥f(i), i = 0, 1,
where TG⊥ denotes the orthogonal complement in TN to TG, and where
δ > 0 is chosen sufficiently small to assure that the exponential map exp :
TN → N is well-defined on Vi and maps Vi diffeomorphically onto a smooth
submanifold Wi ⊂ N . Note it follows from 2.6.1(a) and (b), and from the
fact that G acts by isometries on N , that:

2.6.1. (c) φ(1)(W0) = W1.

Choose a homeomorphism F : 0 × Rk → W0 which sends (0, 0) ∈ 0 × Rk

to exp(0) ∈ W0, where k = dim W0. Extend F | 0 × Rk to a map F :
[0, 1]×Rk → N by setting:

2.6.1. (d) F (t, v) = φ(t)(F (0, v))

for each t ∈ [0, 1]. Note that Properties (a), (b) and (c) in Remark 2.6(i)
are an immediate consequence of 2.6.1(a)-(d).

Now we shall verify the curvature condition for G stated in 2.6. Because
G is a strongly Riemannian foliation, it will suffice (cf. Remark 2.6.4 at the
end of this proof) to show that the following property holds:

2.6.2. Let f : [0, 1] → L denote a smooth path with length (f) < β in a
leaf L ∈ G; and let Pf : TNf(0) → TNf(1) denote parallel translation along
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f . Then we have that

Θ(TGf(1), Pf (TGf(0))) < (α/β)length(f).

Using Lemma 2.5 we may choose φ : [0, 1] → G starting at the identity
such that φ(t)(x) = f(t) for all t ∈ [0, 1] and set x = f(0). Now since φ,
f satisfy Properties 2.1(a) and (b), and since G × N → N has local angle
control equal (α, β), it follows from Lemma 2.4 that f : [0, 1]→ N satisfies:

2.6.3. Θ(Dg(v), Pf (v)) < (α/β)length(f)

for any v ∈ TNx where g = φ(1). Since Dg(TGf(0)) = TGf(1), the inequality
of 2.6.2 is a direct consequence of the inequality in 2.6.3.

This completes the proof for Lemma 2.6 (modulo the contents of Remark
2.6.4 below). �

Remark 2.6.4. We will show in this remark that if the inequality of 2.6.2
holds for all smooth paths f : [0, 1] → N which are tangent to G, then the
inequality:

(i) Θ(TGf(1), Pf (TGf(0))) < 106(α/β)length(f)
holds for all smooth paths in N . To accomplish this it will suffice to verify
that for any compact subset C ⊂ N , and for any sufficiently small number
ε > 0 (how small is sufficient depends on C), a smooth path f : [0, 1] → N
satisfies (i) provided it satisfies:
(ii) f(0) = p for some p ∈ C, and length(f) = ε.

Let x1, x2, . . . , xn denote the normal coordinates near p with p ∼ (0, 0,
. . . , 0), and let gi,jdxidxj denote the coordinate expression for the Riemann-
ian metric on N . Then gi,j(0, . . . , 0) = δij , ∂gi,j/∂xk(0, . . . , 0) = 0, and
Γki,j(0, . . . , 0) = 0 for all i, j, k. Thus, for sufficiently small ε > 0 there is a
number τ > 0, independent of ε and of p ∈ C, such that:
(iii) |gi,j(X)− δij | < τε2 for all X ∈ Bn

10ε,
(iv) |Γki,j(X)| < τε for all X ∈ Bn

10ε,

where for any number t > 0 Bn
t denotes the set of all points X = (x1, . . . , xn)

in Rn with Euclidean length less than t. Let d( , ) and d( , ) denote the
metrics on Bm

10ε induced by gi,jdxidxj and δijdxidxj respectively; and for
any smooth path h : [0, 1] → Bn

10ε we let Ph( ) and P h( ) denote parallel
translation along f induced by gi,jdxidxj and δijdxidxj respectively. We can
deduce the following properties from (iii) and (iv), provided length(h) < 10ε:

(v) |d(X,Y )− d(X,Y )| < 100n2τε3 for all X,Y ∈ Bn
10ε.

(vi) |Ph(v)− P h(v)| < 1000n3τε2 for all unit vectors v ∈ T (Bn
10ε).

Note that the path f : [0, 1] → N of (ii) maps into Bn
10ε (cf. (iii), and

recall that length(f) = ε); so we may apply (vi) to f to help us verify that f
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satisfies Property (i). Let L0 and L1 denote the leafs of G which contain f(0)
and f(1) respectively; and let V0 and V1 denote the planes in Rn which are
tangent to L0 and L1 at f(0) and f(1) respectively. One deduces from 2.6.2
(as applied to L0 near f(0), and to L1 near f(1)), and from Properties (iii)
and (vi) in the preceding paragraph, that the following holds for sufficiently
small ε > 0:
(vii) d(X,Vi ∩Bn

10ε) < (α/β)103ε2 and d(Y, Li ∩Bn
10ε) < (α/β)103ε2

for i = 0, 1 and for any X ∈ Li ∩Bn
10ε and any Y ∈ Vi ∩Bn

10ε. On the other
hand, we may deduce from 2.6(i), and from the fact that length(f) = ε, that
there is a positive number t ∈ (0, 2ε) such that:
(viii) d(X,L0 ∩Bn

10ε) = t

for all X ∈ L1 ∩Bn
9ε. Now we deduce from Properties (vii) and (viii) above,

and from Property (v) in the preceding paragraph, that:
(ix) t− (α/β)104ε2 < d(Y, V0 ∩Bn

10ε) < t+ (α/β)104ε2

for all Y ∈ V1 ∩Bn
8ε. It follows immediately from Property (ix) above, that:

(x) Θ(V1, P f (V0)) < (α/β)105ε,

where Θ( , ) denotes the Euclidean angular distance. Finally, since Vi =
TGf(i) for i = 0, 1, and length(f) = ε, we may deduce Property (i) above
from Properties (iii) and (x) above.

Proof of Lemma 2.7. Let L ∈ G denote the leaf which contains x. Towards
verifying 6.2.7(a) we will first show that there is an open subset U of L
which satisfies the following properties. For any t > 0 let B(x;L; t) denote
the open ball in L of radius t centered at x (where the distance dL( , ) on
L is gotten by restricting gN to TL).

2.7.0. (a) U is homeomorphic to Rk (k = dim L).
(b) B(x;L; 3Bβ) ⊂ U ⊂ B(x;L; 5Bβ).

Moreover for any y, z ∈ U we have that the distances dL(y, z) and dN (y, z)
are related by:

2.7.0. (c) 2dL(y, z)/3 < dN (y, z) ≤ dL(y, z).

To verify 2.7.0 we refer to results in the appendix to §1 above, and use
the curvature bound for G given in 2.6, and also use the hypothesis of 2.7
that (N, gN ) has radius of injectivity greater than 104τBβ at x. In more
detail we let fx : Bn

10Bβ → N denote the map given in A.1.1 and A.1.2
(where ε, p,M,Bm

ε are replaced in A.1.1, A.1.2 by 10β, x,N,Bn
10Bβ with

n = dim N). Set Ĝ = f−1
x (G); and let K(Ĝ;Bn

10Bβ) denote the curvature for
Ĝ in Bn

10Bβ with respect to the Euclidean metric (cf. 2.6(ii)). The proof of
Theorem A.1.4 also works to show the following (cf. A.1.4.1):
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2.7.0.1. K(Ĝ;Bn
10Bβ)−O(10Bβ) < K(G;N) < K(Ĝ;Bn

10Bβ) +O(10Bβ).

Note that 2.6 and 2.7.0.1 together imply that:

2.7.0.2. K(Ĝ;Bn
10Bβ) < 106α/β +O(10Bβ).

We let L̂ denote the leaf of Ĝ through the origin; there is no loss of generality
in assuming that the subspace Rk ⊂ Rn spanned by the first k standard
directions in Rn is tangent to L̂ at the origin. Now the curvature bounds
placed on L̂ by 2.7.0.2 assures that L̂ is the graph of a smooth map h : V →
Rn−k from an open subset V ⊂ Rk which satisfies the following properties:

2.7.0.3. (a) Bk
4Bβ ⊂ V , where Bk

t denotes the open ball of radius t > 0
centered at the origin of Rk.
(b) h(0) = 0 and Dh0 = [0].
(c) ‖D2hp‖ < O(α/β + β) for all p ∈ V .

Now we define the subset U ⊂ L of 2.7.0 by:

2.7.0.4. U = fx(graph(h | Bk
4Bβ)).

Since N has injectivity radius greater than 104τBβ at x for τ > 1, it follows
that fx is a smooth embedding; thus U is homeomorphic to Bk

4Bβ, which
verifies Property 2.7.0(a). Note that Properties 2.7.0(b) and (c) can be
deduced from 2.7.0.3, 2.7.0.4, and from the relation between the Euclidean
metric on Bn

10Bβ and the pulled back metric gi,j (pulled back from gN by
fx) given in A.1.1, provided α and β are sufficiently small.

Now we will complete the proof for 2.7(a). Let h, hg : R → G be as in
2.7(a). Note that it follows from 2.7.0(b) and (c), and from the inequalities

dN (x, h(s)(x)) < Bβ and dN (x, hg(s)(x)) < Bβ

for all s ∈ [0, 1] given in the hypotheses of 2.7, that the following property
holds:

2.7.1. (a) h(s)(x), hg(s)(x) ∈ U for all s ∈ [0, 1].

Since g ∈ h([0, 1])∩ hg([0, 1]) we may choose numbers b, c ∈ [0, 1] such that:

2.7.1. (b) h(b) = g and hg(c) = g.

Now we may deduce from 2.7.1(a) and (b), from the fact that U is simply
connected (cf. 2.7.0(a)), and from the fact the the algebraic exponential
map exp : TĜe → Ĝ is a diffeomorphism (where e ∈ Ĝ denotes the identity
element of the simply connected covering Ĝ for G), that:

2.7.1. (c) h(bs/c) = hg(s)
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for all s ∈ R. Now setting a = b/c in 2.7(a), we see that Property 2.7(a) is
a consequence of 2.7.1(c). (If g is the identity element of Γt,x, set a = 0.)

Towards verifying 2.7(b) we let π : Ĝ → G denote the simply connected
covering group of G, and let ĥg : R→ Ĝ denote the lifting of the hg : R→ G

to a one-parameter subgroup of Ĝ (for each g ∈ Γt,x). By the hypotheses
of 2.7 there is for each g ∈ Γt,x a number rg ∈ [0, 1] such that hg(rg) = g;
let Γ̂t,x ⊂ Ĝ denote the subgroup generated by all the {ĥg(rg) : g ∈ Γt,x}.
Note that Γ̂t,x is a torsion free discrete subgroup of Ĝ; thus Γ̂t,x is a lattice
in a closed connected subgroup Ĝt,x ⊂ Ĝ (cf. [17, p. 31, Prop. 2.5]). We
define Gt,x to be the image of Ĝt,x under the covering projection π : Ĝ →
G. Note that Gt,x ⊂ G is a closed connected subgroup since Ĝt,x ⊂ Ĝ

is a closed connected subgroup, Γ̂t,x is co-compact in Ĝt,x, and π(Γ̂t,x) is
discrete. We note (since the algebraic exponential map TĜe → Ĝ is a
diffeomorphism) that Ĝt,x is the smallest connected Lie subgroup of Ĝ which
contains each of the one-parameter subgroups ĥg : R → Ĝ, g ∈ Γt,x. Thus
Gt,x is the smallest connected Lie subgroup of G which contains each of the
one-parameter subgroups hg : R → G, g ∈ Γt,x, as claimed in 2.7(b). This
completes the verification for 2.7(b).

Towards verifying Property 2.7(c) we note that there is an action Ĝt,x ×
N → N defined to be the composition

Ĝt,x ×N ⊂ Ĝ×N
π×1N //G×N //N ,

where π : Ĝ → G denotes the covering projection and where G × N → N
is the given action. Note that Ĝt,x ×N → N acts thru isometries of N and
has local angle control equal (α, β). Now let the sequence of Lie subgroups
e = G1 ⊂ G2 ⊂ G3 ⊂ · · · ⊂ Gl = Ĝt,x be defined by Gi−1 = [Gl, Gi]. Note
that each Gi × N → N acts thru isometries and has local angle control
equal to (α, β); we let Gi denote the foliation of N by the orbits of the
action Gi × N → N (cf. 2.5). We let Li ∈ Gi denote the leaf containing
x; and we let dLi( , ) denote the distance on Li induced by the restriction
of gN to TLi. Since Gi × N → N also has local angle control equal to
(α, β) it must also have local angle control equal to (αi, βi), where (αi, βi) =
(102l+2αt/β, 102l+2t) (cf. 2.4). Thus, we may (by repeating the proof of
2.7.0 with G,L, dL( , ), (α, β) replaced by Gi, Li, dLi( , ), (αi, βi)) choose
an open subset Ui ⊂ Li such that the following properties hold. [Note that
the hypothesis of 2.7 that N has radius of injectivity greater than 104τBβ
assures us that fx : Bn

10Bβi
→ N is an imbedding, provided that τ > 102l;

this is an important part of the proof of 2.7.0 as applied in the present
context.]

2.7.2. (a) Ui is homeomorphic to a Euclidean space.
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(b) B(x;Li; 3Bβi) ⊂ Ui ⊂ B(x;Li; 5Bβi), where B(x;Li; s) denotes the
open ball of radius s > 0 (with respect to dLi( , )) centered at x in Li.

(c) 2dLi(y, z)/3 < dN (y, z) ≤ dLi(y, z) for all y, z ∈ Ui.

We define subsets Hi ⊂ Gi as follows: Hl = {ĥg(rg) : g ∈ Γt,x}; Hi−1

denotes the set of all commutators aba−1b−1 with a ∈ Hl and b ∈ Hi. Now
define subsets Γi ⊂ Gi by

Γi =
i⋃

j=1

Hj .

Let Γi denote the subgroup of Gi generated by Γi. Note that Γl = Γ̂t,x and
that Gl = Ĝt,x; since Γ̂t,x is a lattice in Ĝt,x (see the verification of 2.7(b)
above), we have that Γl is a lattice in Gl. Thus it follows that for each
i = 1, 2, . . . , l we have:

2.7.2. (d) Γi is a lattice for the simply connected nilpotent Lie group Gi,
and Γi is a generating set of Γi. Moreover Γ̃i [defined by Γ̃i = Γl ∩Gi] is a
lattice in Gi which contains Γi as a subgroup of finite index; and Γ̃i/Γ̃i−1 is
a lattice in the abelian Lie group Gi/Gi−1.

Note that it follows from the hypothesis of 2.7 that

dN (x, hg(s)(x)) < Bt

for all g ∈ Γt,x and all s ∈ [0, 1]; so in particular we have

dN (x, ĥg(rg)(x)) < Bt

for all g ∈ Γt,x. We deduce from these last two inequalities, and from the
definition of (αi, βi) and Γi given above, and from 2.7.2(a), (b) and (c), that:

2.7.2. (e) dGi(x, h(x)) < Bβi for all i = 1, 2, . . . , l and all h ∈ Γi,

where dGi( , ) is the distance function induced on Gi by the pull back of
gN under the composite map Gi = Gi × {x} ⊂ Gi × N → N ; for future
reference we denote this pull back of gN by gGi . Note that gGi is a left
invariant Riemannian metric on the Lie group Gi.

Now we can use 2.7.2 to verify 2.7(c). We will use an induction argument,
and 2.7.2, to verify that the following holds for all i = 1, 2, . . . , l:

2.7.3. diameter(Gi/Γi) < τiβi,

where τi > 1 is a number which depends only on i, dim Gi and B, and where
the diameter is computed with respect to the distance on Gi/Γi induced by
gGi . Note that Property 2.7(c) is implied by 2.7.3 (with i = l in 2.7.3),
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provided τ of 2.7(c) satisfies

τ ≥ 102l+2τl.

Towards verifying 2.7.3 we first note that if Gi is abelian then 2.7.3 follows
immediately from 2.7.2(d) and (e) with τi = B dim Gi. In particular 2.7.3
is satisfied for i = 2 with τ2 = B dimG2, which is the beginning of our
induction argument. Suppose now that 2.7.3 holds for all i ≤ r. Note that
Gr+1/Gr is an abelian Lie group equipped with a left invariant Riemannian
metric gr+1 uniquely determined (from gGr+1) by the requirement that the
quotient map Gr+1 → Gr+1/Gr be a Riemannian submersion. Thus it
follows immediately from 2.7.2(d) and (e) (with i = r + 1 in 2.7.2(d) and
(e)), that

diameter((Gr+1/Gr)/(Γr+1/Γ̃r)) < Bβr+1dim(Gr+1/Gr).

Now 2.7.3 (for i = r + 1) follows from this last inequality, and from 2.7.3
(for i = r), and from the equality βr = βr+1, provided we define τr+1 by
τr+1 = τr + 2B dim (Gr+1/Gr). This completes the verification of 2.7(c).

Now we will complete the proof for 2.7 by verifying 2.7(d). Towards this
end we first note that for any g ∈ Gt,x as in 2.7(d) the following property
holds:

2.7.4. dLt,x(x, g(x)) < 3t/2,

where dLt,x( , ) is the distance induced by the restricted Riemannian metric
gN | T (Lt,x).

To verify 2.7.4 we will assume it is not true and derive a contradiction.
Recall that

dN (x, g(x)) < t

is a hypothesis of 2.7(d). Recall also that for Li of 2.7.2 we have that
Li = Lt,x when i = l. Thus if 2.7.4 doesn’t hold then we deduce from the
preceding inequality, and from 2.7.2(b) and (c), that:

2.7.5. (a) dLt,x(x, g(x)) ≥ 3Bβl.

The number βl of 2.7.2 was defined to be 102l+2t; however 2.7.2(a)-(c) can
also be verified as before if (αl, βl) is chosen to be

(αl, βl) = (100ταt/β, 100τt),

where τ > 1 comes from 2.7(c) and (d). (Note that the hypothesis of 2.7,
that N has radius of injectivity greater than 104τBβ, at x, implies that the
map fx : Bn

10Bβ1
→ N is an embedding for β1 = 100τt; this is an important

part of the verification of 2.7.2(a)-(c) for our present choice of (αl, βl).) This
last equality, and Properties 2.7.5(a) and 2.7.2(c), together imply:
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2.7.5. (b) dLt,x(x, g(x)) > 100τBt.

Using 2.7(c) we may choose g ∈ Γt,x such that:

2.7.5. (c) dLt,x(g(x), g(x)) < τt.

Now combining 2.7.5(b) and (c), and recalling that B > 1 (cf. A.2.3), we
deduce that:

2.7.5. (d) dLt,x(x, g(x)) > 90τBt.

Now this last inequality leads to a contradiction (which will complete the
verification of 2.7.4) as follows: Since dN (x, g(x)) < t, and τ > 1, it follows
from 2.7.5(c) that dN (x, g(x)) < 2τt, and so by definition of Γ2τt,x we have
that g ∈ Γ2τt,x. Then the hypothesis of 2.7(d) (that Gt,x = G2τt,x), together
with 2.7(b), assures us that Image(hg) ⊂ Gt,x (where hg comes from the
hypothesis of 2.7). Thus the equation fg(s) = hg(s)x defines a path fg :
[0, 1]→ Lt,x which starts at x and contains gx and which (by the hypothesis
of 2.7 applied to hg) satisfies:

2.7.5. (e) dN (x, fg(s)) < 2τBt

for all s ∈ [0, 1]. Now 2.7.5(e) and 2.7.2(b) and (c), together with the
continuity of fg imply:

2.7.5. (f) dLt,x(x, fg(s)) < 4τBt

for all s ∈ [0, 1]. [When applying 2.7.2(c) to verify 2.7.5(f) we set i = l and
βl = 100τt in 2.7(b) and (c), as in the derivation of 2.7.5(b) above.] Since
gx ∈ image(fg), we see that 2.7.5(f) contradicts 2.7.5(d). This contradiction
completes the verification of 2.7.4.

In our verification of 2.7(d) we need also consider the composite map

TGe
exp // G

h // N,

where TGe is the tangent space for G at the identity e ∈ G, exp : TGe →
G is the algebraic exponential map, and h : G → N is given by h(g) =
g(x). Note that h ◦ exp is an immersion (cf. 2.5). TGe is equipped with
an inner product gotten by pulling gN | T (Lt,x)x back along the linear map
D(exp ◦h) : TGe → T (Lt,x)x. For each unit vector v ∈ TGe we have the
one-parameter subgroup ρv : R → G defined by ρv(s) = exp(sv). Define
the action γv : R×N → N by γv(s, y) = ρv(s)(y). In order to complete the
proof for 2.7(d) we shall need that the γv satisfy the following property:

2.7.6. |dN (x, γv(s, x))− s| < O(α)s for all s ∈ [−4β, 4β].

Towards verifying 2.7.6 we first note that each action γv : R × N → N
has local angle control equal (α, β), because the action G×N → N has local
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angle control equal (α, β). So (by 2.5 applied to γv) the orbits of the action
γv : R×N → N are the leaves of a smooth foliation Gv of N ; and we may
apply 2.6 to each action γv : R×N → N to conclude that:

2.7.7. (a) K(Gv;N) < 106α/β.

Next we consider again the map fx : Bn
10β → N given in A.1.1 and A.1.2

(where ε, p,M,Bm
ε are replaced in A.1.1, A.1.2 by 10β, x,N,Bn

10β with n =
dim N). Set Ĝv = f−1

x (Gv); and let K(Ĝv;Bn
10β) denote the curvature for

Ĝv in Bn
10β with respect to the Euclidean metric (cf. 2.6(ii)). The proof of

Theorem A.1.4 also works to show the following (cf. A.1.4.1):

2.7.7. (b) K(Ĝv;Bn
10β)−O(10β) < K(Gv;N) < K(Ĝv;Bn

10β) +O(10β).

Now by combining 2.7.7(a) and (b) we conclude that:

2.7.7. (c) K(Ĝv;Bn
10β) < 106α/β +O(10β).

Let gi,jdxidxj denote the Riemannian metric on Bn
10β gotten by pulling back

gN along fx : Bn
10β → N ; let d̂( , ) denote the distance on Bn

10β induced
by gi,jdxidxj , and let d( , ) denote the Euclidean distance on Bn

10β . Let
L̂v denote the (connected) leaf of Ĝv which contains the origin. Denote by
d̂v( , ) the distance induced on L̂v by the restriction to T L̂v of gi,jdxidxj ;
and denote by dv( , ) the distance on L̂v induced by the restriction to T L̂v
of the Euclidean structure δijdxidxj . Note that we can deduce from 2.7.7(c)
that:

2.7.7. (d) |d(0, y)− dv(0, y)| < O(α)dv(0, y),

for all y ∈ L̂v, provided α, β are sufficiently small (as assumed in the hy-
pothesis of 2.7). [In more detail we could use 2.7.7(c) (in place of 2.7.0.2
above) to verify that Ĝv satisfies Properties 2.7.0.3(a) and (b) for k = 1;
where in 2.7.0.3 h : V → Rn−1 is a smooth map from an open subset V ⊂ R
such that L̂v is equal to the graph of h. Then we could deduce 2.7.7(d) from
this version of 2.7.0.3.] Next we note it follows from the relation between
the metrics gi,jdxidxj and δijdxidxj given in Theorem A.1.1, and also given
in A.1.3.3.1, A.1.3.4.1, that:

2.7.7. (e) |d(0, y)− d̂(0, y)|+ |dv(0, y)− d̂v(0, y)| < O(dv(0, y))dv(0, y)

for all y ∈ L̂v, provided β is sufficiently small. (Note that d(0, y) = d̂(0, y).)
Now by combining 2.7.7(d) and (e) we can deduce that:

2.7.7. (f) |d̂(0, y)− d̂v(0, y)| < O(α)d̂v(0, y)
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for all y ∈ L̂v with d̂(0, y) ≤ 4β, provided α and β are sufficiently small and
β < α (as hypothesized in 2.7). Finally we recall that fx : Bn

10β → N is
an embedding, since one of the hypotheses of 6.2.7 is that N has injectivity
radius greater than 104τBβ at x with τ > 1 and B > 1. Thus, the desired
inequality 2.7.6 is equivalent to the inequality of 2.7.7(f).

Now we can complete the proof of 2.7(d) by applying 2.7.4, 2.7.6, and
2.7.2(a)-(c) (with i = l in 2.7.2(a)-(c)). For any s > 0 let Be(s) denote
the closed ball of radius s centered at the origin of TGe, and let Ll and
B(x;Ll, s) and βl > 0 be as in 2.7.2(a), (b) and (c) (recall βl = 102l+2t).
Recall that exp : TGe → G denotes the algebraic exponential map and
h : G → N is given by h(g) = g(x). Note that 2.7(d) may be deduced
directly from Property 2.7.4 and the following property. (Also recall that
Gl of 2.7.2(a)-(c) is equal Ĝt,x.)

2.7.8. B(x;Ll; 3t/2) ⊆ h ◦ exp(Be(2t) ∩ TGt,x).

Towards verifying 2.7.8 we note that it follows from 2.7.2(a) and (b), and
from 2.7.6, and from the equality Gl = Ĝt,x, that h ◦ exp(Be(2t)∩ TGt,x) ⊂
Ul and h ◦ exp : Be(2t) → Ul is a smooth embedding, provided α > 0
is sufficiently small. Now since Be(2t) ∩ TGt,x is a closed ball, and Ul is
homeomorphic to Euclidean space (cf. 2.7.2(a)), and dim(Be(2t)∩TGt,x) =
dim Ul, it follows that the complement in Ul of the sphere h◦exp(∂(Be(2t)∩
TGt,x)) consists of two open connected sets U+

l and U−
l , with

U+
l = h ◦ exp((Be(2t) ∩ TGt,x)− ∂(Be(2t) ∩ TGt,x)).

It follows from 2.7.6 that

B(x;Ll; 3t/2) ∩ h ◦ exp(∂(Be(2t) ∩ TGt,x)) = φ

provided α > 0 is sufficiently small; so the connected set B(x;Ll; 3t/2) must
be contained in one of U+

l or U−
l . Since both U+

l and B(x;Ll; 3t/2) contain
the point x, we have that

B(x;Ll; 3t/2) ⊂ U+
l .

This completes the verification of 2.7.8. �

Proof of Lemma 2.8. The proof is carried out in the following six steps:

Step I. In this step we let G be a connected nilpotent Lie group with Lie
algebra g; G is equipped with a left invariant Riemannian metric. We will
say that G has (α, β)-angular control when the left multiplication group
action G×G→ G has local angle control equal (α, β).

The purpose of this step is to verify the following claim. The notation û
will denote the left invariant vector field on G determined by a vector u ∈ g.
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Claim 2.8.1. Assume α < π. Then, G has (α, β)-angular control iff for all
u, v ∈ g we have

|Dv̂û| ≤ (α/β)|u| |v|.

Towards verifying 2.8.1 we re-look at the Proof of Lemma 2.3 in the special
case when N = G, G×G→ G is the group multiplication, and x = e. And
observe that

d/dt(A−v)t=0(u) = Dv̂û(e)

for each pair u, v ∈ g where |v| = 1. But, d/dt(A−v)t=0 is the blocked sum
of the zero matrix of a certain size and 2× 2 matrices of the form[

0 −θ
θ 0

]
,

where 0 ≤ θ ≤ α/β. Now 2.8.1 is easily seen to follow from these observa-
tions.

Step II. In this step we let G be a connected nilpotent Lie group with
Lie algebra g; G is equipped with a left invariant Riemannian metric. The
purpose of this step is to verify the following claim. In this claim we set
k = dim G.

Claim 2.8.2. If G has (α, β)-angular control with α < π, then for any pair
x, y ∈ g we have

|[x, y]| ≤ (2k2α/β)|x| |y|.

Since g is nilpotent, we can fix an orthonormal basis x1, x2, . . . , xk for g
(with k = dim g) such that

[xi, xj ] ∈ Span{x0, x1, . . . , xi−1}

for every pair of indices i, j ≥ 1. (We define x0 = 0.) Recall the following
standard formula (cf. [2, Prop. 7.7.1]). Let X, Y , and Z be left invariant
vector fields on G, then

(DXY ) · Z = 1/2{−[X,Y ] · Z + [Y, Z] ·X + [X,Z] · Y }

where the “dot” indicates the inner product of vector fields. Applying this
formula where X ∈ Span{x̂i}, Y ∈ span{x̂j}, and Z = [X,Y ], yields

(DXY ) · [X,Y ] = −1/2[X,Y ] · [X,Y ].

And combining this equation with Claim 2.8.1, yields:

2.8.2.1. |[X,Y ]| ≤ (2α/β)|X| |Y |

provided G has (α, β)-angular control and α < π.
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Now we will deduce Claim 2.8.2 from 2.8.2.1 as follows: Set x̂ =
k∑
i=1

Xi

and ŷ =
k∑
i=1

Yi where Xi, Yi ∈ Span(x̂i). Then, by 2.8.2.1, we have

|[x, y]| ≤
k∑

i,j=1

|[Xi, Yj ]| ≤
k∑

i,j=1

(2α/β)|Xi| |Yj |.

Since {x1, x2, . . . , xk} is an orthonormal basis we also have that
k∑

i,j=1

(2α/β)|Xi| |Yj | = (2α/β)

(
k∑
i=1

|Xi|

)(
k∑
i=1

|Yi|

)
≤ (2α/β)(k|x|)(k|y|).

Combining these last two sets of inequalities yields 2.8.2.

Step III. We now let G be a simply connected nilpotent Lie group with
Lie algebra g; G is equipped with a left invariant Riemannian metric. The
purpose of this step is to verify the following claim:

Claim 2.8.3. Let h be an ideal in g and let H be the corresponding (closed
and normal) subgroup of G. If G has (α, β)-angular control, then G/H
also has (α, β)-angular control provided we equip G/H with the (unique)
left invariant Riemannian metric which makes the quotient homomorphism
q : G→ G/H a Riemannian submersion.

Note that H is closed because G is simply connected.
Let m = h⊥; i.e., m is the orthogonal complement to h in g. Identify

m with g/h via the quotient map g → g/h. And, for each u ∈ m, let ǔ
denote the left invariant vector field on G/H determined by u. Denote the
covariant derivative operators for G and G/H by D and D respectively.
Since the quotient map q : G→ G/H is a Riemannian submersion, we may
apply [16, p. 212, Lemma 45] to get that

|Dv̂û| ≥ |Dv̌ǔ|
for all u, v ∈m. From this inequality, and also from Claim 2.8.1, we conclude
that G/H has (α, β)-angular control. (Note that we may assume that α < π
in 2.8.1 since Claim 2.8.3 is otherwise trivially true.) This completes the
verification for Claim 2.8.3.

Step IV. In this step we let G be a simply connected nilpotent Lie group
with Lie algebra g; G is equipped with a left invariant Riemannian metric.
Let γi : R → G be the one-parameter subgroup of G such that

•
γ(0) = xi

(where the {xi} come from Step II). Define a map f : Rk → G by

f(t1, t2, . . . , tk) = γ1(t1)γ2(t2) . . . γk(tk).
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Then it is a classical result for simply connected nilpotent Lie groups that f
is a diffeomorphism. Thus, for each g ∈ G, we may define coordinates {gi}
for g by

(g1, g2, . . . , gk) = f−1(g).

The purpose of this step is to verify the following claim:

Claim 2.8.4. Suppose that G has (α, β)-angular control where α is suffi-
ciently small. (How small is sufficient depends only on k = dim G.) The
following inequality holds for each g ∈ G with dG(g, e) ≤ β:

|g1| ≤ 2dG(g, e).

To verify this claim we proceed by induction on k = dim G. (We may
assume that k > 1 since 2.8.4 is clearly true when k = 1.) Consider the
function ψ : G→ R defined by

ψ(h) = h1

for h ∈ G, and let the exact 1-form ω be defined by

ω = dψ.

Let γ : [0, 1]→ G be a constant speed smooth path such that:

2.8.4.1. (a) γ(0) = e and γ(1) = g,

(b) length(γ) = dG(g, e).

Since g1 =
∫ 1

0
ω(

•
γ(t))dt, we also have that:

2.8.4.1. (c) |g1| ≤
∫ 1

0
|ω(

•
γ(t))|dt.

Now, by 2.8.4.1, in order to complete the verification for Claim 2.8.4 it
will suffice to verify the following property:

2.8.4.2. There exists a positive real number Ck such that the following is
true if α ≤ Ck. For each h ∈ G with dG(h, e) ≤ β and for each v ∈ TGh we
have that |ω(v)| ≤ 2|v|.

To verify 2.8.4.2 we letH denote the image of the one-parameter subgroup
γ1 and set h = span{x1}. Then, G/H is a simply connected nilpotent Lie
group whose Lie algebra is g/h and the quotient homomorphism q : G →
G/H does not increase distances. (We equip G/H with the left invariant
Riemannian metric so that q is a Riemannian submersion.) Also, G/H has
(α, β)-angular control because of Claim 2.8.3. For each index i ≥ 0 let xi
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denote the coset xi+1 + h. Then x1, x2, . . . , xk−1 is an orthonormal basis for
g/h such that

[xi, xj ] ∈ Span{x0, x1, . . . , xi−1}

for all i, j ≥ 1. Let f : Rk−1 → G/H be the diffeomorphism corresponding
to this basis (defined analogously to f : Rk → G above). And notice that

h2 = [q(h)]1

where h comes from 2.8.4.2 and where [q(h)]1 is the first coordinate of
f
−1(q(h)). Hence our inductive assumption yields that

|h2| ≤ 2dG/H(q(h), e) ≤ 2dG(h, e).

We see continuing in this way that:

2.8.4.3. (a) |hi| ≤ 2dG(h, e) ≤ 2β

for all i ≥ 2. Associate to h a finite sequence of group elements h(1), h(2),
. . . , h(k) ∈ G defined by

h(i) = f(0, 0, . . . , 0, hi+1, hi+2, . . . , hk).

And define a finite sequence of vectors y1, y2, . . . , yk ∈ g by:

2.8.4.3. (b) yi = Ad(h(i)−1)(xi)

where Ad : G→ GL(g) is the adjoint representation. Then note that:

2.8.4.3 (c) {ŷ2(h), ŷ3(h), . . . , ŷk(h)} is a basis for Ker(ωh), and y1 = x1,

where ωh : TGh → R is the restriction of the 1-form ω to the tangent space
to G at h. (Recall x̂ is the left invariant vector field determined by each
x ∈ G.) A continuity argument, together with 2.8.4.3(c), shows that there
exists a positive number Ck such that if:

2.8.4.3. (d) |yi − xi| ≤ Ck

for all i ≥ 2, then |ω(v)| ≤ 2|v| (as desired in 2.8.4.2). We proceed to show
that there exists a positive number Ck such that if α ≤ Ck, then 2.8.4.3(d)
holds for all indices i. (This will complete the verification of 2.8.4.2, and
hence also of Claim 2.8.4.)

We note that by the definitions of h(i) and of f : Rk → G we have that:

2.8.4.4. (a) h(i) = γi+1(hi+1)γi+2(hi+2) . . . γk(hk).

Substituting 2.8.4.4(a) into 2.8.4.3(b) yields:

2.8.4.4. (b) yi = Ad(γk(−hk)) . . .Ad(γi+1(−hi+1))(xi).

Note now that, for all indices j, we have:
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2.8.4.4. (c) Ad(γj(−hj)) = e−hjad(xj)

where ad(xj) : g → g is defined by ad(xj)(u) = [xj , u] for all u ∈ g. (The
equation in 2.8.4.4(c) follows from [12, formula (5), p. 118], and from the fact
that γj(−hj) = Exp(−hjxj) where Exp : g→ G is the algebraic exponential
map.) Now, by combining 2.8.4.4(c) with Claim 2.8.2 and 2.8.4.3(a) and
|xi| = 1, we obtain:

2.8.4.4. (d) |Ad(γj(−hj))(u)− u| ≤ |u|(e4k
2α − 1)

for all indices j and every u ∈ g. In particular, we have that:

2.8.4.4. (e) |Ad(γj(−hj))(u)| ≤ |u|e4k
2α.

It now follows from 2.8.4.4(b), (d) and (e), and from the fact that |xi| = 1
for all i, that:

2.8.4.4. (f) |yi − xi| < e4k
3α − 1

for all indices i. This last inequality shows that the positive number Ck
(posited above) clearly exists since ex is continuous and e0 = 1.

This completes the verification of Claim 2.8.4.
Step V. In this step we let G be a simply connected nilpotent Lie group
with Lie algebra g; G is equipped with a left invariant Riemannian metric.
Recall that the algebraic exponential map Exp : g → G is defined by
Exp(v) = γv(1) where γv is the one parameter subgroup of G such that
•
γv(0) = v. It is a classical result for simply connected nilpotent Lie groups
that Exp is a diffeomorphism. The purpose of this step is to verify the
following claim. In this claim we set k = dim G and let e ∈ G denote the
identity element.

Claim 2.8.5. Suppose that G has (α, β)-angular control where α is suffi-
ciently small. (How small is sufficient depends only on dim G.) Then, for
each g ∈ G such that dG(g, e) ≤ β, we have that

|Exp−1(g)| ≤ 4kdG(g, e).

One easily observes that the following statement is a consequence of the
proof given above for Lemma 2.3:

2.8.5.1. For every λ ≥ 1, (α, β)-angular control implies (λα, λβ)-angular
control.

Now to verify Claim 2.8.5 we proceed by induction on k = dim G. (We
may assume k > 1 since 2.8.5 is clearly true when k = 1.) Let H denote the
image of the one-parameter subgroup γ1; it is a closed subgroup contained
in the center of G. Hence, G/H is also a simply connected nilpotent Lie
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group whose Lie algebra is g/h where h = Span{x1} is the Lie algebra of H.
Put the (unique) left invariant Riemannian metric on G/H which makes the
quotient homorphism q : G → G/H a Riemannian submersion. Note that
G/H also has (α, β)-angular control (by Claim 2.8.3) and 2.8.5 is valid for
G/H since dim(G/H) = k − 1. Set

Exp−1(g) = sx1 + u,

where u ∈ Span{x2, x3, . . . , xk}, and let

b = Exp(u) and c = Exp(sx1) = γ1(s).

Note that:

2.8.5.2. (a) g = cb

since c ∈ Center(G). Also let g denote q(g). Then:

2.8.5.2. (b) dG/H(g, e) ≤ dG(g, e) ≤ β

since q : G→ G/H does not increase distances. Also note that ExpG/H(u+
h) = g where ExpG/H : g/h→ G/H denotes the algebraic exponential map
for G/H. Applying 2.8.5 to g, and using 2.8.5.2(b), we obtain that:

2.8.5.2. (c) |u| ≤ 4k−1dG(g, e).

Of course, this last inequality implies directly that:

2.8.5.2. (d) dG(b, e) ≤ 4k−1dG(g, e).

Now, 2.8.5.2(a), and the fact that dG( , ) is left invariant, imply that:

2.8.5.2. (e) dG(c, e) ≤ dG(g, e) + dG(e, b).

Combining 2.8.5.2(d) and (e) yields:

2.8.5.2. (f) dG(c, e) ≤ (4k−1 + 1)dG(g, e).

Since γ1(s) = c, we also have that:

2.8.5.2. (g) c1 = s

where c1 is the first coordinate of f−1(c).
Now let Ck be the positive real number such that the conclusion of Claim

2.8.4 is true (in dimension k) provided α ≤ Ck, and let Ck−1 be the corre-
sponding number such that the conclusion of Claim 2.8.5 is true (in dimen-
sion k − 1) provided α ≤ Ck−1. Set

Ck = min{Ck−1, (4k−1 + 1)−1Ck}.
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In particular, we assume that G has (α, β)-angular control where α ≤ Ck.
And G also has (Ck, β)-angular control where

β = (4k−1 + 1)β

because of 2.8.5.1. Now note that dG(c, e) ≤ β because of 2.8.5.2(f) and our
assumption that dG(g, e) < β. We can consequently apply 2.8.4 to c and,
using again 2.8.5.2(f), conclude that:

2.8.5.3. (a) |c1| ≤ 2dG(c, e) ≤ 2(4k−1 + 1)dG(g, e).

But the triangle inequality, and 2.8.5.2(g), and |x1| = 1, together yield that:

2.8.5.3. (b) |Exp−1(g)| = |sx1 + u| ≤ |c1|+ |u|.

Now, by combining the inequalities of 2.8.5.2(c) and 2.8.5.3(a) and (b) we
get that

|Exp−1(g)| ≤ 4kdG(g, e)

as required in 2.8.5.
This completes the proof for Claim 2.8.5.

Step VI. In this step we shall complete the proof for Lemma 2.8. We assume
s > 0 since the conclusion of 2.8 is trivially true when s = 0. Let ρ : G̃→ G
denote the universal covering group of G and put the induced left invariant
Riemannian metric on G̃. Clearly, G̃ also has (α, β)-angular control. Let the
one parameter subgroup φ̃1 : R→ G̃ be the unique lift of φ1. Furthermore,
let µ : [0, 1]→ G be a smooth path such that:

2.8.6. (a) length(µ) < t,
(b) µ(0) = e and µ(1) = φ1(s).

And, let µ̃ : [0, 1] → G̃ be the unique lift of µ such that µ̃(0) = e. Set
g = µ̃(1) and observe that d eG(g, e) ≤ β (cf. 2.8.6(a) and recall t < β). Thus
we may apply Claim 2.8.5 to G̃ to get a (unique) one-parameter subgroup
γ : [0, s]→ G̃ such that:

2.8.6. (c) γ(s) = g,

(d) |•γ(0)| ≤ s−14kd eG(g, e).

The following useful inequality is a direct consequence of 2.8.6(d) and of the
fact that γ has constant speed:

2.8.6. (e) d eG(γ(u), e) ≤ (u/s)4kt for all u ∈ [0, s].

We denote by C ⊂ G and C̃ ⊂ G̃ the centers of G and G̃, respectively.
Note that C̃ = p−1(C); consequently, G/C = G̃/C̃ is a simply connected
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nilpotent Lie group. Let q : G→ G/C denote the quotient homomorphism.
Then, the two one-parameter subgroups q ◦ ρ ◦ γ and q ◦ φ1 are the same
because the algebraic exponential map for G/C is a diffeomorphism and
because of the equation

q ◦ ρ ◦ γ(s) = q ◦ φ1(s).

Consequently, there is a one-parameter subgroup ψ : R → C̃ such that φ̃1

factors as

φ̃1(u) = ψ(u)γ(u)

for all u ∈ R. Now, set

φ2 = ρ ◦ ψ.

Then, φ1 factors as

φ1(u) = (φ2(u))(ρ ◦ γ(u))

for all u ∈ R. Evaluating this factorization at u = s yields that φ2(s) = e
(since ρ ◦ γ(s) = φ1(s)). Thus Statement (b) of 2.8 is verified.

Since the metric on G is left invariant, the last factorization also yields
that

dG(φ1(u), φ2(u)) = dG(ρ ◦ γ(u), e)

for all u ∈ [0, s]. And observe that

dG(ρ ◦ γ(u), e) ≤ d eG(γ(u), e)

because ρ : G̃ → G does not increase distances. Combining these last two
facts with 2.8.6(e) yields that statement (c) of Lemma 2.8 is true.

This completes the proof for Lemma 2.8. �

3. Proof of Theorem 0.3.

It is recommended that the reader consult Appendix 2 before reading this
section.

Let η, ε, δi be as in 1.3. Let ε, δ be as in Appendix 2 (cf. A.2.1-A.2.3); so
as not to confuse the ε of 1.3 with the ε of Appendix 2, we shall henceforth
denote the latter by ε. Recall that E denotes the total space of the frame
bundle ρ : E → V̂ defined in Appendix 2. We choose η, ε, δi of 1.3 and ε, δ
of Appendix 2 as follows, where m = dim M :

3.0. (a) η = (m+ 4)8.

(b) δi+1 � εδdim E+2
i .

(c) δ1 � δ < ε� ε < 1.
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(To satisfy inequalities (b) and (c) first choose δ and ε and then choose the
δ1, δ2, . . . .)

We shall prove Theorem 0.3 when n = 0 in 0.3: The proof for n > 0 is
essentially the same. With this in mind it will prove convenient to introduce
the following notation for some of the first (m+ 4)8 of the {δi}. [Note that
the following numbers do not exhaust all of the first (m+ 4)8 of the {δi}.]

3.0. (d) For any integers i, j, k, l ∈ {1, 2, . . . , (m+ 4)2 − 1} we set

ti = δi(m+4)6 ,

ti,j = δi(m+4)6+j(m+4)4 ,

ti,j,k = δi(m+4)6+j(m+4)4+k(m+4)2 ,

ti,j,k,l = δi(m+4)6+j(m+4)4+k(m+4)2+l.

For given p ∈ M we use Theorems A.2.2 and A.2.3 to choose a smooth
group action H × V̂ → V̂ which satisfies A.2.1(a)-(c) such that the lifted
actionH×E → E satisfies A.2.3(a) and (b). LetHe ⊂ H denote the identity
component, and set Λe = Λ ∩He (see A.2.1 for Λ ⊂ H). The remainder of
this proof is carried out in Subsections 3.1-3.5 below.

3.1. The groups Gti,x, Ci,j,x, and Λi,j,k,x. In this subsection we identify
the G × N → N and gN and Γ ⊂ G of §2 with He × E → E and g′E and
Λe ⊂ He of Appendix 2. We choose x of 2.7 to lie in the pre-image of p ∈ V
under the composition of projection maps E

ρ // V̂
π //V . Then we have

that the conclusions of Lemmas 2.4, 2.6 and 2.7 hold for β = δ and α = λδ
for any δ > 0 (cf. 2.2 and A.2.5).

The closed connected Lie subgroups Gti,x ⊂ G are as given in 2.7. We note
that Gti+1,x ⊂ Gti,x for all 1 ≤ i < (m+4)2−1. Thus a dimension argument
gives us the following. (Recall that dim M = m and dim E ≤ m2 +m; so
dim G ≤ m2 +m (cf. A.2.3).)

3.1.1. For some 1 ≤ i < (m+ 4)2 − 1 we have that

Gti,x = Gti+1,x.

For each 1 ≤ j ≤ (m + 4)2 − 1, and for i as in 3.1.1, we choose a sub-
group Ci,j,x ⊂ Gti,x which is maximal in Gti,x with respect to the following
properties:

3.1.2. (a) d′
V̂

(ρ(x), hρ(x)) ≤ ti,j for each h ∈ Ci,j,x.
(b) Ci,j,x is compact.

The existence of such a maximal subgroup of Gti,x can be seen as follows:
SinceGti,x is a connected nilpotent Lie group (cf. 2.7) it must contain a single
maximal compact subgroup C ⊂ Gti,x. Now if C1 ⊂ C2 ⊂ C3 ⊂ . . . is a
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sequence of compact subgroups satisfying 3.1.2(a) and (b) with Cl 6= Cl+1 for

all l, then D = closure

(∞⋃
l=1

Cl

)
is a subgroup of C which satisfies Properties

3.1.2(a) and (b) and also satisfies dim(C1) < dim(D). Thus to construct
Ci,j,x we can first choose a compact subgroup C1 of maximal dimension that
satisfies 3.1.2(a) and (b); then by the preceding remarks Cn (one of the
groups in the sequence C1 ⊂ C2 ⊂ C3 ⊂ . . . ) may be chosen to be Ci,j,x.

Note that these compact subgroups can be chosen to satisfy Ci,j+1,x ⊂
Ci,j,x for all 1 ≤ j < (m + 4)2 − 1. We denote by Fi,j,x ⊂ V̂ the connected
component of the fixed point set for Ci,j,x × V̂ → V̂ which is a distance less
than 2ti,j from ρ(x) (cf. Remark 3.1.3.1 below to see that Fi,j,x 6= φ). Fi,j,x is
a totally geodesic submanifold of V̂ . It follows from 3.1.2 that each Fi,j,x is
a nonempty closed subset of V̂ ; and that the equality Ci,j,x = Ci,j+1,x would
be implied by the equality Fi,j,x = Fi,j+1,x. On the other hand, it follows
from the inclusion Ci,j+1,x ⊂ Ci,j,x that Fi,j,x ⊂ Fi,j+1,x. Thus a dimension
argument (over the dimension of the fixed point sets) can be used to verify
the following:

3.1.3. For some 1 ≤ j < (m+ 4)2 − 1 we have that

Ci,j,x = Ci,j+1,x.

Remark 3.1.3.1. We show in this remark that Fi,j,x 6= φ; i.e., there is a
fixed point Y ∈ V̂ for the action Ci,j,x × V̂ → V̂ with d′

V̂
(ρ(x), Y ) < 2ti,j .

Since V̂ , g′V is A′-regular with radius of injectivity at ρ(x) much greater than
ti,j (cf. 3.0 and Appendix 2), we may choose an imbedding fp : Bm

ε → V̂ as
in A.1.1 and A.1.2 with p = ρ(x) and ε� ti,j . The action of Ci,j,x× V̂ → V̂
pulls back along fp to give a smooth action Ci,j,x × Bm

ε/2 → Bm
ε defined by

the requirement that fp(hq) = hfp(q) for all h ∈ Ci,j,x and all q ∈ Bm
ε/2

(cf. 3.1.2(a)). In light of A.1.1(a) and (b), Property 3.1.2(a) implies that
the pulled back action satisfies:

(i) |h0| < (3/2)ti,j
for all h ∈ Ci,j,x, where h0 indicates the action of h on the origin 0 ∈ Bm

ε/2.

Now if V̂ were a Riemannian flat space (gi,j = δij everywhere in A.1.1(a) and
(b)) we could obtain a fixed point element for the action Ci,j,x×Bm

ε/2 → Bm
ε

by taking the geometric average:

(ii) X =
(∫

Ci,j,x
h0
)
/Vol(Ci,j,x)

of all the values in (i). Note that (i) would assure that X of (ii) satisfies
|X| < (3/2)ti,j ; so setting Y = fp(X) we get the desired fixed point for the
action Ci,j,x × V̂ → V̂ . In the general situation (when V̂ is not flat) we
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obtain a fixed point set for the action Ci,j,x × Bm
ε/2 → Bm

ε as the limit of
points Xn, n = 1, 2, 3, . . . , where:

(iii) X1 = X; and Xn+1 =
(∫

Ci,j,x
hXn

)/
Vol(Ci,j,x) for n ≥ 1.

Note that (i) and (iii), together with Properties A.1.1(a) and (b) and A.1.3.3.1
in Appendix 1, imply that:

(iv) X∞ = limit
n→∞

Xn

exists and satisfies:

(v) |X∞| < (7/4)ti,j and hX∞ = X∞

for all h ∈ Ci,j,x. Setting Y = fp(X∞) we get the desired fixed point for the
action Ci,j,x × V̂ → V̂ . [Note that (v) above, and Properties A.1.1(a) and
(b) in Appendix 1, together imply that d′

V̂
(ρ(x), Y ) < 2ti,j .]

For each 1 ≤ k ≤ (m + 4)2 − 1, and for i and j as in 3.1.1 and 3.1.3, we
let Λi,j,k,x ⊂ Λ denote the subgroup generated by all g ∈ Λ which satisfy:

3.1.4. d′
V̂

(ρ(x), gρ(x)) < ti,j,k.

We use the remainder of this subsection to verify the following claim:

Claim 3.1.5. The following relations exist between the groups Gti,x, Ci,j,x,
Λi,j,k,x, for i and j as in 3.1.1 and 3.1.3 and each 1 ≤ k < (m+ 4)2 − 1:

(a) g(Gti,x)g
−1 = Gti,x for each g ∈ Λi,j,k,x.

(b) g(Ci,j,x)g−1 = Ci,j,x for each g ∈ Λi,j,k,x ∪Gti,x.
(c) Set Λ′i,j,k,x = Λi,j,k,x ∩ Gti,x. Then Λ′i,j,k,x is a normal subgroup of

Λi,j,k,x of index � t−dim E
i .

(d) Λ′i,j,1,x = Λ′i,j,k,x.

Verification of Claim 3.1.5.
It will suffice to verify 3.1.5(a) for any g ∈ Λi,j,k,x satisfying 3.1.4. Note

that any g′ ∈ Γti+1,x satisfies:

3.1.6. (a) d′E(x, hg′(s)x) < Bti+1

for all s ∈ [0, 1], where hg′ is the one-parameter subgroup hypothesized in 2.7
for t = ti+1, and where B comes from A.2.3 and 2.7. And, since ρ : E → V̂
is a Riemannian submersion, 3.1.6(a) immediately implies:

3.1.6. (b) d′
V̂

(ρ(x), hg′(s)ρ(x)) < Bti+1

for all s ∈ [0, 1]. Combining 3.1.4 with 3.1.6(b) we get:

3.1.6. (c) d′
V̂

(ρ(x), ghg′(s)g−1ρ(x)) < 2ti,j,k +Bti+1
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for all s ∈ [0, 1]. Finally, by combining 3.1.6(a) and (c) with the inequality
2ti,j,k +Bti+1 � ti (cf. 3.0), we may deduce that:

3.1.7. (a) d′E(x, g(hg′(s))g−1(x))� ti

for all s ∈ [0, 1]. Recall that g′ = hg′(rg′) for some rg′ ∈ [0, 1]; so when
s = rg′ in 3.1.7(a) we get:

3.1.7. (b) d′E(x, gg′g−1(x))� ti.

We also have that:

3.1.7. (c) gg′g−1 ∈ Γ.

To see this first note that gg′g−1 ∈ Λ; and, since g′ ∈ He and gHeg
−1 = He,

we also have that gg′g−1 ∈ He. Now 3.1.7(c) follows from these remarks and
the equality Γ = Λ ∩He. An immediate consequence of Properties 3.1.7(b)
and (c), and of the definition of Γt,x given just prior to 2.7 above, is that:

3.1.8. (a) gg′g−1 ∈ Γti,x.

Thus, there is the one-parameter subgroup hgg′g−1 : R→ Gti,x hypothesized
in 2.7. Consider also the one-parameter subgroup h : R → He defined by
h(s) = ghg′(s)g−1. We note that 3.1.7(a) assures that 2.7(a) may be applied
to conclude that h is just a reparameterization for hgg′g−1 ; in particular we
have that:

3.1.8. (b) ghg′(s)g−1 ∈ Gti,x for all s.

Since the one-parameter subgroups hg′ : R→ Gti+1,x, g
′ ∈ Γti+1,x, generate

Gti+1,x (cf. 2.7(b)), it follows from 3.1.8(b) that:

3.1.8. (c) gGti+1,xg
−1 ⊂ Gti,x.

Now Property 3.1.5(a) is a consequence of Properties 3.1.1 and 3.1.8(c).
In verifying Claim 3.1.5(b), since Ci,j,x is in the center of Gti,x, we only

need to consider the case where g ∈ Λi,j,k,x. It also suffices to consider g
which satisfies 3.1.4 since Λi,j,k,x is generated by such elements. It follows
from 3.1.2 and from 3.1.4 that:

3.1.9. d′
V̂

(ρ(x), ghg−1ρ(x)) < 2ti,j,k + ti,j+1, for all h ∈ Ci,j+1,x.

Let C ⊂ G denote the minimal compact subgroup which contains both
Ci,j+1,x and g(Ci,j+1,x)g−1. Since C is in the center of G it follows that any
element in C can be written as a product g1g2 of two elements in Ci,j+1,x ∪
g(Ci,j+1,x)g−1. This last fact, together with 3.1.2(a) (as applied to Ci,j+1,x)
and 3.1.9, implies that:
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3.1.10. (a) d′
V̂

(ρ(x), hρ(x)) < λ(2ti,j,k + ti,j+1) for all h ∈ C.

It follows from 3.0 that

λ(2ti,j,k + ti,j+1)� ti,j .

Combining this last inequality with 3.1.10(a) we get that:

3.1.10. (b) d′
V̂

(ρ(x), hρ(x)) < ti,j for all h ∈ C.

If 3.1.5(b) doesn’t hold, then Ci,j+1,x ⊂ C but Ci,j+1,x 6= C (cf. 3.1.3).
These last properties, together with 3.1.2, 3.1.3 and 3.1.10(b), contradict
the maximality property for Ci,j,x. This completes the verification of Claim
3.1.5(b).

Now we verify Claim 3.1.5(c). It follows directly from 3.1.5(a) that Λ′i,j,k,x
is a normal subgroup of Λi,j,k,x. To estimate its index choose a covering of the
fiber ρ−1(ρ(x)) by a finite number of open subsets X1, . . . , Xq ⊂ ρ−1(ρ(x))
which satisfy the following properties:
3.1.11.

(a) Each Xs is an open ball in ρ−1(ρ(x)) of radius ti/8. (Here the radius
is measured with respect to the restriction of g′E to ρ−1(ρ(x)).)

(b) q � t−dim E
i .

Let B(ρ(x), ti/8) ⊂ V̂ denote the open ball in V̂ of radius ti/8 centered at
ρ(x) ∈ V̂ , and define an open covering Y1, . . . , Yq for ρ−1(B(ρ(x), ti/8)) as
follows:

3.1.11.

(c) Each Ys is gotten by parallel translating the set Xs along all the
geodesics in B(ρ(x), ti/8) which start at ρ(x).

If for h1, h2 ∈ Λi,j,k,x we have that h1(x), h2(x) ∈ Ys (for some s ∈ {1, 2, . . . ,
q}), it follows from 3.1.11(a) and (c) that d′E(x, h−1

2 h1(x)) < ti. It follows
from this last inequality, and from A.2.3 and 3.0, that h−1

2 h1 ∈ Γ = Λ∩He.
Thus h−1

2 h1 ∈ Γti,x (cf. the definition of Γti,x which precedes 2.7, and recall
that Γ = Λ ∩He); so h−1

2 h1 ∈ Gti,x by 2.7(b). It follows that there at most
q distinct left cosets of Λ′i,j,k,x in Λi,j,k,x. This completes the verification of
Claim 3.1.5(c).

Finally we will verify 3.1.5(d). First we note that:

3.1.12. Γti,j,k,x ⊂ Λ′i,j,k,x.

To see this we recall that Γ = Λ∩He, and thus (by the definition of Γti,j,k,,x

preceding 2.7 and the definition of Λi,j,k,x in 3.1.4) it follows that Γti,j,k,x ⊂
Λi,j,k,x. We conclude from 2.7(b) and 3.0 that Γti,j,k,x ⊂ Gti,x. Now these
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last two inclusions, together with the definition given for Λ′i,j,k,x in 3.1.5(c),
imply 3.1.12. Next we note that it follows from 2.7(c) (with t = ti+1 in 2.7)
and 3.1.1 that:

3.1.13. diameter (Lti,j,k,x/Γti,j,k,x) < τti+1

for all 1 ≤ k ≤ (m+4)2−1. From the definition given for Λ′i,j,k,x in 3.1.5(c),
and from 3.0 and 3.1.1, it follows that Λ′i,j,k,x acts on the space Lti,j,k,x;
and thus there is the orbit space Lti,j,k,x/Λ

′
i,j,k,x. Now combining 3.1.12 and

3.1.13 we conclude (even when k = (m+ 4)2 − 1) that:

3.1.14. diameter (Lti,j,k,x/Λ
′
i,j,k,x) < τti+1.

Setting k = 1 in 3.1.14 we see that:

3.1.15. diameter (Lti,j,1,x/Λ
′
i,j,1,x) < τti,j,k, for 1 ≤ k ≤ (m+ 4)2 − 1.

It follows immediately from 3.1.15 that there is a generating set S ⊂ Λ′i,j,1,x
for the group Λ′i,j,1,x such that

d′E(x, gx) < 2τti,j,k

for all g ∈ S; and, since ρ : E → V̂ is a Riemannian submersion, this last
inequality implies

d′
V̂

(ρ(x), gρ(x)) < 2τti,j,k

for all g ∈ S. It follows from 3.0 that

2τti,j,k � ti,j,k−1.

Combining these last two inequalities with the definition given for Λi,j,k−1,x

in 3.1.4, and with the definitions of Λ′i,j,1,x and Λ′i,j,k−1,x given in 3.1.5(c),
we see that:

3.1.16. Λ′i,j,1,x ⊂ Λ′k,j,k−1,x for 1 < k ≤ (m+ 4)2 − 1.

On the other hand it is a clear consequence of 3.1.4 and 3.1.5(c), and of the
fact that ti,j,k ≤ ti,j,1 if k ≥ 1 (cf. 3.0), that:

3.1.17. Λ′i,j,k,x ⊂ Λ′i,j,1,x for 1 ≤ k ≤ (m+ 4)2 − 1.

Now 3.1.16 and 3.1.17 together imply 3.1.5(d).

3.2. The group action Gi,j,x×Fi,j,k,y → Fi,j,k,y. Let the positive integers
i, j be as in 3.1.1 and 3.1.3. We have referred to the subset Fi,j,x ⊂ V̂
in 3.1: It is the connected component of the fixed point set for the action
Ci,j,x × V̂ → V̂ which is a distance less than 2ti,j from ρ(x). Note that it
follows from 3.1.2, 3.1.3, 3.1.5 that Fi,j,x satisfies the following properties:
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3.2.1. (a) d′
V̂

(ρ(x), y) < 2ti,j+1, for some y ∈ Fi,j,x.

(b) Fi,j,x is invariant under the action Gti,x : V̂ → V̂ .
(c) Fi,j,x is invariant under the action Λi,j,k,x : V̂ → V̂ for all 1 ≤ k ≤

(m+ 4)2 − 1.

Property 3.2.1(a) follows from 3.1.1-3.1.3. To verify Property 3.2.1(c) it will
suffice to show that gFi,j,x = Fi,j,x for any g ∈ Λi,j,k,x which satisfies 3.1.4.
Note that by 3.1.5(b) we have that gFi,j,x is a connected component of the
fixed point set for Ci,j,x × V̂ → V̂ . Using Appendix 2, 3.0, 3.1.4, 3.2.1(a)
we have that y ∈ Fi,j,x and gy ∈ gFi,j,x are a distance apart less than ti,j ,
and that ti,j is much less than the radius of injectivity for V̂ at y. Thus
there is a unique shortest geodesic arc connecting y to gy, which must be
in the fixed point set for Ci,j,x × V → V because y and gy are fixed points.
It follows that Fi,j,x = gFi,j,x. This completes the verification for 3.2.1(c).
The verification of 3.2.1(b) is the same as that for 3.2.1(c); note that since
Gti,x is connected it has a generating set of elements g ∈ Gti,x which satisfy
Property 3.1.4.

We see from 3.2.1(b) (see also 3.1.5(b)) that there is an action

Gi,j,x × Fi,j,x → Fi,j,x

by the quotient group

Gi,j,x = Gti,x/Ci,j,x;

by 3.2.1(c) we see that there is the action

Λi,j,k,x × Fi,j,x → Fi,j,x

for all 1 ≤ k ≤ (m+ 4)2 − 1. For each 1 ≤ k ≤ (m+ 4)2 − 1, we let

Fi,j,k,y ⊂ Fi,j,x
denote the union of all the orbits of the action Gi,j,x × Fi,j,x → Fi,j,x which
intersect with

⋃
g∈Λi,j,k,x

g(B(y; ti,j,k)) where B(y; ti,j,k) denotes the open ball

in Fi,j,x of radius ti,j,k centered at y, and y ∈ Fi,j,x comes from 3.2.1(a).
Since Fi,j,k,y is the union of some Gi,j,x-orbits, it is therefore left invariant
by the action Gi,j,x × Fi,j,x → Fi,j,x. To see that Fi,j,k,y is left invariant by
the action Λi,j,k,x×Fi,j,x → Fi,j,x we must appeal to 3.1.5(a). Thus we have
the following:

3.2.2. Fi,j,k,y is left invariant by each of the actions Gi,j,x × Fi,j,x → Fi,j,x
and Λi,j,k,x × Fi,j,x → Fi,j,x.

We use the remainder of this subsection for verifying the following two
claims. In both these claims we let i, j be as in 3.1.1, 3.1.3.
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Claim 3.2.3. For any 2 ≤ k < (m+ 4)2 − 1 the following hold:

(a) The action Gi,j,x × Fi,j,k,y → Fi,j,k,y has local angle control equal
(ε, ti,j,2).

(b) Gi,j,x × Fi,j,k,y → Fi,j,k,y is a free action.
(c) Let Gi,j,k,y denote the foliation of Fi,j,k,y by the orbits of this action.

Then Gi,j,k,y is a strongly Riemannian foliation which satisfies

K(Gi,j,k,y;Fi,j,k,y) < 106εt−1
i,j,2.

(See Remarks 2.6(i) and (ii) for terminology and notation.)

For each t > 0 let A⊥(y; t) denote the set of all vectors v ∈ T (Fi,j,2,y)y
which are perpendicular to Gi,j,2,y and have length < t. Note that the
exponential map exp : A⊥(y; t)→ V̂ is a well-defined smooth embedding for
all t ∈ (0, ti,j,2] (cf. A.2.1, A.2.2, 3.0); denote its image by B⊥(y; t).

Claim 3.2.4. For any 4 ≤ k < (m + 4)2 − 1 we have that B⊥(y; ti,j,k−1)
intersects each leaf of Gi,j,k,y at most once.

Verification of Claim 3.2.3.
Note that Lemma 2.6 and 3.2.3(a) together imply Property 3.2.3(c). To-

wards verifying Property 3.2.3(b) we denote by Gi,j,x,z the isotropy group for
the actionGi,j,x×Fi,j,k,y → Fi,j,k,y at any point z ∈ Fi,j,k,y. To verify 3.2.3(b)
it will suffice to show that |Gi,j,x,z| = 1. And, since Gi,j,x,gz = g(Gi,j,x,z)g−1

for any g ∈ Gi,j,x ∪ Λi,j,k,x (cf. 3.1.5(a) and (b)) and

Fi,j,k,y =
⋃

g1∈Gi,j,x,g2∈Λi,j,k,x

g1g2B(y; ti,j,k),

it follows that we only have to show that |Gi,j,x,z| = 1 for z ∈ B(y; ti,j,k).
Note that Lemma 2.5 and 3.2.3(a), together with Corollary A.2.4, imply
that |Gi,j,x,z| < ∞. So the pre-image of Gi,j,x,z under the quotient map
Gti,x → Gi,j,x is a finite extension Ci,j,x ⊂ Ci,j,x of the compact group Ci,j,x.
Note also that z is in the fixed point set for the action Ci,j,x × V̂ → V̂ ,
and that dV̂ (ρ(x), z) � ti,j (use 3.0, 3.2.1(a), and z ∈ B(y; ti,j,k)). Thus,
if |Gi,j,x,z| > 1, Ci,j,x will be a larger compact group than Ci,j,x which also
satisfies 3.1.2. This would contradict the maximality property for Ci,j,x. So
we must have that |Gi,j,x,z| = 1 as desired.

We have just argued that Properties 3.2.3(b) and (c) can be deduced
from Property 3.2.3(a). Thus to complete the proof of Claim 3.2.3 it will
suffice to verify 3.2.3(a). Note also that Fi,j,k,y ⊂ Fi,j,2,y for all k ≥ 2; so
it will suffice to verify 3.2.3(a) for k = 2. To verify 3.2.3(a) for k = 2 it
will suffice to show that the action Gi,j,x × Fi,j,2,y → Fi,j,2,y has local angle
control equal (ε, ti,j,2) at every z ∈ B(y, ti,j,2) since gGi,j,xg−1 = Gi,j,x for
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all g ∈ Gi,j,x ∪ Λi,j,2,x by 3.1.5(a) and (b), and

Fi,j,2,y =
⋃

g1∈Gi,j,x,g2∈Λi,j,2,x

g1g2B(y; ti,j,2).

If the desired local angle control does not hold at some z ∈ B(y, ti,j,2) then
(by Lemma 2.3) there must exist a unit speed path f : R → Fi,j,2,y and a
unit vector v ∈ T (Fi,j,2,y)z which satisfy the following properties:

3.2.5. (a) There is a one-parameter subgroup φ : R → Gi,j,x such that
f(t) = φ(t)(z).
(b) Θ(Dg(v), Pf |[0,r](v)) > ε, where g = φ(r) for some 0 < r ≤ ti,j,2.

Choose ẑ ∈ ρ−1(z), and let φ̂ : R → Gti,x denote a one-parameter sub-

group such that the composition R
φ̂ //Gti,x

q //Gi,j,x (q = quotient map)
is equal to φ of 3.2.5. Define a map f̂ : R → E by f̂(t) = φ̂(t)(ẑ) for all
t ∈ R. Then f̂ satisfies the following properties. (Note that 3.2.6(b) is
a consequence of 3.2.6(a), and Appendix 2, and the fact that f has unit
speed.)

3.2.6. (a) ρ ◦ f̂ = f .

(b) f̂ has constant speed ≥ 1.

Note that Properties 3.2.5(b) and 3.2.6(a) together imply that:

3.2.7. (a) d′E(g(ẑ), f̂(u)) ≥ ε/8, for some u ∈ (0, ti,j,2) and all g ∈ Ci,j,x.

Combining 3.2.6(b) with 3.2.7(a) (with g = id in 3.2.7(a)) we get that:

3.2.7. (b) f̂ has constant speed ≥ ε/8ti,j,2.

Now, combining 3.2.6 and 3.2.7(b), together with the relation:

3.2.7. (c) ti,j,2 � ε(ti,j,1)dim E+2

(which follows from 3.0) and the fact that ρ ◦ f̂ has unit speed, imply that
the following is true:

3.2.8. (a) There is s ∈ (u, ti,j,1/2) so that d′E(f̂(0), f̂(s))� ti,j,1.

[In more detail we verify 3.2.8(a) as follows: Let B(z, ti,j,1) denote the open
ball in V̂ of radius ti,j,1 centered at z. We may choose a covering {Bk : 1 ≤
k ≤ κ} for ρ−1(B(z, ti,j,1)) by open balls Bk in E satisfying:

(i) radius(Bk)� ti,j,1,
(ii) κ� t−dim E

i,j,1 .
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On the other hand it follows from 3.2.6, and from the fact that f has unit
speed, that:

(iii) f̂(a) ∈
κ⋃
k=1

Bk for all a ∈ [0, ti,j,1].

Finally, by combining (ii) and (iii) above with Property 3.2.7(c), we deduce
that there are numbers a, c ∈ [0, ti,j,1/2] such that:

(iv) a+ ti,j,2 < c and f̂(a), f̂(c) ∈ Bk for some 1 ≤ k ≤ κ.
Now Property 3.2.8(a) is an immediate consequence of (i) and (iv), and of
the inequality u < ti,j,2 (cf. 3.2.7(a)), provided the number s of 3.2.8(a) is
defined by s = c− a.]

Note that Appendix 2, 2.2, and 3.1.1 assure that all the hypotheses for
2.7(d) are satisfied by the action Gti,x×E → E. Thus we may apply 2.7(d),
in conjunction with 3.2.8(a), to deduce that:

3.2.8. (b) dGti,x(φ̂(0), φ̂(s)) < ti,j,1.

Now we can apply Lemma 2.8 with φ1, t, s,G of 2.8 set equal to φ̂, ti,j,1, s
(of 3.2.8), Gti,x, and with gG of 2.8 set equal to the Riemannian metric on
Gti,x induced from g′E by identifying Gti,x with the subset Gti,x(ẑ) = {g(ẑ) :
g ∈ Gti,x} of E via the map g → g(ẑ). We choose the local angle control
numbers (α, β) (assumed in the hypothesis of 2.8) to be equal (λδ1, δ1) where
λ > 1 comes from Remark 2.2 and A.2.5; then it follows from 2.2 and
A.2.5 that the left action G × G → G has local angle control equal (α, β)
as required in 2.8. Note that 3.2.8(b), and the preceding remarks, imply
that these choices for φ1, t, s,G, gG satisfy Property 2.8(a). Thus we may
apply Lemma 2.8 to conclude that there is another one-parameter group
φ2 : R→ Gti,x which satisfies the following properties:

3.2.9. (a) φ2(s)(ẑ) = ẑ.

(b) d′E(φ2(u)(ẑ), φ1(u)(ẑ)) < (u/s)4dim E(ti,j,1) for all u ∈ [0, s].

We can deduce from 3.2.9(b), 3.2.7(a), and from the inequality ti,j,1 � ε/8
(cf. 3.0), the following additional property for φ2:

3.2.9. (c) Image (φ2) is not contained in Ci,j,x.

Note that 3.2.9(a), together with the fact that Gti,x × E → E is a free
action [the action H × V̂ → V̂ is effective (cf. Appendix 2) and thus the
action H ×E → E is free] implies that Image(φ2) is a compact subgroup of
Gti,x. Let C denote the minimal compact subgroup of Gti,x which contains
Ci,j+1,x ∪ Image(φ2). The following properties hold:

3.2.10. (a) Ci,j,x ⊂ C ⊂ Gti,x and Ci,j,x 6= C.
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(b) d′
V̂

(ρ(x), hρ(x)) < ti,j , for all h ∈ C.

Note that 3.2.10(a) is a consequence of 3.1.3, 3.2.9(c) and of the definition
of C. Also note that each element h ∈ C can be written as product h = g1g2
of two elements in Ci,j+1,x ∪ Image(φ2) (because Gti,x is connected and
nilpotent). Thus Property 3.2.10(b) follows from 3.0, 3.1.2 (as applied to
Ci,j+1,x), and from the following property:

3.2.11. d′
V̂

(ρ(x), gρ(x)) < 8dimE(ti,j,1) for all g ∈ Image (φ2).

To verify 3.2.11 we note first that ρ : E → V̂ doesn’t increase distances;
thus

d′
V̂

(φ2(u)z, φ1(u)z) < (u/s)4dim E(ti,j,1), for all u ∈ (0, s),

follows from 3.2.9(b). Now φ1(u)z has unit speed in the variable u (because
it coincides with the path f(u)), and s ∈ (0, ti,j,1) (by 3.2.8(a)), so

d′
V̂

(z, φ1(u)z) < ti,j,1 for all u ∈ (0, s).

On the other hand we deduce from 3.0, 3.2.1(a), and from the fact that
z ∈ B(y, ti,j,2), that

d′
V̂

(ρ(x), z) < ti,j,1.

Now Property 3.2.11 follows directly form 3.2.9(a), and from the three pre-
ceding inequalities.

Note that 3.2.10 contradicts the maximality of the compact subgroup
Ci,j,x. This contradiction can be traced back to our assumption that the
action Gi,j,x×Fi,j,k,y → Fi,j,k,y does not have local control equal (ε, ti,j,2) at
z ∈ B(y, ti,j,2) (cf. 3.2.5).

This completes the verification of Claim 3.2.3.

Verification of Claim 3.2.4.
We begin by verifying the following property:

3.2.12. diameter (L/Λ′i,j,k,x) < 2τti+1, for each leaf L ∈ Gi,j,k,y.

Here τ > 0 comes from 2.7(c), and the diameter is computed with respect
to the Riemannian metric which L ⊂ V̂ inherits from (V̂ , g′

V̂
).

It will suffice to consider only those leaves L ∈ Gi,j,k,x in 3.2.12 which in-
tersect with the subset B(y; ti,j,k) of Fi,j,x (cf. 3.1.5, and review the definition
of Fi,j,k,y); note that this condition on L is equivalent to:

3.2.13. (a) d′
V̂

(y, L) < ti,j,k,

since Fi,j,x is a path component of the fixed point set of Ci,j,x× V̂ → V̂ and
the injectivity radius of V̂ at y is � ti,j,k (cf. 3.0 and Appendix 2). Let Gi,x
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denote the foliation of E by the orbits of the group action Gti,x × E → E
(recall that this action is free). Note that the pre-image of L under the

composition map E
ρ // V̂ is a union of leaves in Gi,x. It follows from

Appendix 2, 3.0, 3.2.1(a), and from 3.2.13(a) that there is a leaf L̂ ∈ Gi,x
such that ρ(L̂) = L and:

3.2.13. (b) d′E(x, L̂) < 2ti,j,k.

Remark 2.2 and A.2.5 assure us that we may apply Lemma 2.6, with the
group action G×N → N and the numbers α, β of 2.6 taken to be the group
action Gti,x × E → E and the numbers λt, t (for any small t > 0 and λ as
in 2.2 and A.2.5), to conclude that:

3.2.13. (c) K(Gi,x;E) < 106λ.

Now 3.2.13(b) and (c) and 3.1.14 together imply that:

3.2.13. (d) diameter(L̂/Λ′i,j,k,x) < 2τti+1.

[When deriving 3.2.13(d) see also 3.0, 3.1.1, and recall that the actions of
Gti and Λi,j,k,x on E are free.] Since ρ : E → V̂ is a Riemannian submersion
which maps L̂ onto L, and which commutes the action of Λ′i,j,k,x on E and
on V̂ , we may deduce 3.2.12 from 3.2.13(d).

It follows from A.2.2 and from 3.0 that the radius of injectivity for Fi,j,x
is greater than ti,j,2 at y ∈ Fi,j,x. This fact, together with the curvature
restrictions placed on Gi,j,2,y by 3.2.3, allow us to define a “local projection”

π : X(y; ti,j,2)→ A⊥(y; ti,j,2)

from an open subset X(y; ti,j,2) ⊂ Fi,j,2,y as follows: Recall that B⊥(y; t) and
A⊥(y; t) were defined just prior to 3.2.4 above for any t ∈ (0, ti,j,2]; A⊥(y; t)
is a subset of T (Fi,j,2)y and B⊥(y; t) ⊂ Fi,j,2 is the diffeomorphic image
of A⊥(y; t) under the exponential map exp : A⊥(y; t) → Fi,j,2. For each
q ∈ B⊥(y; t) let Lq denote the leaf of Gi,j,2,y containing q and let X(y; t)q
denote the open ball in Lq of radius t centered at q. Set

X(y; t) =
⋃

q∈B⊥(y;t)

X(y; t)q

for each t ∈ (0, ti,j,2]; and define π : X(y; ti,j,2) → A⊥(y; ti,j,2) by sending
X(y; ti,j,2)q to exp−1(q) for each q ∈ B⊥(y; ti,j,2). Then π is a smooth fiber
bundle projection having the open balls {X(y; ti,j,2)q : q ∈ B⊥(y; t)} for
fibers. Note that for each t ∈ (0, ti,j,2] the restricted map π : X(y, t) →
A⊥(y; t) is a smooth bundle projection having the open balls {X(y; t)q : q ∈
B⊥(y; t)} for fibers.
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If Claim 3.2.4 does not hold then we may deduce from 3.2.12 that there
is g ∈ Λ′i,j,k,x which for some z ∈ X(y; ti,j,k−1) satisfies:

3.2.14. (a) d′Fi,j,x
(z, g(z)) < 4ti,j,k−1, and thus g(z) ∈ X(y; ti,j,2);

(b) π(z) 6= π(g(z)).

We will complete the proof for 3.2.4 by deriving a contradiction to 3.2.14(b).
We can deduce from 3.0, 3.2.14(a), and from the definition of the π, that

for each positive integer s ≤ t−dim E
i,j,k−2 left multiplication by gs is a smooth

embedding

gs : X(y; ti,j,2/8)→ X(y; ti,j,2)

which maps each fiber for π | X(y; ti,j,2/8) into a fiber for π. Thus each gs

induces a smooth embedding hs : A⊥(y; ti,j,2/8) → A⊥(y; ti,j,2) . We will
verify the following properties for {hs : 1 ≤ s ≤ t−dim E

i,j,k−2 }:

3.2.15. (a) |hs(0)| � ti,j,k−2.

(b) There is linear isometry Is : T⊥(Gi,j,2,y)y → T⊥(Gi,j,2,y)y such that
|Dhs − Is| < O(ε). (Here T⊥(Gi,j,2,y) denotes the orthogonal comple-
ment for TGi,j,2,y in TFi,j,2,y.)

(c) If hs | A⊥(y; ti,j,2/82) has a fixed point then hs is the inclusion map.
(d) Each composition hs1 is well-defined and equal to hs on all of A⊥(y;

ti,j,2/82).

Properties 3.2.15(a) and (b) are a consequence of 3.0 and 3.2.14(a), and
of the curvature condition and the “strongly Riemannian” condition placed
on the foliation of X(y; ti,j,2) by the fibers of π by Claim 3.2.3 (see also
Appendix 1). And Property 3.2.15(d) is a consequence of 3.2.15(a) and (b).
Towards verifying Property 3.2.15(c) we denote by q ∈ A⊥(y; ti,j,2/82) a
fixed point for hs; we have then that

gs(π−1(q) ∩X(y; ti,j,2/82)) ⊂ π−1(q);

and then by appealing to 3.0 and 3.2.14(a) this last assertion can be im-
proved to

gs(π−1(q) ∩X(y; ti,j,2/82)) ⊂ π−1(q) ∩X(y; ti,j,2/8).

It follows from this last inclusion, and from the fact that Gi,j,x × Fi,j,2,y →
Fi,j,2,y is a free action by isometries (cf. 3.2.3(b)), that there is a path f :
[0, 1]→ Gi,j,x which satisfies:

3.2.16. (a) f(0) = identity and f(1) = gs;

(b) f(t)(π−1(q) ∩X(y; ti,j,2/82)) ⊂ π−1(q) ∩X(y; ti,j,2/4) for all t ∈ [0, 1].
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Now it follows from 3.2.16(b), and from the curvature condition placed on
the foliation of X(y; ti,j,k−2) by the fibers of π in Claim 3.2.3, that:

3.2.16. (c) f(t)(π−1(u)∩X(y; ti,j,2/82)) ⊂ π−1(u) for all u ∈ A⊥(y; ti,j,2/82)
and all t ∈ [0, 1].

Property 3.2.15(c) is a consequence of 3.2.16(a) and (c).
A contradiction to Property 3.2.14(b) is contained in the following state-

ment:

3.2.17. All the maps {hs : 1 ≤ s ≤ t−dim E
i,j,k−2 } have a common fixed point in

A⊥(y; ti,j,2/82).

In fact 3.2.17 and 3.2.15(c) together imply that h1 is the inclusion map;
this is equivalent to the equalities π(z) = π(g(z)) for all z ∈ X(y; ti,j,2/82),
which contradicts 3.2.14(b).

Thus to complete the proof of Claim 3.2.4 it remains only to verify 3.2.17.
First we will verify the following weakened version of 3.2.17:

3.2.18. For some positive integer r < t−dim E
i,j,k−2 we have that hr(0) = 0.

Towards this end we first note it follows from 3.2.14(a), 3.0, 3.2.1(a) that:

3.2.19. (a) d′
V̂

(ρ(x), gs(ρ(x))) < 10sti,j,k−1

for all s ∈ {1, 2, . . . , t−dim E
i,j,k−2 }, where x ∈ E was selected at the outset of 3.1.

Now it follows from 3.2.19(a) and 3.0 that there are two distinct positive
integers r1 < r2 ≤ t−dim E

i,j,k−2 such that:

3.2.19. (b) d′E(gr1(x), gr2(x))� ti,j,k−2.

[We use a covering argument to verify 3.2.19, similar to the argument of
3.1.11 used above in the proof of Claim 3.1.5(c).] Now, if we set r = r2− r1,
we have (by 3.2.19(b)) that:

3.2.19. (c) d′E(x, gr(x))� ti,j,k−2.

Combining this last property with Lemma 2.7(d) (where we set the N,G,Γ, t
of 2.7 equal to E,Gti,x,Λ

′
i,j,k,x, maximum {d′E(x, gr(x)), ti,j,k}) we can de-

duce the following:

3.2.19.

(d) There is a one-parameter subgroup f : R → Gti,x such that gr ∈
f([0, 1]) and such that d′(Gti,x)x(x, f(t)(x))� ti,j,k−2 for all t ∈ [0, 1].

We can combine 3.2.19(d) with 3.2.1(a), and with the fact that ρ : E → V̂
is a Riemannian submersion, to conclude:
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3.2.19. (e) d′Ly
(y, f(t)(y))� ti,j,k−2 for all t ∈ [0, 1].

Now this last inequality, together with the definition of X(y; t)q as the open
ball in Ly of radius t and center y, implies that all the points {f(t)(y) : t ∈
[0, 1]} are contained in the fiber π−1(0). Since gr ∈ f([0, 1]) it follows that
gr(y) ∈ π−1(0); from which we immediately deduce 3.2.18.

Now to complete the verification for 3.2.17 we note that it follows from 3.0,
3.2.18, and 3.2.15(a)-(d), that there is a cyclic group action ψ : Zr×W →W ,
where

A⊥(y; ti,j,2/83) ⊂W ⊂ A⊥(y; ti,j,2/82)

and

ψ(s, w) = hs(w) for 1 ≤ s ≤ r.

By appealing to 3.2.15(a) and (b) we can obtain a fixed point for the action
ψ : Zr ×W → W as the limit of a sequence of points z1, z2, z3, . . . defined
inductively by

z1 = 0,

zn+1 = r−1
r∑
s=1

ψ(s, zn).

We note that limit
n→∞

zn is the desired common fixed point of 3.2.17.
This completes the verification for Claim 3.2.4.

3.3. The projection πi,j,k,y : F i,j,k,y → Bi,j,k,y for any 4 ≤ k < (m +
4)2 − 1. Set

Λi,j,k,x = Λi,j,k,x/Λ′i,j,k,x,

V = V̂ /Λ′i,j,k,x,

F i,j,k,y = Fi,j,k,y/Λ′i,j,k,x,

Gi,j,k,y = Gi,j,k,y/Λ′i,j,k,x,
y = qi,j,k,y(y),

where qi,j,k,y : Fi,j,k,y → F i,j,k,y is the quotient map and y comes from
3.2.1(a). We will verify that the following properties hold:

3.3.1. For each 4 ≤ k < (m+ 4)2 − 1 we have:
(a) Gi,j,k,y is a strongly Riemannian foliation which satisfies

K(Gi,j,k,y;F i,j,k,y) < 106εt−1
i,j,2.

(b) diameter (L) < 2τti+1, for each leaf L ∈ Gi,j,k,y.
(c) diameter (F i,j,k,y)� ti,j,k−1,l, where l = (m+ 4)2 − 1.
(d) F i,j,k+1,y ⊂ F i,j,k,y.
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(e) Gi,j,k,y | F i,j,k+1,y = Gi,j,k+1,y.

Property 3.3.1(a) is a direct consequence of 3.2.3(c). Property 3.3.1(b)
is a direct consequence of 3.2.12. Properties 3.3.1(d) and (e) follow from
3.1.1 and 3.1.5(d), and from the fact that Fi,j,k+1,y ⊂ Fi,j,k,y. Now we will
verify 3.3.1(c). Since Λ′i,j,k,x is a normal subgroup of Λi,j,k,x. (cf. 3.1.5(c))
it follows that Λi,j,k,x defined above is a group. We may choose, by 3.0,
3.1.4, 3.1.5(c), 3.2.1(a), a subset of elements {g1, g2, . . . , gλ} ⊂ Λi,j,k,x which
satisfy the following properties:

3.3.2. (a) {g1, . . . , gλ} maps onto Λi,j,k,x under the quotient map Λi,j,k,x →
Λi,j,k,x.

(b) dV̂ (y, gi(y)) < (t−2 dim E
i )(2ti,j,k).

Let Ui,j,k,y denote the union of all leaves in Gi,j,k,y which intersect the ball
B(y; ti,j,k) (cf. 3.2); set

U i,j,k,y = Ui,j,k,y/Λ′i,j,k,x.

We note it follows from 3.3.1(b), and from the fact that B(y; ti,j,k) has radius
equal ti,j,k, that the following holds:

3.3.2. (c) diameter(U i,j,k,y) < (4τ + 2)ti,j,k.

Since we have that Fi,j,k,y =
⋃

g∈Λi,j,k,x

g(Ui,j,k,y) (cf. 3.2), we also have that:

3.3.2. (d) F i,j,k,y =
λ⋃
t=1

gt(U i,j,k,y).

Now we deduce 3.3.1(c) from 3.3.2(b)-(d) and from 3.0. This completes the
verification for 3.3.1.

Now we can use 3.3.1 to aid in the definition of the projections πi,j,k,x :
F i,j,k,y → Bi,j,k,y for any 4 ≤ k < (m+4)2−1. Let W denote the space of all
v ∈ T (F i,j,k,y)y which are perpendicular to Gi,j,k,y, and let exp : W → F i,j,x
and fW : W → Rβ denote the exponential map and a fixed linear isometry
respectively, where F i,j,x is defined by

F i,j,x = Fi,j,x/Λ′i,j,k,x

and where β = dim W (cf. 3.2.1(c) and 3.1.5(d)). Let B(2ti) ⊂ W denote
the ball of radius 2ti centered at the origin of W . Since the injectivity
radius of Fi,j,x is much greater than 2ti at every one of its points (cf. A.2.2,
3.0) it follows from 3.3.1(a)-(c) and from 3.2.4 that exp : B(2ti) → F i,j,x
maps B(2ti,j,3,1) diffeomorphically onto a smooth submanifold B(2ti,j,3,1) of
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F i,j,x which intersects each leaf L ∈ Gi,j,k,y in exactly one point (see 3.0,
and recall that Λ′i,j,k,x leaves each leaf of Gi,j,k,x invariant). Define a map
πi,j,k,y : F i,j,k,y → Bi,j,k,y by:

3.3.3. (a) πi,j,k,y(L) = fW ◦ exp−1(L ∩B(2ti,j,3,1)) for L ∈ Gi,j,k,y.
(b) Bi,j,k,y = Image(πi,j,k,y).

There is also a canonical cross section si,j,k,y : Bi,j,k,y → F i,j,k,y defined by:

3.3.3. (c) si,j,k,y(v) = exp ◦f−1
W (v) for v ∈ Bi,j,k,y.

Note it follows from 3.3.1(d) and (e) that W (in the preceding construc-
tion) is independent of k. Thus we concluded (by 3.3.1(d) and (e)) that the
following relations hold:

3.3.4. (a) πi,j,k,y | F i,j,k+1,y = πi,j,k+1,y.
(b) Bi,j,k+1,y ⊂ Bi,j,k,y.
(c) si,j,k,y | Bi,j,k+1,y = si,j,k+1,y.

Also, since Fi,j,k,y contains the open ball B(y; ti,j,k), it follows that F i,j,k,y
contains the subset B(ti,j,k), where B(ti,j,k) = exp(B(ti,j,k)) and where
B(ti,j,k) is the open ball of radius ti,j,k centered at the origin of W . The fol-
lowing property is a reinterpretation of the containment B(ti,j,k) ⊂ F i,j,k,y
and of Property 3.3.1(c):
3.3.5.

Bi,j,k,y is an open subset of Rβ which contains the open ball of ra-
dius ti,j,k centered at the origin of Rβ; moreover diameter(Bi,j,k,y) �
ti,j,k−1,l with l = (m+ 4)2 − 1.

We note that if y ∈ F i,j,k,y were replaced by any other point y′ ∈ F i,j,k,y in
the preceding construction for the maps πi,j,k,y and si,j,k,y we would obtain
a new projection π′i,j,k,y : F i,j,k,y → B′

i,j,k,y and a new cross section s′i,j,k,y :
B′
i,j,k,y → F i,j,k,y. We will verify the following properties:

3.3.6. Set s = πi,j,k,y◦s′i,j,k,y; note that smaps the open subset B′
i,j,k,y ⊂ Rβ

diffeomorphically onto to the open subset Bi,j,k,y ⊂ Rβ . For each z ∈ B′
i,j,k,y

there is a linear isometry Lz : Rβ → Rβ such that s and Lz satisfy:
(a) ‖Ds|z − Lz‖ � ε;
(b) ‖D2s|z‖ < O(ε)t−1

i,j,2.

Towards this end we let W ′ denote all v ∈ T (F i,j,k,x)y′ which are perpen-
dicular to Gi,j,k,y, and let fW ′ : W ′ → Rβ denote a given linear isometry;
we use W ′, fW ′ in the preceding construction (in place of W, fW ) to obtain
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π′i,j,k,y and s′i,j,k,y (in place of πi,j,k,y and si,j,k,y). For any given z ∈ B′
i,j,k,y

we set z1 = s′i,j,k,y(z) and set z2 = π′−1i,j,k,y(z) ∩ Image(si,j,k,y); let Wi

denote all vectors v ∈ T (F i,j,k,y)zi which are perpendicular to Gi,j,k,y; and
choose linear isometries fWi : Wi → Rβ. For sufficiently small neighbor-
hoods U ′, U, U1, U2 of z, s(z), 0, 0 in Rβ there are diffeomorphisms

g3 : U ′ → U1 and g2 : U1 → U2 and g1 : U2 → U

defined as follows: Define g1 to be the composition of three maps g1 =
g1,1 ◦ g1,2 ◦ g1,3. Here g−1

1,1 = exp ◦(f−1
W | U); g1,3 = exp ◦(f−1

W2
| U2); and

g1,2 : Image(g1,3) → Image(g−1
1,1) is the holonomy map for Gi,j,k,y. Define

g2 to be the composition of three maps g2 = g2,1 ◦ g2,2 ◦ g2,3 where g2,1 =
g−1
1,3; g2,3 = exp ◦(f−1

W1
| U1); and g2,2 : Image(g2,3) → Image(g1,3) is the

holonomy map for Gi,j,k,y. Define g3 to be the composition of three maps
g3 = g3,1 ◦ g3,2 ◦ g3,3 where g3,1 = g−1

2,3; g3,3 = exp ◦(f−1
W ′ | U ′); and g3,2 :

Image(g3,3)→ Image(g2,3) is just the holonomy map for Gi,j,k,y. Note that:

3.3.7. (a) s | U ′ = g1 ◦ g2 ◦ g3.

It follows from the fact that Gi,j,k,y is “strongly Riemannian” (cf. 3.3.1(a))
that:

3.3.7. (b) g2 : U1 → U2 is an isometry.

On the other hand we will show that there are linear isometries I1, I3 : Rβ →
Rβ which satisfy the following claim in which 1̂ = 0 and 3̂ = z:

Claim 3.3.8. (a) ‖D1(gb − Ib)|b̂‖ � ε for b = 1, 3.

(b) ‖D2(gb − Ib)|b̂‖ < O(ε)t−1
i,j,2 for b = 1, 3.

Now Properties 3.3.6(a) and (b) are a consequence of Properties 3.3.7(a)
and (b) and 3.3.8(a) and (b).

Verification of Claim 3.3.8.
We will verify the claim for b = 1; the same proof works for b = 3.
First we remark that Fi,j,k,y is an open subset of Fi,j,x, and that Fi,j,x

is (locally) a totally geodesic subset of V̂ with respect to the Riemannian
metric g′

V̂
. Thus, if h denotes the Riemannian metric inherited by Fi,j,k,y

from g′
V̂

, we see (cf. Appendix 2) that Fi,j,k,y, h is an A′-regular Riemannian
manifold, where A′ comes from A.2.2. Note that the quotient h of the metric
h by the action Λ′i,j,k,x × Fi,j,k,y → Fi,j,k,y is also an A′-regular metric for
F i,j,k,y. Thus, for sufficiently small ε > 0, there is an imbedding fp : Bm

ε →
F i,j,k,y which satisfies the conclusions of A.1.1 and A.1.2 (for p = z2 and
m = dim F i,j,k,y).
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Define a foliation Ĝi,j,k,y on Bm
ε by

Ĝi,j,k,y = f−1
p (Gi,j,k,y).

Let α denote the dimension of the leaves of Ĝi,j,k,y; note that β = m − α.
Without loss of generality we may assume that the first α-coordinates of
Rm are tangent to Ĝi,j,k,y at the origin. Thus there is a smooth function
f : Rm → Rβ so that the following properties hold near the origin of Rm.
In what follows we identify Rm with Rα ×Rβ, and denote a variable point
in Rα ×Rβ by (u, v).

3.3.8.1. (a) f(0, 0) = 0 and Duf(0, 0) = 0; f(0, v) = v for all v ∈ Rβ .
(b) For each v ∈ Rβ define fv : Rα → Rβ by fv(x) = f(x, v). The leaf of
Ĝi,j,k,y thru the point (0, v) coincides with the graph of fv.

We note that the curvature bounds placed on Gi,j,k,y by 3.3.1(a) lead (thru
A.1.4) to curvature bounds for Ĝi,j,k,y, which can be expressed in terms of the
function f(u, v) as follows: Let u = (u1, u2, . . . , uα) and v = (v1, v2, . . . , vβ)
denote the standard coordinates for the variables u and v respectively.

3.3.8.1. (c) Near the origin of Rα ×Rβ we have that |∂2f/∂ua1 ∂ua2 | <
O(ε)t−1

i,j,2 and |∂2f/∂vb∂ua| < O(ε)t−1
i,j,2 for all a1, a2, a ∈ {1, 2, . . . , α}

and all b ∈ {1, 2, . . . , β}.

Define a map ŝi,j,k,y : B̂i,j,k,y → Bm
ε by

B̂i,j,k,y = s−1
i,j,k,y(Image(fp))

and

ŝi,j,k,y = f−1
p ◦ si,j,k,y.

It follows from 3.0, 3.3.3, 3.3.8.1(a)-(c), and from A.1.1-A.1.3 and A.1.3.3.1
(as applied to our present fp and also to the exponential map used in
3.3.3(c)), and from the preceding definition, that ŝi,j,k,y satisfies the fol-
lowing properties:

3.3.8.2. (a) ‖Dŝi,j,k,y − L‖ � ε for some linear distance preserving map
L : Rβ → Rm.
(b) ‖D2ŝi,j,k,y‖ � B, where B > 0 depends only on m and A′ (cf. A.2.2).
(c) Let T0 denote the tangent plane to Image(ŝi,j,k,y) at the origin of Rm;

we also have the subspace 0×Rβ of Rm = Rα ×Rβ. We have that

Θ(T0, 0×Rβ)� ε.

Now, by appealing to Properties 3.3.8.1 and 3.3.8.2 we can define a smooth
embedding ĝ1 : V → Rβ, from a small open neighborhood V of the origin
in Rβ, as follows:
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3.3.8.3. (a) ĝ1(v) = ŝ−1
i,j,k,y(uv, f(uv, v))

where uv ∈ Rα is uniquely determined by the requirement:

3.3.8.3. (b) (uv, f(uv, v)) ∈ Image(ŝi,j,k,y).

To complete the verification of Claim 3.3.8 it will suffice to show that ĝ1
satisfies the following properties:

3.3.8.4. (a) ‖Dĝ1|0 − Î1‖ � ε for some linear isometry Î1 : Rβ → Rβ.

(b) ‖D2ĝ1|0‖ < O(ε)t−1
i,j,2.

To verify 3.3.8.4(a) we first define a map g̃1 : V → Image(si,j,k,y) defined
by

g̃1(v) = (uv, f(uv, v))

where uv is as in 3.3.8.3(b). And we let p2 : Rm → Rβ denote the standard
projection of Rm = Rα ×Rβ onto its second factor. Note that:

3.3.8.4.1. (a) D(g̃1)|0 = (p2 | T0)−1,

(b) ĝ1 = s−1
i,j,k,y ◦ g̃1,

where T0 comes from 3.3.8.2(c). Now Property 3.3.8.4(a) is a direct conse-
quence of 3.3.8.4.1(a) and (b) and 3.3.8.2(a) and (c).

To verify 3.3.8.4(b) we need some more maps. For each v ∈ V we let
uv ∈ Rα be as in 3.3.8.3(b), and we define a map hv : V → uv ×Rβ ⊂ Rm

by

hv(w) = (uv, f(uv, w))

for all w ∈ V . Let Pv denote the tangent plane to Ĝi,j,k,y at (uv, f(uv, v));
define a map ρv : Rm → uv ×Rβ by

ρv(q) = (Pv + q) ∩ (uv ×Rβ)

for all q ∈ Rm. Let Tv denote the tangent plane to Image(ŝi,j,k,y) at
(uv, f(uv, v)). Note that hv and ρv satisfy the following property:

3.3.8.4.2. (a) Dg̃1|v = (ρv | Tv)−1 ◦ (Dhv|v).

It also follows from Properties 3.3.8.1(a)-(c), and from 3.3.8.2(a)-(c), that:

3.3.8.4.2. (b) ‖Dhv|v −Dh0|0‖ < O(ε)|v|t−1
i,j,2,

(c) ‖Ds−1
i,j,k,y ◦ (ρv | Tv)−1 −Ds−1

i,j,k,y ◦ (ρ0 | T0)−1‖ � O(ε)|v|t−1
i,j,2,

(d) ‖Ds−1
i,j,k,y ◦ (ρv | Tv)−1‖ < 2 and ‖hv‖ < 2 for all v ∈ V ,
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where we use Euclidean parallel translation to identify the ranges of the two
linear maps Dhv|v and Dh0|0, and also use Euclidean parallel translation to
identify the domains and ranges of the two linear maps Ds−1

i,j,k,y ◦ (ρv | Tv)
−1

and Ds−1
i,j,k,y ◦ (ρ0 | T0)−1. Now, by combining Properties 3.3.8.4.2(a)-(d)

with 3.3.8.4.1(b), and recalling that ti,j,2 � ε (cf. 3.0), we conclude that

‖Dĝ1|v −Dĝ1|0‖ < O(ε)|v|t−1
i,j,2,

where the domains and ranges of the linear maps are identified under Eu-
clidean parallel translation. Note that 3.3.8.4(b) is an immediate conse-
quence of this last inequality.

3.4. Λi,j,k,x×Bi,j,4,y → Bi,j,4,y and the fixed point set Ci,j,k,y. It follows
from 3.1.5(a) and (b), and from the fact that the leaves of the foliation
Gi,j,k,x are just the orbits of the action Gti,x × Fi,j,k,y → Fi,j,k,y, that the
leaves of Gi,j,k,x are permuted by the action Λi,j,k,x×Fi,j,k,y → Fi,j,k,y for all
4 ≤ k ≤ (m+4)2−1. It follows from 3.1.5(c), and from the definitions given
for F i,j,k,y, Gi,j,k,y, Λi,j,k,x in 3.3, that the action Λi,j,k,x × Fi,j,k,y → Fi,j,k,y
induces an isometric action

Λi,j,k,x × F i,j,k,y → F i,j,k,y

which permutes the leaves of Gi,j,k,y. Now since Bi,j,k,y is obtained from
F i,j,k,y by collapsing each leaf of Gi,j,k,y to a point we also have the action

Λi,j,k,x ×Bi,j,k,y → Bi,j,k,y,

for each 4 ≤ k ≤ (m + 4)2 − 1. Note that Bi,j,k,y is an open subset of
Bi,j,4,y (cf. 3.3.4(b), and recall that Fi,j,k,y is an open subset of Fi,j,x for
all k and Gi,j,k,y = Gi,j,4,y | Fi,j,k,y). Note also that Λi,j,k,x ⊂ Λi,j,4,x for all
k ≥ 4 (cf. 3.1.1, 3.1.4, 3.1.5(c) and (d)). Thus the action of Λi,j,k,x on Bi,j,k,y
extends to an action

Λi,j,k,x ×Bi,j,4,y → Bi,j,4,y.

This last action is not an isometric action, but it is nearly so. In fact the
following properties can be deduced from 3.3.6(a) and (b):

3.4.1. For any g ∈ Λi,j,k,x and any z ∈ Bi,j,4,y there is a linear isometry
Lz : Rβ → Rβ (where Rβ comes from 3.3.6) which satisfies:

(a) |Dg|z − Lz| � ε;
(b) |D2g| < O(ε)t−1

i,j,2.

Note that the following additional property can be deduced from 3.3.5, and
from the fact that the action of g on Bi,j,4,y leaves invariant the subset
Bi,j,k,y ⊂ Bi,j,4,y:
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3.4.1. (c) |g(0)| � ti,j,k−1,l for l = (m+ 4)2 − 1.

We denote by Ci,j,k,y ⊂ Bi,j,4,y the fixed point set of the action Λi,j,k,x ×
Bi,j,4,y → Bi,j,4,y. We will verify the following important properties of Ci,j,k,y
for all 5 ≤ k ≤ (m+ 4)2 − 1:

3.4.2. (a) There is q ∈ Ci,j,k,y satisfying |q| � ti,j,k−1,l for l = (m+ 4)2− 1.

(b) K(Ci,j,k,y;Rβ)� O(ε)t−1
i,j,2, where K(Ci,j,k,y;Rβ) is defined to be the

curvature K(r;M) of 0.1 when in 0.1 we set M = Rβ and we let
r : Ci,j,k,y → {1} denote the constant map.

(c) Ci,j,k,y is a closed subset of Bi,j,4,y.

We define the point q of 3.4.2(a) by q = limit
n→∞

qn where the sequence
q1, q2, q3, . . . is defined inductively as follows:

q1 = 0; qn+1 = |Λi,j,k,x|−1

 ∑
g∈Λi,j,k,x

g(qn)

 .

It follows from 3.4.1(a) and (c) that q is well-defined and satisfies 3.4.2(a).
We note that 3.4.2(b) is a direct consequence of 3.4.1(a) and (b). Property
3.4.2(c) is immediate. We leave as an exercise for the reader to verify the
following additional property for Ci,j,k,y for all 5 ≤ k ≤ (m + 4)2 − 1. Let
B(ti,j,4) denote the open ball of radius ti,j,4 centered at the origin of Bi,j,4,y
(cf. 3.3.5).

3.4.2. (d) Ci,j,k,y ∩B(ti,j,4) is a path connected manifold.

Note that for any 5 ≤ k < (m + 4)2 − 1 we have Λi,j,k+1,x ⊂ Λi,j,k,x by
3.1.1, 3.1.4, 3.1.5(c) and (d), and 3.3; thus we have that

Ci,j,k,y ⊂ Ci,j,k+1,y.

Now we may use an induction argument (induction over dim(Ci,j,k,y)), in
conjunction with the preceding inclusion and with Properties 3.4.2(c) and
(d), to conclude that for some 5 ≤ k < (m+ 4)2 − 2 we have that:

3.4.3. Ci,j,k,y ∩B(ti,j,4) = Ci,j,k+1,y ∩B(ti,j,4) = Ci,j,k+2,y ∩B(ti,j,4).

We also have as a consequence of 3.4.3 that:

3.4.4. Λi,j,k,x = Λi,j,k+1,x

for k as in 3.4.3. To verify 3.4.4 we use 3.4.2(a) (with k replaced by k + 2)
to choose q ∈ Ci,j,k+2,y which satisfies:

3.4.5. (a) |q| � ti,j,k+1,l for l = (m+ 4)2 − 1.
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It follows from 3.4.3 that:

3.4.5. (b) q ∈ Ci,j,k,y.

Note it also follows from 3.3.1(b) (with k replaced by k+1 in 3.3.1(b)), 3.3.3,
3.3.4(a), and from 3.4.5(b) and from the fact that π−1

i,j,k,y(q) is a covering
space for π−1

i,j,k,y(q)/Λi,j,k,x, that the following property holds:

3.4.5. (c) diameter(π−1
i,j,k,y(q)/Λi,j,k,x) < 2τti,j,k+2.

Let L ∈ Gi,j,k,y denote the leaf which covers the leaf π−1
i,j,k,y(q) ∈ Gi,j,k,y, then

we may reinterpret Properties 3.4.5(a) and (c) as follows:

3.4.5. (d) There is q̂ ∈ L with dV̂ (y, q̂)� ti,j,k+1,l for l = (m+ 4)2 − 1.

(e) L is left invariant by the action Λi,j,k,x × V̂ → V̂ . Moreover there is a
generating set {s1, s2, . . . , st} for Λi,j,k,x such that for all sr we have

dV̂ (q̂, sr(q̂)) < 8τti,j,k+2.

Now 3.4.4 follows from 3.4.5(d) and (e), and from 3.0, 3.1.4, 3.2.1(a).

3.5. The infranil core r : U → B. In this subsection we shall complete
the proof of Theorem 0.3 by defining r : U → B and δc > 0 of 0.3 which
satisfy Properties 0.3(a)-(c).

First we define δc by:

3.5.1. (a) δc = ti,j,k,3,

where for the duration of this subsection the positive integers i, j, k are as
in 3.1.1, 3.1.3, 3.4.3 and 3.4.4, respectively. Now we let q ∈ Ci,j,k+1,y be as
in 3.4.5(a). Recall that Ci,j,k,y ⊂ Rβ; let P ⊂ Rβ denote the plane which is
tangent to Ci,j,k,y at q; and let P : Rβ → P denote the orthogonal projection
onto P . Set:

3.5.1. (b) B = {u ∈ P : |u− q| < δc};

then B is isometrically equivalent to an open ball of radius δc centered at
the origin (i.e., at q) in some Euclidean space (i.e., in P ), as is required in
0.2.1(b) and 0.3(a). Note that (P | Ci,j,k,y)−1 is well-defined (cf. 3.4.2(b)-
(d)) and maps B diffeomorphically onto an open subset B̃ ⊂ Ci,j,k,y. Define
the map r : U → B by:

3.5.1. (c) U = π−1
i,j,k,y(B̃)/Λi,j,k,x.

(d) Note that πi,j,k,y induces a map π̃i,j,k,y : U → B̃; let r denote the
composition of π̃i,j,k,y with P | B̃.
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First we must verify that r : U → B is an infranil core for M as defined
in 0.2. We note that for each z ∈ B there is a leaf Lz ∈ Gi,j,k,y which is
left invariant by the action Λi,j,k,x × V̂ → V̂ such that r−1(z) = Lz/Λi,j,k,x.
Since the leaves of Gi,j,k,y are just the orbits of the free action Gi,j,x ×
Fi,j,k,y → Fi,j,k,y, it follows that each fiber r−1(z) is diffeomorphic to the
infranil manifold Gi,j,x/Λi,j,k,x; cf. 3.1.5 and 3.2. This shows that r satisfies
0.2.1(a). We note that 0.2.1(b) is immediate from 3.5.1(b). To see that
r satisfies 0.2.1(c) we argue as follows. First we deduce from 3.4.2(b) and
3.3.1(a) that:

3.5.2. (a) K(G;U) < O(ε)t−1
i,j,2

where G denotes the foliation for U by the fibers of r. And we may deduce
from 3.4.5(c) and 3.5.1(a) (see also 3.0) that:

3.5.2. (b) diameter(U) < O(δc).

Let q̂ ∈ V̂ denote a point in the preimage of r−1(q ∼ 0) under the covering
space projection π : V̂ → V (cf. Appendix 2); and set:

3.5.2. (c) Û = π−1(U) ∩B(q̂, t),

where t denotes the O(δc) of 3.5.2(b) and where B(q̂, t) denotes the open
ball of radius t centered at q̂ in V̂ . Note that 3.4.2(b) and 3.3.1(a) (together
with the fact that Fi,j,k,y is locally a totally geodesic submanifold of V̂ ) also
imply:

3.5.2. (d) K(Û ; V̂ ) < O(ε)t−1
i,j,2,

where K(Û ; V̂ ) denotes the curvature of the constant map Û → {1} (as
described in 0.1) for the submanifold Û ⊂ V̂ with respect to the Riemann-
ian metric g′

V̂
of Appendix 2. We deduce from 3.5.2(c) and (d), and from

A.2.1(b) and 3.0 and 3.5.1(a), that the following holds for Û ⊂ V̂ :

3.5.2. (e) Û has a well-defined tubular neighborhood of radius δc in V̂ .

Finally, we may deduce that U satisfies Property 0.2.1(c) from 3.5.2(b), (c)
and (e), and from 3.0, 3.1.1, 3.1.3, 3.1.4, 3.1.5(c) and (d), 3.4.4.

Now we must verify that r : U → B satisfies Properties 0.3(a)-(c).
Towards verifying 0.3(a) we first note that B has radius equal δc (cf.

3.5.1(b)). Moreover c ∈ (0, η) by 3.0 and 3.5.1(a). (Recall that we are
proving 0.3 for the special case n = 0.) This completes the verification of
0.3(a).

Next we will verify 0.3(c). Let q̂ ∈ V̂ be as in 3.4.5(d), and define p′ ∈ U
of 0.3 to be the image of q̂ under the covering projection π : V̂ → V . Note
that q̂ of 3.5.3 may be chosen equal to q̂ of 3.5.2(c); thus we have:
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3.5.3. (a) |r(p′)| = 0.

[Actually we have r(p′) = q ∈ P ; but we are identifying (P, q) isometrically
with (Rn, 0) for some integer n, in order that B be an open ball centered
at the origin of Rn as is required in 0.2.1.] Note also that it follows from
3.0, 3.2.1(a), 3.4.5(d), 3.5.1(a), and from the fact that x ∈ E is mapped to

p ∈M under the composition E
ρ // V̂

π //V (cf. 3.1), that:

3.5.3. (b) dM (p, p′) < εδc,

where dM ( , ) denotes the distance in the manifold M of 0.3. Now 0.3(c) is
a consequence of 3.5.3(a) and (b).

It remains to verify Property 0.3(b); i.e., we must find a number θ ∈ (0, 1)
which depends only on dim M such that Properties 0.2.2(a)-(d) hold, for
δ = δc in 0.2.2.

Note that Property 0.2.2(c) can be deduced fairly directly from 3.0,
3.3.1(a), 3.3.3(a), and 3.5.1(a)-(d).

Towards verifying 0.2.2(b) we first note that

r−1(0) = π−1
i,j,k,y(q)/Λi,j,k,x;

thus we may deduce from 3.0, 3.5.1(a), and from 3.4.5(c) that

diameter(r−1(0))� εδc.

Now 0.2.2(b) follows from this last inequality and from Properties 3.5.2(a)
and 0.2.2(c).

Next we verify 0.2.2(a). We have already verified part of this property
by noting above that 3.4.2(b) and 3.3.1(a) together imply 3.5.2(a) and (d).
Unfortunately the curvature bounds for G provided by 3.5.2(a) can not be
translated into curvature bounds for r. [Although the converse is true: A
bound on K(r;M) can be translated into a bound for K(G;U) and for
K(Û , V̂ ).] What we need is a stronger version of 3.3.1(a) which we can
combine with 3.4.2(b) to deduce 0.2.2(a), and this stronger version is pro-
vided by the following claim. Let πi,j,k,y : F i,j,k,y → Bi,j,k,y denote the fiber
bundle projection defined in 3.3, and V be as in 3.3.1(a).

Claim 3.5.4. K(πi,j,k,y;V ) < O(ε)t−1
i,j,2.

The verification of this claim, which will be carried out at the end of this
chapter, relies on 3.3.1(a) and 3.3.6. Note that 3.5.4 and 3.4.2(b), together
with 3.3.3 and 3.5.1, imply that

K(r;M) < O(ε)t−1
i,j,2.

Now 0.2.2(a) follows immediately from this last inequality and from 3.0,
3.5.1(a).
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Finally we will verify 0.2.2(d). Let v ∈ TM
∣∣
U

be perpendicular to U ; and
denote by v̂ ∈ T V̂ a vector which is in the pre-image of under the covering
projection π : V̂ → V . In order to verify that v satisfies the conclusions of
0.2.2(d) it will suffice to consider the following special cases:

(i) The foot of v̂ lies in Fi,j,k,y, and v̂ is perpendicular to Fi,j,4,y in V̂ ;
(ii) the foot of v̂ lies in Fi,j,k,y, and v̂ is tangent to Fi,j,4,y.

If v̂ is perpendicular to Fi,j,4,y in V̂ then we argue as follows: Since Fi,j,4,y
is an open subset of the fixed point set for the compact group action Ci,j,x×
V̂ → V̂ (cf. 3.2), we can choose g ∈ Ci,j,x so that:

3.5.5. (a) λ1 < Θ(v̂, g(v̂))

where λ1 > 0 depends only on dim V̂ . Recall that Gi,x is the foliation of E
by the orbits of the free action Gti,x × E → E; let u denote the foot of v̂,
let û denote a point in the pre-image of u under the map ρ : E → V̂ , and
let L̂ denote the leaf of Gi,x which contains the point û. We have shown in
3.2.13(d) that:

3.5.5. (b) diameter(L̂/Λ′ti,j,k,x
) < 2τti+1.

[Note that there is no loss of generality in choosing the preimage û of u
so that our present choice of L̂ is equal the L̂ of 3.2.13.] Thus, for some
g′ ∈ Λ′ti,j,k+1,x

(cf. 3.1.5(d)), we have that:

3.5.5. (c) d′
L̂
(g(û), g′(û)) < λ2ti+1

where λ2 > 1 depends only on dim E. Since g(u) = u, and since ρ : E → V̂
is a Riemannian submersion, we may deduce from 3.5.5(c) that:

3.5.5. (d) d′L(u, g′(u)) < λ2ti+1,

where the leaf L ∈ Gi,j,k,y contains u. Hence we can find a smooth path
f̂ : [0, 1]→ L which satisfies the following property:

3.5.5. (e) f̂(0) = u and f̂(1) = g′(u); length(f̂) < 2λ2ti+1.

Now the desired path f : [0, 1] → U in 0.2.2(d) may be defined to be the
composition of f̂ with the covering projection π : V̂ → V . That f satisfies
the conclusions of 0.2.2(d) can be deduced from 3.0, 3.5.1(a), and 3.5.5(a),
(c) and (e). This completes the verification of 0.2.2(d) for the case when v̂

is perpendicular to Fi,j,4,y in V̂ .
If v̂ is tangent to Fi,j,4,y in V̂ then we verify 0.2.2(d) as follows: Let v

denote the image of v̂ under the composition of the covering map Fi,j,4,y →
F i,j,4,y (recall that F i,j,4,y = Fi,j,4,y/Λ′i,j,4,x) with the projection map πi,j,k,y :
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F i,j,4,y → Bi,j,4,y. It follows from 3.0, 3.3.1, 3.3.3, 3.5.1, and from the fact
that v is perpendicular to U in F i,j,4,x/Λi,j,k,x, that:

3.5.6. (a) Θ(v, Ci,j,k,x) > π/2−O(ε),

where Ci,j,k,x is the fixed point set of the action Λi,j,k,x ×Bi,j,4,x → Bi,j,4,x.
Since the foot of v (denoted by u) is in Ci,j,k,x, it follows from 3.5.6(a) (see
also 3.4.1) that we can choose g ∈ Λi,j,k,x such that:

3.5.6. (b) Θ(v, g(v)) > λ3

where λ3 depends only on dim Bi,j,k,y. Note that it follows from 3.3.1(b),
3.4.3, 3.4.4, and from 3.5.1 that the fiber r−1(u) has a finite covering space
Y → r−1(u) which satisfies:

3.5.6. (c) diameter(Y ) < 2τti,j,k+1;

(d) Y/Λi,j,k,x = r−1(u).

Let u ∈ Y/Λi,j,k,x denote the foot of v and let u′ ∈ Y denote a pre-image
of u under the covering map Y → r−1(u). Using 3.5.6(c) and (d) we may
choose a path f̂ : [0, 1]→ Y which satisfies:

3.5.6. (e) f̂(0) = u′ and f̂(1) = g(u′); length(f̂) < 2τti,j,k+1.

Now the desired path f : [0, 1] → U of 0.2.2(d) may be defined to be the
composition of f̂ with the covering projection Y → r−1(u). That f and v
satisfy the conclusions of 0.2.2(d) follows from 3.0, 3.5.1(a), 3.5.4, 3.3.6(a),
and 3.5.6(b) and (e). This completes the verification for 0.2.2(d) when v̂ is
tangent to Fi,j,4,y.

Verification of Claim 3.5.4.
Since F i,j,k,y is an open subset of a totally geodesic submanifold of V , it

will suffice to show that there is a positive number κ, with κ < O(ε)t−1
i,j,2,

such that for any smooth path h : [0, 1]→ F i,j,k,y we have:

3.5.4.1. ‖Ph(Dπi,j,k,y|h(0)), Dπi,j,k,y|h(1)‖ < κ(length(h)).

Recall (cf. 0.1) that for any v ∈ T (F i,j,k,y)|h(1) we have that

Ph(Dπi,j,k,y|h(0))(v) = P ◦Dπi,j,k,y|h(0) ◦ ρ ◦ Ph(v)

where P is Euclidean parallel translation in Bi,j,k,y, and ρ : TV |h(0) →
T (F i,j,k,y)|h(0) denotes orthogonal projection, and Ph is parallel translation
along h in V where h(t) = h(1− t) for all t ∈ [0, 1].

We will first verify 3.5.4.1 in the following two special cases:
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Case I. We suppose in this case that h of 3.5.4.1 satisfies Image(h) ⊂ L
for some L ∈ Gi,j,k,y; and we shall deduce 3.5.4.1 from 3.3.1(a). In more
detail, we may proceed as in the verification for Claim 3.3.8 given above.
Set p = h(0) and let fp : Bm

ε → F i,j,k,y be a smooth embedding as in A.1.1
and A.1.2. Let Ĝi,j,k,y and f : Rm → Rβ be as in 3.3.8.1. There will be no
loss of generality in assuming that Image(h) ⊂ Image(fp); because if 3.5.4.1
holds for all curves of sufficiently small length, then it must hold for all
curves. Thus we define ĥ : [0, 1]→ Bm

ε by

ĥ = f−1
p ◦ h.

Recall that 3.3.8.1(c) is just a reformulation for the curvature bounds given
in 3.3.1(a). Define a map π̂i,j,k,y : Bm

ε → Bi,j,k,y by

π̂i,j,k,y = πi,j,k,y ◦ fp.

Note that π̂i,j,k,y is equal to the composition of the orthogonal projection of
Bm
ε onto Rβ (cf. 3.3.8.1) with one of the maps s = πi,j,k,y ◦ s′i,j,k,y of 3.3.6.

Thus we may apply 3.3.8.1(a)-(c) and 3.3.6(a) and (b) to deduce that:

3.5.4.2. ‖Pĥ(Dπ̂i,j,k,y|ĥ(0)), Dπ̂i,j,k,y|ĥ(1)‖ < κ̂(length(ĥ))

for some positive number κ̂ satisfying κ̂ < O(ε)t−1
i,j,2, where the Θ( , ) and Pα̂

and length(ĥ) are all geometric constructions and measurements made with
respect to the Euclidean metrics on Bm

ε and on Bi,j,k,y. Let δijdxidxj denote
the Euclidean metric on Bm

ε , and let gi,jdxidxj denote the metric Bm
ε pulled

back along fp from V (cf. A.1.1). Now, by comparing parallel translation in
Bm
ε with respect to these two Riemannian metrics (see Appendix 1), we see

that 3.5.4.2 implies 3.5.4.1.

Case II. We suppose in this case that h of 3.5.4.1 satisfies Image(h) ⊂
Image(s′i,j,k,y) for some map s′i,j,k,y : B′

i,j,k,y → F i,j,k,y as in 3.3.6; and we
shall deduce 3.5.4.1 from 3.3.1(a) and 3.3.6. Recall (cf. 3.3) that s′i,j,k,y is a
composition

B′
i,j,k,y ⊂ Rβ fW ′ // W ′ exp // V ,

where B′
i,j,k,y is an open subset of the Euclidean space Rβ, fW ′ is a linear

isometry onto a subspace of T (F i,j,k,y)|y′ for some y′ ∈ F i,j,k,y, and exp
denotes the exponential map. Thus the Euclidean metric δijdxidxj on B′

i,j,k,y

is a very close approximation to the Riemannian metric gi,jdxidxj gotten
by pulling the Riemannian metric on V back along s′i,j,k,y (see Appendix
1). In light of these few preceding remarks we may deduce from Properties
3.3.6(a) and (b) that:



LOCAL COLLAPSING THEORY 61

3.5.4.3. |Ph(Dπi,j,k,y|h(0))(v), Dπi,j,k,y|h(1)(v)| < κ′(length(h))

for any v ∈ T (image(s′i,j,k,y))|h(1), where κ′ is a positive number satisfying
κ′ < O(ε)t−1

i,j,2. Finally we may deduce 3.5.4.1 from 3.5.4.3 and 3.3.1(a).
To verify 3.5.4.1 in general we note that any smooth path h : [0, 1] →

F i,j,k,y may be point wise approximated by a piecewise smooth path g :
[0, 1]→ F i,j,k,y which satisfies:

(i) g(0) = h(0) and g(1) = h(1);
(ii) every smooth piece of g is either a path as in Case I (reparametrized)

or a path as in Case II (reparametrized);
(iii) (1/3)length(h) < length(g) < 3(length(h)).

Then, since 3.5.4.1 has been verified for Cases I and II, it follows from (i)
above that 3.5.4.1 holds also for g. Also, since g point wise approximates h,
we have that parallel translation along g approximates parallel translation
along h. Thus, by (iii) and the two preceding remarks, we may conclude
that h also satisfies 3.5.4.1.

Appendix 1.

Let (M, g) denote a complete A-regular Riemannian manifold. In this ap-
pendix we reformulate the A-regular condition for (M, g) in terms of the
local coordinates associated with the exponential map exp : TM →M (the
“normal” coordinates for M). We analyze to what extent the metric g is
approximated by the Euclidean metric for a normal coordinate system (cf.
A.1.1 and A.1.2), and to what extent germs of isometries of M are approx-
imated by linear isometries for a normal coordinate system (cf. A.1.3). We
also reexamine here the notion of “curvature” for a map (cf. 0.1): We analyze
the relations between curvatures computed in (M, g) and curvatures com-
puted with respect to the Euclidean metric for a normal coordinate system
for M (cf. A.1.4).

All of the results A.1.1-A.1.4 are referred to in the proof for Theorem 0.5
given above.

We begin by paraphrasing a result of J. Jost and H. Karcher [14, Satz
3.4 and 5.1], and of J. Bemelmans, M. Min-Oo, and E. Ruh [1]. In the next
theorem we let Bm

ε denote the open ball of radius ε > 0 centered at the
origin of Rm, and we let ∂/∂xi : Rm → TRm, i = 1, 2, . . . ,m, denote the
vector fields associated to the standard coordinates x1, x2, . . . , xm for the
Rm.

Theorem A.1.1. There is η > 0 and a collection B = {Bi} of positive
numbers B1, B2, B3, . . . which depend only A = {Ai} and m = dim M . For
each p ∈ M and each ε ∈ (0, η) there is a smooth immersion f : Bm

ε → M
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which satisfies the following properties. Let gi,j : Bm
ε → R be defined by

gi,j(x) = g(Df(∂/∂xi(x)), Df(∂/∂xj(x))) for all x ∈ Bm
ε .

(a) f(0) = p and gi,j(0) = δij.
(b) |∂kgi,j/∂xs1∂xs2 . . . ∂xsk

(x)| ≤ Bk for all k, i, j, {s1, . . . , sk}, x ∈ Bm
ε .

Remark A.1.1.1. Actually Jost and Karcher [14] verify this theorem under
the added hypothesis that there is a lower bound τ > 0 to the injectivity
radius of M , and ε > 0 is also dependent on τ . The following simple trick
can be used to remove this hypothesis (cf. [1]). Since the curvature of M
is pinched, there is α > 0, which depends only on dim M and the bounds
of the curvature of (M, g), so that the following is true: For any p ∈M the
exponential map exp : Bα →M is an immersion, where Bα denotes the open
ball of radius α centered at the origin in TMp; moreover the g∗-injectivity
radius at each point p ∈ Bα/2 is greater than τ > 0, where g∗ is the pull
back along exp of the metric g on M , and where τ > 0 depends only on dim
M and the curvature bounds for (M, g) (cf. Cheeger and Ebin [3]). Thus
the results of [14, Satz 3.4 and 5.1] may be applied to (Bα, g∗) near the
origin of Bα to obtain a desirable coordinate system h : Bm

ε → Bα near the
origin in (Bα, g∗); now the immersion f : Bm

ε → M of Theorem A.1.2 can

be defined to be the composition Bm
ε

h //Bα
exp //M .

The maps h : Bm
ε → Bα referred to in the preceding remark are the

harmonic coordinates for (Bα, g∗) near the origin (cf. [14, Satz 3.4 and
5.1]). So, roughly speaking, the maps f : Bm

ε → M which Theorem A.1.1
provides are the “immersed” harmonic coordinates. The following corollary
states Theorem A.1.1 is also true for the “immersed” normal coordinates.
Both Corollaries A.1.2 and A.1.3 are proven below.

Corollary A.1.2. We may assume in A.1.1 that f = exp ◦L, where L :
Rm → TMp is a linear isometry and where exp : TMp → M denotes the
exponential map.

Corollary A.1.3. For given p, p′ ∈M we let f : Bm
ε →M and f ′ : Bm

ε →
M denote the maps given by A.1.2 with f(0) = p and f ′(0) = p′. Suppose
that for x, x′ ∈ Bm

ε/9 we have that f(x) = f ′(x′). Then there is a smooth
embedding h : Bm

ε/9 → Bm
ε uniquely determined by Property (a) below; and

there is an isometry h : Rm → Rm of Euclidean space satisfying Properties
(b) and (c) below:

(a) h(x) = x′, and f | Bm
ε/9 = f ′ ◦ h.

(b) h(0) = h(0), and ‖D(h − h)|z‖ < O(ε2) at all z ∈ Bm
ε/9. [Here, and

in Part (c) below, ‖ ‖ indicates the Euclidean norm of the appropriate
derivative.]
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(c) There is a collection of positive numbers B = {Bi : i = 1, 2, . . . } which
depend only on the B = {Bi} and dim M . We have for all i and all
z ∈ Bm

ε/9 that

‖Dih|z‖ ≤ Bi.

Remark A.1.3.1. Note that 1.3 (in the Proof of Theorem 0.5) can be
deduced from A.1.3 in the special case when p = p′ and f = f ′: Just
identify x, y, ε of 1.3 with x, x′, ε of Corollary A.1.3; and assume (with no
loss of generality) that 100δ < ε, where δ comes from 0.5.

In the next theorem we let p ∈ M and f : Bm
ε → M be as in Theorem

A.1.1 and Corollary A.1.2. We let r : U → B denote an infranil core for M ;
recall that B is a ball in some Euclidean space Rk. We set

Û = f−1(U),
r̂ = r ◦ f.

So r̂ maps Û to B̂ = B. Let K(r;M) denote the curvature for r in (M, g)
as defined in 0.1; and let K(r̂;Bm

ε ) denote the curvatures for r̂ in (Bm
ε , e)

as defined in 0.1, where e denotes the Euclidean metric.

Theorem A.1.4. Suppose that U ⊂ f(Bm
ε ), K(r;M) ≤ ε−1, and that

‖Drq‖ < O(1) for all q ∈ U . Then we have that

K(r̂;Bm
ε )−O(ε) < K(r;M) < K(r̂;Bm

ε ) +O(ε).

Remark A.1.5. The preceding theorem remains true if we replace r̂ by
r̂ | X, for any open subset X ⊂ Û which satisfies U ⊂ f(X). This theorem
will be proven below.

In our next and last theorem of this appendix we let r : U → B denote
an infranil core for (M, g) of radius δ > 0, and we let s : E → B denote the
thickening for r described in 0.4. For each positive number t > 0 we denote
by K(s;M, t) the glb for all numbers σ > 0 which satisfy

‖Dsf(1) − Ps◦f ◦Dsf(0) ◦ P−1
f )‖ < σt

for any smooth path f : [0, 1] → E having length less than or equal to t.
Here Pf denotes parallel translation along f in (M, g), and Ps◦f denotes
Euclidean-parallel translation along s ◦ f in B (recall that B is an open ball
in some Euclidean space). Note (cf. 0.1 as applied to s) that

K(s;M) = lub{K(s;M, t) : 0 < t}.



64 F.T. FARRELL AND L.E. JONES

Theorem A.1.6. Let ε, δ > 0 denote sufficiently small numbers, where
how small is sufficient for ε depends only on A = {Ai} and dimM , and
how small is sufficient for δ depends only on ε, A = {Ai}, and dimM . If
r satisfies Properties 0.2.2(a)-(c) for our present choice of ε, δ > 0, then s
must satisfy

K(s;M, δ) < O(ε)δ−1.

The following lemma will be used in the proof for Theorem A.1.6. In this

lemma we let ŝ : Ê → B̂ denote the composition function Ê
fp //E

s //B ,
where fp now denotes the immersion f : Bm

ε → M of A.1.1 and A.1.2, and
Ê = f−1

p (E); and we let X ⊂ Ê denote an open subset of Ê. For any
number t > 0 we denote by K(ŝ | X;Bm

ε , t) the glb of all numbers σ > 0
which satisfy

‖Dŝf(1) − Pŝ◦f ◦Dŝf(0) ◦ P−1
f ‖ < σt

for any smooth path f : [0, 1]→ X which has Euclidean length less than or
equal to t.

Lemma A.1.7. Suppose E ⊂ fp(Bm
ε ) and that for any smooth path f :

[0, 1] → E, having length less than or equal to t, there is another smooth
path f̂ : [0, 1] → X such that fp ◦ f̂ = f . Suppose also that ‖Dsq‖ < O(1)
for all q ∈ E. Then we have that

K(ŝ | X;Bm
ε , t)−O(ε) < K(s;M, t) < 3K(ŝ | X;Bm

ε , t) +O(ε)

provided ε is sufficiently small depending only on A = {Ai} and dimM .

The proof of Lemma A.1.7, which is analogous to the proof of Theorem
A.1.4, is left as an exercise for the reader.

Proof of Corollary A.1.2. Recall Theorem A.1.1 which defines η, {Bi} de-
pending on {Ai} and dim M , such that for each ε ∈ (0, η) we have an
immersion f : Bm

ε → M and a pull back metric {gi,j} on Bm
ε satisfying

Properties A.1.1(a) and (b). Let λm be defined as below (A.1.2.1(c)); and
choose ε as below (A.1.2.1(a)). Then Theorem A.1.1 implies that there is
an immersion f : Bm

ε →M such that the pulled back metric {gi,j} satisfies
A.1.2.1(b). (Note that A.1.2.1(b) is true for any choice of λm > 0 just so
long as ε, B1, η, λm are related as in A.1.2.1(a); the restriction placed on λm
in A.1.2.1(c) will be relevant later in this section.)

A.1.2.1. (a) ε < min{λm/B1, η}.
(b) |gi,j(x)− δi,j | < λm, for all x ∈ Bm

ε .
(c) λm = min{(10m)−m, (10−m + 1)1/m − 1}.
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Let Γki,j : Bm
ε → R denote the classical Christoffel functions for the Rie-

mannian metric represented by the {gi,j} with respect to the standard co-
ordinates x1, x2, . . . , xm. Using of the equality

Γki,j = 1/2
m∑
r=1

hk,r(∂gr,j/∂xi + ∂gr,i/∂xj + ∂gi,j/∂xr)

where the matrix [hi,j ] is the inverse of the matrix [gi,j ], together with
A.1.1(b) and A.1.2.1(b) and (c), we can deduce the following:

A.1.2.2. |(∂nΓki,j/∂xs1∂xs2 . . . ∂xsn)(x)| < Cn for all n, i, j, k, {s1, . . . , sn},
x ∈ Bm

ε .

Here C = {Ci} is a collection of positive numbers which depend only on
B = {Bi} and dim M .

The standard coordinates x1, x2, . . . , xm for Rm induce coordinates on
TRm y1, y2, . . . , ym, ym+1, . . . , y2m via the correspondence

m∑
i=1

ym+i∂/∂xi(y1, . . . , ym)←→ (y1, y2, . . . , ym, ym+1, . . . , y2m).

We define a vector field V : TBm
ε → T (TBm

ε ) on TBm
ε by A.1.2.3(a); note

that we may deduce from A.1.2.2 that V satisfies Property A.1.2.3(b) and
(c).

A.1.2.3. (a) V =
2m∑
i=1

Vi∂/∂yi, where

Vi(y1, . . . , y2m) =


ym+i if i ≤ m

−
∑

1≤j,k≤m
ym+jym+kΓij,k(y1, . . . , ym) if i > m.

(b) For all k, i, {s1, . . . , sk}, y ∈ Bm
ε ×Bm

1 we have that

|∂kVi/∂ys1 . . . ∂ysk
(y)| < 3km2

(
k∑
i=0

Ci

)
+ 1.

(c) For all i and all y ∈ Bm
ε ×Bm

1 we have that

|Vi(y)| ≤

{
|ym+i| if i ≤ m
m2C0(y2

m+1 + · · ·+ y2
2m) if i > m.

Note that in Parts (b) and(c) above we have used the identification TRm =
Rm × Rm — arising from the coordinates (y1, . . . , ym, ym+1, . . . , y2m) on
TRm — to make sense of “y ∈ Bm

ε ×Bm
1 ”.
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We integrate the vector field V to get a partial flow ψ : S → TBm
ε , where

S ⊂ R×TBm
ε is the maximal subset on which this partial flow makes sense.

Note it follows from A.1.2.1(b) and (c) that the next two properties hold for
ψ:

A.1.2.4. (a) [−2, 2]× (Bm
ε/4 ×B

m
ε/4) ⊂ S.

(b) ψ([−2, 2]× (Bm
ε/4 ×B

m
ε/4)) ⊂ B

m
ε ×Bm

ε/3.

[To see this notice that ψ is the geodesic flow on TBm
ε relative to the Rie-

mannian metric gi,j on Bm
ε .]

Now we can deduce from A.1.2.3(b) and A.1.2.4(b) that the partial flow

ψ : [−2, 2]× (Bm
ε/4 ×B

m
ε/4)→ TBm

ε

satisfies:

A.1.2.5. |∂kψ/∂ys1 . . . ∂ysk
(t, y)| ≤ Dk

for all k, (t, y) ∈ [−2, 2]×(Bm
ε/4×B

m
ε/4), where | | denotes the Euclidean norm

(with respect to the coordinates y1, y2, . . . , y2m). HereD = {Di} is collection
of positive numbers which depend only on C = {Ci} and m = dim M .

To complete the proof for Corollary A.1.2 recall that ψ : S → TBm
ε is the

(partial) geodesic flow for the Riemannian metric gi,jdxidxj on Bm
ε . Thus

the composition

Bm
ε/4 = 0×Bm

ε/4 ⊂ B
m
ε/4 ×B

m
ε/4

ψ1 // TBm
ε

proj. // Bm
ε

f // M

is equal to a composition

Bm
ε/4

L // TMp
exp // M,

where L is a linear isometry and exp is the exponential map and f is given
in A.1.1 and ψ1 is the composition

Bm
ε/4 ×B

m
ε/4 = 1×Bm

ε/4 ×B
m
ε/4 ⊂ S

ψ //TBm
ε .

Thus it follows from A.1.1(b) and from A.1.2.5 that exp ◦L satisfies:

A.1.2.6. |∂kgi,j/∂xs1 . . . ∂xsk
(x)| ≤ Bk

for all k and all x ∈ Bm
ε/4, where the B = {Bi} is a set of positive numbers

which depend only on the B = {Bi} and m = dim M , and the gi,j : TBm
ε →

R are defined by

gi,j(x) = g(D(exp ◦L)(∂/∂xi(x)), D(exp ◦L)(∂/∂xj(x))).

[Recall that Bm
ε/4 = 0 × Bm

ε/4 ⊂ Bm
ε ×Rm, and Bm

ε ×Rm has coordinates
y1, . . . , y2m. Here we have renamed the coordinates ym+1, ym+2, . . . , y2m
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for Rm to be x1, x2, . . . , xm.] If we replace (in A.1.1) the f,B, gi,j , ε by
f = exp ◦L,B, gi,j , ε = ε/4, then A.1.2.6 assures that Property A.1.1(b) is
still satisfied for the “barred” quantities; Property A.1.1(a) is satisfied by
the “barred” quantities because f (restricted to a small neighborhood for
0 ∈ Bm

ε ) is a normal coordinate system at p.
This completes the proof for Corollary A.1.2. �

Proof of Corollary A.1.3. Note that all the steps in the proof for A.1.2 apply
to the immersions f, f ′ : Bm

ε → M given in the hypothesis of A.1.3. In
particular Properties A.1.2.1(b) and (c) hold for the functions {gi,j} and
{g′i,j} associated to f and f ′ respectively by A.1.1. For any y ∈ Bm

ε/9 let
hy : [0, 1] → Bm

ε be defined by hy(t) = (1 − t)x + ty, t ∈ [0, 1]; note that
length(hy) = |y − x| < 2ε/9, where the length and the norm are computed
in Euclidean metric. Now it follows from A.1.2.1(b) and (c) as applied to
both the {gi,j} and the {g′i,j}, and from the fact that both f and f ′ are
immersions, and from the fact that x′ ∈ Bm

ε/9, that there is a smooth path
h′y : [0, 1]→ Bm

ε which satisfies the following properties:

A.1.3.1. (a) f ◦ hy(t) = f ′ ◦ h′y(t) for all t ∈ [0, 1].

(b) length(h′y) < length(hy) + ε2m2(10m)−m, where the lengths are com-
puted in the Euclidean metric.

Now we can define h : Bm
ε/9 → Bm

ε by:

A.1.3.1. (c) h(y) = h′y(1)

for all y ∈ Bm
ε/9. We leave as an exercise for the reader to determine that

h is a smooth embedding uniquely determined by the properties listed in
A.1.3.1.

In order to verify Properties A.1.3(b) and (c) for h : Bm
ε/9 → Bm

ε we will
need another description of this map. Let ψ : S → TBm

ε and ψ′ : S′ → TBm
ε

denote the (partial) geodesic flows for gi,jdxidxj and g′i,jdxidxj respectively.
We have by A.1.2.4 that [−2, 2] × (Bm

ε/4 × B
m
ε/4) ⊂ S and [−2, 2] × (Bm

ε/4 ×
Bm
ε/4) ⊂ S′. Define mappings r : Bm

ε/4 → Bm
ε and r′ : Bm

ε/4 → Bm
ε to be the

compositions:

A.1.3.2. (a)

Bm
ε/4 = (x)×Bm

ε/4 ⊂ S

��

ψ1 // TBm
ε = Bm

ε ×Rm proj. // Bm
ε

r
//

OO
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(b)

Bm
ε/4 = (x′)×Bm

ε/4 ⊂ S

��

ψ′1 // TBm
ε = Bm

ε ×Rm proj. // Bm
ε

r′
//

OO

respectively. Define the linear map L : Rm → Rm to be the composition:

A.1.3.2. (c)

Rm = TBm
ε|x

��

Df // TM|f(x)
(Df ′)−1

// TBm
ε|x′ = Rm,

L
//

OO

where the identifications Rm = TBm
ε|x and TBm

ε|x′ = Rm are induced from
the standard coordinates x1, x2, . . . , xm for Bm

ε . Note that the diffeomor-
phism h : Bm

ε/9 → Bm
ε defined in A.1.3.1(c) is also given by the following

formula:

A.1.3.2. (d) h = r′ ◦ L ◦ r−1 | Bm
ε/9.

[Note that r, r′ are essentially the exponential maps for gi,jdxidxj and
g′i,jdxidxj respectively. Thus Image (r) is the ball Bε/4,x of radius ε/4 cen-
tered at x in Bm

ε/4 computed with respect to the metric gi,jdxidxj . Note that
A.1.2.1(b) and (c) (applied just to the {gi,j}), together with the fact that
x ∈ Bm

ε/9, assure us that:

(i) Bm
ε/9 ⊂ Bε/4,x.

Thus r−1 : Bm
ε/9 → Bm

ε/4 is well-defined. In addition A.1.2.1(b) and (c)
(applied to both the {gi,j} and the {g′i,j}), assure us that:

(ii) L ◦ r−1(Bm
ε/9) ⊂ B

m
ε/4.

Thus (by (i) and (ii)) we have that r′ ◦ L ◦ r−1 is well defined on Bm
ε/9 (the

domain of h); this is a necessary condition for A.1.3.2 to hold.]
Note that Properties A.1.3(b) and (c) follow easily from A.1.3.2(d) and

the following two claims:

Claim A.1.3.3. For every v ∈ Rm we have that

(1−O(ε2))|v| ≤ |L(v)| ≤ (1 +O(ε2))|v|,

where | | denotes the Euclidean norm.
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Claim A.1.3.4. Let r, r′ : Rm → Rm denote the translations of Euclidean
space which satisfy r(0) = x and r′(0) = x′. There is a collection of positive
numbers E = {Ei} which depend only on m = dim M and on the B = {Bi}
of A.1.1, such that the following properties hold:

(a) ‖D(r− r)|z‖ < O(ε2) and ‖D(r′ − r′)|z‖ < O(ε2) hold for all z ∈ Bm
ε/4.

(b) ‖Dir|z‖ < Ei and ‖Dir′|z‖ < Ei for all i and all z ∈ Bm
ε/4.

Verification of Claim A.1.3.3.
The key idea here is to improve upon Properties A.1.2.1(b) and (c) for

both the {gi,j} and the {g′i,j} (cf. A.1.3.3.2 below). Since f, f ′ : Bm
ε → M

are (when restricted to a sufficiently small neighborhood for 0 ∈ Bm
ε ) normal

coordinates for M near p, p′ ∈M respectively, it follows that:

A.1.3.3.1. ∂gi,j/∂xk(0) = 0 = ∂g′i,j/∂xk(0) for all i, j, k.

Property A.1.3.3.1, together with Properties A.1.1(a) and (b) for both the
{gi,j} and the {g′i,j}, imply that:

A.1.3.3.2. |gi,j(z)− δij | ≤ O(ε2) and |g′i,j(z)− δij | ≤ O(ε2)

for all i, j and all z ∈ Bm
ε . By reviewing the definition given for the {gi,j}

and the {g′i,j} just prior to A.1.1, we see it follows from A.1.3.2(c) that:

A.1.3.3.3.
∑
i,j

gi,j(x)vivj =
∑
i,j

g′i,j(x
′)L(v)iL(v)j

for all v ∈ Rm, where (v1, v2, . . . , vm) and (L(v)1, L(v)2, . . . , L(v)m) denote
the standard coordinates for v and L(v). Now Claim A.1.3.3 can be easily
deduced from A.1.3.3.2 and A.1.3.3.3.

Verification of Claim A.1.3.4.
Note that A.1.3.4(b) can easily be deduced from A.1.2.5 (as applied to

both ψ,ψ′), and from A.1.3.2(a) and (b).
Now we will verify A.1.3.4(a); the key idea here is to improve upon Prop-

erty A.1.2.5 in the special case that k = 2 in A.1.2.5 (cf. A.1.3.4.4 below).
Towards this end we first note it follows from A.1.3.3.1 that:

A.1.3.4.1. Γij,k(0) = 0 = Γ′ij,k(0)

for all i, j, k, where Γij,k and Γ′ij,k are the Christoffel functions associated to
the gi,jdxidxj and g′i,jdxidxj . We deduce from A.1.2.2 (as applied to both
Γij,k and Γ′ij,k) and from A.1.3.4.1, that:

A.1.3.4.2. |Γij,k(z)| ≤ O(ε) and |Γ′ij,k(z)| ≤ O(ε)
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for all i, j, k and all z ∈ Bm
ε . Now let V and V ′ denote the vector fields on

TBm
ε defined in A.1.2.3(a) (where Γ′ij,k replaces Γij,k in A.1.2.3(a) to define

V ′). Then it follows from A.1.2.3(a) and from A.1.3.4.2 that:

A.1.3.4.3. |∂2V/∂yi1∂yi2(y)| ≤ O(ε) and |∂2V ′/∂yi1∂yi2(y)| ≤ O(ε)

for all (i1, i2) and all y ∈ Bm
ε × Bm

ε , where (y1, . . . , y2m) are the standard
coordinates for TBm

ε referred to in A.1.2.3 and where | | indicates the Eu-
clidean norm for vectors. Since we integrate V and V ′ to get the (partial)
geodesic flows ψ, and ψ′, we may deduce the following inequalities from
those in A.1.3.4.3:

A.1.3.4.4. |∂2ψ/∂yi1∂yi2(t, y)| ≤ O(ε) and |∂2ψ′/∂yi1∂yi2(t, y)| ≤ O(ε)

for all (i1, i2) and all (t, y) ∈ [−2, 2]× (Bm
ε/4 ×B

m
ε/4).

To complete the verification for A.1.3.4(a) note that the following equal-
ities are a consequence of the definition given for r, r′ in A.1.3.2(a) and (b):

A.1.3.4.5. D(r − r)|0 = 0 = D(r′ − r′)|0.

Now Claim A.1.3.4(a) is easily deduced from A.1.3.2(a) and (b), A.1.3.4.4,
and A.1.3.4.5.

This completes the proof for Corollary A.1.3. �

Proof of Theorem A.1.4. For each smooth path p : [0, 1] → Bm
ε let Pp,g

and Pp,e denote parallel translation along p with respect to the metrics
g = gi,jdxidxj and e = δijdxidxj respectively. The following relation between
Pp,g and Pp,e is an easy consequence of Property A.1.3.4.2 (as applied to the
Christoffel functions Γki,j of gi,jdxidxj).

A.1.4.1. For each smooth path p : [0, 1]→ Bm
ε and each vector v ∈ TBm

ε|p(0)
we have

|Pp,g(v)− Pp,e(v)|e < (lengthe(p))O(ε).

Now Theorem A.1.4 is a direct consequence of Property A.1.4.1, and of
Property A.1.3.3.2 (as applied to the gi,j), and of the hypothesis for A.1.4
that ‖Drq‖ < O(1) for all q ∈ Ũ .

This completes the proof for Theorem A.1.4. �

Proof of Theorem A.1.6. Note from the hypothesis of A.1.6 (that r satisfies
0.2.2(a)-(c)) that:

A.1.6.1. (a) diameter(U) < O(δ).

Thus, by choosing p ∈ U and choosing δ � ε, we may assume that:
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A.1.6.1. (b) U ⊂ fp(Bm
ε/3).

In particular A.1.4 applies to r and r̂, where r̂ : Û → B̂ was defined just
prior to A.1.4. We also want to apply A.1.7 to s and ŝ, where ŝ : Ê → B̂
was defined just prior to A.1.7; recall that Ê = f−1

p (E).
The remainder of this proof is based upon the following claim, which we

will verify at the end of this proof. In this claim we set k = dim Û , and for
any integer i > 0 and any number t > 0 we let Bi

t denote the open ball of
radius t centered at the origin of Ri.

Claim A.1.6.2. Let Ŷ = Û ∩ Bm
5δ. There is a smooth embedding h :

Y × Bm−k
δ → Bm

ε , where Y is an open subset of Bk
6δ containing 0, which

satisfies the following properties:
(a) h(0, 0) = 0, and Dh(0,0) is an isometry with respect to the Euclidean

metrics.
(b) ‖Dh(x,y) −Dh(x′,y′)‖ < O(ε) for all (x, y), (x′, y′) ∈ Y × Bm−k

δ . (Here
the norm ‖ ‖ is computed with respect to the Euclidean metrics.)

(c) h(Y, 0) = Ŷ and h(z ×Bm−k
δ ) = ρ̂−1(h(z, 0)) for all z ∈ Y , where

ρ̂ : Ê ∩Bm
6δ → Û

denotes the orthogonal projection with respect to the Riemannian met-
ric gi,j of A.1.1.

To complete the proof for Theorem A.1.6 we first note we have as an
immediate consequence of A.1.6.2(a) and (b) the following properties. Let
ρ : Y ×Bm−k

δ → Y denote the standard projection onto the first factor.

A.1.6.3. (a) ‖D(ρ ◦ h−1)q‖ < 1 +O(ε) for all q ∈ h(Y ×Bm−k
δ ).

(b) ‖D(ρ ◦ h−1)q −D(ρ ◦ h−1)q′‖ < O(ε) for all q, q′ ∈ h(Y ×Bm−k
δ ).

Note also that it follows from A.1.6.2(a) and (b) as applied to h | Y × 0 (see
also A.1.6.2(c)), and from 0.2.2(a)-(c) as applied to r, and from A.1.1 and
A.1.4 as applied to r and r̂, that:

A.1.6.3. (c) ‖D(r̂ ◦ h ◦ I)z‖ < 1 +O(ε) for all z ∈ Y ,
(d) ‖D(r̂ ◦ h ◦ I)z −D(r̂ ◦ h ◦ I)z′‖ < O(ε) for all z, z′ ∈ Y ,

where I : Y → Y × 0 sends z to (z, 0). Finally we note that A.1.6.2(c)
implies that:

A.1.6.3. (e) (r̂ ◦ h ◦ I) ◦ (ρ ◦ h−1) = ŝ | h(Y ×Bm−k
δ ).

It follows from A.1.6.3(a)-(e) that:

A.1.6.4. (a) ‖Dŝq‖ < 1 +O(ε) for all q ∈ h(Y ×Bm−k
δ )
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(b) ‖Dŝq −Dŝq′‖ < O(ε) for all q, q′ ∈ h(Y ×Bm−k
δ ).

We may rephrase A.1.6.4(b) as follows. (See Remark A.1.7 for notation.)

A.1.6.4. (c) K(ŝ | X;Bm
ε , δ) < O(ε)δ−1 where X = h(Y ×Bm−k

δ ).

Note that it follows from A.1.6.2(a), (b) and (c), and from A.1.3.3.2 as
applied to gi,j , and from 0.2.2(a)-(c) as applied to r, that the subset X ⊂ Ê
of A.1.6.4(c) has the following desirable lifting property:

A.1.6.4. (d) For each smooth path f : [0, 1]→ E having length less than

or equal to δ, there is a smooth path f̂ : [0, 1]→ X such that fp◦f̂ = f .

Now the conclusion of A.1.6 follows immediately from Property A.1.6.4(c)
and Lemma A.1.7: Note that Properties A.1.6.4(a) and (d), and Property
A.1.3.3.2 as applied to gi,j assure that the hypotheses of Lemma A.1.7 hold.

Verification of Claim A.1.6.2.
Let V denote the tangent plane to Û at 0 ∈ Û , and choose an isometry

g1 : Rk → V with g1(0) = 0 (here V has the metric inherited from the
Euclidean metric on Bm

ε ). For sufficiently small δ there is a unique smooth
embedding g2 : Y → Bm

ε which satisfies the following properties:

A.1.6.2.1.

(a) We have that g2(Y ) = Ŷ and, for all z ∈ Y , g2(z)−g1(z) is perpendic-
ular to V . (To make sense of the difference g2(z) − g1(z) we identify
g1(z) with its image in Bm

ε under the Euclidean-exponential map.)
(b) g2(0) = 0; and Dg2 | T (Bk

6δ)0 = g1 when T (Bk
δ )0 is identified with Rk

by the Euclidean exponential map.
(c) ‖D2(g2)q‖ < O(ε)δ−1 for all q ∈ Y .

We note that Y and g2 are uniquely determined from g1 by Property
A.1.6.2.1(a); and Property A.1.6.2.1(b) is a direct consequence of A.1.6.2.1(a)
and of the definition for g1. Note that Property A.1.6.2.1(c) is equivalent to
the inequality:

(i) K(Image(g2);Bm
ε ) < O(ε)δ−1;

and, since Image(g2) is an open subset of Û , this last inequality is implied
by:

(ii) K(Û ;Bm
ε ) < O(ε)δ−1.

(Here for any smooth submanifold S ⊂ Bm
ε we denote by K(S;Bm

ε ) the
curvature of the constant map c : S → {1} with respect to the Euclidean
metric on Bm

ε as described in 0.1.) Finally we note that inequality (ii) is
a consequence of 0.2.2(a) and A.1.4. (Note that Properties 0.2.2(a)-(c) are
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assumed in A.1.6; and A.1.4 may be applied here because its hypotheses are
a consequence of 0.2.2(a)-(c) and A.1.3.3.2.)

Now we define smooth vector fields v1, v2, . . . , vm−k on Ŷ = g2(Y ) as fol-
lows: Let T Û⊥ denote the orthogonal complement for T Û in T (Bm

ε )|Û with

respect to the metric {gi,j}; and for each z ∈ Y let ρz : T (Bm
ε )g2(z) → T Û⊥

g2(z)

denote the orthogonal projection with respect to the metric {gi,j}. Choose
the {vi(0)} to be an orthonormal basis for T Û⊥

0 with respect to the met-
ric {gi,j}; and then define {v1(z), v2(z), . . . , vm−k(z)} to be the orthonor-
mal subset of T Û⊥

g2(z) obtained by applying the Gramm-Schmidt process
to the set of vectors {ρz ◦ Pz(v1(0)), ρz ◦ Pz(v2(0)), . . . , ρz ◦ Pz(vm−k(0))}
with respect to the metric {gi,j}, where Pz denotes Euclidean parallel trans-
lation to T (Bm

ε )g2(z). Note that T (Bm
ε ) is identified with Bm

ε × Rm by
using Euclidean parallel translation to identify each T (Bm

ε )y, y ∈ Bm
ε ,

with T (Bm
ε )0, and by identifying T (Bm

ε )0 with Rm via the exponential
map exp : T (Bm

ε ) → Rm. Thus we may define maps wi : Y → Rm (for
1 ≤ i ≤ m − k) by (g2(z), wi(z)) = vi(g2(z)) for all z ∈ Y . Note that it
follows from the construction just given, and from Properties A.1.6.2.1(a)-
(c), and from Properties A.1.1(a) and (b), that the maps {wi} satisfy the
following properties:

A.1.6.2.2. (a) For each z ∈ Y the vectors {(g2(z), wi(z)) : 1 ≤ i ≤ m− k}
are an orthonormal basis for T Û⊥ with respect to the metric {gi,j}.

(b) ‖D(wi)z‖ < O(ε)δ−1 (where the norm ‖ ‖ is computed with respect to
the Euclidean metrics on Bk

6δ and on T (Bm
ε )).

We can now define a map g3 : Y ×Bm−k
δ → T (Bm

ε ) = Bm
ε ×Rm by:

A.1.6.2.3. g3(z, a) =

(
g2(z),

m−k∑
i=1

aiwi(z)

)

for all (z, a) ∈ Y ×Bm−k
δ , where (a1, . . . , am−k) are the standard coordinates

for a ∈ Bm−k
δ . It follows from A.1.6.2.1-A.1.6.2.3, and from A.1.1(a) and

(b), that g3 is a smooth embedding which satisfies the following properties.
(See in particular A.1.6.2.1(b) and A.1.1(a) for Part (a) below.)

A.1.6.2.4. (a) g3(0, 0) = (0, 0); and D(g3)(0,0) is a linear isometry with
respect to the Euclidean metrics.

(b) ‖D(g3)(z,a)−D(g3)(z′,a′)‖ < O(ε) for all (z, a) and (z′, a′) in Y ×Bm−k
δ .

(Here the norm ‖ ‖ is computed with respect to the Euclidean metrics
on Bk

6δ ×B
m−k
δ and T (Bm

ε ) = Bm
ε ×Rm.)
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(c) g3(z, 0) = (g2(z), 0), so g3(z, 0) ∈ Û for all z ∈ Y ; moreover g3(z ×
Bm−k
δ ) = π−1(g3(z, 0)) for all z ∈ Y , where π : (T Û⊥)δ → Û denotes

the usual bundle projection and (T Û⊥)δ denotes all vectors v ∈ T Û⊥

whose {gij}-length is less than δ.

Now we can finally define the map h : Y ×Bm−k
δ → Bm

ε of A.1.6.2 to be
the composition:

A.1.6.2.5. Y ×Bm−k
δ

g3 //T (Bm
ε ) = Bm

ε ×Rm ⊃ Bm
ε/4 ×B

m
ε/4

exp //Bm
ε ,

where “exp” denotes the exponential map with respect to the metric {gi,j}
on Bm

ε . It follows from A.1.1(a) and (b) that “exp” is defined on Bm
ε/4×B

m
ε/4

(see also A.1.2.4, and note that exp = ψ1). And, by choosing δ � ε, it follows
from the definition of g3 in A.1.6.2.3 that Image(g3) ⊂ Bm

ε/4×B
m
ε/4 (see also

A.1.6.2.1). Thus h is well-defined by the preceding composition. Note that
Property A.1.6.2(a) is implied by A.1.6.2.4(a) and A.1.6.2.3 and A.1.6.2.5.
Note also that Property A.1.6.2(c) is implied by A.1.6.2.4(c) and A.1.6.2.5.
Finally we note that Property A.1.6.2(b) is implied by A.1.6.2.4(a) and (b)
and A.1.6.2.5.

This completes the verification of Claim A.1.6.2; thus also the proof of
Theorem A.1.6 is completed. �

Appendix 2.

In this appendix we review the results for the Collapsing theory of Cheeger-
Fukaya-Gromov (cf. [4]) which we need to carry out the proof of Theorem
0.3 in §3 above (cf. A.2.2-A.2.5 below).

Let M, gM denote an A-regular complete Riemannian manifold, where
A denotes a collection {Ai : i = 0, 1, 2, . . . } of positive numbers. For any
δ > 0 we shall say that gM is δ-round at the point p ∈M if there is an open
neighborhood V ⊂ M for p ∈ M , and a regular covering π : V̂ → V for V
with covering group Λ, such that the following properties hold. Note that V̂
is equipped with a Riemannian metric gV̂ gotten by pulling back gM along
π : V̂ → V .

A.2.1. (a) V contains the ball B(p, δ) of radius δ centered at p ∈M .

(b) The injectivity radius of V̂ at all points of π−1(B(p, δ)) is greater than
δ.

(c) There is a virtually nilpotent Lie group H and an effective isometric
action H × V̂ → V̂ extending that of Λ × V̂ → V̂ . (Recall that
H × V̂ → V̂ is effective if only the identity element of H fixes all
points of V̂ .)
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Note that π(Hq), for q ∈ V̂ , gives the orbits of the isometries in the
collapsed directions.

We say that gM is δ-round if it is δ-round at every p ∈M .
The next theorem is a direct consequence of [4, 1.3]. Let O denote the

Levi-Civita connection for gM and let O′ denote the Levi-Civita connection
for the Riemannian metric g′M given in the following Theorem:

Theorem A.2.2 (Cheeger-Fukaya-Gromov). Given any ε > 0, any integer
m > 0, and any collection of positive numbers A = {Ai | i = 0, 1, 2, . . . },
there exists a positive number η(ε,m,A). For any δ ∈ (0, η(ε,m,A)), and
for any A-regular complete Riemannian manifold (M, gM ) of dimension m,
there exists a δ-round metric g′M such that the following hold:

(a) e−εgM < g′M < eεgM .
(b) |O− O′| < ε.
(c) M, g′M is A′-regular, where A′ = {A′i : i = 0, 1, 2, 3, . . . } denotes a

collection of positive numbers which depends only on ε, m, and A =
{Ai : i = 0, 1, 2, 3, . . . }. (In fact, A′i depends only on A0, i, ε and m.)

Note that for fixed A = {Ai}, there are sequences of A-regular manifolds
whose injectivity radius approaches 0; so the cover of V by V̂ is nontrivial.
Thus Λ and H are nontrivial as well and the collapsing can be seen.

In the next theorem we will need the following notation: Let ρ : E → V̂
denote the bundle of orthonormal frames over V̂ with respect to the metric
g′
V̂

(the pull back of g′M along π : V̂ → V ). E is given a Riemannian metric
structure g′E of bounded geometric type as follows: For any vi ∈ TE, i = 1, 2,
choose paths αi : [−1, 1] → E, i = 1, 2, such that

•
αi(0) = vi holds; each αi

may be regarded as a path βi : [−1, 1] → V̂ together with an orthonormal
frame (wi,1(t), wi,2(t), . . . , wi,m(t)) along βi(t), t ∈ [−1, 1]. Let Vi,j denote
the covariant derivative of wi,j(t) at t = 0, and set

g′E(v1, v2) = g′
V̂

(
•
β1(0),

•
β2(0)) +

m∑
j=1

g′
V̂

(V1,j , V2,j).

Let d′E( , ) denote the metric on E associated to g′E . Note that the canonical
lifting H × E → E of the group action H × V̂ → V̂ is a free isometric
group action (cf. A.2.1(c)). The following theorem is not explicitly stated
in [4], so we shall derive it at the end of this appendix.

Theorem A.2.3. There exists a real number B > 1, which depends only
on n = dim M, ε, and on the sectional curvature bound A0 for M , such that
the following is true. Suppose for x ∈ E and g ∈ H (g 6= e) we have that
d′E(x, g(x)) < δ. Then there is a one-parameter subgroup φ : R → H of H
satisfying:
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(a) φ(t) = g, for some t ∈ (0, Bδ).
(b) The path f : R→ E, defined by f(s) = φ(s)(x), has unit speed.

For any y ∈ V̂ we set Hy = {h ∈ H : h(y) = y}, i.e., Hy is the isotropy
group at y for the action H × V̂ → V̂ . Choose ŷ ∈ ρ−1(y). Since the
lifted action H × E → E is a free action, it follows from A.2.3 that the
map f : H → E given by f(g) = g(ŷ) is an embedding onto a closed subset
of E. Since Hy is a closed subset of H it follows that the restricted map
f : Hy → ρ−1(y) is an embedding onto a closed subset of the compact space
ρ−1(y). Thus we have proven the following corollary of Theorem A.2.3:

Corollary A.2.4. For each y ∈ V̂ the isotropy group Hy is a compact
subgroup of H.

We shall also need the following theorem, which among other uses will
be used in proving Theorem A.2.3. Recall that the notion of “local angle
control” was defined in 2.1 of §2 above.

Theorem A.2.5. The action H × E → E has local angle control equal
(λt, t) for any t > 0, where λ depends only on dim E,A0, ε.

Remark A.2.6. In fact, we will show in proving A.2.5 that λ depends only
on dim V̂ and the sectional curvature bound A′0 for V̂ . Recall from A.2.2 that
A′0 depends only on A0, ε and n = dim V̂ . Also, that dim E = n(n+ 1)/2.
Moreover, we will use no special facts about V̂ ; only that H acts effectively
on V̂ by isometries.

Proof of Theorem A.2.5. Let x ∈ E, u ∈ TEx and αv : R → H be a one-
parameter subgroup with

•
αv(0) = v ∈ g(H), where g(H) is the Lie algebra

of H. Define a curve γ : R→ E by

γ(t) = αv(t)x

and a vector field û along γ by

û(t) = dαv(t)(u).

And let D denote the Levi-Civita connection on E. The argument above
proving Lemma 2.3 yields that it suffices to show that |D•

γ(0)
û| is bounded

above by a constant multiplied by |•γ(0)‖u| and this constant depends only
on n = dim V̂ and A′0 (see Remark A.2.6). Since

•
γ(0) 6= 0 when v 6= 0, in

bounding |D•
γ(0)

û|, we may assume (and do assume) that |u| = |•γ(0)| = 1
and need only consider the two cases: u vertical and u horizontal with
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respect to the Riemannian submersion

O(n) // E
ρ // V̂

where n = dim V̂ .
Let us first consider the case where u is vertical. A continuity argument

then shows that we need only consider the subcase where ρ◦γ : R→ V̂ is an
immersion. To verify this subcase, we need the following lemma. Consider
the submanifold S of E defined by

S = ρ−1(image(ρ ◦ γ)).

Lemma A.2.5.1. Let B( , ) denote the second fundamental form of S in
E. The set {|B(v, u)| : |u|, |v| ≤ 1 and u vertical} is bounded above by a
positive real number which depends only on n and A′0.

Before proving Lemma A.2.5.1, we use it to bound |D•
γ(0)

û| when u is
vertical. Note that the map

ζ : R×O(n)→ S

defined by

(t, g)→ αv(t)xg−1 = γ(t)g−1

is either a bijective immersion or a covering projection depending on whether
ρ ◦ γ is monic or not. Use this map to put a left invariant Riemannian
metric on R×O(n); in particular, an inner product 〈 , 〉 on the Lie algebra
g(R×O(n)). Since 〈 , 〉 restricted to g(O(n)) is −1 times the Killing form,
it satisfies the equation:

A.2.5.2. 〈[a, b], a〉 = 0

valid for all a, b ∈ g(O(n)).

Remark A.2.5.2.1. When n = 1 or 2, instead of the negative of the Killing
form, we mean the unique bi-invariant metric such that Vol(O(n)) = 2 or
4π, respectively.

Let U, V ∈ g(R× O(n)) be the vectors corresponding to u,
•
γ(0) ∈ TEx via

dζ. And let Û , V̂ be left invariant vector fields on R×O(n) determined by
U, V . Then note that

D•
γ(0)

û = dζ(DV Û) +B(
•
γ(0), u)

where D is the Levi-Civita connection for R×O(n) and B( , ) is the second
fundamental form of S in E. Because of this equation and Lemma A.2.5.1,
it remains to show the following to verify A.2.5 when u is vertical:
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Lemma A.2.5.3. Let T and X be unit length left invariant vector fields
on R × O(n) tangent to R × ∗ and ∗ × O(n), respectively. Then |DTX| is
bounded above by a constant which depends only on n.

Proof of Lemma A.2.5.3. Identify the left invariant vector fields on R×O(n)
with the elements in its Lie algebra g(R × O(n)). Then orthogonally de-
compose T and DTX as:

A.2.5.3.1. DTX = Y +R and T = Z + F

where Y, Z ∈ g(O(n)) and R,F ∈ g(O(n))⊥. Recall [2, Prop. 7.7.1] which
states that:

A.2.5.3.2. 〈Dab, c〉 = 1/2(〈[b, a], c〉+ 〈[a, c], b〉+ 〈[b, c], a〉)

for all a, b, c ∈ g(R×O(n)). And note that:

A.2.5.3.3. [T, a] = 0

for all a ∈ g(O(n)). Setting a = T , b = X, and c = Y in A.2.5.3.2 and
applying A.2.5.3.3, we obtain:

A.2.5.3.4. 〈DTX,Y 〉 = 1/2〈[X,Y ], T 〉.

Note also that the norm of the Lie bracket [ , ] restricted to g(O(n)) is
bounded above by a constant r ≥ 0 which depends only on n since 〈 , 〉 re-
stricted to g(O(n)) is the negative of the Killing form; cf. Remark A.2.5.2.1.
Consequently, A.2.5.3.1 and A.2.5.3.4 yield that:

A.2.5.3.5. |Y | ≤ r/2.

Next, setting a = T , b = X, and c = T in A.2.5.3.2 and applying A.2.5.3.3,
we obtain:

A.2.5.3.6. 〈DTX,T 〉 = 0.

Hence A.2.5.3.1 and A.2.5.3.6 yield:

A.2.5.3.7. 〈DTX,F 〉 = −〈DTX,Z〉.

Setting a = T , b = X, and c = Z in A.2.5.3.2 and applying A.2.5.3.3 yields:

A.2.5.3.8. 〈DTX,Z〉 = (1/2)〈[X,Z], T 〉.

And substituting Equation A.2.5.3.1 for T into A.2.5.3.8 yields:

A.2.5.3.9. 〈DTX,Z〉 = (1/2)〈[X,Z], F 〉

since Z ⊥ [X,Z] by A.2.5.2 above. Combining A.2.5.3.7 and A.2.5.3.9 yields:
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A.2.5.3.10. 〈DTX,F 〉 = −(1/2)〈[X,Z], F 〉.

Note that F 6= 0 since we assumed that ρ ◦ γ : R → V̂ is an immersion.
Therefore, R is a scalar multiple of F and A.2.5.3.10 consequently yields:

A.2.5.3.11. 〈DTX,R〉 = −(1/2)〈[X,Z], R〉.

Now A.2.5.3.11 implies:

A.2.5.3.12. |R| ≤ r/2

in the same way that A.2.5.3.4 implies A.2.5.3.5. Combining the inequalities
of A.2.5.3.12 and A.2.5.3.5 yields that |DTX| ≤ r proving Lemma A.2.5.3.

�

To prove Lemma A.2.5.1 we need to calculate D. And for this purpose
we define special horizontal and vertical vector fields on E as follows: A
horizontal vector field X on E is special if there exists a vector field X on
V̂ such that

dρ(Xx) = Xρ(x)

for all x ∈ E. Let g(O(n)) denote the Lie algebra of O(n). Each v ∈ g(O(n))
determines a special vertical vector field v̌ on E by requiring

v̌x =
•
δx(0)

for each x ∈ E. Here, δx(t) = xβv(t) where βv is the one-parameter subgroup

of O(n) such that
•
βv(0) = v. To calculate D it suffices to calculate (Dab) · c,

where a, b, c are the special vector fields just defined. A routine application
of the Koszul formula yields the following result:

Lemma A.2.5.4. Let u, v, w ∈ g(O(n)) and X,Y, Z be vector fields on V̂ .
Also let B( , ) denote the negative of the Killing form on g(O(n)) and D

denote the Levi-Civita connection on V̂ ; cf. Remark A.2.5.2.1. Then the
following are valid equations:

(a) (Dǔv̌) · w̌ = (1/2)B([u, v], w);
(b) (DXY ) · Z = (DXY ) · Z;
(c) (DǔX) · Y = (D

X
ǔ) · Y = −(DXY ) · ǔ = (1/2)[Y ,X] · ǔ;

(d) (Dǔv̌) ·X = (DX v̌) · ǔ = (DǔX) · v̌ = 0.

Proof of Lemma A.2.5.1. It suffices to prove the assertion in the two cases:
v vertical and v horizontal. The equation of A.2.5.4(d) shows that the fibers
of ρ are totally geodesic submanifolds of E; i.e., B(v, u) = 0 when both u
and v are vertical. Therefore, it remains to estimate

B(X,u) · Y
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where X and Y are special horizontal vector fields on E induced by vector
fields X and Y , respectively, on V̂ . (Also, X is assumed tangent to S and
Y perpendicular to S at points of S.) In this situation, the equation of
A.2.5.4(c) yields that

B(X,u) · Y = 1/2[Y ,X] · u = Ω(X,Y ) · w

where Ω( , ) denotes the curvature form for the frame bundle of V̂ and w
is the unique vector in g(O(n)) such that w̌x = u. Since the norm of the
curvature tensor for V̂ is bounded by A′0, we also get the desired upper
bound for |B(v, u)| in this case. (See [15, Vol. 1, p. 133] for the standard
relation between Ω( , ) and the curvature tensor on V̂ .)

This completes the proof for Lemma A.2.5.1. �

It remains, in proving Theorem A.2.5, to consider the case where u is
horizontal with respect to ρ. Since we have assumed that |•γ(0)| = |u| = 1,
it suffices to show that |D•

γ(0)
û| is bounded above by a real number which

depends only on n and A′0. Let z = ρ(x) and define a curve β(t) in V̂ by

β(t) = αv(t)z.

And note that β = ρ ◦ γ. Decompose
•
γ(0) = v+ + v−

where v+ is vertical and v− is horizontal relative to ρ. A continuity argument
yields that it suffices to consider the situation where v− 6= 0; hence, we now
make this assumption. Also, note that

|v+|, |v−| ≤ 1.

Since
•
β(0) = dρ(v−) 6= 0, there is a vector field Y on V̂ such that the induced

special horizontal vector field Y on E satisfies

Y γ(t) = û(t)

for all t sufficiently close to 0. Hence, it suffices to show that |Dv+Y | and
|Dv−Y | are both bounded above by a real number which depends only on
n, A0, and ε. Therefore it remains to estimate

(Dv±Y ) · Z and (Dv±Y ) · w̌

where Z is a vector field on V̂ with |Zβ(0)| = 1 and w ∈ g(O(n)) with
|w| = 1. (Recall w̌ is the special vertical vector field induced by w.) We
will use Lemma A.2.5.4 to do these estimates. For this purpose, we need to
fix some notation. Let X be a vector field on V̂ such that Xβ(0) = dρ(v−).
(Note that Xγ(0) = v−.) Also, let ω ∈ g(O(n)) be the vector satisfying

ω̌γ(0) = v+.
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Let u0 = dρ(u) and û0 denote the vector field along the curve β in V̂ defined
by

û0(t) = dαv(t)(u0).

Recall that D is the covariant derivative in V̂ . And Ω( , ) denotes (as before)
the curvature form for the frame bundle of V̂ . With this notation, Lemma
A.2.5.4 yields the following calculation:

A.2.5.5. (a) (Dv+Y ) · w̌ = 0;

(b) (Dv−Y ) · w̌ = (1/2)[X,Y ] · w̌ = Ω(Y ,X) · w̌;
(c) (Dv+Y ) · Z = (1/2)[Z, Y ] · ω̌ = Ω(Y ,Z) · ω̌;
(d) (Dv−Y ) · Z = (DXY ) · Z = D•

β(0)
û0 · Z.

The four equations of A.2.5.5(a)-(d) combined with the fact that the norm of
the curvature tensor for V̂ is bounded by A′0 yield the necessary estimates
for |Dv+Y | and |Dv−Y | completing the proof for Theorem A.2.5 once we
have verified the following lemma. (See again [15, Vol. 1, p. 133] for the
standard relation between Ω( , ) and the curvature tensor on V̂ . It yields
the bound for the norm of Ω( , ) needed for using A.2.5.5(b) and (c).)

Lemma A.2.5.6. |D•
β(0)

û0 · Z| ≤ n, where n = dim V̂ .

Proof of Lemma A.2.5.6. Recall that γ(0) is an orthonormal framing for the
tangent space of V̂ at β(0); i.e., γ(0) = (u1, u2, . . . , un) where each ui ∈
Tβ(0)V̂ and

ui · uj =

{
0 if i 6= j

1 if i = j.

And notice that γ(t) is the frame field (û1(t), û2(t), . . . , ûn(t)) along the
curve β(t) in V̂ ; consequently,

(1) |•γ(0)|2 = |
•
β(0)|2 + |D•

β(0)
û1|2 + · · ·+ |D•

β(0)
ûn|2.

We conclude from (1) and |•γ(0)| = 1 that

(2) |D•
β(0)

ûi| ≤ 1 for i = 1, 2, . . . , n.

Express u0 ∈ Tβ(0)V̂ in terms of the orthonormal frame (u1, u2, . . . , un); i.e.,
let u0 = a1u1 + a2u2 + · · ·+ anun. Then for each i we have that

(3) |ai| ≤ 1
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since |u0| = 1. Note also that û0 = a1û1 + a2û2 + . . . + anûn. It follows
therefore from inequalities (2) and (3) that

(4) |D•
β(0)

û0| ≤
n∑
i=1

|ai||D•
β(0)

ûi| ≤ n.

The inequality posited in the lemma now follows immediately from (4) and
the fact that |Z| ≤ 1.

This completes the proof of Theorem A.2.5. �

Proof of Theorem A.2.3. We may identify V̂ with TR(Hy); i.e., with the
tubular neighborhood of radius R > δ where y ∈ V̂ is a point such that the
isotropy subgroup C of the action of H at y is a maximal compact subgroup
of the virtually nilpotent Lie group H; cf. [4, §8].

(We must distinguish between the orbit of y under the action ofH denoted
by Hy and the isotropy subgroup of H fixing y denoted by Hy.)

Remark 1. Let y ∈ FV̂ = E lie over y; i.e., ρ(y) = y where ρ : E → V̂ is
the canonical projection. Then the equation

cy = yc, where c ∈ C,

identifies C with a subgroup C of O(n), n = dim V̂ . (Throughout the proof,
n denotes dim V̂ = dim M .) In fact, C is the isotropy group of the (right)
action of O(n) on H\E at Hy. Consequently, C is a maximal isotropy group
for the action of O(n) on H\E.

Fact 1. There exists a positive integer k = k(n, ε, A0) and closed subgroups
C1, C2, . . . , Ck of O(n), depending only on n, ε and A0, such that C is
orthogonally conjugate to some group Ci in this list.

Fact 1 is verified at the end of this appendix after using it to prove
Theorem A.2.3. There are the following ten steps in this Proof of
Theorem A.2.3:

Step 1. Let α : [0, 1]→ E = FV̂ be a piecewise smooth path connecting x to
gx such that length(α) < δ. Let ψ : V̂ = TR(Hy) → Hy be the orthogonal
projection. It clearly suffices to consider the case where ψ(ρ(x)) = y. So we
make this assumption. Let β : [0, 1]→ Hy be the composite of α and ψ ◦ ρ;
i.e.,

β = ψ ◦ ρ ◦ α.

Claim. There exists a constant C1 = C1(n, ε, A0) > 0 such that length(β) <
C1δ whereHy has the Riemannian metric determined by being a submanifold
of V̂ .
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Step 2. There exists a piecewise smooth path β : [0, 1]→ H and a constant
C2 = C2(n, ε, A0) satisfying the following properties where β̂ : [0, 1] → E is
defined by β̂(t) = β(t)y for all t ∈ [0, 1]:

1. β(0) = e. (Here e is the identity element of H.)
2. ρ ◦ β̂ = β.
3. length(β̂) < C2δ.

Step 3. Define a piecewise smooth path γ : [0, 1] → E by γ(t) = β(t)x for
all t ∈ [0, 1]. It clearly satisfies the following properties:

1. γ(0) = x.
2. ψ ◦ ρ ◦ γ = β.

Claim. There exists a constant C3 = C3(n, ε, A0) > 0 such that length(γ) <
C3δ.

Step 4. Let h = β(1) ∈ H. Because of Step 3 (Property 2), we have hy = gy
and consequently y = (h−1g)y . Thus setting c = h−1g, we have that c ∈ C.
Also

dE(x, cx) ≤ (C3 + 1)δ

because of the following reasoning:

dE(x, cx) = dE(x, h−1gx) = dE(hx, gx) ≤ dE(hx, x) + dE(x, gx) ≤ C3δ + δ.

Claim. There exists a constant C4 = C4(n, ε, A0) > 0 such that dE(y, cy) <
C4δ.

Remark. Let Ψ : E → ρ−1(Hy) = HyO(n) be the orthogonal projection.
Then Ψ isH,O(n) bi-equivariant and covers ψ : V̂ → Hy. Also fix y = Ψ(x);
i.e., this is a specific framing of y. Then the above claim will result by
establishing the inequality

dE(Ψ(x),Ψ(cx)) ≤ C4dE(x, cx).

Step 5. We make the following claim in this step:

Claim. There exists a constant C5 = C5(n, ε, A0) > 0 such that dρ−1(y)(y, cy)
< C5δ.

Remark. This is proved using the facts that:
1. ρ−1(y) is a totally geodesic submanifold of E = FV̂ ;
2. ρ : E → V̂ is a Riemannian submersion;
3. V̂ has injectivity radius > δ at y.

Step 6. In this step we make the following claim:
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Claim. Provided δ is sufficiently small, then dCy(y, cy) < 2C5δ.

Remark. Recall that cy = yc where c ∈ C ⊂ O(n). (See Remark 1 at
the beginning of this proof.) Note also, for each z ∈ E, that the orbit map
g → zg is an isometry between O(n) with its standard metric and zO(n)
with its Riemannian metric induced by the inclusion zO(n) ⊂ E. Then the
above claim is a consequence of Fact 1 (at the beginning of this proof) and
the Claim made in Step 5.

Step 7. The following inequality is an immediate consequence of the Claim
made in Step 6 and the inclusion Cy ⊂ Hy:

dHy(y, cy) < 2C5δ.

Step 8. We have the following claim:

Claim. dHx(x, cx) < C3(2C5)δ.

This claim is a consequence of the inequality posited in Step 7 together with
the argument which yields the Claim made in Step 3.

Step 9. The triangle inequality says that

dHx(x, gx) ≤ dHx(x, hx) + dHx(hx, gx) = dHx(x, hx) + dHx(x, cx).

Combining this inequality with the claims made in Steps 3 and 8 yields that

dHx(x, gx) < C3(1 + 2C5)δ.

Step 10. Put on H the left invariant Riemannian metric induced from the
monic immersion H → E defined by k → kx for all k ∈ H. Then the sec-
tional curvatures of H are bounded above by a constant which depends only
on n, ε and A0. This fact is a consequence of Theorem A.2.5. Hence, pro-
vided δ is sufficiently small (how small again depends only on n, ε and A0)
we can use Claim 2.8.5 (from §2) in conjunction with the inequality demon-
strated in Step 9 to produce a 1-parameter subgroup φ : R → G satisfying
Properties (a) and (b) posited in Theorem A.2.3 with B = 4nC3(1 + 2C5).

This completes the outline of the main steps in the Proof of Theorem
A.2.3. Now in the following remarks we shall indicate some more details in
the verifications of the Claims made in the preceding steps.

Remarks on Step 10.
To show that the hypotheses of Claim 2.8.5 are satisfied use the following

Lemma which we proceed now to formulate and prove:
Let G be a simply connected nilpotent Lie group with Lie algebra g

equipped with an inner product. Put on G the corresponding left invariant
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Riemannian metric. Let a1 denote the norm of the Lie bracket on g; i.e.,

a1 = max{|[u, v]| : u, v ∈ g and |u| = 1 = |v|}.
Let a2 denote the square root of the maximum of the absolute values of the
sectional curvatures of G. And let a3 denote the norm of Dv̂û; i.e.,

a3 = max{|Dv̂û| : u, v ∈ g and |u| = 1 = |v|},
where û, v̂ are the left invariant vector fields on G with û(e) and v̂(e) = v.
(Here e is the identity element of G.)

Lemma. There is a positive real number B which depends only on dim G,
such that ai ≤ Baj for all i, j ∈ {1, 2, 3}.

Proof of Lemma. From [2, Proposition 7.7.1] one deduces the following two
inequalities:

(a) a2 ≤
√

6 a1;
(b) a3 ≤ (3/2)a1.

Using [16, Theorem 47, p. 213], one can construct a positive real number
B, which depends only on dim G, such that:

(c) a1 ≤ Ba2.
Also Claims 2.8.1 and 2.8.2 (proven in §2 above) yield the following inequal-
ity:
(d) a1 ≤ 2(dim G)2a3.

Concatenating inequalities (a)-(d) proves the Lemma. �

Remarks on Steps 1 and 4.
Inequality (8.7) of [4] states that the norm of the second fundamental

form of Hy in V̂ is bounded above by a positive constant depending only on
n, ε and A0. (This can also be independently verified using that the angle
between Hy and yO(n) is bounded below. We will show this in “Remarks
on Step 2” given below.) Then Lemma A.2.5.4 can be used to verify the
same fact for the second fundamental form of HyO(n) in E. Consequently,
both ψ and Ψ are Θ-almost Riemannian submersions (cf. 2.5.1 of [4] for the
definition) where Θ depends only on n, ε and A0.

Remarks on Steps 3 and 8.
Note that Ψ ◦ γ = β̂ and recall from “Remarks on Steps 1 and 4” that

Ψ is a Θ-almost Riemannian submersion where Θ depends only on n, ε and
A0. Also note that γ is tangent to the foliation of E by the orbits of H. So
it suffices to show that the angle between Hx and Ψ−1(y) at x is larger than
C6 = C6(n, ε, A0) > 0. But because of Theorem A.2.5, we can apply Lemma
2.6 to conclude this. Step 8 follows by the same argument.
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Remarks on Step 2.
Let ρ : Hy → Hy be the restriction of ρ : FV̂ → V̂ . (Recall ρ(y) = y and

ρ is H-equivariant.) It suffices to show that ρ is a Θ-almost Riemannian
submersion where Θ = Θ(n, ε, A0) > 0. To do this, it is enough to show
that the angle between the tangent spaces to Hy and yO(n) at y is bounded
below by a number Θ = Θ(n, ε, A0) > 0. This is because ρ : ρ−1(Hy) =
HyO(n)→ Hy is a Riemannian submersion.

Let E be the Riemannian manifold used in [4, §8] to construct V̂ . There
is a virtually nilpotent Lie group Ĥ such that Ĥ and O(n) both act freely
(and properly) by isometries on E , these actions commute, and V̂ = E/O(n).
(Ĥ acts on the left and O(n) on the right of E .) Furthermore, there is a
Lie group epimorphism φ : Ĥ → H with finite kernel such that φ|Ĥ0 is
an isomorphism of (Ĥ)0 to H0 and such that the principal O(n)-bundle
projection

ρ̂ : E → V̂

is φ-equivariant; [4, pp. 365, 369]. Let Ĉ = φ−1(C); it is a maximal compact
subgroup of Ĥ and φ|Ĉ0 maps (Ĉ)0 isomorphically to C0. We identify (Ĥ)0

and (Ĉ)0 with H0 and C0, respectively, via φ. (Recall G0 denotes the
connected component of G containing the identity element.)

Let ŷ ∈ E be a point such that ρ̂(ŷ) = y. To show the bound Θ exists, we
need the following result:

Theorem 1. The angle between the tangent spaces to H0ŷ and ŷO(n) at ŷ
is bounded below by a number Θ̂ = Θ̂(n, ε, A0) > 0.

To prove this result we need three lemmas.

Lemma 1. Given σ > 0, there exists µ = µ(σ, n) > 1 such that for any unit
speed 1-parameter subgroup α : R → O(n) there is a number t ∈ [1, µ] with
d(α(t), α(0)) < σ.

Proof. There is a maximal torus T in O(n) containing the image of α. The
volume of T depends only on n since all maximal tori in O(n) are conjugate.
Consider the set of open balls in T : Bσ/2(α(1)), Bσ/2(α(2)), Bσ/2(α(3)), . . . .
They all have the same volume V = V (n, σ) > 0. Let µ = 1 + [Vol(T )/V ].
Then clearly there are two integers i and j with 1 ≤ i < j ≤ µ such that

Bσ/2(α(i)) ∩Bσ/2(α(j)) 6= φ.

Let t = j − i, then we are done with the proof of Lemma 1. �

Consider the orbit action of Ĥ ×O(n) on E at ŷ defined by

(a, b)→ aŷg−1, where (a, g) ∈ Ĥ ×O(n)
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and denote this action by (a, g) · ŷ. Since the induced actions of Ĥ and
O(n), respectively, are faithful, they determine left invariant Riemannian
metrics on Ĥ and O(n). The metric determined thusly on O(n) is the same
as that induced by the negative of the Killing form on g(O(n)); cf. Remark
A.2.5.2.1. For any v ∈ g(H0 × O(n)), let αv : R → H0 × O(n) denote the
corresponding 1-parameter subgroup. Let u ∈ g(O(n)) and v ∈ g(H0) be
such that the two curves in E , βu and βv, defined by

t→ ŷα−u(t) and t→ αv(t)ŷ

are both perpendicular to the orbit space C0ŷ at ŷ. Let V ⊂ g(H0 ×O(n))
denote the subspace spanned by u and v. Since [u, v] = 0, this subspace is
an abelian Lie subalgebra. Furthermore, assume that

|u| = |
•
βu(0)| = 1

and that when
•
βv(0) is orthogonally projected onto Tŷ(ŷO(n)) it hits the

vector
•
βu(0). Denote the angle between

•
βu(0) and

•
βv(0) by Θ.

Lemma 2. Given σ > 0 there exists t ≥ 1 such that

dE(αv(t)ŷ, ŷ) ≤ σ/2 + µ(σ/2, n) tan(Θ)

and

dH0ŷ(αv(t)ŷ, ŷ) ≥ d = d(n, ε, A0) > 0.

Proof. Let t ∈ [1, µ(σ/2, n)] be the number posited in Lemma 1 when α =
α−u. And let w = v − u, then w ∈ V . Hence we have that

αv(t) = αu(t)αw(t)

since V is abelian; consequently

(1) dE(αv(t) · ŷ, ŷ) ≤ dE((αu(t)αw(t)) · ŷ, αu(t) · ŷ) + dE(αu(t) · ŷ, ŷ)

by the triangle inequality. Substituting the equations

dE((αu(t)αw(t)) · ŷ, αu(t) · ŷ) = dE(αw(t) · ŷ, ŷ) and

dE(αu(t) · ŷ, ŷ) = dO(n)(α−u(t), α−u(0))

into (1) and applying Lemma 1 to α = α−u, we obtain that

(2) dE(αv(t) · ŷ, ŷ) ≤ σ/2 + dE(αw(t) · ŷ, ŷ).

Let βw denote the curve in E defined by

s→ αw(s) · ŷ
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and observe that

|
•
βw(0)| = tan Θ.

Note also that βw is a constant speed curve; consequently,

(3) dE(αw(t) · ŷ, ŷ) < t(tanΘ).

Substituting (3) into (2) and recalling that t ≤ µ(σ/2, n) yields the first
inequality of Lemma 2.

To prove the second inequality, recall that the orbit action is an isometry
between H0 and H0ŷ. Hence |v| = | •αv(0)| ≥ 1 since

(4) | •αv(0)| = |
•
βv(0)| ≥ |

•
βu(0)| = 1.

Next consider the simply connected nilpotent Lie group H0/C0 and its one-
parameter subgroup γ defined by

γ(s) = αv(s)C0, for all s ∈ R.

Put the left invariant Riemannian metric on H0/C0 such that the quotient
map H0 → H0/C0 is a Riemannian submersion; hence,

(5) |•γ(0)| ≥ 1

because of (4) and the fact that
•
αv(0) is perpendicular to TeC0. (We use e

to denote the identity element of a group.) Also note that

(6) dHŷ(αv(t)ŷ, ŷ) ≥ dH0/C0(γ(t), C0)

since dHŷ(αv(t)ŷ, ŷ) = dH(αv(t), e) and H0 → H0/C0 is a Riemannian sub-
mersion. Next observe that the sectional curvatures of H0/C0 are bounded
above by a positive real number k(n, ε, A0). This observation follows from
Lemma in the above Remarks on Step 10 and from [4, 6.1.8, 7.21]. Therefore
Claim 2.8.5, together with Lemma in Remarks on Step 10, and this bound
on the sectional curvatures of H0/C0 yield that there exists a positive real
number c(n, ε, A0) such that either

dH0/C0(γ(t), C0) ≥ c(n, ε, A0) or(7)

dH0/C0(γ(t), C0) ≥ 4−n|•γ(0)|t ≥ 4−n.

Now define the number d(n, ε, A0) posited in Lemma 2 by

d(n, ε, A0) = min{c(n, ε, A0), 4−n}.

Then combining the inequalities occurring in (6) and (7) proves the second
assertion of Lemma 2.

This completes the proof of Lemma 2. �
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Lemma 3. There exist positive real numbers ν = ν(n, ε, A0) and τ =
τ(n, ε, A0) such that, for any z ∈ Ĥŷ,

dH0ŷ(z, ŷ) ≤ τdE(z, ŷ)
whenever dE(z, ŷ) ≤ ν.

Proof. This is a routine consequence of the following two facts:
1) The normal injectivity radius of Ĥŷ in E is bounded below by a positive

number which depends only on n, ε, A0.
2) The norm of the second fundamental form for Ĥŷ in E is bounded

above by a positive number which depends only on n, ε, A0.
These two facts are proven in [4] (cf. 7.21, 6.1.2, 6.1.4 and 6.1.8; also the
proof of Proposition A.2.2). This completes the proof for Lemma 3. �

Proof of Theorem 1. Set σ = min{ν, d/τ} and select Θ̂ to be any positive
number such that

µ(σ/2, n) tan Θ̂ < σ/2.

(Here ν, d, τ and µ come from Lemmas 1, 2 and 3.) Now suppose the asser-
tion in Theorem 1 is false. Then there exists vectors u and v as in the setup
to Lemma 2 such that

tanΘ < tan Θ̂.

Set z = αv(t)ŷ in Lemma 3, where t comes from Lemma 2. Then the first
inequality in Lemma 2 yields that

(1) dE(z, ŷ) < σ < ν.

Hence Lemma 3 applies to show that

(2) dH0ŷ(z, ŷ) ≤ τdE(z, ŷ).
Combining inequalities (1) and (2) with the second inequality in Lemma 2
yields that

(3) d < τσ

contradicting the fact that σ ≤ d/τ .
This completes the Proof of Theorem 1. �

Continuing now with the verification of Step 2 we will need the following
notation:

Notation. Let G × X → X be a smooth action of a Lie group G on a
smooth manifold X and v ∈ g(G) where g(G) denotes the Lie algebra of G.
Then v̌ denotes the vector field on X whose value at x ∈ X is the tangent
vector to the curve

t→ αv(t)x
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at t = 0. (As usual αv denotes the one-parameter subgroup of G corre-
sponding to v.)

Lemma 4. There exists a positive number K1 = K1(n, ε, A0) such that

|D̂X v̌| ≤ K1|X‖v̌|

for ever pair of vectors v ∈ g(H0) and X tangent to E. (Here D̂ denotes the
Levi-Civita connection on E .)

Proof. This follows from [4, 4.7 and 4.9]. �

Recall ρ̂ : E → V̂ denotes the orbit map. (Also recall V̂ = E/O(n).) And
let D denote the Levi-Civita connection on V̂ . We say that v ∈ g(H0) is
perpendicular to g(C0) at ŷ ∈ E provided v̌ is perpendicular to ǔ at ŷ for
every vector u ∈ g(C0).

Theorem 2. There exists a positive number K2 = K2(n, ε, A0) such that

|DX v̌| ≤ K2|X‖v̌|

for every vector X ∈ Ty(V̂ ) and every v ∈ g(H0) which is perpendicular to
g(C0) at ŷ. (Recall y = ρ̂(ŷ).)

Proof. Since ρ̂ : E → V̂ is H0-equivariant, the vector field v̌ on E maps to
the vector field v̌ on V̂ via dρ̂; i.e., they are ρ̂-related vector fields. Let v
denote the horizontal lift of v̌ in V̂ to E . Since v̌ in E is ρ̂-related to v̌ in V̂ ,
v is the horizontal component of v̌ in E ; i.e.,

(1) v̌ = v + w

where w is a vertical vector field in E relative to the Riemannian submersion
ρ̂ : E → V̂ . Let X denote the horizontal lift of X to E , then

(2) D̂Xv = D̂X v̌ − D̂Xw

because of (1). Consequently

(3) H(D̂Xv) = H(D̂X v̌)−H(D̂Xw)

where H(u) denotes the horizontal component of a vector u tangent to E .
By a standard result (cf. [16, p. 212, Lemma 45])

H(D̂Xv) = Y where Y = (DX v̌).

Applying this fact and Lemma 4 to (3) yields

(4) |DX v̌| ≤ K1|X|‖v̌‖+ |H(D̂Xw)|
where ‖v̌‖ denotes the length of v̌ in E . Let ω denote the angle between v̌
and v at ŷ, then

(5) (π/2− ω) > Θ̂
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because of Theorem 1 and the fact that v is perpendicular to g(C0) at ŷ.
(Recall that Θ̂ = Θ̂(n, ε, A0) > 0.) Consequently,

(6) ‖v̌‖ ≤ (csc Θ̂)|v̌|.

Combining inequalities (4) and (6) yields

(7) |DX v̌| ≤ (csc Θ̂)K1|X‖v̌|+ |H(D̂Xw)|.

It remains to estimate |H(D̂Xw)|. For this purpose, a routine application of
the Koszul formula (as in the proof of Lemma A.2.5.4(c) above) yields that

(8) D̂Xw · Y = Ω(X,Y ) · ǔ

where Y is any vector tangent to V̂ at y; u ∈ g(O(n)) is the unique vector
such that ǔ = w at ŷ, and Ω( , ) denotes the curvature form for the principal
O(n)-bundle ρ̂ : E → V̂ relative to its horizontal distribution.

Claim 1. The norm of Ω( , ) is bounded above by a positive number
K0 = K0(n, ε, A0).

Before verifying this claim, we us it to complete the proof of Theorem 2. (Its
verification will come at the end of Remarks on Step 2.) Claim 1 applied to
Equation (8) yields

(9) |H(D̂Xw)| ≤ K0|X||w|.

Now note that inequality (5) yields

(10) |w| < (cot Θ̂)|v̌|.

Combining inequalities (7), (9) and (10) yields that

(11) |DX v̌| ≤ (K1 csc Θ̂ +K0 cot Θ̂)|X||v̌|

proving Theorem 2.

�

Lemma 5. Let v ∈ g(H0) and u ∈ Ty(V̂ ), then

Dv̌û = Duv̌.

Remark. Recall û denotes the H-invariant vector field along Hy whose
value at y is u.

Proof. This is because [û, v̌] = 0, which is seen by considering the para-
metrized surface f : R2 → V̂ defined by

f(s, t) = αv(t)β(s)
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where β : R→ V̂ is any smooth curve such that
•
β(0) = u. Then note that

∂f/∂s = û, while ∂f/∂t = v̌. This completes the proof of Lemma 5. �

We are now ready to show that the angle between Hy and yO(n) at y ∈ E
is bounded by a positive number Θ = Θ(n, ε, A0). To do this, let v ∈ g(H0)
and define smooth curves β : R→ E and γ : R→ V̂ by the equations

β(t) = αv(t)y and γ(t) = αv(t)y

for all t ∈ R. Note that γ = ρ ◦ β and that
•
γ(0) = v̌ in the notation fixed

in Lemma 4. Assume also that v is perpendicular to g(C0) at ŷ ∈ E . Recall
that y is an orthonormal framing of Ty(V̂ ); i.e.,

y = (u1, u2, . . . , un)

where each ui ∈ Ty(V̂ ) and

ui · uj =

{
1 if i = j

0 if i 6= j.

Hence
•
β(0) ∈ Ty(E) is represented by the following (n+ 1)-tuple of vectors

in Ty(V̂ ):

(v̌, Dv̌û1, Dv̌û2, . . . , Dv̌ûn)

which equals

(∗) (v̌, Du1 v̌, Du2 v̌, . . . , Dun v̌)

because of Lemma 5. Applying Theorem 2, we see that

(∗∗) |Dui v̌| ≤ K2|v̌| for i = 1, 2, . . . , n.

Let ω denote the angle between
•
β(0) and the O(n)-orbit yO(n) at y, then

(∗ ∗ ∗) tanω ≥ 1/(nK2)

because of (∗) and (∗∗). It is now a routine exercise, using (∗ ∗ ∗), to
show that the angle between the tangent spaces to Hy and yO(n) at y is
bounded from below by a number Θ = Θ(n, ε, A0) > 0. This completes the
demonstration of Step 2 modulo the verification of Claim 1.

Verification of Claim 1.
We start by stating the following extension of Lemma A.2.5.4 which fol-

lows again from a routine application of the Koszul formula:

Observation. Let p : E → N be any principal O(n)-bundle where O(n)
acts by isometries on the Riemannian manifold E and p is a Riemannian
submersion. Then formulas (b) and (c) of Lemma A.2.5.4 remain true in
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this more general setting where X,Y, Z are now vector fields on N and spe-
cial vector fields ǔ, v̌, w̌,X, Y , Z are defined as in the preamble to A.2.5.4.
Furthermore, formulas (a) and (d) also hold true if the right invariant Rie-
mannian metric induced on O(n) by the immersion g → zg, g ∈ O(n), and
z a fixed point in E, is independent of z and is identical to that determined
by the negative of the Killing form for the Lie algebra g(O(n)); cf. Remark
A.2.5.2.1.

Let Ω and Ω̂ denote the curvature forms for the principal O(n)-bundle

ρ̂ : E → V̂

relative to the horizontal distributions determined by the O(n)-invariant
Riemannian metrics h̃ε and h̃ on E , respectively. Here h̃ε and h̃ are as in
Proposition 7.2.1 of [4] and h is the Riemannian metric Sε/2(g) of [4, p. 362,
line-5]. Also gε denotes the Riemannian metric on V̂ such that

ρ̂ : (E , h̃ε)→ (V̂ , gε)

is a Riemannian submersion.
Because the standard relation between Ω̂ and the curvature tensor on V̂

for the Riemannian metric h, given in [15, Vol.1, p. 133], we see that the
norm of Ω̂ is bounded above by a positive number

K̂0 = K̂0(n, ε, A0).

So it suffices to show that the norms of Ω and Ω̂ are nicely related.
To do this, we use the notation X and X̂ for the horizontal lifts of a vector

(or vector field) X in V̂ to E with reference to the horizontal distributions
determined by h̃ε and h̃, respectively. Let X and Y be vectors tangent to
V̂ based at a common point and such that

(0) gε(X,X) = gε(Y, Y ) = 1

and let u ∈ g(O(n)) denote Ω(X,Y ) where the horizontal lifts X,Y are also
based at a common point in E . Recall that u is the unique vector satisfying

(1) ǔ = 2−1[Y ,X].

We proceed to estimate |u| where | | denotes the norm on g(O(n)) determined
by the negative of its Killing form; cf. Remark A.2.5.2.1. First note that

(2) |u|2 ≤ 2h̃ε(ǔ, ǔ)

since |u|2 = h̃(ǔ, ǔ) and because of the inequality (7.21.1) of [4]. (Here
and throughout the proof of Claim 1 we assume that ε is sufficiently small
relative to the number 2.)

Let D and D̂ denote the Levi-Civita connections on E with respect to h̃ε
and h̃, then

(3) h̃ε(ǔ, ǔ) = h̃ε(DX ǔ, Y )
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because of formula (c) of A.2.5.4 and Equation (1); cf. Observation. But
note that

(4) h̃ε(DX ǔ, Y ) ≤ 2|h̃(D̂X ǔ, Y )|+ 2|u|

because of inequality (7.21.1) of [4]. Let v, w ∈ g(O(n)) denote the unique
vectors such that

X = X̂ + v̌,(5)

Y = Ŷ + w̌.

It follows that

(6) |v|, |w|, h(X,X), h(Y, Y ) ≤ 2

because of Equations (0) and inequality (7.21.1) of [4]. Expanding h̃(D̂X ǔ, Y )
using Equations (5) yields that

(7) h̃(D̂X ǔ, Y ) = h̃(D̂X̂ ǔ, Ŷ ) + h̃(D̂v̌ǔ, w̌) + h̃(D̂X̂ ǔ, w̌) + h̃(D̂v̌ǔ, Ŷ ).

And applying formulas (a), (c) and (d) of Lemma A.2.5.4 to Equation (7)
yields

(8) h̃(D̂X ǔ, Y ) = Ω̂(X̂, Ŷ ) · u− 2−1[u, v] · w.

(Formulas (a) and (d) hold because h̃ is the naturally induced Riemannian
metric on the principle tangent bundle of the Riemannian manifold (V̂ , g);
cf. Observation.) Combining formulas (2), (3), (4) and (8) and using the
fact that the inner product on g(O(n)) is bi-invariant yields that

(9) |u|2 ≤ 4|Ω̂(X̂, Ŷ )‖u|+ 2|[v, w]||u|+ 4|u|.

Canceling |u| from inequality (9) and using that the norm of Ω̂ is bounded
above by K̂0 together with the inequalities (6) yields that

(10) |u| ≤ 8K̂0 + 8η + 4

where η is the norm of the Lie bracket on g(O(n)). This inequality (10)
shows that we can set K0 = 8K̂0 + 8η + 4 completing the verification of
Claim 1. �

We end these Remarks on Step 2 by fulfilling the promise made in “Re-
marks on Steps 1 and 4” to give an alternate verification of inequality (8.7)
in [4]. This inequality follows directly from the following three results proven
above: Theorem 2, Lemma 5, and the fact that the angle between the tan-
gent spaces to Hy and yO(n) at y is bounded below by the positive number
Θ(n, ε, A0).

Remarks on Fact 1. To complete the Proof of Theorem A.2.3 it remains
to verify Fact 1. We start our verification of Fact 1 with the following result:
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Lemma 1. Let T be a maximal torus in O(n). Given v > 0, there exists only
a finite number of closed connected subgroups S of T such that Vol(S) ≤ v.

Proof. Let m = dim T and s = dim S, then s ∈ {0, 1, 2, . . . ,m}. Hence
in proving that the number of such subgroups S is finite, we may assume
that s is fixed and s 6= 0. Let M∗(m, s; Z) denote the set of all m × s
matrices A with integral entries and rank A = s. Also let T i denote the Lie
group S1 × S1 × . . . × S1 (i-factors) and identify T with Tm. Then each
A ∈ M∗(m, s; Z) determines a homomorphism fA : T s → T . Note that if
B ∈M∗(s, s; Z), then image(fAB) =image(fA). Furthermore for each closed
connected subgroup S of T , there is a matrix A ∈ M∗(m, s; Z) such that
both image(fA) = S and fA is monic. An elementary argument yields the
following estimate for Vol(S). There is a positive constant σ (independent
of S) such that

(∗) Vol(S) ≥ σ|det|/|ker(fA)|

where “det” denotes the determinant of any s×s submatrix of A ∈M∗(m, s;
Z) and image (fA) = S. Since rank A = s, there exists an s × s submatrix
B of A such that det B 6= 0; i.e., B ∈M∗(s, s;Z). Let D = A adj (B) where
adj (B) denotes the classical adjoint of B. Since image (fD) = image (fA),
to prove Lemma 1, it suffices to show that the absolute values of the entries
in D are all bounded above by a positive number K = K(v,m), where v
is any upper bound for Vol(fA), when fA is monic. But this follows from
inequality (∗), in which D replaces A, by considering the different s × s
submatrices of D. In fact, we can take

K(v,m) = v/σ.

This completes the proof of Lemma 1. �

Lemma 2. Given v > 0, there are only finitely many conjugacy classes of
closed subgroups C of O(n) such that both C0 is abelian and Vol (C) ≤ v.

Proof. Fix a maximal torus T in O(n). Then C0 is conjugate to a subgroup
of T . Hence Lemma 1 shows that there exists a positive integer τ = τ(n, v)
such that the finite subgroup C/C0 has order ≤ τ . Another consequence
of Lemma 1 is that it suffices, in proving Lemma 2, to demonstrate the
following weaker statement:

(∗) Given v > 0 and a closed connected abelian subgroup S of O(n), there
are only finitely many conjugacy classes of closed subgroups C of O(n)
such that both C0 = S and Vol (C) ≤ v.

To verify statement (∗), consider the normalizer N(S) of S in O(n) and
note that N(S) is a compact Lie group and that C is a subgroup of N(S).
Consider the factor Lie group N(S)/S and its finite subgroup C/S whose
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order is less than τ . Then (∗) is an easy consequence of the following obser-
vation:
(∗∗) There are only finitely many conjugacy classes of finite subgroups of

N(S)/S of order ≤ τ .
Observation (∗∗) is a consequence of the fact that representations of finite

groups into Lie groups are (locally) rigid, because of Weil’s rigidity theorem,
together with the fact that N(S)/S is compact.

This completes the proof of Lemma 2. �

Lemma 3. There is a function f : R+ ×Z+ → R+ for which the following
statement is true. Let C be any closed subgroup of O(n) such that both C0

is abelian and

Vol (C\Sn−1) ≥ v > 0,

then

Vol (C) ≤ f(v, n).

Remark. The function f in Lemma 3 can in fact be taken to be

f(v, n) = Vol (T ) Vol (T\Sn−1)/v

where T is a maximal torus in O(n). (Since all maximal tori in O(n) are
conjugate, this function depends only on v and n.)

Proof. Let P (C) denote the set of all points in Sn−1 at which C acts freely.
Then P (C) is an open dense submanifold of Sn−1; in fact,

Vol (P (C)) = Vol (Sn−1).

Put the Riemannian metric on C\P (C) such that the orbit map P (C) →
C\P (C) is a Riemannian submersion. Let µC be the measure on C\P (C)
determined by this Riemannian metric, then

Vol (C\Sn−1) = µC(C\P (C))

and

(∗) Vol (Sn−1) =
∫
Cx∈C\P (C)

Vol (Cx)dµC .

Special Case. We first verify Lemma 3 under the extra assumption that
C is connected; i.e., C = C0. Then let T be a maximal torus in O(n)
containing C. Note that P (T ) ⊂ P (C) and

(1) Vol (C\P (C)) = Vol (C\P (T ))

since Vol (P (C)) = Vol (P (T )). Consider the principal bundle

(∗∗) C\T → C\P (T )
p−→ T\P (T )
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and notice that p is a Riemannian submersion since C\T acts by isometries
on C\P (T ). Our argument in this special case is based on the following
assertion:

Claim. For each point Cx ∈ C\P (T ), the following inequality is true:

Vol (C\T (Cx)) ≤ Vol (T )/Vol (C).

Proof of Claim. Note first that

C\T (Cx) = q(Tx)

where q : P (T )→ C\P (T ) is the orbit map. Also note that

Vol (C(tx)) = Vol (Cx)

for each t ∈ T ; since T is abelian and C ⊂ T . Hence

Vol (Tx) = Vol (Cx) Vol (q(Tx))

since q is a Riemannian submersion; i.e.,

(2) Vol (C\T (Cx)) = Vol (Tx)/Vol (Cx).

Consider the Riemannian submersion f : O(n) → Sn−1 defined by f(g) =
gx, g ∈ O(n). Note that f maps both T and C diffeomorphically onto Tx
and Cx, respectively, since x ∈ P (T ). Let ζ denote df : g(C)→ Tx(Cx) and
ξ denote df : g(T )→ Tx(Tx). Then note that

Vol (Cx) = |det ζ|Vol (C) and

Vol (Tx) = |det ξ|Vol (T )

where det ζ and det ξ are computed using orthonormal bases for the relevant
vector spaces; therefore, we obtain by dividing these equations that

(3) Vol (Tx)/Vol (Cx) = |det ξ|Vol (T )/|det ζ|Vol (C).

Concatenating Equations (2) and (3) establishes the Claim once we verify
that

(4) |det ξ| ≤ |det ζ|.
But inequality (4) is true since ξ is a weakly decreasing linear transformation;
i.e.,

|ξ(v)| ≤ |v|
for all v ∈ domain (ξ). This completes the verification of Claim. �

We now complete the proof of the Special Case of Lemma 3. Recall that
the projection p in the principal bundle of (∗∗) is a Riemannian submersion;
hence,

(5) Vol (C\P (T )) =
∫
Tx∈T\P (T )

Vol (C\T (Cx))dµT .
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Combining Equations (1) and (5) with the Claim and the facts that

Vol (C\Sn−1) = Vol (C\P (C)) and

Vol (T\Sn−1) = Vol (T\P (T ))

yield the following inequality:

(6) Vol (C\Sn−1) ≤ (Vol (T )/Vol(C))Vol (T\Sn−1).

Note that inequality (6) is equivalent to

(7) Vol (C) ≤ Vol (T ) Vol (T\Sn−1)/Vol (C\Sn−1).

But inequality (7) shows that the function f(v, n) defined in Remark satisfies
Lemma 3 in the special case.

We now prove Lemma 3 in general; i.e., without assuming C = C0. Let T
be a maximal torus in O(n) containing C0 and G be the finite group C/C0

whose order is denoted by |G|. Note that inequality (7) is valid when we
replace C by C0; i.e.,

(8) Vol (C0) ≤ Vol (T ) Vol (T\Sn−1)/Vol (C0\Sn−1).

Also note that

(9) Vol (C0\Sn−1) = |G|Vol (C\Sn−1).

This is because

Vol (C0\Sn−1) = Vol (C0\P (C0)) = Vol (C0\P (C))

and

Vol (C0\P (C)) = |G|Vol (C\P (C)).

But we obviously have

(10) Vol (C) = |G|Vol (C0).

Substituting Equations (9) and (10) into inequality (8) now yields that in-
equality (7) is true in general. This shows that the function f(v, n) defined
in Remark satisfies Lemma 3 in general, completing the proof for Lemma
3. �

We have the following corollary obtained by directly combining Lemmas
2 and 3:

Corollary 4. Given v > 0, there are only finitely many conjugacy classes of
closed subgroups C of O(n) such that both C0 is abelian and Vol (C\Sn−1) ≥
v.

We have now completed discussing the preliminaries needed to verify Fact
1. We’ve shown that to verify Fact 1 it suffices to show that there exists a
positive number b = b(n, ε, A0) such that

Vol (C\O(n)) ≥ b.
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This assertion is an immediate consequence of Corollary 4. Let

d : C → Iso (TyV̂ )

denote the derivative map at y ∈ V̂ . (Recall that C is the isotropy subgroup
at y of the action of H on V̂ .) The map d is a faithful representation. Recall
that y ∈ FV̂ is an orthonormal basis for TyV̂ and that, for each c ∈ C,
c ∈ O(n) is the matrix representing linear transformation

d(c) : TyV̂ → TyV̂

with respect to this basis. Hence, to verify Fact 1 it suffices to show that

Vol (d(C)\Sy) ≥ b

where Sy denotes the sphere of radius 1 in TyV̂ .
Recall again the Riemannian manifold E used in [4, §8] to construct V̂ .

It has an action of Ĥ × O(n) such that V̂ = E/O(n) and there is a point
ŷ ∈ E such that y is the orbit ŷO(n). There is also an isomorphism α which
maps Ĉ onto a subgroup C̃ of O(n) defined by the equation

gŷ = ŷα(g)

for each g ∈ Ĉ. (Recall that Ĉ = φ−1(C) where φ : Ĥ → H is an epimor-
phism such that the principal O(n)-bundle projection

ρ̂ : E → V̂

is φ-equivariant; cf. paragraph 2 of Remarks to Step 2.) Let z denote the
orbit Ĥŷ in Ĥ\E and Sz denote the sphere of radius 1 in Tz(Ĥ\E). Then it
is easy to construct an α-equivariant isometry from Sy to Sz where Ĉ acts
on Sy via the composite representation d ◦ φ. Hence

Vol (d(C)\Sy) = Vol (d(C̃)\Sz)

where again d : C̃ → Iso (Tz(Ĥ\E)) denotes the derivative map at z ∈ Ĥ\E .
But

Vol (d(C̃)\Sz) ≥ b
because of [4, Lemma 8.5].

This completes the verification of Fact 1. �
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