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Let (G, K) be a Hermitian symmetric pair and let g and
k denote the corresponding complexified Lie algebras. Let
g = k⊕p+⊕p− be the usual decomposition of g as a k-module.
K acts on the symmetric algebra S(p−). We determine the
K-structure of all K-stable ideals of the algebra. Our re-
sults resemble the Pieri rule for Young diagrams. The result
implies a branching rule for a class of finite dimensional repre-
sentations that appear in the work of Enright and Willenbring
(preprint, 2001) and Enright and Hunziker (preprint, 2002)
on Hilbert series for unitarizable highest weight modules.

1. Introduction.

The Pieri rule for the unitary group U(m) gives the decomposition of the
tensor product of an irreducible representation F and a symmetric power of
Cm. In the simplest case, if (n1, n2, . . . , nm) with n1 ≥ n2 ≥ · · · ≥ nm ≥ 0,
ni ∈ Z, is the highest weight of F then F ⊗Cm decomposes multiplicity free
with highest weights (n1+1, n2, . . . , nm) and (n1, n2, . . . , ni−1, ni+1, . . . , nm)
for 2 ≤ i ≤ m with ni−1 > ni. Here we consider a related question about
the module structure of ideals in the context of Hermitian symmetric pairs.

Let (G, K) be an irreducible symmetric pair of Hermitian type. That is,
if g = Lie(G)⊗C then it is a simple Lie algebra over C and if k = Lie(K)⊗C
then k = CH ⊕ [k, k] with ad(H) having eigenvalues 0, 1,−1 on g. We write

p± = {X ∈ g | [H,X] = ±X}.

Then g = p−⊕k⊕p+ is a direct sum of k-modules. Let B denote the Killing
form of g. Then B induces a perfect pairing between p+ and p−. Thus
we can look upon the symmetric algebra S(p−) as polynomials on p+ and
S(p+) as differential operators with constant coefficients on p+.

The main result of this article describes the k-module structure of any
K-stable ideal in the symmetric algebra S(p−). This result is a consequence
of Theorem 2.1 whose form resembles the Pieri rule described above and
indicates that K-invariant ideals are similar in K-structure to monomomial
ideals. This question regarding K structure of ideals in S(p−) arose from the
study of the the Hilbert series of unitarizable highest weight representations
(with respect to the grading induced by H). By the Transfer Theorem of
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[EW] and [EH], many unitarizable highest weight representations L have
Hilbert series of the form:

hL(t) = R
f(t)

(1− t)d
,

where d equals the Gelfand Kirillov dimension of L, f(t) is the (polyno-
mial) Hilbert series of a finite dimensional representation EL of the reduced
Hermitian symmetric pair (GL,KL) and R is the ratio of the dimensions
of the zero grade in L and EL. For the Wallach representations [EW]
this ratio is 1/f(0). The connection with this article comes when we note
that for a Wallach representation L of SU(p, q) Sp(n, R) or SO(2,m), the
GL-representation EL has a KL-stable highest weight space (i.e., f(0) = 1).
Therefore EL is isomorphic to the quotient of S(p−L ) by a KL-invariant ideal.
For these cases the results proved here are used in [EH] to offer explicit for-
mulas for the Hilbert series of the Wallach representations.

In the literature there has been considerable interest in the question of the
K-structure of ideals in S(p−), as pointed out to us by the referee. Roughly
speaking half of the Hermitian symmetric cases have been treated in case by
case studies: The case corresponding to U(p, q) is treated in [DEP], the case
corresponding to SO∗(2n) in [AD] and the case corresponding to Sp(n, R)
in [A]. A related example not covered in the Hermitian symmetric setting
is the action of GL(n) on the skew symmetric (n + 1) × (n + 1) matrices
which is treated in [D].

2. K-invariant ideals.

We continue with the Hermitian symmetric setting and notation of the in-
troduction. We fix a Cartan subalgebra h of k and a system of positive roots
Φ+ such that if α ∈ Φ+ then α(H) ≥ 0. We set Φ+

n = {α ∈ Φ | α(H) = 1}.
Let Φ+

c = Φ+ − Φ+
n then Φ+

c is a system of positive roots for k on h. Let
γ1 < γ2 < · · · < γr denote Harish-Chandra’s strongly orthogonal roots.
Schmid [S] has shown that as a K-module under the restriction of the adjoint
representation S(p−) is multiplicity free and the irreducible constituents are
exactly the K-modules with highest weights of the form

−(n1γ1 + · · ·+ nrγr), n1 ≥ n2 ≥ · · · ≥ nr ≥ 0, ni ∈ Z.

We will write S(p−)[n1, . . . , nr] for the corresponding isotypic component.
We also note that if d =

∑
ni then S(p−)[n1, . . . , nr] ⊂ Sd(p−) (the homo-

geneous elements of degree d). The main result is:
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Theorem 2.1. Let n1 ≥ n2 ≥ · · · ≥ nr ≥ 0, ni ∈ Z. Then

S(p−)[n1, . . . , nr]p− =

S(p−)[n1 + 1, n2, . . . , nr]⊕
⊕

2≤i≤r
ni<ni−1

S(p−)[n1, . . . , ni−1, ni + 1, . . . , nr],

with multiplication in S(p−).

Before turning to the proof we first recall four well-known results on the
strongly orthogonal roots (mostly due to C. Moore). Let (., .) denote the
dual form to B|h.

(γi, γi) = (γj , γj) for all i, j.(1)

If α ∈ Φ+ then (α, α) ≤ (γ1, γ1).(2)

Let h− denote the linear span of the coroots, γ∨i , of the γi. Then dim h− =
r and the γ∨i form an orthogonal basis of h−.

If α ∈ Φ+
n and α 6= γi for any i, then α|h− is either of the form(3)

1
2
(γi + γj) with i < j or

1
2
γi.

If α ∈ Φ+
c then α|h− is either of the form − 1

2
(γi − γj) with(4)

i < j or − 1
2
γi.

With this notation in place we can prove:

Lemma 2.2. Let n1 ≥ n2 ≥ · · · ≥ nr ≥ 0, ni ∈ Z. Then

S(p−)[n1, . . . , nr]p− ⊂

S(p−)[n1 + 1, . . . , nr]⊕
⊕

2≤i≤r
ni<ni−1

S(p−)[n1, . . . , ni−1, ni + 1, . . . , nr].

Proof. Let λ = −
∑

niγi then it is standard that the possible highest weights
that can occur in S(p−)[n1, . . . , nr]⊗ p− are of the form λ−α with α ∈ Φ+

n .
Schmid’s result implies that if this highest weight occurs in S(p−)[n1, . . . ,
nr]p− then

λ− α = −
∑

miγi with m1 ≥ m2 ≥ · · · ≥ mr ≥ 0,mi ∈ Z.

Thus, in particular, we have

λ− α|h− = −
∑

miγi

with the conditions above satisfied. Using the forms of α|h− in (3) above
we see that since the coefficients on the right-hand side of the equation are
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all integers the only possibility for α is one of the γi. Now the Schmid
conditions on the highest weights imply the lemma.

This simple result reduces the proof to showing that the predicted com-
ponents actually occur. For our proof of this assertion (and hence of the
theorem) we recall several results from [W]. Let n+

c denote the sum of the
root spaces for the elements of Φ+

c . We choose a nonzero element ui in
S(p−)n+

c ∩ S(p−)[n1, . . . , nr] with nj = 1 for j ≤ i and nj = 0 for j > i.
Then one can easily see from Schmid’s result that:

S(p−)n+
c is the polynomial ring on the algebraically independent(5)

elements u1, . . . , ur.

We will now analyze these covariants in further detail. For each 1 ≤ j ≤ r,
let Φ+

0,j denote the set of elements, α, of Φ+ such that α|h− is of the form
1
2(γp ± γq) with q ≤ p ≤ j. Then Φ0,j = Φ+

0,j ∪ −Φ+
0,j is a subrootsystem

of Φ. Let g0,j denote the subalgebra of g generated by the root spaces for
the roots in Φ0,j . If uj is the sum of all ideals of g0,j contained in g0,j ∩ k
then (g0,j/uj, (k∩g0,j)/uj) is also an irreducible symmetric pair of Hermitian
type. Set p±0,j = g0,j ∩ p±. One has (see [W])

uj ∈ S(p−0,j).(6)

We denote by x 7→ x the conjugation of g with respect to Lie(G). Then
p− = p+. If x ∈ p+ then we denote by ∂(x) the derivation of S(p−)
defined by ∂(x)y = B(x, y) for y ∈ p−. We will also denote the extension
of ∂ to S(p+) by ∂. In addition we will use the notation u 7→ u(0) for the
augmentation map of S(p−) to C given as the extension to a homomorphism
of y 7→ 0 for y ∈ p−. We define for u, v ∈ S(p−), 〈u, v〉 = (∂(v)u)(0). The
following observation is well-known and easily checked:

The Hermitian form 〈·, ·〉 is positive definite and K-invariant.(7)

Furthermore, if u, v, w ∈ S(p−) then 〈uv, w〉 = 〈v, ∂(u)w〉 .

We now begin the proof that the predicted representations in Theorem 2.1
actually occur. If n1 ≥ · · · ≥ nr ≥ 0 then we note that

un1−n2
1 un2−n3

2 . . . u
nr−1−nr

r−1 unr
r

is a basis of the highest weight space of S(p−)[n1, . . . , nr]. Thus to prove
the result we must show that

un1−n2+1
1 un2−n3

2 . . . u
nr−1−nr

r−1 unr
r ∈ S(p−)[n1, . . . , nr]p−(8)
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and if r ≥ j > 1 and nj−1 > nj then

un1−n2
1 un2−n3

2 . . . u
nj−1−nj−1
j−1 u

nj−nj+1+1
j(9)

. . . u
nr−1−nr

r−1 unr
r ∈ S(p−)[n1, . . . , nr]p−.

Equation (8) is obvious since u1 = X−γ1 . This proves the theorem if
r = 1. We proceed by induction on r. If r = 1 then we have already
observed that the result is true. Assume that the result is true for r−1 ≥ 1.
If nr = 0 and if n j−1 > nj with j < r then the inductive hypothesis and (6)
above implies that

un1−n2
1 un2−n3

2 . . . u
nj−1−nj−1
j−1 u

nj−nj+1+1
j

. . . u
nr−1

r−1 ∈ S(p−0,r−1)[n1, . . . , nr−1]p−0,r−1

and so (9) is true in this case. By (6), the highest weights although not
the full k-modules are contained in S(p−0,r) and thus we may reduce to
the case g = g0,r which we now assume. This implies that the k-module
S(p−)[n, n, . . . , n] is one dimensional. We have

S(p−)[n1, . . . , nr] = S(p−)[n1 − nr, . . . , nr−1 − nr, 0]unr
r .

So the result for j < r and nr > 0 follows from the case when nr = 0. To
complete the proof we look at the remaining case; when nr−1 > nr ≥ 0. As
before we are reduced to proving (9) for j = r, nr = 0 and nr−1 > 0 to
complete the induction. Let D = ∂(ur). Then

D : S(p−)[n1, . . . , nr] → S(p−)[n1 − 1, . . . , nr − 1].

Here if nr < 0 then we write S(p−)[n1, . . . , nr] = {0}. Suppose in this last
case, that (9) is not true. Then we would have:

un1−n2
1 un2−n3

2 . . . u
nr−1−1
r−1 ur /∈ S(p−)[n1, . . . , nr−1, 0]p−.(10)

Now (10) implies that D (S(p−)[n1, . . . , nr−1, 0]p−) = 0 and hence

0 = 〈D S(p−)[n1, . . . , nr−1, 0]p−, S(p−)〉
= 〈S(p−)[n1, . . . , nr−1, 0], ∂(p+) ur S(p−)〉
= 〈S(p−)[n1, . . . , nr−1, 0], (∂(p+) ur) S(p−)〉.

Again since we have reduced to the case where g = g0,r, ur spans a one
dimensional k-module and so

∂(p+) ur = S(p−)[1, 1, . . . , 1, 0].

Combining these last two identities gives

0 = 〈S(p−)[n1, . . . , nr−1, 0], ur−1 S(p−)〉.
By induction on rank we conclude that

0 = 〈S(p−)[n1, . . . , nr−1, 0], S(p−)[n1, . . . , nr−1, 0]〉,
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for all n1 ≥ n2 ≥ · · · ≥ nr−1 ≥ 1. This is a contradiction and so (10) does
not hold. This completes the induction and the proof of the theorem. �

As a consequence of this result we can describe the ideals generated by
isotypic components in S(p−).

Corollary 2.3. Let n1 ≥ n2 ≥ · · · ≥ nr then

S(p−)(S(p−)[n1, . . . , nr]) =
⊕

mi≥ni
m1≥···≥mr≥0

S(p−)[m1, . . . ,mr].

Proof. Let I denote the ideal on the left and let Id denote the d-th level in
the grading. Multiplication by elements of p− shifts the grade by one. Set
d0 =

∑
ni. Then d0 is the minimal value for Id 6= 0. The corollary holds

when restricted to this level of the grade. Now suppose d > d0 and the
corollary holds for Id−1:

Id−1 =
⊕

mi≥ni
m1≥···≥mr≥0P

mi=d−1

S(p−)[m1, . . . ,mr].(11)

Now multiply by p−. Then Id = p− Id−1 which by the theorem gives

Id ⊂
⊕

mi≥ni
m1≥···≥mr≥0P

mi=d

S(p−)[m1, . . . ,mr].(12)

For the opposite inclusion suppose the indices m1, . . . ,mr satisfy the con-
ditions in (12). Since d > d0 choose i, 1 ≤ i ≤ r, maximal with mi > ni.
Then, by the induction hypothesis,

S(p−)[m1, . . . ,mi − 1,mi+1, . . . ,mr] ⊂ Id−1.

Multiplying by p− and applying Theorem 2.1 implies S(p−)[m1, . . . ,mr] ⊂
Id. This proves equality in (12) and completes the induction.

Let I be a general K-invariant ideal in S(p−). Then I is generated as
an ideal by a finite set of K-isotypic subspaces, say S(p−[nj ]), where nj =
[nj

1, . . . , n
j
m], 1 ≤ j ≤ t. If n,m ∈ Zr then we write n � m if ni ≥ mi for all

i, 1 ≤ i ≤ n. Let Lj = {n ∈ Zr|n � nj} and LI =
⋃
j
Lj . With this notation

in place we have:

Corollary 2.4. The ideal I is multiplicity free with K-decomposition:

I =
⊕

m∈LI
m1≥···≥mr≥0

S(p−)[m1, . . . ,mr].
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3. A branching formula.

Let ω be the unique fundamental weight orthogonal to the compact roots.
For any Φ+

c -dominant integral weight ξ, let Fξ be the irreducible finite di-
mensional k-module with highest weight ξ. Let N(ξ + ρ) denote the gener-
alized Verma module U(g)⊗U(k⊕p+) Fξ.

Theorem 3.1. For m ∈ N let Emω be the irreducible finite dimensional
g-module with highest weight mω. Then as a k-module,

Emω '
⊕

m≥n1≥···≥nr≥0

F−n1γ1−n2γ2−···−nrγr ⊗ Fmω.

Proof. Let α denote the unique simple noncompact root. Then α = γ1.
From the BGG resolution we obtain the exact sequence:

N(sα(mω + ρ)) → N(mω + ρ) → Emω → 0.

The k-module Fmω is one dimensional, so the image of the left term has the
form I⊗Fmω where I is the ideal in S(p−) generated by S(p−)[m+1, 0, . . . , 0].
The result now follows from Corollary 2.3. �
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schen Räumen, Invent. Math., 9 (1969-70), 61-80, MR 0259164, Zbl 0219.32013.

[W] N.R. Wallach, The analytic continuation of the discrete series I and II, Trans.
Amer. Math. Soc., 251 (1979), 1-17 and 19-37, MR 0531967, Zbl 0419.22017,
Zbl 0419.22018.

Received April 11, 2003.

University of California, San Diego
Department of Mathematics
La Jolla CA 92093

http://www.ams.org/mathscinet-getitem?mr=0602662
http://www.emis.de/cgi-bin/MATH-item?0512.14027
http://www.ams.org/mathscinet-getitem?mr=0560133
http://www.emis.de/cgi-bin/MATH-item?0444.20037
http://www.ams.org/mathscinet-getitem?mr=1018957
http://www.emis.de/cgi-bin/MATH-item?0721.20027
http://www.ams.org/mathscinet-getitem?mr=0558865
http://www.emis.de/cgi-bin/MATH-item?0435.14015
http://www.ams.org/mathscinet-getitem?mr=0259164
http://www.emis.de/cgi-bin/MATH-item?0219.32013
http://www.ams.org/mathscinet-getitem?mr=0531967
http://www.emis.de/cgi-bin/MATH-item?0419.22017
http://www.emis.de/cgi-bin/MATH-item?0419.22018


30 T.J. ENRIGHT, M. HUNZIKER, AND N.R. WALLACH

E-mail address: tenright@ucsd.edu

University of Georgia
Department of Mathematics
Athens GA 30602-7403
E-mail address: hunziker@math.uga.edu

University of California, San Diego
Department of Mathematics
La Jolla CA 92093
E-mail address: nwallach@ucsd.edu

mailto:tenright@ucsd.edu
mailto:hunziker@math.uga.edu
mailto:nwallach@ucsd.edu

