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We study expansion of reproducing kernels for Hilbert
spaces of holomorphic functions on the unit ball in Cn with
values in the antisymmetric tensor of the tangent and the
cotangent spaces. As an application we find the composition
series for the analytic continuation of certain families of holo-
morphic discrete series.

1. Introduction.

The expansion of reproducing kernels of Bergman spaces of holomorphic
functions on a domain D in Cn is of considerable interests. If the domain
admits an action of a compact group K, then naturally one would like to
decompose the space of polynomials into irreducible subspaces of K and ex-
pand the reproducing kernels in terms of the reproducing kernels of the finite
dimensional subspaces. In [5] Hua found the expansion of the Bergman re-
producing kernels on classical bounded symmetric domains. In that case the
domain is a Hermitian symmetric space D = G/K, and the Bergman space
forms also a unitary representation of the group G. Faraut and Koranyi [3]
have recently found the expansion of weighted Bergman reproducing ker-
nels on a general bounded symmetric domain and gave several implications.
Since the appearance of that paper there have been more interests in the
problem of finding the expansions.

In the previous papers [6] and [7] the authors studied the expansions of
reproducing kernels for spaces of vector-valued holomorphic functions on
classical matrix tube domains U(n, n)/(U(n) × U(n)), Sp(n, R)/U(n) and
O∗(2n)/U(n) (for even integers n). The tangent spaces of the domains are
Cn ⊗ Cn, Cn � Cn and Cn ∧ Cn respectively. The holomorphic functions
considered there take values in the space Cn, which roughly speaking corre-
sponds to the half of the tangent bundle, or the spin bundle. In this paper
we take the simplest non-tube type domain, namely the unit ball Bn in Cn,
and consider G-invariant Hilbert spaces of holomorphic functions with value
in the antisymmetric p-tensor ∧pV ′ and q-tensor ∧qV of the the cotangent
space V ′ and respectively tangent space V ; they are viewed as holomorphic
sections of the respective bundles tensored with a line bundle.
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The spaces of cotangent vector-valued holomorphic functions appear nat-
urally in the study of the harmonic analysis on those domains, in particular
in Hodge theory. Also, if we consider the analytic continuation of a scalar
discrete series on a non-tube domain, the unitary quotients in the compo-
sition series are equivalent to space of vector-valued holomorphic functions;
see Remark 3.5. The other spaces that we consider in this paper are those
of tangent vector-valued holomorphic functions. Some of those spaces can
be realized as a relative discrete series of a weighted L2-space on the unit
ball Bn, cf. [13] and Remark 4.1. We find in this paper the expansion of the
reproducing kernels of those spaces. As a direct consequence of our result we
get the composition series for the analytic continuation of the holomorphic
discrete series; for a general bounded symmetric domain, the composition se-
ries is still not known and quite a mystery. See also [4] for a detailed study
of composition series of (scalar-valued) principal series representations of
some classical groups.

We remark that the problem of finding the expansion of matrix-valued
reproducing kernels has also been addressed in mathematical physics [10].
Furthermore, those spaces also provide some nontrivial and new examples
of Hilbert modules over the function algebra H∞(Bn), and might be of
independent interests; see [1] and [2].

As it is pointed in [12] our question is also related to Capelli type and to
the invariant differential operators on vector-valued functions on the sym-
metric domain; see further [11] Proposition 2.2. More precisely there corre-
sponds to each K-invariant (matrix-valued) polynomial an invariant differ-
ential operators on vector-valued functions on the unit ball Bn. There are
various open questions [11] concerning invariant differential operators on
vector-valued functions on general bounded symmetric domains. We hope
that our result will shed some light in understanding those problems.

2. Preliminaries.

Let V = Cn be the complex vector space equipped with the standard Her-
mitian inner product (z, w). Let B = Bn be the unit ball in V . The vectors
in V will be written as column vectors. Let G = U(n, 1) be the Lie group of
linear transformations of Cn+1 that are isometric with respect to the sesqui-
linear form |z1|2 + · · ·+ |zn|2−|zn+1|2. We write any element of G as a block

matrix
(

a b
c d

)
under the decomposition of Cn+1 = Cn + C. It acts on the

unit ball Bn as biholomorphic mappings:

g(z) = (az + b)(cz + d)−1, g ∈ G, z ∈ Bn.

Bn is thus a symmetric space, Bn = G/K, where K = U(n) × U(1) is a
maximal compact subgroup of G.
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Let g0 and k0 be the Lie algebra of G and K respectively. We denote by g
and k their complexifications. Then g = gl(n + 1, C), the Lie algebra of the
complex (n+1)×(n+1) complex matrices. Denote Ej,k the matrix with 1 in
the (j, k)-entry and 0 in the rest, and Ej = Ej,j . We choose a Cartan algebra
h to be the space of all diagonal matrices with basis {Ej , j = 1, . . . , n + 1},
and let {εj , j = 1, . . . , n + 1} be the dual basis of h′, εj(Ek) = δj,k. The
roots of (g, h) are then εj − εk, j 6= k, and j, k = 1, 2, . . . , n + 1. We choose
an ordering of the roots by requiring ε1 > ε2 > · · · > εn+1. Note that the
compact roots are εj − εk for j, k = 1, 2 . . . , n.

The group K acts on V = Cn via the defining action. We let e1, . . . , en be
the standard basis vectors of V . Let V ′ be the dual space of V with the dual
basis vectors e′1, . . . , e

′
n, with the coadjoint action of K. V ′ will be realized

as the space of row vectors. When viewed as holomorphic tangent vectors
and forms we have ej = ∂

∂zj
and e′j = dzj , j = 1, . . . , n. The representations

of K on V and V ′ are of highest weights ε1 and −εn, with highest weight
vectors e1 and e′n, respectively.

Denote P = P(Bn) the space of all holomorphic polynomials on Bn.
There is a natural K-invariant Hermitian inner product on P whose com-
pletion is the so-called Fock space, namely

(p, q)F = p(∂)q∗(z)
∣∣
z=0

,

where the polynomial q∗ is obtained from q by taking the complex conjugate
of the coefficients of the monomials zm1

1 . . . zmn
n . As a representation space

of K it is decomposed into

P =
∞∑

m=0

Pm

where Pm is the space of all homogeneous polynomials of degree m, and
it has highest weight −mεn and highest weight vector v−mεn = zm

n√
m!

. The
vector v−mεn then has norm 1 in the Fock space. With this inner product
the whole space P has reproducing kernel e(z,w) and the spaces Pm have
(z,w)m

m! .
If W is any finite-dimensional vector space with a K-invariant inner prod-

uct we can equip as well the space P(W ) = P ⊗W of all W -valued polyno-
mials on Bn with the tensor of the Fock norm on P with the given norm in
W .

We introduce now the Bergman operator on V

B(z, w) = (1− (z, w))(1− z ⊗ w∗),

where z⊗w∗ stands for the rank one operator given by (z⊗w∗)(v) = (v, w)z.
Viewed as a matrix it is

B(z, w) = (1− (z, w))(1− zw′),
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where as before w′ is the transpose of w. The Bergman metric at z ∈ Bn,
when we identify the tangent space with V , is (B(z, z)−1u, v) for u, v ∈ V .
We note that

B(z, w)−1 = (1− (z, w))−2(1− (z, w) + z ⊗ w∗).(2.1)

We denote Bt(z, w) the dual of B(z, w) acting on the dual space V ′ of V .
When acting on vector in v′ ∈ V ′ it is

Bt(z, w)v′ = (1− (z, w))v′(1− zw′).

3. Hilbert spaces of holomorphic differential forms and the
Dirichlet space.

For 1 ≤ p ≤ n let ∧pV ′ be the anti-symmetric tensor of V ′, viewed as
the constant holomorphic differential p-forms on Bn. The space ∧pV ′ is
equipped with a natural Hermitian inner product induced from that of V ′,
so that

(dz1 ∧ · · · ∧ dzp, dz1 ∧ · · · ∧ dzp) =
1
p!

.

Let dm(z) be the Lebesgue measure on Bn and

dµν(z) = (1− |z|2)ν−n−1dm(z)

be the weighted measure. For ν > n − 1 we consider the space Aν,p =
L2

a(B
n,∧pV ′, µν) of ∧pV ′-valued holomorphic functions f on Bn so that

‖f‖2
ν =

1
dν

∫
Bn

(⊗pB(z, z)tf(z), f(z))dµν(z) < ∞

where

dν = πn ν

ν + p

Γ(ν + p− n)
Γ(ν + p)

.

Here and after ⊗pBt(z, z) on ∧pV ′ denotes the induced action of Bt(z, z) on
V ′. The inner product (⊗pB(z, z)tf(z), f(z)) is the one in the space ∧pV ′.
With the above normalization, the constant function dz1∧· · ·∧dzp has norm
1 in the weighted Bergman space. The computation of the normalization
constant is done below.

When p = n, the space is the usual weighted Bergman space of scalar
holomorphic functions f(z) = f(z)dz1 ∧ · · · ∧ dzn so that

‖f‖2
ν =

1
dν

∫
Bn

|f(z)|2(1− |z|2)νdm(z) < ∞

for B(z, z)tdz1 ∧ · · · ∧ dzn = (1− |z|2)n+1dz1 ∧ · · · ∧ dzn.
The group G acts on Aν,p via

πν(g)f(z) = Jg−1(z)
ν

n+1 (dg−1(z))tf(g−1z),(3.1)
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where Jg−1(z) stands for the complex Jacobian of g−1 and (dg−1(z))t :
∧pV ′ → ∧pV ′ the pull-back of the differential dg−1(z) : V → V . The
reproducing kernel of the space Aν,p is

(1− (z, w))−ν ⊗p (Bt(z, w))−1;

this can easily be obtained by the transformation rule of the kernel under
G. To find the expansion of the reproducing kernel we need to find the
orthogonal decomposition of the space Aν,p under the compact group K.
The space P(∧pV ′) of all ∧pV ′-valued holomorphic polynomials is dense in
the space Aν,p, and as representation space of K it is

P ⊗ ∧pV ′ =
∞∑

m=0

Pm ⊗ ∧pV ′.

We can further decompose it into irreducible representations of K. Let
q = n − p. Recall that Pm has highest weight −mεn and ∧pV ′ has highest
weight −εq+1 − · · · − εn. Thus, if m ≥ 1, Pm ⊗ ∧pV ′ is decomposed into
a sum of two modules with highest weights −mεn − εq+1 − · · · − εn and
−mεn − εq − · · · − εn−1; we denote the two modules by V −mεn−εq+1−···−εn

and V −mεn−εq−···−εn−1 respectively. That is

P ⊗ ∧pV ′ =
∞∑

m=0

V −mεn−εq+1−···−εn ⊕ V −mεn−εq−···−εn−1 ,

where it is understood that V −mεn−εq−···−εn−1 for m = 0 will not appear.
Note that for p = n the second summand does not make sense and only the
first summand appears.

This next result is similar to Lemma 1 in [7].

Lemma 3.1. The highest weight vectors of the above spaces are given by

v−mεn−εq+1−···−εn =

√
p!
m!

zm
n dzq+1 ∧ · · · ∧ dzn

and

v−mεn−εq−···−εn−1

=

√
p!

(m− 1)!(m + p)

n∑
j=q

(−1)n−jzm−1
n zjdzq ∧ · · · ∧ d̂zj ∧ · · · ∧ dzn,

where d̂zj indicates that the term is missing in the wedge product. The two
vectors are unit vectors with respect to the Fock norm.

Proof. The first formula is clear. We prove that the second vector is anni-
hilated by the positive root vectors. Observe that, for j < k,

Ej,kdzj = −dzk, Ej,kdzl = 0, l 6= j(3.2)
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and

Ej,kz
m−1
n zj = −zm−1

n zk, Ej,kz
m−1
n zl = 0, l 6= j.(3.3)

Consider a positive root vector Ej0,k0 , j0 < k0. If j0 < q it annihilates every
term in the sum. Let q ≤ j0 < k0. If k0 ≤ n− 1 we have

Ej0,k0dzq ∧ · · · ∧ d̂zj ∧ · · · ∧ dzn = 0

for j 6= k0 and

Ej0,k0dzq ∧ · · · ∧ d̂zk0 ∧ · · · ∧ dzn = (−1)dzq ∧ · · · ∧ dzk0 ∧ · · · ∧ d̂zk0 ∧ · · · ∧ dzn

with dzk0 appearing in the j0th position. We rewrite it as

Ej0,k0dzq∧· · ·∧d̂zk0∧· · ·∧dzn = (−1)k0−j0dzq∧· · ·∧d̂zj0∧· · ·∧dzk0∧· · ·∧dzn

by moving dzk0 to the k0th (empty) position. Using (3.2) and (3.3) we see
that Ej0,k0 acting on v−mεn−εq−···−εn−1 is, disregarding the normalization
constant factor,

− (−1)n−j0zm−1
n zk0dzq ∧ · · · ∧ d̂zj0 ∧ · · · ∧ dzn

+ (−1)n−k0(−1)k0−j0zm−1
n zk0dzq ∧ · · · ∧ d̂zj0 ∧ · · · ∧ dzn,

which is clearly 0. The case when k0 = n can be proved similarly. �

For any highest weight m1ε1+· · ·+mnεn appearing in the space P(V ′) we
let Km1ε1+···+mnεn(z, w) be the reproducing kernel of the space with respect
to the Fock norm. To find the expansion of the reproducing kernel in terms
of Km1ε1+···+mnεn we need to calculate the norm of the highest weight vector
in the space.

The computation of the norms of the highest weight vectors in the case
p = 1 differs somewhat from the case p > 1. We start with p = 1.

Lemma 3.2. The norm of v−mεn−εn and v−mεn−εn−1 in the weighted Berg-
man space is given by the following:

‖v−mεn−εn‖2
ν =

1
(ν + 2)m

, ‖v−mεn−εn−1‖2
ν =

ν + 1
(ν)m+1

.

Proof. Consider first the vector v = v−mεn−εn . We have

(B(z, z)tv, v) = (vB(z, z), v) =
1
m!

(1− |z|2)(|zm
n |2 − |zm+1

n |2).

The norm then becomes, disregarding temporarily the normalizing constant
and 1

m! , ∫
B

(|zm
n |2 − |zm+1

n |2)(1− |z|2)ν+1 dm(z)
(1− |z|2)n+1

.

Recalling that (see e.g., [9], Prop. 1.4.9)∫
B
|zk1

1 . . . zkn
n |(1− |z|2)ν dm(z)

(1− |z|2)n+1
= Cν

k1! . . . kn!
(ν)k1+···+kn

,
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with

Cν = πn Γ(ν − n)
Γ(ν)

,

we find the above integral is

Cν+1

(
m!

(ν + 1)m
− (m + 1)!

(ν + 1)m+1

)
= Cν+1

m!
(ν + 1)m

ν

ν + m + 1
.

Putting these calculations together we find

‖v‖2
ν = ‖v−mεn−εn‖2

ν =
1

(ν + 2)m
.

Now let v = v−mεn−εn−1 = 1√
(m−1)!(m+1)

w.

B(z, z)tw = (zm
n e′n−1 − zm−1

n zn−1e
′
n)B(z, z)

(3.4)

= (1− |z|2)(zm
n e′n−1 − zm−1

n zn−1e
′
n)(I − zz′)

= (1− |z|2)(zm
n e′n−1 − zm

n zn−1z
′ − zm−1

n zn−1e
′
n + zm

n zn−1z
′)

= (1− |z|2)(zm
n e′n−1 − zm−1

n zn−1e
′
n)

which is remarkably simple. Thus

(B(z, z)w,w) = |zm
n |2 + |zm−1

n zn−1|2.
The rest is straightforward computation. �

Consequently, we have:

Theorem 3.3. The reproducing kernel (Bt(z, w))−1(1 − (z, w))−ν has the
following expansion:

(Bt(z, w))−1(1− (z, w))−ν

= I +
∞∑

m=1

[
(ν + 2)mK−mεn−εn(z, w) +

(ν)m+1

ν + 1
K−mεn−εn−1(z, w)

]
.

We can then determine the composition series by reading off the order of
the poles of the g-invariant Hermitian structure on P⊗V ′ for all parameters
ν.

Theorem 3.4. The representation P ⊗ V ′ of g is reducible if and only if
ν = 0 or ν ≤ −2 is an integer, in which case we have a composition series

0 = M0 ⊂ M1 ⊂ M2 = P ⊗ V ′,

and the only unitarizable quotient is M1/M0 = M1 when ν = 0. The K-types
in composition factors are described as follows:

M1 = V ′ +
∑
m≥0

V −mεn−εn
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if ν = 0;

M1 = V ′ + V −εn−εn−1

if ν = −2; and

M1 = V ′ +
∑

1≤m≤−(ν+1)

V −mεn−εn +
∑

1≤m≤−ν

V −mεn−εn−1 ,

if ν ≤ −3.

Remark 3.5. When ν = 0, the expansion becomes

(Bt(z, w))−1 =
∞∑

m=0

(ν + 2)mK−mεn−εn(z, w)

the corresponding unitary representation M1 consists of K-types −mεn−εn,
m = 0, 1, . . . , and it realizes the so-called Dirichlet space. Consider the ana-
lytic continuation of the scalar holomorphic discrete series with reproducing
kernel (1− (z, w))−κ with the corresponding action of G. When κ = 0, the
space P of all polynomials is reducible and the space C of constant function
is a submodule, considered as representations of gC. The quotient P/C is
also unitarizable and is equivalent to our module M1 with ν = 0; so the
quotient is no longer a continuation of the scalar discrete series. The inter-
twining operator from the quotient P/C onto M1 is f 7→ ∂f . We remark
that Theorem 5.4 in [3] gives the equivalence of the top quotient of a com-
position series at the reducible point in analytic continuation of a scalar
discrete series, with another highest weight module of the same series. How-
ever, the theorem, as it stands there, holds only for tube domains. For
non-tube domains the quotients there is equivalent to an analytic continu-
ation of the vector-valued discrete series, since the highest weight given in
that theorem is not one-dimensional; the case of the unit ball is as explained
here. One of the authors (GZ) pointed this out to Professor Jacques Faraut
in Mittag-Leffler institute in May 1996, who immediately realized that the
theorem should be modified for non-tube domains.

Remark 3.6. When ν = −2, the expansion reads as follows:

(Bt(z, z))−1(1− |z|2)2 = I − 2K−εn−εn−1(z, z).(3.5)

The representation −εn − εn−1 is the space of anti-symmetric tensor of V ′

with V ′, and as polynomials it has orthogonal basis zie
′
j − zje

′
i, i < j. One

can easily compute the reproducing kernel and finds that

K−εn−εn−1 =
1
2
(|z|2 − z ⊗ z∗)t.(3.6)

On the other hand, by (2.1) we have

(Bt(z, z))−1(1− |z|2)2 = (1− |z|2 + z ⊗ z∗)′ = 1− (|z|2 + z ⊗ z∗)t,

which clearly coincides with (3.5) and (3.6).
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Consider now p > 1. Let v = v−mεn−εq+1−···−εn and write v =
√

p!
m!w.

We first compute B(z, z)w,

⊗p B(z, z)tw

= (1− |z|2)pzm
n

dzq+1 ∧ · · · ∧ dzn −
n∑

j=q+1

dzq+1 ∧ · · · ∧ zjz
∗ ∧ · · · ∧ dzn

 ,

where in the summation the term zjz
∗ appears in the jth position. Indeed,

⊗p B(z, z)tdzq+1 ∧ · · · ∧ dzn

= (1− |z|2)p(dzq+1 − zq+1z
∗) ∧ · · · ∧ (dzn − znz∗)

= (1− |z|2)p

dzq+1 ∧ · · · ∧ dzn −
n∑

j=q+1

dzq+1 ∧ · · · ∧ zjz
∗ ∧ · · · ∧ dzn


since all other wedge products contain two factor of z∗ and are vanishing.
Consequently

(⊗pB(z, z)tw,w)

= (1− |z|2)pzm
n

dzq+1 ∧ · · · ∧ dzn −
n∑

j=q+1

dzq+1 ∧ · · · ∧ zjz
∗ ∧ · · · ∧ dzn, w


=

1
p!

(1− |z|2)p|zn|2m

1−
n∑

j=q+1

|zj |2
 .

We can compute its integration, noticing that the integral involving
|zn|2m|zj |2 for j = n is different from that for j 6= n,

‖v‖2
ν =

1
m!

1
dν

∫
B

(1− |z|2)p

(
|zn|2m

−
n−1∑

j=q+1

|zn|2m|zj |2 − |zn|2m|zn|2
)

(1− |z|2)ν−n−1dm(z)

=
1
m!

1
dν

πnΓ(ν + p− n)
Γ(ν + p)

(
m!

(ν + p)m

− (p− 1)
m!

(ν + p)m+1
− (m + 1)!

(ν + p)m+1

)
=

1
dν

πnΓ(ν + p− n)
Γ(ν + p)

1
(ν + p)m

(
1− p− 1

ν + p + m
− m + 1

ν + p + m

)
=

1
dν

πnΓ(ν + p− n)
Γ(ν + p)

1
(ν + p)m

ν

ν + p + m

=
1

(ν + p + 1)m
.
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Next let v = v−mεn−εq−···−εn−1 and write v =
√

p!
(m−1)!(m+p) w. We have

(B(z, z)tw,w) = (1− |z|2)p(⊗p(1− z ⊗ z∗)tw,w).

However,

⊗p (1− z ⊗ z∗)tw

=
n∑

j=q

(−1)n−jzm−1
n zj(dzq − zqz

∗) ∧ · · · ∧ d̂zj ∧ · · · ∧ (dzn − znz∗)

= w −
n∑

j=q

n∑
i6=j,i=q

(−1)n−jzm−1
n zjdzq ∧ · · · ∧ ziz

∗ ∧ · · · ∧ d̂zj ∧ · · · ∧ dzn,

so that

(⊗p(1− z ⊗ z∗)tw,w)

= (w,w)−
n∑

j=q

n∑
i6=j,i=q

(−1)n−jzm−1
n zjzi

·
(
dzq ∧ · · · ∧ z∗ ∧ · · · ∧ d̂zj ∧ · · · ∧ dzn, w

)
.

We prove that the second double sum actually vanishes. Indeed writing
z∗ = z1dz1 + · · ·+zndzn, we see that only the term zidzi +zjdzj contributes
to the wedge product and then the inner product, namely

(dzq ∧ · · · ∧ z∗ ∧ · · · ∧ d̂zj ∧ · · · ∧ dzn, w)

= (dzq ∧ · · · ∧ (zidzi + zjdzj) ∧ · · · ∧ d̂zj ∧ · · · ∧ dzn, w).

Furthermore

dzq ∧ · · · ∧ (zidzi + zjdzj) ∧ · · · ∧ d̂zj ∧ · · · ∧ dzn

= zidzq ∧ · · · ∧ dzi ∧ · · · ∧ d̂zj ∧ · · · ∧ dzn

+ zjdzq ∧ · · · ∧ dzj ∧ · · · ∧ d̂zj ∧ · · · ∧ dzn

= zidzq ∧ · · · ∧ dzi ∧ · · · ∧ d̂zj ∧ · · · ∧ dzn

+ zj(−1)j−i−1dzq ∧ · · · ∧ d̂zi ∧ · · · ∧ dzj ∧ · · · ∧ dzn,

where in the last term we move dzj in the ith position to the jth empty
position (leaving the ith position empty). The double sum is then
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n∑
j=q

n∑
i6=j,i=q

(−1)n−jzm−1
n zj |zi|2(dzq ∧ · · · ∧ dzi ∧ · · · ∧ d̂zj ∧ · · · ∧ dzn, w)

+
n∑

j=q

n∑
i6=j,i=q

zizj(−1)j−i−1(dzq ∧ · · · ∧ d̂zi ∧ · · · ∧ dzj ∧ · · · ∧ dzn, w)

=
n∑

j=q

n∑
i6=j,i=q

|(−1)n−jzm−1
n zj |2|zi|2

1
p!

+
n∑

j=q

n∑
i6=j,i=q

(−1)n−j(−1)n−i(−1)j−i−1zm−1
n zjzizjz

m−1
n zi

1
p!

= 0.

So that only the first term contributes to the integral, and

‖w‖2
ν =

1
dν

∫
B

(w,w)(1− |z|2)p+ν−n−1dm(z)

=
1
dν

1
p!

∫
B

n∑
j=q

|zm−1
n zj |2|(1− |z|2)p+ν−n−1dm(z)

=
1
dν

1
p!

πnΓ(p + ν − n)
πnΓ(p + ν)

(
(n− q)

(m− 1)!
(ν + p)m

+
m!

(ν + p)m

)
=

1
dν

1
p!

πnΓ(p + ν − n)
πnΓ(p + ν)

(m− 1)!
(ν + p)m

(n− q + m).

We find eventually

‖w‖2
ν =

1
ν(ν + p + 1)m−1

.

We have thus established the following expansion; the case p = n reduces
to the known expansion for the weighted Bergman reproducing kernel (1−
(z, w))−ν+n+1:

Theorem 3.7. Let 1 < p ≤ n. The reproducing kernel ⊗p(Bt(z, w))−1(1−
(z, w))−ν has the following expansion:

⊗p (Bt(z, w))−1(1− (z, w))−ν

= I +
∞∑

m=1

[
(ν + p + 1)mK−mεn−εq+1−···−εn(z, w)

+ ν(ν + p + 1)m−1K−mεn−εq−...εn−1(z, w)
]

where q = n− p.

Similar to Theorem 3.4 we have:
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Theorem 3.8. Let 1 < p ≤ n. The representation P ⊗ ∧pV ′ is reducible if
and only if ν = 0 or ν ≤ −(p+1) is an integer, in which case the composition
factors 0 = M0 ⊂ M1 ⊂ M2 = P ⊗ ∧pV ′ are described as follows:

M1 =
∞∑

m=0

V −mεn−εq+1−···−εn

if ν = 0;
M1 = V −εq+1−···−εn + V −εn−εq−···−εn

if ν = −(p + 1); and

M1 =
∑

0≤m≤−ν−p−1

V −mεn−εq+1−···−εn +
∑

1≤m≤−ν−p

V −mεn−εq−···−εn

if ν < −(p + 1).

It is interesting to observe that when ν = 0 we have

⊗p(Bt(z, w))−1 =
∞∑

m=0

(ν + p + 1)mK−mεn−εq+1−···−εn(z, w)

so that there exists a unitarizable submodule of P(∧pV ′) consisting of the
K-types −mεn − εq+1 − · · · − εn, for all p = 1, . . . , n; only when p = n is
that a discrete series, namely the Bergman space.

4. Hilbert spaces of holomorphic vector-fields and antisymmetric
tensor fields.

Let 1 ≤ q ≤ n. In this section we study the space Bν,q = L2
a(B

n,∧qV, µν),
ν > 2q + n, of ∧qV -valued holomorphic functions f on Bn so that

‖f‖2
ν =

1
bν

∫
Bn

(∧qB(z, z)−1f(z), f(z))dµν(z) < ∞

and its analytic continuation in ν. Here

bν = πn Γ(ν − q − 1− n)(ν − 1− n)
Γ(ν − q)

.

Notice that if q = n the space ∧nV is one dimensional and the above space is
the weighted Bergman space of holomorphic functions f(z) = f(z)e1∧· · ·∧en

so that

‖f‖2
ν =

1
bν

∫
Bn

|f(z)|2(1− |z|2)ν−2n−2dm(z) < ∞.

The group G acts on Bν,q via

τνf(z) = Jg−1(z)
ν

n+1 (dg−1(z))−1f(g−1z).(4.1)

The reproducing kernel of Bν,q is then

(1− (z, w))−ν ∧q B(z, w).
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Remark 4.1. Let q = 1. The space L2
a(B

n, V, µν) appears also naturally in
the study of discrete spectrum of Laplace-Beltrami operators on line bundles
over the unit ball. Indeed consider the L2-space L2(Bn, µν) on Bn with
respect to the weighted measure µν . The group G acts unitarily on the
space and there is an G-invariant (nonpositive) Laplace-Beltrami operator.
It has some discrete spectrum, if ν > n + 1, the biggest discrete spectrum
corresponds to the weighted Bergman space L2

a(B
n, µν); if ν > n+2, the next

one, say Aν
1(B

n) gives an invariant subspace consisting of non-holomorphic
functions, see [14]. The invariant Cauchy-Riemann operator D is the unitary
intertwining operator from Aν

1(B
n) onto Bν,q = L2

a(B
n, V, µν); see [8] and

[13].

The space of P(∧qV ) all ∧qV -valued holomorphic polynomials is

P(∧qV ) = P ⊗ ∧qV =
∞∑

m=0

Pm ⊗ ∧qV.

As a representation of K the space ∧qV is an irreducible representation
with highest weight ε1 + · · ·+ εq. Thus the polynomial space is decomposed
further as

P ⊗ ∧qV = V ε1+···+εq +
∞∑

m=1

(V −mεn+ε1+···+εq + V −mεn+ε1+···+εq−1+εn),

where it is understood that V −mεn+ε1+···+εq−1+εn for m = 0 will not appear.
We give now formulas for the highest weight vectors of the spaces above.

For q = 1 they are proved in Lemma 1, [7], the general case is similar and
we omit the proof.

Lemma 4.2. We have the following formulas for the highest weigh vectors
in the respective spaces:

v−mεn+ε1+···+εq =

√
q!
m!

zm
n e1 ∧ · · · ∧ eq

and respectively

v−mεn+ε1+···+εq−1+εn =
√

q!√
(m− 1)!(m + n− q)

n∑
j=q

zm−1
n zje1∧· · ·∧eq−1∧ej .

The two vectors are unit vectors with respect to the Fock norm.

We now compute the norm of the highest weight vectors in the weighted
Bergman space. Let q = 1. Notice that

(B(z, z)−1v−mεn+ε1 , v−mεn+ε1)(4.2)

=
1
m!
(
(1− |z|2)−1|zm

n |2 + (1− |z|2)−2|z1|2|zm
n |2
)
,
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its integral against dµν is

1
m!

bν

(
Cν−1

m!
(ν − 1)m

+ Cν−2
(m + 1)!

(ν − 2)m+1

m!
(m + 1)!

)
=

1
(ν − 1)m

.

Similarly,

(B(z, z)−1v−mεn+εn , v−mεn+εn)

(4.3)

=
1

(m− 1)!(m + n + 1)
(1− |z|2)−1|z|2|zm−1

n |2 + (1− |z|2)−2|z|4|zm−1
n |2).

To calculate its integral against the measure dµν we write |z|2 =1−(1−|z|2),
the above is then

1
(m− 1)!(m + n + 1)

(
|zm−1

n |2(1 − |z|2)−2 − |zm−1
n |2(1 − |z|2)−1

)
.

We calculate the integral of (4.2) of the term in the parenthesis, and find

b−1
ν Cν−2

(m− 1)!
(ν − 2)m−1

− b−1
ν Cν−1

(m− 1)!
(ν − 1)m−1

=
Γ(ν − 1)
ν − 1− n

(m− 1)!(m + n− 1)
Γ(ν + m− 2)

.

Thus the norm of v−mεn+εn is

‖v−mεn+εn‖2
ν =

Γ(ν − 1)
ν − 1− n

1
Γ(ν + m− 2)

=
1

(ν − 1− n)(ν − 1)m−1)
.

We have the following expansion for the reproducing kernel:

Theorem 4.3. The reproducing kernel B(z, w)(1 − (z, w))−ν has the fol-
lowing expansion:

B(z, w)(1− (z, w))−ν

= I +
∞∑

m=1

[(ν − 1)mK−mεn+ε1 + (ν − 1− n)(ν − 1)m−1K−mεn+εn ] .

Theorem 4.4. The representation P ⊗ V of gC is reducible if and only if
when ν = n + 1 or ν ≤ 1 is an integer; it has a composition series

0 = M0 ⊂ M1 ⊂ M2 = P ⊗ V ;

the composition factor are given as follows:

M1 =
∞∑

m=0

V −mεn+ε1 ,
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if ν = n + 1, and the composition factor are given as follows:

M1 = V ε1 +
∑

1≤m<2−ν

V −mεn+ε1 +
∑

1≤m<3−ν

V −mεn+εn ;

the submodule M1 is unitarizable if and only if ν = n + 1 and no quotient
M2/M1 of the composition series is unitarizable.

Remark 4.5. We mention here that in the analytic continuation for the
scalar holomorphic discrete series, the composition series has two factors at
the reducible points, and the quotient is always unitarizable. Thus we see
here that the unitarizable property behaves differently in the vector case.

Corollary 4.6. The Bergman operator has the following expansion:

B(z, z) = I −K−εn+ε1 − (1 + n)K0 + (1 + n)K−2εn+εn

where

K−εn+ε1 = |z|2 − 1
n

z ⊗ z∗, K0 =
1
n

z ⊗ z∗, K−2εn+εn =
1

n + 1
|z2|z ⊗ z∗.

Remark 4.7. The above formula has the following nice explanation: Con-
sider the space of V -valued polynomial space

M1 = V ε1 ⊕ V −εn+ε1 ⊕ V 0 ⊕ V −2εn+εn .

Under the G-action

gf(z) = g′(z)−1f(g · z)

where g ∈ G and f is in the polynomial space, the space has an invariant
Hermitian (non-unitary) form for which B(z, z) is the reproducing kernel.
Corollary 4.6 gives an expansion of B(z, z) in terms of the reproducing
kernels in each irreducible K-spaces. Actually M1 is G-equivalent to the Lie
algebra gC with the adjoint action of G; and the above decomposition of M1

is simply the decomposition of gC

gC = p+ ⊕ kC
s ⊕ z⊕ p−

with respect to the action of K. Here z is the center of kC, which is one-
dimensional. Clearly this can be done for all the bounded symmetric domain,
we have thus given a different property of the Bergman operator.

We consider now the case q > 1. Let v = v−mεn+ε1+···+εq . Using (2.1)
and by similar consideration as in §3 we have

(⊗qB(z, z)−1v, v) =
1
m!

(1− |z|2)−q−1|zm
n |2

1− |z|2 +
q∑

j=1

|zj |2
 .(4.4)
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It is now easy to compute ‖v‖2
ν . If 1 < q < n, ‖v‖2

ν is, disregarding the
normalization constant,

1
m!

∫
B

(1− |z|2)−2q|zm
n |2
(

(1− |z|2)q

+ (1− |z|2)q−1
q∑
j1

|zj |2
)

(1− |z|2)ν−n−1dm(z)

=
1
m!

(
πnΓ(ν − q − n)

Γ(ν − q)
m!

(ν − q)m
+ q

πnΓ(ν − q − 1− n)
Γ(ν − q − 1)

m!
(ν − q − 1)m+1

)
=

πnΓ(ν − q − 1− n)
Γ(ν − q + m)

(ν − n),

and that
‖v‖2

ν =
1

(ν − q)m
.

If q = n, Formula (4.4) becomes

(⊗qB(z, z)−1v, v) =
1
m!

(1− |z|2)−q−1|zm
n |2

and
‖v‖2

ν =
1

(ν − n− 1)m
,

which is the known formula for the norm of zm
n√
m!

in the scalar weighted
Bergman space with weight (1− |z|2)ν−2n−2.

Finally consider v = v−mεn+ε1+···+εq−1+εn . Write w =
∑n

j=q zje1 ∧ · · · ∧
eq−1 ∧ ej .

B(z, z)−1w = (1− |z|2)−2q ⊗q (1− |z|2 + z ⊗ z∗)w

= (1− |z|2)−qzm−1
n w

+
n∑

j=q

zj

(
q−1∑
i=1

e1 ∧ · · · ∧ ziz ∧ · · · ∧ ej + e1 ∧ · · · ∧ eq−1 ∧ zjz

)

where in the summation
∑q−1

i=1 the factor ziz appears in the ith position.
Therefore (B(z, z)−1v, v) = 1

(m−1)!(m+n−q) |z
m−1
n |2(I + II), with

I = (1− |z|2)−q
n∑

j=q

|zj |2,

II = q!(1− |z|2)−q−1
n∑

j=q

(
zj

q−1∑
i=1

e1 ∧ · · · ∧ ziz ∧ · · · ∧ ej

+ |zj |2e1 ∧ · · · ∧ eq−1 ∧ z, w

)
;
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moreover,

n∑
j=q

(
q−1∑
i=1

zje1 ∧ · · · ∧ ziz ∧ · · · ∧ ej , w

)

=
1
q!

n∑
j=q

q−1∑
i=1

|zj |2|zi|2

=
1
q!

 n∑
j=q

|zj |2
(q−1∑

i=1

|zi|2
)

,

n∑
j=q

|zj |2(e1 ∧ · · · ∧ eq−1 ∧ z, w)

=
n∑

j=q

n∑
k=q

|zj |2(e1 ∧ · · · ∧ eq−1 ∧ z, e1 ∧ · · · ∧ eq−1 ∧ ek)

=
1
q!

n∑
j=q

n∑
k=q

|zj |2|zk|2 =
1
q!

 n∑
j=q

|zj |2
2

,

and the summation of the inner products in II is

1
q!

 n∑
j=q

|zj |2
2

+
1
q!

 n∑
j=q

|zj |2
(q−1∑

i=1

|zi|2
)

= |z|2
n∑

j=q

|zj |2.

Eventually we find

(B(z, z)−1v, v) =
1

(m− 1)!(m + n− q)
|zm−1

n |2

·

 n∑
j=q

|zj |2
 ((1− |z|2)−q + (1− |z|2)−q−1|z|2)

=
1

(m− 1)!(m + n− q)
|zm−1

n |2
 n∑

j=q

|zj |2
 (1− |z|2)−q−1
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which has a simpler form. The norm ‖v‖2
ν is given by

bν
πnΓ(ν − q − 1− n)

Γ(ν − q − 1)
1

(m− 1)!(m + n− q)
(n− q)(m− 1)! + m!

(ν − q − 1)m

= bν
πnΓ(ν − q − 1− n)

Γ(ν − q − 1)
1

(m− 1)!(m + n− q)
(n− q + m)(m− 1)!

(ν − q − 1)m

=
1

(ν − 1− n)(ν − q)m−1
.

Thus we have:

Theorem 4.8. Suppose 1 < q ≤ n. The following expansion holds:

⊗q B(z, w)(1− (z, w))−ν

= I +
∞∑

m=1

(ν − q)mK−mεn+ε1+···+εq

+
∞∑

m=1

(ν − 1− n)(ν − q)m−1K−mεn+ε1+···+εq−1+εn

if q < n. For q = n we have the known expansion for the weighted Bergman
kernel

⊗nB(z, w)(1− (z, w))−ν = (1− (z, w))−(ν−n−1)

=
∞∑

m=0

(ν − n− 1)m
1
m!

(z, w)m.

Theorem 4.9. Let 1 < q < n. The representation P ⊗ ∧qV is reducible if
and only if ν = n + 1 or ν ≤ q is an integer, in which case the composition
factors 0 = M0 ⊂ M1 ⊂ M2 = P ⊗ ∧pV ′ are described as follows:

M1 =
∞∑

m=0

V −mεn+ε1+···+εq

if ν = n + 1;

M1 = V ε1+···+εq + V ε1+···+εq−1

if ν = q; and

M1 =
∑

0≤m≤q−ν

V −mεn+ε1+···+εq +
∑

1≤m≤q−ν+1

V −mεn+ε1+···+εq−1+εn

if ν < q.
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