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The stationary linear transport equation models the scat-
tering and absorption of a low-density beam of neutrons as
it passes through a body. In Euclidean space, to a first ap-
proximation, particles travel in straight lines. Here we study
the analogous transport equation for particles in an ambient
field described by a Riemannian metric where, again to first
approximation, particles follow geodesics of the metric. We
consider the problem of determining the scattering and ab-
sorption coefficients from knowledge of the albedo operator
on the boundary of the domain. Under certain restrictions,
the albedo operator is shown to determine the geodesic ray
transform of the absorption coefficient; for “simple” manifolds
this transform is invertible and so the coefficient itself is de-
termined. In dimensions 3 or greater, we show that one may
then obtain the collision (or scattering) kernel.

1. Introduction

The stationary linear transport equation models the time-independent scat-
tering of a low-density beam of particles off a higher-density material. The
term “linear” refers to the fact that the equation models only scattering of
particles from the material and assumes that the density of particles is low
enough that particle-to-particle interaction may be neglected. If (x, v) is a
point in phase space we denote by f(x, v) the density of particles at position
x with velocity v. While f is strictly speaking a density, for large numbers
of particles it is reasonable to represent f as an L1 function. In free-space,
f satisfies the transport equation

− v · ∇xf(x, v)− σa(x, v)f(x, v) +
∫

V
k(x, v′, v)f(x, v′) dv′ = 0.(1)

The first term describes the straight-line motion of a particle that does not
interact with the material. The second term represents the loss of a particle
at (x, v) due to scattering to another velocity or due to absorption, quantified
by the function σa(x, v). The final term accounts for the production of a
particle at (x, v) due to scattering from other directions; the kernel k(x, v′, v)
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represents the probability of a particle at (x, v′) scattering to (x, v). The
reader is referred to [RS] for a detailed explanation.

We are concerned here with the situation of particles moving in an ambient
field represented by a Riemannian metric. The principal departure from (1)
is that in the absence of interaction, a particle will follow the geodesics of the
metric. We shall study the problem of determining the absorption coefficient
σa(x, v) and the collision kernel k(x, v′, v) from knowledge of the positions
and velocities of particles entering and leaving a bounded body.

Let M ⊂ Rn, n ≥ 2, be a bounded domain with C∞ boundary; let g be a
Riemannian metric on M . We shall put restrictions on the metric g in due
course. Define the incoming and outgoing bundles on ∂M as

Γ± =
{
(x, v) ∈ TM | x ∈ ∂M, ±〈v, ν〉gx > 0

}
,

where ν is the outward unit normal vector to ∂M and 〈 · , · 〉gx is the inner
product with respect to the metric g. We shall also use ‖ · ‖gx to denote
the norm with respect to g. If (x, v) ∈ TM we shall denote by γ(x,v)(t)
the geodesic satisfying γ(x,v)(0) = x and γ̇(x,v)(0) = v; we introduce the
compressed notation

~γ(x,v)(t) = (γ(x,v)(t), γ̇(x,v)(t)).

For v 6= 0, define the time-to-boundary functions τ± : TM → R+ by

τ±(x, v) = min
{
t > 0 | γ(x,v)(±t) ∈ ∂M

}
and set τ(x, v) = τ−(x, v) + τ+(x, v). While in general τ± might be infinite,
we will place restrictions on the metric that ensure that τ± are well-defined
and finite.

With these preparations we are able to generalize Equation (1) and state
the results of the paper. Denote by D the derivative along the geodesic flow,

Df(x, v) =
∂

∂t

∣∣∣
t=0

f(γ(x,v)(t), γ̇(x,v)(t)).

If (xi, yi)n
i=1 are local coordinates for TM with the (yi) with respect to the

natural basis
(

∂
∂xi

)
, we have in these coordinates

Df =
∂f

∂xi
yi +

∂f

∂yi
(−yjykΓi

jk),

where Γi
jk are the Christoffel symbols of the Levi-Civita connection of g.

The transport equation (1) is replaced in our setting by

−Df(x, v)− σa(x, v)f(x, v) +
∫

TxM
k(x, v′, v)f(x, v′) dv′x = 0.(2)

The measure dvx is the Euclidean volume form on TxM determined by the
metric gx at x (see Definition 2.1). Given a function f−(x, v) on Γ− let f be
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the solution to (2) with boundary condition f
∣∣
Γ−

= f−, assuming it exists.
One may then define the albedo operator

A : f− 7→ f
∣∣
Γ+
.

The inverse problem addressed here is the unique determination of σa(x, v)
and k(x, v′, v) for all x ∈ M and v, v′ ∈ TxM , from the knowledge of A.
The main results are the content of Theorems 4.2 and 4.4, which state that
under the assumption of simplicity of the metric (see below) and a priori
assumptions (3), (4) on the coefficients themselves, we can determine σa in
dimensions n ≥ 2 and k in dimensions n ≥ 3.

We remark that if we assume that k(x, v′, v) = 0 for all ‖v′‖gx 6= ‖v‖gx —
that is, that all scattering occurrences preserve speed — then we may con-
sider the problem on the unit sphere bundle ΩM of M . We replace Γ±
by their equivalents restricted to unit tangent vectors, and the integration
in (2) is taken over ΩxM , the unit sphere in TxM . The analysis and re-
sults of this paper remain valid in this setting. Indeed, under this assump-
tion on k we may consider Γ± defined to include tangent vectors of lengths
0 < a ≤ ‖v‖ ≤ b < ∞ and in (2) integrate over the corresponding annular
region in TxM . Once again the results remain valid in this setting.

When the ambient metric is Euclidean, the inverse problem for (1) was
considered in [CS2] and we shall approach the problem here in the same
manner. In [CS2] it is shown that the most singular part of the distribu-
tional kernel of the albedo operator determines the x-ray transform of the
absorption coefficient. The next most singular part determines the collision
kernel k in dimensions 3 and greater. Here we shall show that the first term
determines the geodesic ray transform of σa, namely the integrals of σa along
geodesics of g. In order to recover σa we make the restrictive assumption that
the metric g be “simple.” This means that M is strictly convex with respect
to g and that for any x ∈M the exponential map Expx : Exp−1

x (M) →M is
a diffeomorphism. This assumption, together with the full set of geodesics
joining boundary points, ensures that the ray transform is invertible (see
[BG] and [M], and [Sh1] for an extensive treatment of the ray transform).

In the Riemannian setting, an inverse source problem for the stationary
transport equation is addressed in [Sh2] (see also [Sh1]), where k(x, v, v′) =
k(x, 〈v, v′〉) is assumed to depend on the angle between v and v′ and the
object of interest is the reconstruction of an isotropic source term. In [F] the
(time-dependent) radiative transfer equation is derived for a medium with
spatially varying refractive index and with scattering kernel k independent
of position. Such a refractive index is represented by a Riemannian metric.

More is known when the metric is assumed to be Euclidean. The time-
dependent inverse problem was treated in [CS1] and the stationary case in
[CS2]. Stability estimates based on this work were obtained under certain
restrictions in [W].
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The stationary transport equation is used to model the absorption and
scattering of near-infrared light; the determination of the absorption and
scattering properties of a medium from the measurement of the response to
such transmitted light is known as optical tomography and has been applied
to the problems of medical imaging ([A]). For two-dimensional domains,
recent works include [T2], where a homogeneous collision kernel k that is a
function of two independent directions was shown to be uniquely determined;
[SU], in which the assumption on homogeneity is dropped and k is assumed
to be small relative to σa, with an explicit constant given; and [T1], where
the smallness is removed in the case of weakly anisotropic scattering. In
[SU] the authors prove also a stability estimate; further stability results
may be found in [R]. Note that some kind of smallness does need to be
assumed on k, to ensure that the production rate is in some sense less than
the absorption rate, thus keeping the energy of the system bounded.

This paper is organized as follows: in Section 2 we state our assumptions
precisely, prove solvability of the forward problem given these assumptions,
and demonstrate well-definedness of the boundary albedo operator. In Sec-
tion 3 we construct distribution solutions to (2) with delta-type boundary
conditions. This facilitates determination of the distribution kernel of the
albedo operator as the sum of three terms of differing singularity strengths.
In Section 4 we prove that it is possible to extract from the kernel each of
the singular terms and that these determine the absorption coefficient (in
all dimensions) and the collision kernel (in dimensions 3 and greater).

2. The forward problem and the albedo operator

We begin by defining the volume form on TM :

Definition 2.1. The Liouville volume form is the canonical 2n-form defined
on TM that is preserved under the geodesic flow of g. It is the product of
the Riemannian volume form dω(x) on the manifold M and the Euclidean
volume form dvx defined in the tangent space TxM by the metric gx at
x ∈M (see [KH], for example).

The sense in which the definition above holds is the following: given an
orthonormal basis Y1, . . . , Yn for TxM , extend it to an adapted basis of vector
fields in a neighborhood of x by parallel transport with respect to the Levi-
Civita connection of g. If dyj are the forms dual to Yj , the Liouville form is
given by

√
det g dx1 ∧ · · · ∧ dxn ∧ dy1 ∧ · · · ∧ dyn. For a fixed chart one can

in principle express this form in terms of the natural basis ∂
∂x1 , · · · ∂

∂xn , and
to do so one must solve the system of differential equations describing the
evolution of the Yj in terms of the ∂

∂xj as the basepoint x for TxM varies.
The interested reader can consult Equations (6) and (7) on page 47 of [H]. It
is not possible to express the Liouville form at an arbitrary point in a chart
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without reference to a basepoint. We set L1(TM) = L1(TM, dvx dω(x))
and L1(TxM) = L1(TxM,dvx).

We assume that the pair (σa, k) is admissible (see [RS]), namely that
0 ≤ σa ∈ L∞(TM),
0 ≤ k(x, v′, ·) ∈ L1(TxM) for a.e. (x, v′) ∈ TM,

σp(x, v′) =
∫
TxM k(x, v′, v) dvx ∈ L∞(TM).

(3)

Notice that the operators f 7→ σaf and f 7→
∫
TxMk(x, v

′, v)f(x, v′) dv′x are
bounded on L1(TM).

Equation (2) may not be uniquely solvable, so we shall make the following
subcriticality assumptions (see [RS]), which ensure that the problem is well-
posed:

‖τσa‖L∞(TM) <∞ and ‖τσp‖L∞(TM) < 1.(4)

Furthermore, even in the Euclidean setting, without further restriction on σa

the albedo operator does not uniquely determine σa (see [CS2]). To remove
this lack of uniqueness, we assume that σa depends only on the speed ‖v‖gx ,
not on the direction:

σa(x, v) = σa(x, ‖v‖gx).(5)

In order to pose the boundary value problem we must specify the volume
form on {(x, v) | x ∈ ∂M, v ∈ TxM}, in particular on Γ±. If (x, v) ∈ TM ,
define (x′, v′) ∈ Γ− and t ≥ 0 by

x′ = γ(x,v)(−τ−(x, v)), v′ = γ̇(x,v)(−τ−(x, v)), t = τ−(x, v),

and define F : Γ− × R → TM by

F (x′, v′, t) = (γ(x′,v′)(t), γ̇(x′,v′)(t)).

Define the product measure dµ(x′, v′) dt on Γ− × R by

dµ(x′, v′) dt = F ∗(dvx dω(x)),

where F ∗ is the pullback map defined by F . This measure is similarly defined
on Γ+. We denote L1(Γ±) = L1(Γ±, dµ(x′, v′)). The following lemma is
immediate.

Lemma 2.2. If f ∈ L1(TM) then∫
M

∫
TxM

f(x, v)dvxdω =
∫

Γ±

∫ τ∓(x′,v′)

0
f(γ(x′,v′)(t), γ̇(x′,v′)(t)) dt dµ(x′, v′).

We define the function space W in which we shall prove solvability of (2)
for boundary functions f− ∈ L1(Γ−). We shall see below that functions f
in W have a well-defined trace in L1(Γ+). Let

W = {f | Df ∈ L1(TM), τ−1f ∈ L1(TM)},
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with norm

‖f‖W = ‖Df‖L1(TM) + ‖τ−1f‖L1(TM).

The following trace theorem is proven in [CS2] for the Euclidean metric and
we repeat a sketch of the proof in our setting.

Theorem 2.3. If f(x, v) ∈ W then

‖f |Γ±‖L1(Γ±,dµ) ≤ ‖Df‖L1(TM) + ‖τ−1f‖L1(TM).

Proof. Observe that if h, h′ ∈ L1([0, a]), for some a > 0, then

|h(0)| ≤ ‖h′‖L1([0,a]) +
1
a
‖h‖L1([0,a]).

Let f be as in the hypothesis of the theorem and define

h(t, x′, v′) = f(~γ(x′,v′)(t)), (x′, v′) ∈ Γ−, 0 ≤ t ≤ τ+(x′, v′).

Then

Df(~γ(x′,v′)(t)) =
∂

∂s

∣∣∣
s=0

f(~γ(~γ(x′,v′)(t))
(s))

=
∂

∂s

∣∣∣
s=0

f(~γ(x′,v′)(t+ s))

= ∂th(t, x′, v′),

so ∂th ∈ L1(TM); therefore, by Fubini’s theorem, ∂th ∈ L1
(
[0, τ+(x′, v′)]

)
for a.e. (x′, v′). Next,∫ τ+(x′,v′)

0
|h(s, x′, v′)| ds ≤

∫ τ+(x′,v′)

0

∫ s

0
|∂th(t, x′, v′)| dt ds

≤ τ+(x′, v′)‖∂th‖L1([0,τ+(x′,v′)]),

so that h(t, x′, v′) is also in L1
(
[0, τ+(x′, v′)]

)
for a.e. (x′, v′). Thus

|f(x′, v′)| = |f(~γ(x′,v′)(0)|

≤
∫ τ+(x′,v′)

0
|Df(~γ(x′,v′)(t))| dt

+
1

τ+(x′, v′)

∫ τ+(x′,v′)

0
|f(~γ(x′,v′)(t))| dt.

Integrating this inequality over Γ− gives the result. The proof for Γ+ is
similar. �

Theorem 2.3 gives that the trace operator, f 7→ f |Γ± , is continuous from
W into L1(Γ±, dµ).
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We proceed now to solve the boundary value problem (2) with f |Γ− =
f− ∈ L1(Γ−, dµ) and shall do so by reformulating the problem as an integral
equation. First,

Df(x, v) = g(x, v)

f |Γ− = 0

has solution

f(x, v) =
∫ τ−(x,v)

0
g(~γ(x,v)(s− τ−(x, v))) ds.

To see this, we must calculate the seemingly intractable

Df(x, v) =
∂

∂t

∣∣∣
t=0

∫ τ−(~γ(x,v)(t))

0
g
(
~γ(~γ(x,v)(t))

(
s− τ−(~γ(x,v)(t))

))
ds.

This simplifies considerably when one observes that

~γ(~γ(x,v)(t))(s) = ~γ(x,v)(s+ t)(6)

and

τ−(~γ(x,v)(t)) = t+ τ−(x, v).(7)

Thus

Df =
∂

∂t

∣∣∣
t=0

∫ t+τ−(x,v)

0
g
(
~γ(x,v)(s− τ−(x, v))

)
ds

= g(~γ(x,v)(0)) = g(x, v).

Lemma 2.4. Let f− be a function on Γ−. Then

Df(x, v) + σa(x, v)f(x, v) = 0 in TM

f |Γ− = f−

has solution Jf−, where

Jf−(x, v) = E(x, v, 0,−τ−(x, v))f−
(
~γ(x,v)(−τ−(x, v))

)
,

and where

E(x, v, s, t) = exp
(∫ t

s
σa(~γ(x,v)(p)) dp

)
.

Proof. We compute

DE(x, v, 0,−τ−(x, v)) =
∂

∂t

∣∣∣
t=0

E
(
~γ(x,v)(t), 0,−τ−(~γ(x,v)(t))

)
=

∂

∂t

∣∣∣
t=0

exp
(∫ −t−τ−(x,v)

0
σa(~γ(x,v)(p+ t) dp

)
= −E(x, v, 0,−τ−(x, v))σa(x, v)
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and

Df−(~γ(x,v)(−τ−(x, v))) =
∂

∂t

∣∣∣
t=0

f−
(
~γ(~γ(x,v)(t))

(
−τ−(~γ(x,v)(t))

))
=

∂

∂t

∣∣∣
t=0

f−
(
~γ(x,v)(−τ−(x, v))

)
= 0. �

Proposition 2.5. If ‖τσa‖L∞ <∞ then J : L1(Γ−, dµ) →W with

‖Jf−‖W ≤ (1 + ‖τσa‖L∞)‖f−‖L1(Γ−,dµ).

The proof is carried out as in [CS2]. Set

T0f = −Df − σaf, T1f(x, v) =
∫

TxM
k(x, v′, v)f(x, v′) dv′,

and put T = T0 + T1. We wish to solve T0f + T1f = 0 with f |Γ− = f−. To
this end, multiply T0f = −T1f by E(x, v,−τ−(x, v), 0). Then

D(E(x, v,−τ−(x, v), 0)f(x, v)) = −E(x, v,−τ−(x, v), 0)T0f(x, v)

= E(x, v,−τ−(x, v), 0)T1f(x, v)

has solution

E(x, v,−τ−(x, v), 0)f(x, v)

=
∫ τ−(x,v)

0
E(~γ(x,v)(t− τ−(x, v)),−t, 0)(T1f)

(
~γ(x,v)(t− τ−(x, v))

)
dt

=
∫ τ−(x,v)

0
E(x, v,−τ−(x, v), t− τ−(x, v))(T1f)

(
~γ(x,v)(t− τ−(x, v))

)
dt,

where we have used the identities (6) and (7). Define K by

Kf(x, v) = −E−1(x, v,−τ−(x, v), 0)
∫ τ−(x,v)

0
E(x, v,−τ−(x, v), t− τ−(x, v))

· (T1f)
(
~γ(x,v)(t− τ−(x, v))

)
dt

= −
∫ τ−(x,v)

0
E(x, v, 0, t− τ−(x, v))(T1f)

(
~γ(x,v)(t− τ−(x, v))

)
dt.

Taking into account the boundary condition f |Γ− = f−,

f(x, v) = −Kf(x, v) + E(x, v, 0,−τ−(x, v))f−
(
~γ(x,v)(−τ−(x, v))

)
,

that is,

(I +K)f = Jf−.(8)

Consider the unbounded operators T0f = T0f and Tf = Tf with domains

D(T0) =
{
f ∈ L1(TM) | T0f ∈ L1(TM), f |Γ− = 0

}
,

D(T) =
{
f ∈ L1(TM) | Tf ∈ L1(TM), f |Γ− = 0

}
.
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Formally,

T−1
0 f(x, v) = −

∫ τ−(x,v)

0
E(x, v, 0, t− τ−(x, v))f

(
~γ(x,v)(t− τ−(x, v))

)
dt

and, again formally, K = T−1
0 T1. In the following proposition we show that

on the appropriate spaces these formal statements are precise. Once again,
the arguments mirror those in [CS2].

Proposition 2.6.

(i) The operators τ−1T−1
0 and T1τ are bounded on L1(TM).

(ii) K = T−1
0 T1 is bounded on L1(TM, τ−1dvx dω(x)), the operator norm

of K is bounded by ‖τσp‖L∞ < 1, and so I + K is invertible on this
space.

(iii) Equation (8) and hence (2) is uniquely solvable for f− ∈ L1(Γ−, dµ)
with solution f ∈ W.

(iv) The albedo operator A : L1(Γ−, dµ) → L1(Γ+, dµ) is a bounded map.
(v) The operator τ−1T−1 is bounded on L1(TM).

Proof. First, if f ∈ L1(TM) then

‖τ−1T−1
0 f‖L1(TM)

≤
∫

Γ−

∫ τ+(x′,v′)

0

1
τ

∣∣∣∣∫ τ−(~γ(x′,v′)(t))

0
f
(
~γ(~γ(x′,v′)(t))

(
s− τ−(~γ(x′,v′)(t))

))
ds

∣∣∣∣ dt dµ
≤

∫
Γ−

∫ τ+(x′,v′)

0

1
τ+(x′, v′)

∫ τ+(x′,v′)

0

∣∣f(~γ(x′,v′)(s))
∣∣ ds dt dµ

=
∫

Γ−

∫ τ+(x′,v′)

0

∣∣f(~γ(x′,v′)(s))
∣∣ ds dµ = ‖f‖L1(TM).

Next,

‖T1τf‖L1(TM) ≤
∥∥∥∥1
τ
σp

∥∥∥∥
L∞(TM)

‖f‖L1(TM),(9)

by (4). It follows that K = T−1
0 T1 and

‖τ−1Kf‖L1(TM) = ‖τ−1T−1
0 T1f‖L1(TM) ≤ ‖T1f‖L1(TM)(10)

≤ ‖τσp‖L∞(TM)‖τ−1f‖L1(TM)

< ‖τ−1f‖L1(TM),

by (4). Thus (I + K) is invertible on L1(TM, τ−1dvx dω(x)) and (8) has
solution f = (I + K)−1Jf−. We now show that f ∈ W and so has a
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well-defined trace. We have

‖τ−f‖L1(TM) ≤
(
1− ‖τσp‖L∞(TM)

)−1‖τ−1Jf−‖L1(TM)

≤
(
1− ‖τσp‖L∞(TM)

)−1‖f−‖L1(Γ−,dµ),

where the last inequality follows from

‖τ−1Jf‖L1(TM) ≤
∫

M

∫
TxM

τ−1(x, v)
∣∣f−(

~γ(x,v)(−τ−(x, v))
)∣∣ dvx dω(x)(11)

=
∫

Γ−

∫ τ+(x′,v′)

0
τ−1
+ (x′, v′)|f−(x′, v′)| dt dµ(x′, v′)

= ‖f−‖L1(Γ−,dµ).

Since Tf = 0 and Df = −σaf + T1f , we have

‖Df‖L1(TM) ≤
(
‖τσa‖L∞(TM) + ‖τσp‖L∞(TM)

)
‖τ−1f‖L1(TM) <∞

from the previous estimate. Thus f ∈ W, and applying Theorem 2.3 we
have f |Γ+ = Af− ∈ L1(Γ+, dµ) with

‖Af‖L1(Γ+,dµ) ≤ ‖Df‖L1(TM) + ‖τ−1f‖L1(TM)

≤
(
1 + ‖τσa‖L∞(TM) + ‖τσp‖L∞(TM)

)
‖τ−1f‖L1(TM)

≤
(
1 + ‖τσa‖L∞ + ‖τσp‖L∞

)(
1− ‖τσp‖L∞

)−1‖f−‖L1(Γ−,dµ).

Finally, (v) follows by setting

T−1 = (I +K)−1T−1
0 : L1(TM) → L1(TM, τ−1dvx dω(x)). �

3. Singular solutions and the kernel of A

We now solve (2) in the sense of distributions with a singular boundary
condition:

−Df(x, v)− σa(x, v)f(x, v) +
∫

TxM
k(x, v′′, v)f(x, v′′) dv′′x = 0,(12)

f |Γ− = δ{x̂,v̂}(x
′, v′),

with (x̂, v̂) ∈ Γ−. Here, δ{x̂,v̂}(x′, v′) is a distribution on Γ− defined by

(δ{x̂,v̂}, ϕ) =
∫

Γ−

δ{x̂,v̂}(x
′, v′)ϕ(x′, v′) dµ(x′, v′) = ϕ(x̂, v̂).

Let ϕ− ∈ C∞0 (Γ−) and ϕ be the solution to

−Dϕ(x, v)− σa(x, v)ϕ(x, v) +
∫

TxM
k(x, v, v′)ϕ(x, v′) dv′x = 0,(13)

ϕ|Γ− = ϕ−.
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Then

ϕ = (I +K)−1Jϕ− = Jϕ− −KJϕ− + T−1T1KJϕ−.(14)

We shall analyze the three terms in this expression for ϕ, determining the
distribution kernel of the solution operator ϕ− 7→ ϕ of (13), which solves
(12) in the sense of distributions. This is the content of the following three
propositions:

Proposition 3.1. For the first term in (14) we have

Jϕ−(x, v) =
∫

Γ−

f0(x, v, x′, v′)ϕ−(x′, v′) dµ(x′, v′),(15)

with

f0(x, v, x′, v′) =
∫ τ+(x′,v′)

0
E(x, v, 0,−τ−(x, v)) δ(x,v)(~γ(x′,v′)(t)) dt.

Proof. If ψ ∈ C∞0 (TM) then

(Jϕ−, ψ)

=
∫

Γ−

∫ τ+(x′,v′)

0
Jϕ−(~γ(x′,v′)(t))ψ(~γ(x′,v′)(t)) dt dµ(x′, v′)

=
∫

Γ−

ϕ−(x′, v′)
∫ τ+(x′,v′)

0
E(~γ(x′,v′)(t), 0,−t)ψ(~γ(x′,v′)(t)) dt dµ(x′, v′)

(since −τ−(~γ(x′,v′)(t)) = −t),

=
∫

M

∫
TxM

∫
Γ−

ϕ−(x′, v′)
∫ τ+(x′,v′)

0
E(x, v, 0,−τ−(x, v))

· δ(x,v)(~γ(x′,v′)(t)) dt dµ(x′, v′)ψ(x, v) dvx dω(x),

where δ(x,v) is the distribution on TM defined by

(δ(x,v), ϕ) =
∫

M

∫
TxM

δ(x,v)(x, v)ϕ(x, v) dvx dω = ϕ(x, v).

Thus,

Jϕ−(x, v) =
∫

Γ−

f0(x, v, x′, v′)ϕ(x′, v′) dµ(x′, v′),

with f0 as given in the statement of the proposition. �

Due to our assumptions on the metric, the following parallel translation
map is globally well-defined: given (x, v) ∈ TM and y ∈ M denote by
P(v;x, y) : TxM → TyM the parallel translation of v along the (unique)
geodesic joining x and y.
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Proposition 3.2. For the second term in (14) we have

KJϕ−(x, v) =
∫

Γ−

f1(x, v, x′, v′)ϕ−(x′, v′) dµ(x′, v′)(16)

with

f1(x, v, x′, v′)

=
∫ τ+(x′,v′)

0

∫ τ−(x,v)

0
E(x, v, 0, s−τ−(x, v))E(x′, v′, 0, r)

· k
(
~γ(x′,v′)(r),P(γ̇(x,v)(s−τ−(x, v)); γ(x,v)(s−τ−(x, v)), γ(x′,v′)(r))

)
· δ{γ(x,v)(s−τ−(x,v))}(γ(x′,v′)(r)) ds dr.

Proof. Consider, for ψ ∈ C∞0 (TM),

(KJϕ−, ψ) =
∫

Γ−

∫ τ+(x′,v′)

0
KJϕ−(~γ(x′,v′)(t))ψ(~γ(x′,v′)(t)) dt dµ(x′, v′).

First, using identities (6) and (7) together with the fact that τ−(x′, v′) = 0
when (x′, v′) ∈ Γ−, we get

KJϕ−(~γ(x′,v′)(t)) = −
∫ t

0
E(x′, v′, t, s)T1Jϕ−(~γ(x′,v′)(s)) ds,

T1Jϕ−(~γ(x′,v′)(s)) =
∫

Tγ(x′,v′)(s)
M
k(γ(x′,v′)(s), w, γ̇(x′,v′)(s))

· Jϕ−(γ(x′,v′)(s), w) dwγ(x′,v′)(s)

and

Jϕ−(γ(x′,v′)(s), w) = −E(γ(x′,v′)(s), w,−τ−(γ(x′,v′)(s), w), 0)

· ϕ−
(
~γ(γ(x′,v′)(s),w)(−τ−(γ(x′,v′)(s), w))

)
.

Thus,

(KJϕ−, ψ)

=
∫

Γ−

∫ τ+(x′,v′)

0

∫ t

0

∫
Tγ(x′,v′)(s)

M
E(x′, v′, t, s)

· E
(
γ(x′,v′)(s), w,−τ−(γ(x′,v′)(s), w), 0

)
k(γ(x′,v′)(s), w, γ̇(x′,v′)(s))

· ϕ−(x, v)ψ(~γ(x′,v′)(t)) dw ds dt dµ(x′, v′)

where (x, v) =
(
~γ(γ(x′,v′)(s),w)(−τ−(γ(x′,v′)(s), w))

)
; see Figure 1 on the next

page.
We now perform the change of variables from (x′, v′, t) to (x, v), where

x = γ(x′,v′)(t) and v = γ̇(x′,v′)(t). Then t = τ−(x, v),

γ(x′,v′)(s) = γ(x,v)(s− τ−(x, v)), and γ̇(x′,v′)(s) = γ̇(x,v)(s− τ−(x, v)).
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PSfrag replacements

x
′

v
′

w

x̄ v̄
γ̇(x′,v′)(s)

γ(x′,v′)(s)

Figure 1.

Using parallel translation we may now introduce a delta distribution to
obtain

(KJϕ−, ψ)

=
∫

M

∫
TxM

∫ τ−(x,v)

0

∫
M
δγ(x,v)(s−τ−(x,v))(y)

∫
TyM

E(x, v, 0, s−τ−(x, v))

· E(y, w,−τ−(y, w), 0)

· k
(
y, w,P(γ̇(x,v)(s− τ−(x, v)); γ(x,v)(s− τ−(x, v)), y)

)
· ϕ−

(
~γ(y,w)(−τ−(y, w))

)
ψ(x, v) dwy dω(y) ds dvx dω(x),

where
(δx, ϕ)M =

∫
M
δx(y)ϕ(y) dω(y) = ϕ(x).

Make another change of variables (y′, w′, r) = (~γ(y,w)(−τ−(y, w)), τ−(y, w))
and interchange the order of integration dr dµ(y′, w′) ds to ds dr dµ(y′, w′).
We obtain

(KJϕ−, ψ)

=
∫

M

∫
TxM

ψ(x, v)
∫

Γ−

ϕ−(y′, w′)
∫ τ+(y′,w′)

0

∫ τ−(x,v)

0
E(x, v, 0, s− τ−(x, v))

· E(y′, w′, 0, r)

· k
(
~γ(y′,w′)(r),P(γ̇(x,v)(s− τ−(x, v)); γ(x,v)(s− τ−(x, v)), γ(y′,w′)(r))

)
· δ(γ(x,v)(s−τ−(x,v)))(γ(y′,w′)(r)) ds dr dµ(y′, w′) dvx dω(x).

Thus we have (16). �

Proposition 3.3. For the third and final term in (14) we have

T−1T1KJϕ−(x, v) =
∫

Γ−

f2(x, v, x′, v′)ϕ−(x′, v′) dµ(x′, v′)

with f2 ∈ L∞(Γ−;W).



316 STEPHEN R. MCDOWALL

Proof. We have

T1KJϕ−(x, v)(17)

=
∫

TxM

∫ τ−(x,w′)

0

∫
Tx̂M

k(x,w′, v)k
(
x̂, w, γ̇(x,w′)(t− τ−(x,w′))

)
· E(x,w′, 0, t− τ−(x,w′))E(x̂, w,−τ−(x̂, w), 0)

· ϕ−
(
~γ(x̂,w)(−τ−(x̂, w))

)
dwx̂ dt dw

′
x,

where x̂ = γ(x, w′)(t− τ−(x, w′)). Take the L1(TM) norm of T1KJϕ−(x, v).
We observe that

‖T1KJϕ−(x, v)‖L1(TM)(18)

≤ ‖T1τ‖L1(TM)→L1(TM)‖τ−1Kτ‖L1(TM)→L1(TM)‖τ−1Jϕ−‖L1(TM)

≤ ‖ϕ−‖L1(Γ−,dµ),

by (9), (4), (10) and (11). Thus by Fubini’s theorem, the integral above
defining T1KJϕ−(x, v) is absolutely convergent for a.e. (x, v) ∈ TM .

In the distributional sense, we make the following computation of the
distribution kernel of T1KJ : for x ∈ M let S(x) = {v̂ ∈ TxM | ‖v̂‖ = 1}
and extend all functions defined on TxM by zero to be defined on all of
{rv̂ | r ≥ 0, v̂ ∈ S(x)}. Let (x, v, x′, v′) ∈ Γ+ × Γ−. Then, as in (17),

(T1KJδ(x′,v′))(x, v)

=
∫

TxM

∫ τ−(x,w′)

0

∫
Tx̂M

k(x,w′, v)k
(
x̂, w, γ̇(x,w′)(t− τ−(x,w′))

)
· E(x,w′, 0, t− τ−(x,w′))E(x̂, w,−τ−(x̂, w), 0)

· δ(x′,v′)
(
~γ(x̂,w)(−τ−(x̂, w))

)
dwx̂ dt dw

′
x.

We shall cease to write out the arguments of the functions E in order to
compress the presentation. Change the integration over w′ ∈ TxM to polar
coordinates (r, ŵ′) ∈ R+ × S(x) and make the change of variables y = x̂ =
γ(x,ŵ′)(t−τ−(x, ŵ′)). Due to the assumptions on the metric g this is a global
diffeomorphism. Let J be the determinant of the Jacobian of this change of
variables. If γ is the unit speed geodesic joining γ(0) = y to γ(d) = x (for
d > 0), denote by ŵx(y) = γ̇(d) ∈ TxM the (unit) tangent vector of γ at x
and denote by ŵ(y) = γ̇(0) ∈ TyM the (unit) tangent vector of γ at y. Then

(T1KJδ(x′,v′))(x, v)

=
∫ ∞

0

∫
M

∫
V (y)

k(x, rŵx(y), v)k(y, w, rŵ(y))

· E(·)E(·)δ(x′,v′)
(
~γ(y,w)(−τ−(y, w))

)
|J | dwy dω(y) rn−2 dr.
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Change variables again setting (y, w) = ~γ(a′,b′)(s) and integrate with respect
to dµ(a′, b′):

(T1KJδ(x′,v′))(x, v)

=
∫ ∞

0

∫
Γ−

∫ τ+(a′,b′)

0
k
(
x, rŵx(γ(a′,b′)(s)), v

)
k
(
~γ(a′,b′)(s), rŵ(γ(a′,b′)(s))

)
· E( · )E( · )δ(x′,v′)(a′, b′)|J | ds dµ(a′, b′) rn−2 dr

=
∫ ∞

0

∫ τ+(x′,v′)

0
k
(
x, rŵx(γ(x′,v′)(s)), v

)
k
(
~γ(x′,v′)(s), rŵ(γ(x′,v′)(s))

)
· E( · )E( · )|J | ds rn−2 dr.

Claim 3.4. If ϕ− ∈ L1(Γ−, dµ) then for (x, v) ∈ TM

(T1KJϕ−)(x, v) =
∫

Γ−

(T1KJδ(x′,v′))(x, v)ϕ−(x′, v′) dµ(x′, v′).(19)

Proof. By the definition of T1KJ (see (17)), and manipulating the integral
as above, we obtain

(T1KJϕ−)(x, v)

=
∫

TxM

∫ τ−(x,w′)

0

∫
Tx̂M

k(x,w′, v)k
(
x̂, w, γ̇(x,w′)(t− τ−(x,w′))

)
· E( · )E( · )δ(x′,v′)

(
~γ(x̂,w)(−τ−(x̂, w))

)
dwx̂ dt dw

′
x

=
∫ ∞

0

∫
Γ−

∫ τ+(a′,b′)

0
k
(
x, rŵx(γ(a′,b′)(s)), v

)
k
(
~γ(a′,b′)(s), rŵ(γ(a′,b′)(s))

)
· E( · )E( · )ϕ−(a′, b′)|J | ds dµ(a′, b′) rn−2 dr.

Relabeling (a′, b′) as (x′, v′) and interchanging the order of integration from
ds dµ(x′, v′) dr to ds dr dµ(x′, v′) we obtain the right-hand side of (19) as
claimed.

From (18) we see that T1KJϕ− ∈ L1(TM) for all ϕ− ∈ L1(Γ−, dµ).
Thus from (19) and the Riesz representation theorem for L1(TM)-valued
functionals, the kernel T1KJδ(x′,v′)(x, v) is in L∞(Γ−(x′, v′);L1(TM)).

Define f2(·, ·, x′, v′) = T−1T1KJδ(x′,v′), where T−1 acts on the variables
(x, v) with (x′, v′) as parameters. Then

T−1T1KJϕ−(x, v) =
∫

Γ−

f2(x, v, x′, v′)ϕ−(x′, v′) dµ(x′, v′).

(The interchange of the operator T−1 and the integration is justified by the
continuity of T−1; see [DU] for example.) We show that f2 ∈ L∞(Γ−;W),
so that restriction to (x, v) ∈ Γ+ is well-defined. By Proposition 2.6, T−1 is
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bounded from L1(TM) to L1(TM, τ−1dvx dω(x)), so

f2 ∈ L∞
(
Γ−;L1(TM, τ−1dvx dω(x))

)
.(20)

Next, Df2 = −σaf2 +T1f2 +T1KJδ(x′,v′) and f2 7→ −σaf2 +T1f2 is bounded
from L1(TM, τ−1dvx dω(x)) to L1(TM) by (3) and (4), so

Df2 ∈ L∞(Γ−;L1(TM)). �(21)

To summarize our analysis of the terms in (14), we have shown that (13)
has solution

ϕ =
∫

Γ−

f(x, v, x′, v′)ϕ−(x′, v′)dµ(x′, v′)(22)

where the integral is in distributional sense and f is the sum of the three
terms given by (15), (16) and f2 above. Furthermore, f solves (12) in
the sense of distributions. In other words, f is the distribution kernel of
the solution operator ϕ− 7→ ϕ of (13). We proceed now to show that the
distribution kernel α(x, v, x′, v′) (where (x, v) ∈ Γ+, (x′, v′) ∈ Γ−) of the
albedo operator A is the restriction of f to (x, v) ∈ Γ+.

Theorem 3.5. The distribution kernel α(x, v, x′, v′) of A is expressible as
a sum α = α0 + α1 + α2, with

α0 = E(x, v,−τ−(x, v), 0)δ{~γ(x,v)(−τ−(x,v))}(x
′, v′)

= exp
(∫ 0

−τ−(x,v)
σa(~γ(x,v)(r)) dr

)
δ{~γ(x,v)(−τ−(x,v))}(x

′, v′),

α1 =
∫ τ+(x′,v′)

0

∫ τ−(x,v)

0
E(x, v, 0, s− τ−(x, v))E(x′, v′, 0, r)

· k
(
~γ(x′,v′)(r),P(γ̇(x,v)(s− τ−(x, v)); γ(x,v)(s− τ−(x, v)), γ(x′,v′)(r))

)
· δ{γ(x,v)(s−τ−(x,v))}(γ(x′,v′)(r)) ds dr,

α2 ∈ L∞(Γ−;L1(Γ+, dµ)).

Proof. We have formally αj = fj restricted to (x, v) ∈ Γ+, j = 0, 1, 2. Let
ϕ− ∈ Cm

0 (Γ−) and for (x, v) ∈ Γ+ consider ϕj(x, v) =
∫
Γ−
fj ϕ− dµ(x′, v′).

From (15), changing variables to (y, w) = ~γ(x′,v′)(t), we have

ϕ0(x, v)

=
∫

M

∫
TyM

E(x, v,−τ−(x, v), 0)δ{x,v}(y, w)ϕ−
(
~γ(y,w)(−τ−(y, w))

)
dwy dω

= E(x, v,−τ−(x, v), 0)ϕ−(~γ(x,v)(−τ−(x, v)))

=
∫

Γ−

α0(x, v, x′, v′)ϕ−(x′, v′) dµ(x′, v′),
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which justifies the expression for α0. The expression for α1 is nothing more
than a restatement of (16) with (x, v) ∈ Γ+. That α2 ∈ L∞(Γ−;L1(Γ+, dµ))
follows from (20), (21) and Proposition 2.5. �

4. The solution to the inverse problem

In this section we show that from the distribution kernel α of the albedo
operator A we can isolate the terms that differ in strength of singularity.
In dimensions 3 and higher, we isolate α0 and α1 and show that this yields
the absorption coefficient σa and the scattering kernel k. We are able to do
so because α0 and α1 are delta-type singularities in Γ+ × Γ− supported on
varieties of differing dimension and α2 is an L∞ function. In dimension 2, we
isolate α0 from α, which yields σa, but are unable to determine k since in this
case α1 is in fact a locally L1 function and so not distinguishable from α2.

We shall use the following global coordinates on TM : fix p ∈ M and
let {Ei} be an orthonormal basis for TpM . Define Ep : Rn → TpM by
Ep(x1, . . . , xn) =

∑
xiEi. Let Expp : TpM → M denote the exponential

map based at p. Note that Expp provides a diffeomorphism from Exp−1
p (M)

to M due to our assumptions on the metric. Recall that P(v;x, p) : TxM →
TpM is the parallel translation of v along the unique geodesic joining x and
p. We may now define global coordinates for TM by φ : TM → Rn × Rn,

φ(x, v) =
(
φ1(x), φ2(v)

)
=

(
(E−1

p ◦ Exp−1
p )(x), (E−1

p ◦ P)(v;x, p)
)
.

We first show that one can isolate α0 from α. Let ψ ∈ C∞0 (R) satisfy
0 ≤ ψ ≤ 1, ψ(0) = 1, and

∫
ψ(x) dx = 1. Define ψε(x) = ψ

(
x/ε

)
. Now let

ϕ : Γ+ × Γ− → R be a defining function for the support of the distribution
δ{~γ(x,v)(−τ−(x,v))}(x′, v′); that is, set

ϕ(x, v, x′, v′)

=
∥∥φ1(x′)−φ1

(
γ(x,v)(−τ−(x, v))

)∥∥2 +
∥∥φ2(v′)−φ2

(
γ̇(x,v)(−τ−(x, v))

)∥∥2
,

where the norm ‖ ·‖ is the Euclidean norm in Rn. We have that the support
of δ{~γ(x,v)(−τ−(x,v))}(x′, v′) is the set {ϕ(x, v, x′, v′) = 0}.

Proposition 4.1. The following limit holds in L1
loc(Γ+, dµ(x, v)):

lim
ε→0

∫
Γ−

α(x, v, x′, v′) (ψε ◦ ϕ)(x, v, x′, v′) dµ(x′, v′)

= exp
( ∫ 0

−τ−(x,v)
σa(~γ(x,v)(r)) dr

)
where the integral is meant in the sense of distributions.

Proof. When α is replaced by α0 the result is immediate. It remains to show
that when α is replaced by α1 and α2 the limit vanishes. Consider first α1.
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We shall show that the limit vanishes when considered in

L1
(
{(x, v) ∈ Γ+ | ‖v‖gx ≤M}, dµ(x, v)

)
,

for any M > 0. Let 0 ≤ χ ∈ C∞0 (R). Then

0 ≤
∫

Γ+

∫
Γ−

χ(‖v‖gx)α1(x, v, x′, v′)(ψε ◦ ϕ)(x, v, x′, v′) dµ(x′, v′) dµ(x, v)

(23)

≤
∫

Γ+

∫
Γ−

∫ τ+(x′,v′)

0

∫ τ−(x,v)

0
χ(‖v‖gx)

· k
(
~γ(x′,v′)(r),P(γ̇(x,v)(s− τ−(x, v)); γ(x,v)(s− τ−(x, v)), γ(x′,v′)(r))

)
· δ{γ(x,v)(s−τ−(x,v))}(γ(x′,v′)(r))(ψε ◦ ϕ)(x, v, x′, v′)

· ds dr dµ(x′, v′) dµ(x, v)

≤
∫

M

∫
TyM

∫
TyM

χ(‖w‖gy)k(y, w
′, w)

· (ψε ◦ ϕ)
(
~γ(y,w)(τ+(y, w)), ~γ(y,w′)(−τ−(y, w′))

)
dw′y dwy dω(y),

where (y′, w′) = ~γ(x′,v′)(r), (y, w) = ~γ(x,v)(s − τ−(x, v)) and we have used
the fact that ‖w‖gy = ‖γ̇(x,v)(s− τ−(x, v))‖gy = ‖v‖gx .

Now

(ψε ◦ ϕ)
(
~γ(y,w)(τ+(y, w)), ~γ(y,w′)(−t−(y, w′))

)
= ψε

(∥∥φ1

(
γ(y,w′)(−τ−(y, w′))

)
− φ1

(
γ(y,w)(−τ−(y, w))

)∥∥2

+ ‖φ2

(
γ̇(y,w′)(−τ−(y, w′))

)
− φ2

(
γ̇(y,w)(−τ−(y, w))

)
‖2

)
= ψε

(∥∥φ1

(
γ(y,w′)(−τ−(y, w′))

)
− φ1

(
γ(y,w)(−τ−(y, w))

)∥∥2

+ ‖φ2(w′)− φ2(w)‖2
)
,

so it follows that there is C depending on ψ such that

supp (ψε ◦ ϕ)
(
~γ(y,w)(τ+(y, w)), ~γ(y,w′)(−t−(y, w′))

)
⊂ {(y, w′, w) ∈M × TyM × TyM | ‖w′ − w‖gy < Cε}.

If we set Wε =
{
(y, w′, w)

∣∣ ‖w′ − w‖gy < Cε and ‖w‖gy ∈ suppχ
}
, then

from (23) we have

0 ≤
∫

Γ+

∫
Γ−

χ(‖v‖gx)α1(x, v, x′, v′)(ψε ◦ ϕ)(x, v, x′, v′) dµ(x′, v′) dµ(x, v)

≤
∫

Wε

χ(‖v‖gx)k(y, w′, w) dw′y dwy dω(y)

tending to 0 as λ → 0, since χ(‖v‖gx)k(y, w′, w) ∈ L1(M × TyM × TyM)
and the measure of Wε → 0 as ε→ 0.
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Finally, for α2,

0 ≤
∫

Γ+

∣∣∣∣∫
Γ−

χ(‖v‖gx)α2(x, v, x′, v′)(ψε ◦ ϕ)(x, v, x′, v′) dµ(x′, v′)
∣∣∣∣ dµ(x, v)

(24)

≤
∫

Vε

χ(‖v‖gx)|α2(x, v, x′, v′)| dµ(x′, v′) dµ(x, v),

tending to 0 as λ→ 0. Here

supp (ψε ◦ ϕ)(x, v, x′, v′)

⊂ Vε = {(x, v, x′, v′) ∈ Γ+ × Γ− | ‖P(v′;x′, p)− P(v;x, p)‖gp < Cε

and ‖v′‖gx′ , ‖v‖gx ∈ suppχ}
and the limit holds as stated since Theorem 3.5 gives

χ(‖v‖gx)α2(x, v, x′, v′) ∈ L1(Γ+ × Γ−, dµ(x, v) dµ(x′, v′))

and the measure of Vε tends to 0 as ε→ 0. �

Theorem 4.2. Suppose M ⊂ Rn, n ≥ 2, is a bounded domain with C∞

boundary, that g is a simple Riemannian metric on M , and that assump-
tions (3) and (4) hold. Then from the kernel of A we may determine the
absorption coefficient σa(x, v) = σa(x, ‖v‖gx).

Proof. From A we of course know α; taking the limit as in Proposition 4.1
we obtain∫ 0

−τ−(x,v)
σa(~γ(x,v)(r)) dr =

∫ 0

−τ−(x,v)
σa(γ(x,v)(r), ‖v0‖) dr

for all (x, v) ∈ Γ+, where ‖v0‖ = ‖γ̇(x,v)(0)‖ (= ‖γ̇(x,v)(t)‖ for all t).
That is, we know the integrals of σa along the geodesics joining (x′, v′) =
~γ(x,v)(−τ−(x, v)) ∈ Γ− and (x, v) ∈ Γ+. This is the geodesic ray transform
of the function σa and this transform is invertible. See [Sh1]. �

We work now towards determining k by isolating α1. Fix (y, w,w′) ∈
M × TyM × TyM with w and w′ linearly independent and let

Z =
{
γ(y,w)(−τ−(y, w)) | w ∈ span{w,w′}

}
⊂ ∂M.

We let h1 be a defining function for the set Z as follows: for z ∈ Z let
γz(t) be the geodesic joining z to y such that γz(0) = z and γz(1) = y,
and define π(γ̇z(1)) ∈ TyM to be the orthogonal projection of γ̇z(1) onto
(span{w,w′})⊥. Now define h1(z) = ‖π(γ̇z(1))‖gy . For z ∈ ∂M , we have
h1(z) = 0 if and only if z ∈ Z. Now let ψ1 ∈ C∞0 (R) satisfy 0 ≤ ψ1 ≤ 1,
ψ1(0) = 1,

∫
R ψ

1(x) dx = 1 and define ψ1
ρ : ∂M → R by

ψ1
ρ(z) = ψ1

(
h1(z)
ρ

)
;
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ψ1
ρ concentrates at Z as ρ approaches 0.
For 0 ≤ s ≤ τ(y, w) let ŷ(s) = γ(y,w)(s− τ−(y, w)), b̂(s) = P(w′; y, ŷ(s)) ∈

Tŷ(s)M , and denote x∗ = γ(y,w′)(−τ−(y, w′)). See Figure 2.

PSfrag replacements

x∗

y w

w′

b̂(s)

ŷ(s)

γ̇(y,w)(s− τ−(y, w))

γ̇(ŷ(s),b̂(s))(−τ−(ŷ(s), b̂(s)))

h(s) = γ(ŷ(s),b̂(s))

(

−τ−(ŷ(s), b̂(s))
)

Figure 2.

Define h(s) = γ(ŷ(s),b̂(s))

(
−τ−(ŷ(s), b̂(s))

)
∈ ∂M . Note that h(τ−(y, w)) =

x∗. It is easily seen that h(s) ∈ Z for each s, so h1(h(s)) = 0. Denote by
w∗ ∈ Tx∗∂M the tangent vector

d

ds

∣∣∣
s=τ−(y,w)

h(s);

since w and w′ are linearly independent, it is readily checked that w∗ 6= 0.
Define h2 : ∂M → R by

h2(x′) = 〈Exp−1
x∗ (x′), w∗〉gx∗ + sgn

(
〈Exp−1

x∗ (x′), w∗〉gx∗

)
‖φ1(x′)− φ1(x∗)‖Rn .

The function h2 has the property that h2 = 0 only at x′ = x∗. Furthermore,
if s0 = τ−(y, w) then

d

ds

∣∣∣
s=s0

h2(h(s)) = ‖w∗‖gx∗ 6= 0.

Now let ψ2 ∈ C∞0 (R) satisfy 0 ≤ ψ2 ≤ 1, ψ2(0) = 1,
∫

R ψ
2(x) dx = 1/‖w∗‖,

and define ψ2
ε by

ψ2
ε(x) =

1
ε
ψ2

(x
ε

)
.

We shall need one more approximate identity function. Let ψ3 ∈ C∞0 (Rn)
satisfy 0 ≤ ψ3 ≤ 0, ψ3(0) = 1,

∫
Rn ψ

3(x) dx = 1, and define

ψ3
ε (x) =

1
εn
ψ3

(x
ε

)
.

Let

W = {(y, w,w′) ∈M × TyM × TyM |w and w′ are linearly independent}.
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Proposition 4.3. If n ≥ 3 and (y, w,w′) ∈ M × TyM × TyM with w and
w′ linearly independent we have

lim
ε→0

lim
ρ→0

lim
ε→0

∫
Γ−

ψ1
ρ(x

′)ψ2
ε(f(x′))ψ3

ε

(
φ2(v′)− φ2(P(w′; y, x′))

)
· α(~γ(y,w)(τ+(y, w)), x′, v′) dµ(x′, v′)

= E(~γ(y,w)(τ+(y, w)), 0,−τ+(y, w))E(~γ(y,w′)(τ−(y, w′)), 0, τ−(y, w′))

· k(y, w,w′),

where the limit holds in L1
loc(W ).

Proof. Replacing α by α0 and integrating with respect to dµ(x′, v′) we obtain
a multiple of ψ2

ε

(
h2(γ(y,w)(−τ−(y, w)))

)
that (for all sufficiently small ε) is

zero unless w and w′ are linearly dependent.
Substituting α1 for α, changing variables (a, b) = ~γ(x′,v′)(r), and inter-

changing the order of integration from ds dba dω(a) to dba dω(a) ds we obtain∫ τ(y,w)

0

∫
M

∫
TaM

ψ1
ρ

(
γ(a,b)(−τ−(a, b))

)
ψ2

ε

(
h2

(
γ(a,b)(−τ−(a, b))

))
· ψ3

ε

(
φ2

(
γ̇(a,b)(−τ−(a, b))

)
− φ2

(
P

(
w′; y, γ(a,b)(−τ−(a, b))

)))
· E(·)E(·)k

(
a, b, γ̇(y,w)(s− τ−(y, w))

)
δŷ(s)(a) dba dω(a) ds

=
∫ τ(y,w)

0

∫
TŷM

ψ1
ρ

(
γ(ŷ,b)(−τ−(ŷ, b))

)
ψ2

ε

(
h2

(
γ(ŷ,b)(−τ−(ŷ, b))

))
· ψ3

ε

(
φ2

(
γ̇(ŷ,b)(−τ−(ŷ, b))

)
− φ2

(
P

(
w′; y, γ(ŷ,b)(−τ−(ŷ, b))

)))
· E( · )E( · )k

(
ŷ, b, γ̇(y,w)(s− τ−(y, w))

)
dbŷ ds.

Here ŷ = ŷ(s). Now φ2

(
γ̇(ŷ,b)(−τ−(ŷ, b))

)
−φ2

(
P

(
w′; y, γ(ŷ,b)(−τ−(ŷ, b))

))
equals φ2(b)−φ2

(
P(w′; y, ŷ(s))

)
since our global coordinates φ2 are obtained

by parallel translation. Set P(w′; y, ŷ(s)) = b̂(s) ∈ Tŷ(s)M . The expression
of ψ2

ε becomes ψ2
ε

(
φ2(b) − φ2(b̂(s))

)
and taking the limit as ε → 0 (in L1)

we obtain∫ τ(y,w)

0
ψ2

ε

(
h2(h(s))

)
E( · )E( · )k

(
ŷ(s), b̂(s), γ̇(y,w)(s− τ−(y, w))

)
ds.

Set s̃ = h2(h(s)); then

ds̃

ds

∣∣∣
s=τ−(y,w)

= ‖w∗‖ 6= 0,

and so for sufficiently small ε, for all s in the support of ψ2
ε

(
h2(h(s))

)
we

have des
ds 6= 0 and we may perform the change of variables from s to s̃ in the
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above integral. Since f
(
h(τ−(y, w))

)
= 0, setting s = (f ◦h)−1(s̃) we obtain

(for sufficiently small δ)∫ δ

−δ
ψ1

ε(s̃)E( · )E( · ) k(ŷ(s, b̂(s), γ̇(y,w)(s− τ−(y, w)))
ds

ds̃
ds̃

→ E( · )E( · ) k
(
ŷ(s(0)), b(s(0)), γ̇(y,w)(s(0)− τ−(y, w))

)
as ε→ 0, which in turn equals

E(~γ(y,w)(τ+(y, w)), 0,−τ+(y, w))E(~γ(y,w′)(τ−(y, w′)), 0, τ−(y, w′))k(y, w,w′).

Finally, let χ(y, w,w′) ∈ C∞0 (W ). Let

G− =
{
(x′, v′) ∈ Γ− | φ1(v′)− φ1(P(w′; y, x′)) ∈ suppψ3

ε , w
′ ∈ suppχ

}
,

G+ =
{
(x, v) = ~γ(y,w)(τ+(y, w)) ∈ Γ+ | (y, w) ∈ suppχ

}
.

Then ∫
M

∫
TyM

∫
TyM

∣∣∣∣∫
Γ−

ψ1
ρ(x

′)ψ2
ε(h2(x′))ψ3

ε

(
φ2(v′)− φ2(P(w′; y, x′))

)
(25)

· χ(y, w,w′)α2(~γ(y,w)(τ+(y, w)), x′, v′) dµ(x′, v′)
∣∣∣∣ dw′y dwy dω(y)

≤ 1
εε

∫
G+

∫ τ−(x,v)

0

∫
Tγ(x,v)(s)

M

∫
G−

ψ1
ρ(x

′)χ(~γ(x,v)(s), w
′)α2(x, v, x′, v′)

· dµ(x′, v′) dw′γ(x,v)(s)
ds dµ(x, v)

≤ 1
εε

∫
G−

∫
G+

ψ1
ρ(x

′)Cχ(x, v)τ(x, v)α2(x, v, x′, v′) dµ(x, v) dµ(x′, v′)

where

Cχ(x, v) = sup
s∈[0,τ(x,v)]

∫
Tγ(x,v)(s)

M
χ(~γ(x,v)(s), w

′) dw′γ(x,v)(s)
.

The integrand on the last line of (25) is an L1 function since τ(x, v)Cχ(x, v)
is bounded for (x, v) ∈ suppCχ, and α2 ∈ L∞(Γ−;L1(Γ+, dµ)). Since the
support of ψ1

ρ is a ρ-small neighborhood of a 3n-dimensional variety in the
4n− 2-dimensional Γ+ × Γ−, the integral (25) tends to zero as ρ→ 0. This
completes the proof of Proposition 4.3. �

Theorem 4.4. If M ⊂ Rn, n ≥ 3, is a bounded domain with C∞ boundary,
g is a simple Riemannian metric on M , and assumptions (3) and (4) hold
then from the kernel of A we may determine the collision kernel k(x, v′, v).

Proof. From Theorem 4.2 we can determine σa from A and so determine
E(x, v, s, t); taking the limit as in Proposition 4.3, we can thus determine
k(x, v′, v) for v′, v ∈ TxM linearly independent. Of course k is an L1 function
and so knowing k on such a set of v′, v is equivalent to knowing k. �
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