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This paper introduces an isometric extension procedure for Riemannian
manifolds with boundary, which preserves some lower curvature bound
and produces a totally geodesic boundary. As immediate applications of
this construction, one obtains in particular upper volume bounds, an upper
intrinsic diameter bound for the boundary, precompactness, and a home-
omorphism finiteness theorem for certain classes of manifolds with bound-
ary, as well as a characterization up to homotopy of Gromov–Hausdorff
limits of such a class.

1. Introduction

For manifolds with boundary, there seems to be a strong connection between the
existence of a curvature-controlled extension and uniqueness or finiteness results.

For example, in proving a uniqueness theorem for minimal surfaces, Nitsche
[1973] used an extension procedure to extend a minimal surface with boundary a
fixed distance beyond its boundary (as a minimal surface). According to a theorem
of Lewy [1951], if a minimal surface in R3 (possibly with interior branch points)
has a boundary consisting of real analytic boundary curves, then the surface can
be extended beyond its boundary as a minimal surface.

Motivated by the Penrose conjecture, Bartnik [1993] considered the extension
problem in the class of positive-mass metrics. This problem states, given a bounded
Riemannian three-manifold, describe the class of complete three-manifolds satis-
fying the conditions of the positive mass theorem (in particular, asymptotic flatness
with nonnegative scalar curvature) and containing the original three-manifold iso-
metrically. By solving a parabolic PDE, he established a special case of the Pen-
rose conjecture, assuming in particular a foliation of 3-space by metric 2-spheres
of positive Gaussian curvature, and boundary data being a minimal surface. The
conclusion was that the Schwarzschild metric was distinguished as having the least
total mass among all such 3-metrics.
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Thus, it is important to find general isometric, curvature-controlled extension
procedures.

The implicit function theorem and the Cauchy–Kowalevski theorem (in the an-
alytic category) are common tools to extend a manifold with boundary. However,
not only do these have a short, if not merely infinitesimal extension range, these
procedures are also, unlike the methods of the results mentioned above, insensitive
to curvature constraints.

In the context of Riemannian manifolds with nonnegative sectional curvature
and locally convex boundary, Kronwith [1979] considered C2 extensions preserv-
ing nonnegative sectional curvature and locally convex boundary, but his approach
relied on power series expansions of the metric tensor and features special to two-
dimensional surfaces which do not seem to work for dimensions higher than two.

Whitney extension of the metric tensor coefficients is another viable procedure,
but to control sectional curvature of such an extension, one must assume a bound on
the first two covariant derivatives of the curvature tensor of the original manifold.
This is generally regarded as too strong a geometric assumption to make. If one
is not interested in isometric extensions, meaning extensions leaving the metric
tensor on the original manifold intact, then it is possible to combine the Whitney
extension with various smoothing techniques to guarantee that the higher-order
covariant derivatives of the curvature tensor are bounded.

Normal extension techniques, such as used in [Kim et al. 2005], do provide any
preselected uniform extension range, though so far their use seems largely confined
to two-dimensional surfaces. This technique leads to focal points, which explains
why a lower bound on the second fundamental form of the boundary must typically
be assumed.

Here, we introduce an isometric extension procedure for manifolds with bound-
ary of any dimension; this procedure preserves some lower curvature bound and
produces a totally geodesic boundary.

Beginning with any Riemannian manifold with boundary (M, ∂M) one may
manufacture a collar, which, when isometrically glued to the boundary, yields an
Alexandrov space of curvature bounded below. Outside the gluing locus ∂M , the
resulting extension M̃ is C∞. Actually, M̃ is a C0 Riemannian manifold with a
C1,α differentiable manifold structure. An important feature is that not only is the
curvature of M̃ bounded from below, but M̃ can be constructed so as to have a
totally geodesic boundary.

This (Alexandrov) extension procedure — so-called since the result is an Alex-
androv space — has several applications. Among these, for certain classes of man-
ifolds with boundary, are an upper volume bound, an upper bound to the number
of boundary components, an upper intrinsic diameter bound to any boundary com-
ponent, a dimension estimate for Gromov–Hausdorff limits, precompactness, a
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homeomorphism finiteness result, and a characterization up to homotopy of limits.
Further applications are given in [Alexander et al. ≥ 2008], for topological

finiteness of all possible locally convex hypersurfaces in Rn spanning a given
codimension-2 smooth submanifold, and in [Wong 2007], for studying collapses
of manifolds with boundary.

Now we state the main results of this paper more precisely.
Fix n ≥ 2, K −, λ±, and d ∈ R. Let M(n, K −, λ±, d) denote the class of n-

dimensional Riemannian manifolds with boundary with lower sectional curvature
bound KM ≥ K −, two-sided second fundamental form bound λ−

≤ II∂M ≤ λ+, and
upper intrinsic diameter bound d(M)≤ d . Let M ∈ M(n, K −, λ±, d).

Theorem 1.1. (i) vol(M)≤ V for some V = V (n, K −, λ±, d), a universal posi-
tive constant.

(ii) vol(∂M)≤ V for some constant V = V (n, K −, λ±, d) <∞.

(iii) The intrinsic diameter of any boundary component of M is uniformly bounded
above by d(∂M)≤ D(n, K −, λ±, d).

(iv) ∂M has no more than c components, where c = c(n, K −, λ±, d) is a finite
constant.

Next, the class M may be endowed with the Gromov–Hausdorff topology.
There is a corollary to the upper volume estimate given above.

Corollary 1.2. If a sequence Mi ∈ M(n, K −, λ±, d) GH-converges to a metric
space X (necessarily compact and geodesic) then the Hausdorff dimension of X
satisfies dimH X ≤ n.

Relative volume comparison does not hold for the class M(n, K −, λ±, d) nor
for a more restricted class in which one imposes a lower volume bound to the
manifold and an intrinsic injectivity radius bound for the boundary. The ratio of
the volume of a ball to the volume of a smaller subball may have no upper bound.
Consider for instance a neckpinch, in which two concave parts of the boundary are
arbitrarily close to each other. Precompactness does nevertheless hold for these
classes, which is remarkable since relative volume comparison (within the class
itself) is customarily used to prove it.

Theorem 1.3. M(n, K −, λ±, d) is precompact in the Gromov–Hausdorff topology.

In other words, any sequence of manifolds with boundary in this class contains a
subsequence that converges to a compact metric space.

Theorems 1.1(iv) and 1.3 suggest that the class considered there contains a sub-
class for which there are only finitely many topological types. Indeed, their number
is bounded if a lower volume bound is also imposed:
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Theorem 1.4. M(n, K −, λ±, vol ≥ v > 0, d) contains only finitely many homeo-
morphism classes.

This is the analogue in the bordered case of the Grove–Petersen–Wu theorem.
The extension procedure also allows one to deduce homotopy structure for limits

of certain manifolds with boundary.

Theorem 1.5. Suppose {Mi } is a sequence of n-dimensional Riemannian mani-
folds with boundary such that KMi ≥ K −, |II∂Mi | ≤ λ, d(Mi ) ≤ d , and Mi GH-
converge to a limit space. Then there is a Lipschitz homotopy equivalence

limGH Mi ' limGH M̃i ,

where M̃i are the (Alexandrov) extensions of Mi , as in Proposition 2.1.

In particular, because limGH Mi is homotopic to the locally contractible space
limGH M̃i , it is itself locally contractible and hence admits a universal cover.

The next result is the main aid to constructing the extension.

Theorem 1.6 [Kosovskiı̆ 2002]. Let M1 and M2 be two smooth Riemannian man-
ifolds with boundary. Suppose their sectional curvatures are bounded below by K
and their boundaries are isometric and have respective second-fundamental forms,
the sum of which is positive semidefinite. Then the space obtained by isometrically
gluing M1 to M2 along their common boundary is an Alexandrov space of curva-
ture bounded below by K .

Another essential element in the construction of the extension is the devising
of a collar with the right curvature properties, which will assume the role of M2

above.

Lemma 1.7. Suppose M is any manifold with boundary having KM ≥ K − and
λ−

≤ II∂M ≤λ+. Then for any t0>0, there exists an intrinsic metric on ∂M×[0, t0]
such that II∂M×{0} ≥ |min{0, λ−

}| and II∂M×{t0} ≡ 0 and the sectional curvature of
∂M × [0, t0] is bounded below by a constant c(K −, λ±, t0).

Letting CM = ∂M × [0, t0] denote the collar so produced, the extension M̃ is
defined as

M̃ = M
⋃
∂MCM .

The metric on CM is constructed so that ∂M ×{0} in CM has a degree of convexity
which is at least as great as any possible concavity of ∂M in M . The properties of
the extension M̃ are given in more detail in Section 2.1.

By combining Lemma 1.7 with a similar, but different, gluing technique for
Ricci curvature, Theorems 1.1 and 1.3 may be improved.

Theorem 1.8 [Perelman 1997]. Let M1 and M2 be two C∞ Riemannian manifolds
with compact isometric boundaries, each having ric(Mi )>r− for some r−

∈R, and
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boundaries satisfying II∂M1 + II∂M2 ≥ 0 at every point on the identified boundary.
Then for all δ > 0 sufficiently small (depending on M1 and M2) the induced metric
on M1 ∪ M2 may be smoothed in a δ-small neighborhood of the gluing locus ∂Mi

to a C2 manifold with ric(M1 ∪ M2) > r−.

Originally Theorem 1.8 was sketched in [Perelman 1997] for the case of posi-
tive Ricci curvature and positive definite sum of second fundamental forms. The
details were provided in [Wang 1997]. It is not hard to check that this generalizes
to any lower Ricci curvature bound, as long as the sum condition on the second
fundamental forms is satisfied.

Let M(n, r−, λ±, d) denote the class of n-dimensional Riemannian manifolds
with boundary with lower Ricci curvature bound ric(M) ≥ r−, two-sided second
fundamental form bound λ−

≤ II∂M ≤ λ+, and upper intrinsic diameter bound
d(M)≤ d. Let M ∈ M(n, r−, λ±, d).

Theorem 1.9. (i) vol(M)≤ V (n, r−, λ±, d).

(ii) ∂M has no more than c components, where c = c(n, r−, λ±, d) is a finite
constant.

(iii) The intrinsic diameter of any boundary component of M is uniformly bounded
above by d(∂M)≤ D(n, r−, λ±, d).

(iv) M(n, r−, λ±) is precompact in the pointed Gromov–Hausdorff topology.

This theorem is fairly sharp, in that counterexamples arise if any of the hypothe-
ses, except perhaps the upper bound λ+, are dropped. The lower bound λ− (or at
least a lower mean curvature bound H− put in its place) is necessary for (i), (iii),
and (iv) to hold, as examples show. See Figure 1.

For another example, consider removing from the standard unit sphere arbitrarily
many small disjoint balls. Thus, the bound λ− is also necessary for part (ii) of
Theorem 1.9.

arbitrarily negative II∂M

Figure 1. A sunflower with arbitrarily many petals.
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When n = 2, Lemma 1.7 — and hence Theorems 1.1–1.5 and Theorem 1.9 —
remains true if the upper bound λ+ is dropped.

This paper is organized as follows. After a few additional remarks putting the
methods and results into context, Section 2.1 constructs the extension. The main
result is Proposition 2.1. Section 2.2 proves Theorems 1.1–1.5 and Theorem 1.9.

Remarks on gluing

The key assumption of positive semidefiniteness of the sum of the second funda-
mental forms of the boundaries in the gluing procedure of Kosovskiı̆ [2002] and
Perelman [1997] has also been used by Miao [2002]. He obtained a metric of
bounded scalar curvature on the union of two manifolds with boundary, assuming
that each manifold had bounded scalar curvature and that the boundaries satisfied
the sum condition for mean curvature. See [Miao 2002, Proposition 3.1] for details
and the proof. The sum condition for mean curvature was proposed in print in
[Bartnik 1997]. Recently it has been used to investigate versions of the positive
mass theorem [Miao 2002; Shi and Tam 2004].

However, the gluing theorem for Ricci curvature, Theorem 1.8, will not hold in
general if the sum condition on the second fundamental forms is replaced by a sum
condition on the mean curvatures. See [Wei 1989, page 19] for a counterexample.

One of the earliest references to a sum condition is [Alexandrov 1948], translated
in [Aleksandrov and Zalgaller 1967], in which the gluing of several domains with
boundary — each cut out of a two-dimensional space of nonnegative curvature (by
which is meant either a convex polyhedron, a convex surface, or a C∞ Riemannian
manifold) and having sum of turns ≥ 0 — itself was a space of nonnegative cur-
vature. The notion of turn is a generalization of the integral of geodesic curvature
and coincides with it when the boundary is at least C2 smooth.

If one is interested in studying a class of manifolds with boundary via the
technique of gluing, it is necessary to produce a compatible gluand to attach to
a boundary. If this is done smoothly, this is the Cauchy extension problem.

Remarks on [Kodani 1990]

Theorems 1.3 and 1.4 amend and sharpen certain results of Kodani, whose [1990]
paper was one of the earliest to consider convergence of Riemannian manifolds
with boundary with respect to the Gromov–Hausdorff topology.

Theorem 1.10 [Kodani 1990]. In M(n, K ±, λ±, i∂ , iint), the Gromov–Hausdorff
and Lipschitz topologies coincide, that is, for every δ > 0 there exists an ε > 0 such
that for all M, N ∈ M, dG H (M, N ) < ε implies dL(M, N ) < δ.

Here, the assumed uniform lower bounds on the injectivity radii i∂ and iint

provide a uniform lower volume bound to any M ∈ M. Refer to Appendix A
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for the definitions of these injectivity radii. Theorem 1.10 is a generalization of
Gromov’s convergence theorem (see [Gromov 1999, Chapter 8+, Section D] and
its references), which asserts that for any sequence of closed n-dimensional Rie-
mannian manifolds Mi satisfying |KMi | ≤ K , d(Mi ) ≤ d , and vol(Mi ) ≥ v > 0,
there is a subsequence that convergences in Lipschitz distance to an n-dimensional
differentiable manifold with a metric of C1,α Hölder class.

Kodani gave precompactness results for two classes of manifolds with boundary.
The first class involved manifolds with locally convex boundary:

Proposition 1.11. M(n, K ±, λ−
= 0, λ+, d, vol ≥ v) is contained in the class of

Theorem 1.10. Furthermore, M(n, K ±, λ−
= 0, λ+, d, vol ≥ v) is precompact in

the Gromov–Hausdorff topology.

Kodani also states, but with a circular proof1, the following proposition:

Proposition 1.12. There exist λ−

0 < 0 and i0 > 0 depending on n, K ±, λ+, d,
vol ≥ v, and d∂ , such that i∂(M)≥ i0 and iint(M)≥ i0 is satisfied by any manifold
with boundary M in the class M(n, K ±, λ−

0 , λ
+, d, vol ≥ v, d∂), and so M is con-

tained in the class of Theorem 1.10. The class M(n, K ±, λ−

0 , λ
+, d, vol ≥ v, d∂) is

precompact in the Gromov–Hausdorff topology.

Here the bound d∂ denotes a fixed upper bound for the sum of the intrinsic
diameters of all components of the boundary. In Proposition 1.12, some concavity
of the boundary is allowed, but not too much (depending on the other geometric
bounds).

By a result of Shikata [1966], if the Lipschitz distance dL(M, N ) is sufficiently
small for two differentiable spaces M and N , then they are diffeomorphic. So
Theorem 1.10 implies

Corollary 1.13 [Kodani 1990]. The classes in Propositions 1.11 and 1.12 contain
only finitely many diffeomorphism classes. In particular, the number of connected
components of the boundary of any manifold in such a class is uniformly bounded
above.

The method used to prove Theorem 1.10 consisted of studying inward equidis-
tant parallels of the boundary, relying on the i∂ bound.

1[Kodani 1990, Proposition 6.2], used to prove Proposition 1.12 above, relies on [Lemma 3.4],
which requires the geodesic emanating from a point on the boundary to lie within an i∂ tubular
neighborhood of the boundary. It may happen that in [Proposition 6.2] the minimizing M-geodesic
τ2 (which begins on ∂M) goes outside such a neighborhood, so that τ2 * M[0,min{t0, iint, i∂ }]. In
this case, the differential inequality used to derive an upper bound for l(s) := d(τ2(s), ∂M) is only
valid for certain 0 ≤ s ≤ s1, such that τ2(s) lies within the i∂ neighborhood of ∂M . So the upper
bound on l(s) holds only if an upper bound on l(s) holds, which is a circular argument invalidating
[Proposition 6.2] and thereby the proof of Proposition 1.12 given in [Kodani 1990].
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Examples show that Theorem 1.10 is sharp, in that none of the bounds may be
dropped. On the contrary, Propositions 1.11 and 1.12 and Corollary 1.13 above are
far from optimal, as Theorems 1.3 and 1.4 show. In particular, for precompactness,
it is not necessary to assume either an upper bound on the sectional curvature or a
lower bound for volume.

Notations and conventions

Manifolds are assumed to be metrically complete and also, unless we are speaking
about the boundary, usually connected. A closed manifold is one that is compact
and without boundary.

For an immersion N ↪→ M , an inequality of the form II ≥ λ signifies that all
eigenvalues of the associated quadratic form S : T N → T N are ≥ λ. Here we
define II(X, Y ) = g(∇Xν, Y ), where ν is the outer normal. By convention, the
standard flat disc D2(r) of radius r has II = 1/r ≥ 0 and a convex boundary.

If N is a disconnected Riemannian manifold, an inequality of the form d(N )≤d
will usually be interpreted to mean that every path component of N has an upper
intrinsic diameter bound d . Finally, we adopt these notations:

• [xy]X , for a length space X , is a minimal geodesic segment from the point x
to the point y.

• B(x, r; X) is an open metric ball in X of radius r centered at x .

• dX , d, or |·|X interchangeably denote the metric distance function of a metric
space X .

• M(n, K ±, λ±, iint, i∂ , d) for instance, denotes the class of n-dimensional man-
ifolds with boundary M having lower (K −) and upper (K +) interior sectional
curvature bounds, lower (λ−) and upper (λ+) bounds on the second funda-
mental form, some (unspecified) uniform positive lower bounds to iint(M) and
i∂(M), and an upper diameter bound d .

2. (Alexandrov) extension

2.1. Construction.
Proof of Lemma 1.7. Let λ = min{0, λ−

}. Fix some t0 > 0 and 0 < ε < 1. For
some K = K (λ, ε, t0) ∈ R, there exists a C∞ monotone nonincreasing function
φ(t) defined on [0, t0] satisfying (see Figure 2)

φ′′
+ Kφ ≤ 0, φ(0)= 1,

−∞< φ′(0)≤ λ,

φ(t0)= ε,

φ′(t0)= 0.

Consider the warped-product metric on ∂M × [0, t0] given by g1(x, t)= dt2
+

φ(t)2g∂M(x). Let X and Y be g1-orthonormal tangent vectors to ∂M × [0, t0] at
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0

slope = λ−

1

ε

t0

Figure 2. Warping function φ.

the point (x, t) that are vertical with respect to the Riemannian submersion that
projects (∂M ×[0, t0], g1) onto [0, t0]. Let T denote a radial (that is, a horizontal)
unit tangent vector to ∂M × [0, t0] at (x, t). From the O’Neill formula for a Rie-
mannian submersion, g1 by construction has tangential sectional curvatures and
radial curvatures

K1(X, Y )=
K∂M(X, Y )−|φ′(t)|2

φ2(t)
and K1(X, T )= −

φ′′(t)
φ(t)

≥ K ∈ R,

respectively. If X i and X j are any unit vertical tangent vectors,

IIX i ∧X j (x, 0)= −
φ′(0)
φ(0)

≥ |λ| and IIX i ∧X j (x, t0)= −
φ′(t0)
φ(t0)

= 0,

so that the boundary is locally convex as stated. �

In Lemma 1.7, t0 and ε are independent free parameters which may be chosen
according to one’s purpose. The optimal (that is, the greatest) lower bound K0

achievable for some φ satisfying the above requirements decreases to −∞ as t0
decreases to 0 (with ε fixed). It also decreases to −∞ as ε tends to 1 (with t0
fixed), provided λ− < 0 is fixed too.

An explicit warping function φ. Here is an explicit construction of a warping
function φ satisfying the condition of the lemma.

Assume that 0<ε < 1, 0< t0, and λ≤ 0. It may be further assumed that λ< 0,
since otherwise λ−

≥ 0, and then the boundary, being locally convex, would not
require an extension (in this case one could just take φ ≡ 1).

For 0 ≤ t < t0, define

(2-1) φ(t)= (1 − ε) exp
(
λt2

0

1 − ε

( 1
t0−t

−
1
t0

))
+ ε.
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Then

φ′(t)=
λt2

0

(t0 − t)2
exp

(
λt2

0

1 − ε

( 1
t0−t

−
1
t0

))
.

Extend φ to be defined on [0, t0] by requiring continuity of φ and all its deriva-
tives, that is, φ(t0) := limt↑t0 φ(t), φ

′(t0) := limt↑t0 φ
′(t), and so on.

Then

φ(0)= 1,

φ′(0)= λ,

φ(t0)= limt↑t0 φ(t)= (1 − ε) · 0 + ε = ε,

φ′(t0)= limt↑t0 φ
′(t)= 0,

and obviously φ′(t)≤ 0 for all 0 ≤ t ≤ t0 (so φ is nonincreasing) since λ≤ 0. Now

φ′′(t)=

(
2

λt2
0

(t0 − t)3
+

(λ)2t4
0

(t0 − t)4(1 − ε)

)
exp

(
λt2

0

1 − ε

( 1
t0−t

−
1
t0

))
has four possible critical points 0, t0, and the two points

t3± = t0 +
1
6
(3 ±

√
3)λt2

0

1 − ε
,

with corresponding values φ′′(0)= 2λ/t0 +λ2/(1−ε), φ′′(t0)= limt↑t0 φ
′′(t)= 0,

and

(2-2) φ′′(t3±)= ∓ 432

√
3(1 − ε)3

λ2t4
0 (3 ±

√
3)4

exp
(

−
6

3±
√

3
−
λt0

1−ε

)
.

But t3± ∈ [0, t0] if and only if

(2-3)
|λ|t0
1 − ε

≤
6

3 ±
√

3
.

Observe that 1≥φ(t)≥ε>0 for all 0≤ t ≤ t0. If φ′′(t)<0 then −φ′′(t)/φ(t)≥0.
If φ′′(t) > 0 then

(2-4) −
φ′′(t)
φ(t)

≥ −
1
ε

maxφ′′(t)= −
1
ε

max{φ′′(0), φ′′(t0), φ′′(t3±)}

= −
1
ε

max
{

0,
(

2 λ
t0

+
λ2

1−ε

)
, φ′′(t3−)

}
provided that (2-3) holds for both cases. (Even if they do not, the bound here is
still valid, though not as sharp.) Therefore in any case, the radial curvatures are
bounded below according to (2-4).

It remains to bound the tangential curvatures from below.
The derivative φ′(t) itself has at most three possible critical points 0, t0, and

t4 = t0 +λt2
0/(2(1−ε)) in [0, t0], with corresponding values φ′(0)= λ, φ′(t0)= 0,
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and

(2-5) φ′(t4)= 4(1−ε)2

λt2
0

exp
(

− 2 −
λt0

1−ε

)
.

But note that t4 ∈ [0, t0] if and only if |λ|t0/(1 − ε)≤ 2.
Now note

K −

∂M/φ(t
2)≥ 0 if K −

∂M ≥ 0,

K −

∂M/φ(t
2)≥ K −

∂M/ε
2 if K −

∂M ≤ 0.

Therefore in any case, the tangential sectional curvatures are bounded below by

(2-6) 1
φ2(t)

(K −

∂M − |φ′(t)|2)≥ min{0, K −

∂M/ε
2
} − max|φ′(t)|2/minφ2(t)

≥
1
ε2

(
min

{
0, K −

− (max{|λ−
|, |λ+

|})2
}
− max{|λ|2, (value of (2-5))2

}
)
.

If in an orthonormal frame the sectional curvatures are bounded (from below)
on all frame two-planes, then the sectional curvatures are bounded (from below) on
arbitrary two-planes. So (2-4) and (2-6) together prove that the sectional curvatures
of (∂M × [0, t0], g1) are bounded below by a constant c(K −, λ±, t0), as stated in
Lemma 1.7.

Proposition 2.1 (Construction of extension). Fix n ≥ 2 and K −, λ±
∈ R. For any

M ∈ M(n, K −, λ±)≡ {M Riemannian n-manifold : K −
≤ KM , λ

−
≤ II∂M ≤ λ+

},
there exists an isometric, uniform extension M̃ of M that is an Alexandrov space of
curvature bounded below by a constant k = k(K −, λ±). The extension is uniform
in that the distance in M̃ between ∂M and ∂ M̃ is no smaller than a constant which
may be chosen arbitrarily.

Proof. Choose some t0 > 0 and 1 > ε > 0. Construct M̃ as follows. Let CM =

∂M × [0, t0], and equip it with the metric g1 of Lemma 1.7. Let M̃ := M ∪ CM

be the isometric gluing of CM to M along their isometric boundaries. Now let
K −

C = K −

C (K
−, λ±) denote the lower sectional curvature bound of the collar pro-

duced in the lemma. Then by Theorem 1.6, M̃ is an Alexandrov space of curvature
bounded below by min{K −, K −

C }. The last claim follows by construction of the
metric in Lemma 1.7, since geodesics emanating orthogonally to ∂ M̃ minimize the
distance to ∂ M̃ at least as long as they remain in CM . �

We remark that when dim M = 2 the upper bound λ+ is not needed in Lemma
1.7 nor in Proposition 2.1 and its corollaries, since in this situation there are no
tangential two-planes on which to speak of curvature.

Note also that under only the hypotheses of Proposition 2.1, neither M nor CM

need be a locally convex subset of M̃ . For instance, to see that CM need not be
locally convex in M̃ , take M to be the result of cutting lengthwise (through the
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apex) a rounded-off cone with small cone angle, so that the resulting boundary of
M near the apex is totally geodesic, but elsewhere has some concavity.

Properties of M̃. By [Kosovskiı̆ 2002], a gluing as in Theorem 1.6, such as the M̃
constructed in Proposition 2.1, is realized as the limit of manifolds with metric ten-
sors of class W 2,∞

loc that have lower curvature bounds approaching that of M̃ . These
in turn are constructed using Sobolev averaging of the metrics in a neighborhood
of the gluing locus. As a consequence, M̃ is a C1,α differentiable manifold with
C0 Riemannian structure and is almost everywhere C∞.

For future reference, we record these additional properties of the extension M̃ :

(i) i∂(M̃)≥ t0.

(ii) d(M̃)≤ d(M)+ 2t0.

(iii) |xy|M ≤
1
ε
|xy|M̃ for all x, y ∈ M . In particular, d(M)≤

1
ε
d(M̃).

(iv) ∂M =
1
ε
∂ M̃ . In particular, d(∂M)=

1
ε
d(∂ M̃).

Properties (i) and (iv) are clear from construction. Define a map π : M̃ → M by

(2-7) π(x)=

{
x if x ∈ M,
orthogonal projection of x onto ∂CM = ∂M if x ∈ CM .

Let x, y ∈ M̃ . Then

|xy|M̃ ≤ |xπ(x)|M̃ + |π(x)π(y)|M̃ + |π(y)y|M̃ by the triangle inequality

≤ t0 + |π(x)π(y)|M + t0 since M ⊂ M̃

≤ d(M)+ 2t0,

which proves (ii). Property (iii) will be proved in the course of Lemma 2.2.
The Lipschitz continuity (as well as the Lipschitz constant) of the projection

map π from M̃ to M will be important in later applications.

Lemma 2.2. Let (M, ∂M) be fixed. Consider the projection map π : M̃ → M
defined above. Then for all x, y ∈ M̃ , we have |π(x)π(y)|M ≤

1
ε
|xy|M̃ .

Proof. Let γ :=[xy]M̃ be a minimal M̃-geodesic from x to y parametrized on [0, 1],
and consider an arbitrary partition 0 ≤ t1 ≤ . . .≤ tN ≤ 1 of [0, 1]. Conceivably, γ
may cross ∂M infinitely many times.

If [γ (ti )γ (ti+1)]M̃ ⊂ M then

(2-8) |π(γ (ti ))π(γ (ti+1))|M̃ = |γ (ti )γ (ti+1)|M̃ .
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If [γ (ti )γ (ti+1)]M̃ ⊂ CM then

(2-9) |π(γ (ti ))π(γ (ti+1))|M̃ ≤ |π [γ (ti )γ (ti+1)]M̃ |M

= |π [γ (ti )γ (ti+1)]CM |M

= |π [γ (ti )γ (ti+1)]CM |∂CM

≤
1
ε
|γ (ti )γ (ti+1)|CM

=
1
ε
|γ (ti )γ (ti+1)|M̃ .

Otherwise [γ (ti )γ (ti+1)]M̃ belongs neither to M nor CM . In this case, when
γ (ti ) ∈ CM , let t∗

i ∈ ∂M be such that [γ (ti )γ (t∗

i )]M̃ ⊂ CM ; otherwise set t∗

i := ti .
Similarly, if γ (ti+1) ∈ CM , let t∗∗

i ∈ ∂M be such that [γ (t∗∗

i )γ (ti+1)]M̃ ⊂ CM ;
otherwise set t∗∗

i := ti+1.
Note that π(γ (t∗

i ))= γ (t∗

i ) and π(γ (t∗∗

i ))= γ (t∗∗

i ), so that

(2-10) |π(γ (t∗

i ))π(γ (t
∗∗

i ))|M̃ = |γ (t∗

i )γ (t
∗∗

i )|M̃ ,

just as in (2-8). Then

|π(γ (ti ))π(γ (ti+1))|M̃

≤|π(γ (ti ))π(γ (t∗

i ))|M̃ +|π(γ (t∗

i ))π(γ (t
∗∗

i ))|M̃ +|π(γ (t∗∗

i ))π(γ (ti+1))|M̃

≤
1
ε
|γ (ti )γ (t∗

i )|M̃ + |γ (t∗

i )γ (t
∗∗

i )|M̃ +
1
ε
|γ (t∗∗

i )γ (ti+1)|M̃

≤
1
ε

(
|γ (ti )γ (t∗

i )|M̃ + |γ (t∗

i )γ (t
∗∗

i )|M̃ + |γ (t∗∗

i )γ (ti+1)|M̃
)

=
1
ε
|γ (ti )γ (ti+1)|M̃ .

where the first inequality uses the triangle inequality, the second uses (2-9) and
(2-10), and the third uses ε ≤ 1. Hence, noting that π [xy]M̃ is a path in M from
π(x) to π(y), we have

|π(x)π(y)|M ≤ |π [xy]M̃ |M = lim sup
N−1∑
i=1

|π(γ (ti ))π(γ (ti+1))|M

= lim sup
N−1∑
i=1

|π(γ (ti ))π(γ (ti+1))|M̃

≤ lim sup
N−1∑
i=1

1
ε
|γ (ti )γ (ti+1)|M̃ =

1
ε
|xy|M̃ ,

where the lim sup is taken over all partitions (t1, . . . , tN ) of [0, 1] and over all N .
Here the inequality uses (2-8), (2-9), and the previous estimate. �

2.2. Corollaries of the construction. We will now prove Theorems 1.1–1.5 and
Theorem 1.9. For the rest of this section, a single choice of warping function φ, as
in the construction of the (Alexandrov) extension, will be fixed.
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Proof of Theorem 1.1(i). From the coarea formula, valid for Alexandrov spaces,

vol(M̃)=

∫ d(M̃)

0
voln−1(S(x, r; M̃)) dr

for any x ∈ M̃ , where voln−1 stands for the (n−1)-dimensional Hausdorff measure
and S(x, r; M̃) denotes the metric distance sphere of radius r about x in M̃ . In
particular, if S(x, r; M̃)= ∅ then its measure is assigned the value zero. Note that
S(x, r; M̃)∩ M = ∅ if x is chosen to lie in M and r > d(M). Hence (for example,
[Burago et al. 2001, Theorem 10.6.8]),

vol(M)=

∫ d(M)

0
voln−1(S(x, r; M̃)∩ M) dr

≤

∫ d(M)

0
voln−1(S(x, r; M̃)) dr

≤ vol(Sn−1(1))
∫ d(M)

0
snn−1

min{K −,K −

C }
(r) dr,

where

snk(r) :=


sin(

√
kr)/

√
k k > 0,

r k = 0,
sinh(

√
|k|r)/

√
|k| k < 0

is the generalized sine function; so the volume is bounded above by a constant
V (n, K −, λ±, d). �

Proof of Theorem 1.1(ii). Since CM ⊂ M̃ , vol(CM)≤ vol(M̃)≤ V (n, K −, λ±, d),
where the last V is obtained like in Theorem 1.1(i). Since CM = ∂M×φ[0, t0] and
∂M×φ{t0} = ε ·

(
∂M×φ{0}

)
,

vol(CM)≥ vol(∂M×φ{t0}) · t0 = εn−1
· vol(∂M×φ{0}) · t0.

Combining these inequalities yields

vol(∂M)= vol(∂M×φ{0})≤
V (n, K −, λ±, d)

t0 ·εn−1 . �

Remarks on volume. First, even in dimension 2, Theorem 1.1(i) (not requiring λ+)
is apparently inaccessible by the Gauss–Bonnet formula, isoperimetric inequalities,
and the Heintze–Karcher approach of exponentiating the normal bundle of the
boundary, which would work if in addition one had an upper volume bound of
the boundary itself.

Second, by replacing d with r in Theorem 1.1(i), one also gets a bound for the
volume of a ball B(x, r) in any M ∈ M(n, K −, λ±, d). Neither this nor Theorem
1.1(i) itself is sharp in general. It is sometimes more efficient to add a cap or cone
to the boundary.
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In contrast to the closed case, there is no volume rigidity for manifolds with
sectional curvature and second fundamental form bounds, unless special restric-
tions are placed on these values, for example, by assuming the boundary is locally
convex. In other words, even though it is possible to find a model space for which

vol(B(x, r; M))≤ vol(B(x, r; model space))

holds for every M ∈M(n, K −, λ±, d) and all x ∈ M and 0<r ≤d (we accomplished
this above), it will not be possible in general to assert that the ball is isometric to
the model space ball when the volume is maximal.

This lack of volume rigidity persists even for small metric balls in the manifold
(in particular, those that intersect the boundary) and is related to the observation that
there appears to be no universal model space or single class of model spaces. An
example may be constructed by considering the manifolds obtained by removing
from the unit sphere Sn(1) three disjoint metric balls of the same radius but of
various configurations.

Proof of Corollary 1.2. For each Mi , construct M̃i using a fixed warping function
independent of i . By precompactness, the M̃i have a Gromov–Hausdorff limit Y .

By Lemma 2.2 the maps πi : M̃i → Mi are surjective and uniformly Lipschitz.
By Proposition B.1, there is a Lipschitz surjection from Y to X . Lipschitz maps
do not raise Hausdorff dimension, and so dimH X ≤ dimH Y ≤ n. �

We note as an aside that another proof may be obtained from the volume esti-
mate of Theorem 1.1(i). Briefly stated, it suffices to show that the n-dimensional
Hausdorff measure voln(X) of X is finite. Let cov denote the covering function,
that is, cov(X, r) is the minimal number of balls of radius r needed to cover X .
First note that cov is almost-continuous with respect to GH-convergence, in that if
dGH(Mi , X)≤ ηi → 0, then cov(X, r)≤ cov(Mi , r − ηi ).

Then, setting ωn−1 := vol(Sn−1(1)),

voln(X) := limr↓0
ωn−1

n
rn cov(X, r) by definition

≤ limr↓0 lim supi→∞

ωn−1
n

rn cov(Mi , r − ηi )

≤ limr↓0 lim supi→∞

ωn−1
n

rn cov(Mi , r)

= lim supi→∞ limr↓0
ωn−1

n
rn cov(Mi , r) = lim supi→∞ voln(Mi )

≤ V (n, K −, λ±, d) <∞,

where the final “≤” is by Theorem 1.1(i).

Proof of Theorem 1.1(iii). For any metric space X and radius r ≤ R, define the
capacity cap(r, R; X) of X to be the maximum number of disjoint balls of radius
r in X that can be packed in a ball of radius R.
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Recall that any M ∈ M admits an extension M̃ with i∂(M̃) ≥ t0. Also, ∂ M̃ =

ε∂M , where ε is the fixed parameter given in the extension procedure. For any
0< r ≤ R, it is obvious that

(2-11) cap(r, R; ∂M)= cap(εr, εR; ε∂M)= cap(εr, εR; ∂ M̃)

since the former amounts to a relabeling of the units of distance.
Let exp⊥ denote the normal exponential map of the boundary ∂ M̃ . Observe

that if B1(x1, εr; ∂ M̃) and B2(x2, εr; ∂ M̃) are any two disjoint balls in ∂ M̃ and
εr ≤ t0/2, then there exist disjoint balls B(εr; M̃) and B(εr; M̃) in the cylindrical
regions {exp⊥

t (B1) : 0 ≤ t ≤ t0} and {exp⊥
t (B2) : 0 ≤ t ≤ t0} of M̃ , respectively,

with radii commensurately bounded below. A similar statement holds for a disjoint
collection of balls. Thus if εr ≤ t0/2,

(2-12) cap(εr, εR; ∂ M̃)≤ cap(εr, d(M̃); M̃).

But since curv M̃ ≥ k = k(K −, λ±), relative volume comparison in M̃ implies

(2-13) cap(εr, d(M̃); M̃)≤
vol(B(d(M̃); M̃))

vol(B(εr; M̃))

≤
vol(B(d + 2t0; M̃))

vol(B(εr; M̃))

≤
vol(B(d + 2t0; Mn

k ))

vol(B(εr; Mn
k ))

≤ Nn,k,d(εr),

where Mn
k denotes the standard n-dimensional, simply-connected model space of

constant curvature k, and where the quantity Nn,k,d(εr) is independent of M̃ .
On the other hand, let γ : [0, R] → ∂M be a diametral minimal segment in

∂M parametrized with unit speed so that R = d(∂M). Suppose r ≤ R. By the
minimality of γ , the open metric balls B(γ ( j2r), r; ∂M) for j = 0, 1, . . . , bR/2rc

must be disjoint.
Therefore R/2r ≤ cap(r, R; ∂M). Combining this with (2-11)–(2-13) yields

R ≤ 2r Nn,k,d(εr).

In particular, setting r = t0/2ε gives

d(∂M)≤ max
{

t0
2ε
,

t0
ε

∫ d+2t0
0 snn−1

k (t)dt∫ t0/2
0 snn−1

k (t)dt

}
,

and the latter term yields the upper bound. �

An exponential dependence of the diameter of the boundary upon the diameter
of the manifold itself is necessary in general, as the example of a ball in hyper-
bolic space shows. One expects that a sharper dimension-free upper bound to the
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intrinsic diameter of the boundary would be (π/ε) sinh(
√

|k|(d(M)+ 2t0))/
√

|k|,
since ∂M =

1
ε
∂ M̃ , the boundary ∂ M̃ is totally geodesic in M̃ , and M̃ has curvature

bounded below by k = k(K −, λ±) and diameter bounded above by d(M)+ 2t0.
However, the optimal estimate (for general values of K −, λ±, and d) seems to be
unknown.

Proof of Theorem 1.1(iv). The upper bound on the number of boundary components
follows from the Betti number theorem for Alexandrov spaces [Liu and Shen 1994]
together with an easy homology argument.

As any M ∈ M(n, K −, λ±, d) is homeomorphic to its extension M̃ , it suffices
to give a bound on the number of components of ∂ M̃ . Consider the double 2M̃ =

M̃
⋃
∂ M̃ M̃ . This is again an Alexandrov space of curvature bounded below, since

M̃ has a convex boundary. The Mayer–Vietoris sequence

· · · → H(2M̃)→ H(∂ M̃)→ H(M̃)⊕ H(M̃)→ · · ·

gives, for p = 0,

rank Hp(∂M)= rank Hp+1(2M̃)+rank Hp(M̃)+rank Hp(M̃) < c(n, K −, λ±, d),

which is finite.
Explicitly, from [Liu and Shen 1994], one has the superexponential bound

n∑
p=0

rank Hp(M̃)≤ c(n, K −, λ±, d)= C25n
+n+2

n (
√

|k|d + 1)ne3n
√

|k|d

for the total Betti number, where Cn = 12n2
+3n+1 and k = k(K −, K −

C ) is the lower
curvature bound of M̃ . �

We remark that the number of boundary components will be at most two if
there is enough combined positivity of curvature in the interior and convexity of
the boundary.

We next consider precompactness of the class M(n, K −, λ±, d).

Proof of Theorem 1.3. Take any M ∈ M(n, K −, λ±, d). Let B̃(x, r) denote a
ball in an extension M̃ as above, with center x and radius r . We claim that for any
x, y ∈ M and r >0 that (i) B̃(x, r)∩ B̃(y, r)=∅ implies B(x, r)∩B(y, r)=∅ and
conversely (ii) B̃(x, r)∩ B̃(y, r)= ∅ is implied by B(x, f (2r))∩ B(y, f (2r))= ∅
for some function f .

Part (i) is obvious, since B̃(x, r) ⊇ B(x, r) and B̃(y, r) ⊇ B(y, r). For the
converse (ii), suppose z ∈ B̃(x, r)∩ B̃(y, r). Then |xz|M̃ , |yz|M̃ < r . Consider the
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point z′
:= π(z), where π : M̃ → M is the projection map defined in (2-7). Then

|xz′
|M̃ ≤ |xz|M̃ + |zz′

|M̃

≤ |xz|M̃ + |xz|M̃ by choice of z′

< r + r since |xz|M̃ < r .

Equivalently, z′
∈ B(x, 2r; M̃).

We now assert that z′
∈ B(x, f (2r); M) for some function f . (A symmetric

argument with y in place of x will give z′
∈ B(y, f (2r); M), so that, as desired,

B(x, f (2r); M)∩ B(y, f (2r); M) 6= ∅.) For this, it suffices to demonstrate that
|xz′

|M̃ ≤ r implies |xz′
|M ≤ f (r). But this is immediate from property (iii) on page

184 (as proved in Lemma 2.2), whereby we may take f (r)= r/ε. This shows that
the claim above holds.

For any metric space X , recall the definition of capacity (cap) from page 187.
To show that M(n, K −, λ±, d) is precompact, we will show that cap(r, R; ·) is
bounded on the class M(n, K −, λ±, d). It suffices to demonstrate that cap(r, d; ·)

is so bounded for all sufficiently small r . Suppose M ∈ M(n, K −, λ±, d).
Set d̃ := d + 2t0, and recall that d(M̃)≤ d̃ . In particular, B(d̃; M̃)= M̃ . Then

cap(r, d; M)= cap(r, d̃; M)

:= maximum # disjoint r -balls B(r; M) in a d̃-ball B(d̃; M)

≤ maximum # disjoint ε2r -balls B( ε2r; M̃)

with centers in M in a d̃-ball B(d̃; M̃) by the above claim

≤ maximum # disjoint ε2r -balls B( ε2r; M̃) in M̃

=: cap( ε2r, d̃; M̃),

and the latter is bounded by relative volume comparison in M̃ , in terms of only n,
K̃ −

= K̃ −(K −, λ±), λ̃−
= 0, and d̃ , hence by only n, K −, λ±, and d. �

Proof of Theorem 1.4. Any M ∈ M(n, K −, λ±, vol ≥ v > 0, d) is homeomorphic
to its extension M̃ ∈ M̃(n, curv ≥ k(K −, λ±), vol ≥ v, d), and the latter class
contains only finitely many homeomorphism types, by the topological stability
theorem of [Perelman 1992]. �

Proof of Theorem 1.5. Existence of the limit of the M̃i ’s follows (after possi-
bly choosing a subsequence) from precompactness, since the M̃i are Alexandrov
spaces satisfying d(M̃i )≤ d + 2t0 <∞.

For each i , one has a map πi : M̃i → Mi , as defined in (2-7). Lemma 2.2 and
the first part of Proposition B.1 imply that πi → π for some map π : limGH M̃i →

limGH Mi .
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The inclusions ιi : Mi → M̃i (with Lipschitz constant equal to 1) subconverge
to a map ι : limGH Mi → limGH M̃i , again by the first part of Proposition B.1.

One can write any point x ∈ CMi = ∂Mi×φ[0, t0] in coordinates as x = (x ′, r),
where x ′

∈ ∂Mi and r ∈ [0, t0].
Define a map Hi,t : M̃i → M̃i , for any time 0 ≤ t ≤ 1, by

Hi,t(x)=

{
x if x ∈ Mi ,
(x ′, tr) if x = (x ′, r) ∈ CMi .

Then Hi,0(x)= ιi ◦πi (x) and Hi,1(x)= idM̃i
(x)= x .

Let Hi (x, t) = Hi,t(x). For any x, y ∈ M̃i and times 0 ≤ s, t ≤ 1, we will in a
moment show

(2-14) |Hi (x, t)Hi (y, s)|M̃i ≤ L|(x, t)(y, s)|M̃i ×I

for some constant L = L(ε, t0) <∞. Here, the metric on the space-time M̃i × I is
taken to be the direct product metric.

Given inequality (2-14), the proof of Theorem 1.5 can be finished as follows.
By Proposition B.2, the homotopies Hi,t from ιi ◦ πi to idM̃i give rise to a limit
homotopy ι ◦π ' idlimGH M̃i . On the other hand, for all i , πi ◦ ιi = idMi on Mi , so
π ◦ ι= idlimGH Mi . Therefore limGH M̃i ' limGH Mi .

It only remains to prove inequality (2-14). To accomplish this, there are only
three cases to consider:

Case: x, y ∈ Mi .

(2-15) |Hi (x, t)Hi (y, s)|M̃i = |xy|M̃i by definition of Hi

≤ |(x, t)(y, s)|M̃i ×I for any s, t ∈ I .

Case: x, y ∈ CMi . This case requires a preparatory inequality, Lemma 2.3 below,
whose proof is given shortly after we otherwise finish proving Theorem 1.5.

Write x = (x ′, u) and y = (y′, v). Then Lemma 2.3 shows that

(2-16) |(x ′, tu)(y′, tu)|M̃i ≤
1
ε
|(x ′, u)(y′, u)|M̃i

Proceeding, observe that

(2-17) |uv|I ≤ |(x ′, u)(y′, v)|M̃i = |xy|M̃i

We will also use the algebraic inequality that

(2-18) |tu − sv| ≤
√

2 max{1, t0} · (|u − v|2 + |t − s|2)1/2
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whenever 0 ≤ t ≤ 1 and 0 ≤ v ≤ t0. To see this, write tu −sv= t (u −v)+v(t −s),
so that

|tu − sv| ≤ max{t}|u − v| + max{v}|t − s|

≤ max{max t,max v}(|u − v| + |t − s|)

≤ max{max t,max v}
√

2(|u − v|2 + |t − s|2)1/2.

Hence

|Hi (x, t)Hi (y, s)|M̃i = |(x ′, tu)(y′, sv)|M̃i by definition of Hi

≤ |(x ′, tu)(y′, tu)|M̃i + |(y′, tu)(y′, sv)|M̃i by the triangle inequality

≤
1
ε
|(x ′, u)(y′, u)|M̃i + |(y′, tu)(y′, sv)|M̃i by (2-16)

=
1
ε
|(x ′, u)(y′, u)|M̃i + |tu − sv|I

≤
1
ε
|(x ′, u)(y′, u)|M̃i + max{1, t0}

√
2(|uv|2I + |ts|2I )

1/2 by estimate (2-18) above

≤
1
ε
(|(x ′, u)(y′, v)|M̃i + |(y′, v)(y′, u)|M̃i )+ max{1, t0}

√
2(|uv|2I + |ts|2I )

1/2

by the triangle inequality

=
1
ε
(|xy|M̃i + |uv|I )+ max{1, t0}

√
2(|uv|2I + |ts|2I )

1/2

≤
1
ε
(|xy|M̃i + |xy|M̃i )+ max{1, t0}

√
2(|xy|

2
M̃i

+ |ts|2I )
1/2

by the observation (2-17) above
=

2
ε
|xy|M̃i + max{1, t0}

√
2|(x, t)(y, s)|M̃i ×I

≤
2
ε
|(x, t)(y, s)|M̃i ×I + max{1, t0}

√
2|(x, t)(y, s)|M̃i ×I

=
( 2
ε
+ max{1, t0}

√
2
)
|(x, t)(y, s)|M̃i ×I

Case: x ∈ Mi , y ∈ CMi . Choose z ∈ ∂Mi and r ∈ I such that (z, r) belongs to a
minimal geodesic [(x, t)(y, s)]M̃i ×I . This is possible since [xy]M̃i must cross ∂Mi ,
which implies that [(x, t)(y, s)]M̃i ×I must cross the subset ∂Mi × I ⊂ M̃i × I .

|Hi (x, t)Hi (y, s)|M̃i ≤ |Hi (x, t)Hi (z, r)|M̃i + |Hi (z, r)Hi (y, s)|M̃i

by the triangle inequality
≤ |(x, t)(z, r)|M̃i ×I + |Hi (z, r)Hi (y, s)|M̃i

by (2-15) of the first case, since x, z ∈ Mi ,

≤ |(x, t)(z, r)|M̃i ×I +
( 2
ε
+ max{1, t0}

√
2
)
|(z, r)(y, s)|M̃i ×I

by the previous case’s result, since z, y ∈ CMi ,

≤ max
{
1,

( 2
ε
+ max{1, t0}

√
2
)}(

|(x, t)(z, r)|M̃i ×I + |(z, r)(y, s)|M̃i ×I
)

=
( 2
ε
+ max{1, t0}

√
2
)
|(x, t)(y, s)|M̃i ×I by choice of z and r .
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Considering the results of these three cases together, this proves inequality
(2-14) and hence Theorem 1.5. �

Lemma 2.3. In the setting as above, |(x ′, tu)(y′, tu)|M̃i ≤
1
ε
|(x ′, u)(y′, u)|M̃i .

Proof. We can prove this using a segment subdivision method virtually identical
to that in Lemma 2.2.

Analogously to the projection-type map defined in (2-7), define a map

πtu : M̃i → Mi ∪ (∂Mi×φ[0, tu])

by

πtu(w)=

{
w if w ∈ Mi ∪ (∂Mi×φ[0, tu]),

orthogonal projection of w onto ∂Mi×φ{tu} if w ∈ ∂Mi×φ[tu, t0].

(So in particular, π0 is just the map π from Lemma 2.2.)
Now the proof may be repeated verbatim from Lemma 2.2, if one substitutes

Mi ∪ (∂Mi×φ[0, tu]) for Mi , ∂Mi×φ[tu, t0] for CMi , and πtu for π. �

Now we generalize several of the results above to Ricci curvature.

Proof of Theorem 1.9. (i) Fix a constant t0 as in Lemma 1.7. For any M ∈

M(n, r−, λ±, d), consider its smoothed extension M̃δ, which results from applying
the Ricci version of Lemma 1.7 together with Theorem 1.8. We may assume that
δ has been chosen so that δ < t0. We will restrict δ further in a moment. Let
r−

1 := min{r−, r−

CM
} be the minimum of the lower Ricci curvature bound of M and

the lower Ricci curvature bound r−

CM
= r−

CM
(r−, λ±) of CM . Then2 ric(M̃δ)≥ r−

1 .
Since the smoothing on the δ-neighborhood of ∂M is effected through linear

interpolations of the metrics of M and CM written in the form g = dt2
+gt , where

t ∈ (−δ, δ) denotes the signed distance to ∂M , and the metric of M
⋃
∂MCM is

unchanged off the δ-neighborhood of ∂M , it follows that

M̃δ
GH
−→M

⋃
∂MCM as δ → 0.(2-19)

Thus
d(M̃δ)≤ d(M

⋃
∂MCM)+ τ(δ)≤ d + 2t0 + τ(δ),

where τ is a function satisfying τ(δ) → 0 as δ → 0. We can assume δ is chosen
sufficiently small so that τ(δ)≤ 1, say.

2Technically, Theorem 1.8 was stated only for strict inequality of the Ricci curvature tensor, but
if ric(M)≥ r− and ric(CM )≥ r−

CM
then ric(M) > r−

−η and ric(CM ) > r−
CM

− η for all η > 0. So,
provided that δ is sufficiently small relative to M and CM , ric(M̃δ) >min{r−

− η, r−
CM

− η} for all
η > 0 by Theorem 1.8, which implies ric(M̃δ)≥ r−

1 .
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Since M̃δ has totally geodesic boundary by construction, absolute volume com-
parison applies to M̃δ, and

vol(M̃δ)≤ V (n, r−

1 , d + 2t0 + 1)= V (n, r−, λ±, d).

Since M is not isometrically embedded in M̃δ, it cannot be asserted directly
that vol(M) ≤ vol(M̃δ). However, (2-19) implies vol(M̃δ)→ vol(M

⋃
∂MCM) by

volume continuity [Cheeger and Colding 1997, Theorem 5.9]. Since M is isomet-
rically embedded in M

⋃
∂MCM , it follows that

vol(M)≤ vol(M
⋃
∂MCM)≤ vol(M̃δ)+ τ(δ)≤ V (n, r−, λ±, d)

for some upper bound V (n, r−, λ±, d).

(ii) The proof is similar to that of Theorem 1.1(iv), except that here instead of
the Betti number for Alexandrov spaces, we can use that closed n-dimensional
manifolds having lower Ricci curvature bound and upper diameter bound have
bounded first Betti number [Gromov 1999, 5.20, 5.21].

(iii) The proof is exactly the same as in Theorem 1.1(iii), with M̃δ in place of M̃
and i∂(M̃)≥ t0 replaced by i∂(M̃δ)≥ t0 − δ.

(iv) The proof is the same as in Theorem 1.3, although the very last line there,
which invoked relative volume comparison in M̃ , needs here further justification.
Given that M and CM only have a lower Ricci curvature bound, it is still true
that relative volume comparison holds for the glued space M̃ = M

⋃
∂MCM , by

[Cheeger and Colding 1997, Theorem 5.9], since the convergence (2-19) of M̃δ

to M̃ is noncollapsing in the sense that vol(B(x, 1; M̃δ)) ≥ v > 0 for some v and
all x and δ > 0. The model space for the relative volume comparison here is the
simply-connected n-dimensional space of constant curvature r−

1 . �

2.3. Questions. It would be interesting to see if the upper bound λ+ could be
eliminated from Theorems 1.1–1.5 and Theorem 1.9. The only place where this
bound was used was in invoking the Gauss equations to produce a lower curvature
bound for the extension.

It also remains to be seen for which of the results can the lower bound λ− on
the second fundamental form be replaced by a lower bound on the mean curvature,
or perhaps by a bound on integral of mean curvature.

In this direction of considering weaker curvature bounds, we remark that a
precompactness and convergence theorem has recently been proved in [Ander-
son et al. 2004], in the noncollapsing regime for which one has all of the in-
jectivity radius bounds for iint(M), inj(∂M), and i∂(M). They considered the
class M(n, r0, i0, H0, d), consisting of manifolds with boundary (M, ∂M) such
that dim M = n, ‖ ric(M)‖L∞(M) ≤ r0, ‖ ric(∂M)‖L∞(∂M) ≤ r0, iint(M) ≥ i0,
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inj(∂M) ≥ i0, i∂ ≥ i0, ‖H‖Lip(∂M) ≤ H0, and d(M) ≤ d , and showed that it
is precompact in the Cr topology for each r < 2. The main idea of their proof
involved boundary harmonic coordinates and boundary harmonic radius.

Theorem 1.4 suggests that there is an underlying stability accounting for the
finiteness. Namely, if N ∈ M = M(n, K −, λ±, vol>v > 0, d) then does there exist
an ε > 0 such that any M ∈ M with dGH(M, N ) < ε is homeomorphic to N? This
could be answered if it could be shown that Gromov–Hausdorff closeness of two
manifolds implied their (Alexandrov) extensions were correspondingly close.

Appendix A. Injectivity radii: definitions

In a manifold with boundary, the usual Riemannian exponential map is not well de-
fined because geodesics may bifurcate. Here we give two definitions of injectivity
radii which are used in this paper.

Definition. For a Riemannian manifold with boundary (M, ∂M), and p ∈ M , de-
fine iint(p) to be the supremum over all r > 0 such that any unit-speed geodesic
γ : [0, tγ ]→ M issuing from p is distance minimizing up to the distance min(tγ , r),
where tγ is the first time γ intersects ∂M (so tγ = ∞ if γ ∩ ∂M = ∅). Define
iint(M)= infp∈M{iint(p)}, the interior injectivity radius.

For a closed manifold M , or a manifold with locally convex boundary, iint(M)
coincides with the usual notion of injectivity radius, often denoted inj(M), defined
via the exponential map.

Definition. For a Riemannian manifold with boundary (M, ∂M), and p ∈ ∂M ,
define i∂(p) to be the supremum over all r > 0 such that any minimizing geodesic
γ issuing from p normally to ∂M uniquely minimizes distance to ∂M up to distance
r (that is, γ (0) = p and d(γ (r), ∂M) = r ). Define i∂(M) = infp∈∂M{i∂(p)}, the
boundary injectivity radius of (M, ∂M).

So, if i∂(M) ≥ i0, then M admits an inward tubular neighborhood of radius
at least i0. One has the Klingenberg-type estimate i∂(M) = min{Foc(∂M), L/2},
where Foc(∂M) is the minimum focal distance for the normal exponential map
of the boundary and L represents the shortest length of a segment meeting ∂M at
right angles at both its endpoints. It is known that

Foc(∂M)≥
1

√
K +

arctan
(√

K +

λ+

)
if KM ≤ K + and II∂M ≤ λ+.

An example of these definitions is M = (Rn
\ Bn(r), gstd), the Euclidean space

with a ball of radius r removed. It has iint(M)= ∞ and i∂(M)= ∞.
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Another is M = (Sn(1)\ Bn(r), gstd), the standard sphere of radius 1 with a ball
of radius r removed, which, for 0< r < π , has

iint(M)=

{
π for r ≤ π/2,
∞ for r > π/2,

and i∂(M)= π − r.

Appendix B. Gromov–Hausdorff convergence

This section gives background on Gromov–Hausdorff convergence. In particular,
it details two functorial properties of maps: one for surjective, Lipschitz maps
and another for Lipschitz homotopy equivalences. These are used for the proofs
of Corollary 1.2 and Theorem 1.5. Additional background on Gromov–Hausdorff
convergence may be found in [Fukaya 1990; Petersen 1993].

Let Z be a metric space. The Hausdorff distance d Z
H (X, Y ) between two subsets

X, Y ⊆ Z is defined to be d Z
H (X, Y ) := inf{ε > 0 : B(X, ε) ⊇ Y, B(Y, ε) ⊇ X},

where B(X, ε)= {z ∈ Z : d(z, X) < ε} denotes the metric Z -ball about X of radius
ε.

Definition. The Gromov–Hausdorff distance between two metric spaces X and Y
is dGH(X, Y )= inf{ d Z

H (iX (X), iY (Y ))}, where the infimum is taken over all metric
spaces Z and all distance-preserving embeddings iX : X ↪→ Z and iY : Y ↪→ Z .

We say a sequence of metric spaces X i converges to X , and write X i
GH
−→X , if

dGH(X, X i )→ 0 as i → ∞. In practice one usually uses the following formulation
to verify that a convergence occurs.

Definition. An ε-Hausdorff approximation ψ : X → Y is a (not necessarily contin-
uous) map such that ψ(X) is an ε-net in Y , that is, B(ψ(X), ε; Y )= Y , and ψ is an
ε-almost isometry, that is, |dY (ψ(x1), ψ(x2))− dX (x1, x2)| ≤ ε for all x1, x2 ∈ X .

One has the notion of convergence of points.

Definition. If X i
GH
−→X via εi -Hausdorff approximations ψi : X i → X , we say

points xi ∈ X i converge to a point x ∈ X (and write xi 7→ x) if d(ψi (xi ), x)→ 0.

This permits one to define convergence of maps.

Definition. If fi : X i −→ Yi are maps, X i
GH
−→X and Yi

GH
−→Y , then the fi converge

to a map f : X → Y if fi (xi ) 7→ f (x) whenever X i 3 xi 7→ x ∈ X ; for this we
write fi → f .

The following proposition is a slight modification of [Gromov 1999, Section
3.11 1

2 +
, exercise (c) on p. 78].

Proposition B.1. Let X i and Yi be metric spaces with X i
GH
−→X and Yi

GH
−→Y , with

X and Y compact. Suppose that for all i there exist L-Lipschitz maps fi : Yi → X i .
Then there exists an L-Lipschitz map f : Y → X. If the fi are also surjective, then
so is the limit map f .
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For the proof, see [Wong 2006].

Proposition B.2. Suppose X j
GH
−→X and Y j

GH
−→Y for complete metric spaces X j

and Y j , with X and Y compact. Suppose that for each j there exist continuous
maps f j : X j → Y j , g j : Y j → X j , f : X → Y , and g : Y → X such that f j → f
and g j → g.

Suppose that for each j , there exist maps H j : X j × I → X j such that

H j (x, 0)= g j ◦ f j (x), H j (x, 1)= idX j (x)= x,

and H j (x, t) is globally Lipschitz in x, t , uniformly in j (where X j × I is equipped
with the direct product metric). Suppose also there exist maps H j : Y j × I → Y j

for each j such that

H j (x, 0)= f j ◦ g j (x), H j (x, 1)= idY j (x)= x,

and H j (x, t) is globally Lipschitz in x, t , uniformly in j (where Y j × I equipped
with the direct product metric). Then X and Y are homotopy equivalent (via a
Lipschitz homotopy equivalence).

The theorem is illustrated by this diagram:

X j

GH
��

f j

'

//
Y j

GH
��

g j
oo

X
f //

Y
g

∴ 'oo

Proof. By assumption, there exists L <∞ such that

|H j (x, t)H j (y, s)|X j ≤ L|(x, t)(y, s)|X j ×I(B-1)

for all x, y ∈ X j and all 0 ≤ s, t ≤ 1; in particular, the H j are equicontinuous.
Since X is compact and hence bounded, d(X j ) ≤ d <∞ for all sufficiently large
j , whence the H j are also uniformly bounded.

Note that X j × I GH
−→X × I since X j

GH
−→X .

By Arzelà–Ascoli, H j subconverge to a map H : X × I → X satisfying

(B-2) |H(x, t)H(y, s)|X ≤ L|(x, t)(y, s)|X×I

for all x, y ∈ X and all 0 ≤ s, t ≤ 1, by the first part of Proposition B.1. In
particular, H is jointly continuous with respect to x, t . Also, since g j ◦ f j → g ◦ f
and idX j → idX , we have H(x, 0)= g◦ f (x) and H(x, 1)= idX (x)= x . Therefore
H is a homotopy from g ◦ f to idX , that is, g ◦ f ' idX .

A symmetric argument, with H j in place of H j , yields a homotopy H between
f ◦ g and idY , that is, f ◦ g ' idY . Therefore X ' Y . �
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If the limiting homotopies are not uniformly (in j) Lipschitz, the limit spaces
need not be homotopy equivalent. For example, take X j (for all j) identically to be
a given point {x} in the unit sphere S2(1), and let Y j := S2(1)\ B2(−x, 1/j), where
−x denotes the antipode to x . Let H j be the obvious deformation retraction of Y j

to X j . Although Y j ' X j for each j , the limit space Y = S2(1) is not homotopy
equivalent to X = {x}.
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