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THE HEISENBERG ULTRAHYPERBOLIC EQUATION:
THE BASIC SOLUTIONS AS DISTRIBUTIONS

ANTHONY C. KABLE

Tempered distributions are associated to the basic solutions of the Heisen-
berg ultrahyperbolic equations and the properties of these distributions are
investigated. For almost all values of the parameter, a fundamental solution
for the Heisenberg ultrahyperbolic operator is expressed in terms of these
distributions.

1. Introduction and outline

Let d ≥ 1 and denote by N the Heisenberg group of dimension 2d + 1. We write
the elements of N as (x, y, t), where x is a 1-by-d real row vector, y is a d-by-1
real column vector, and t ∈ R, so that the group operation is

(x, y, t)(x ′, y′, t ′)= (x + x ′, y+ y′, t + t ′+ xy′).

For each z ∈ C, the associated Heisenberg ultrahyperbolic operator is

�z =1+
(
Ex + (z+ z0)

) ∂
∂t
,

where

1=

d∑
i=1

∂2

∂xi∂yi

is the Euclidean ultrahyperbolic operator,

Ex =

d∑
i=1

xi
∂

∂xi

is the Euler operator with respect to x , and z0 = d/2. By a complex change of
variables, the Heisenberg ultrahyperbolic operators may be made to coincide with
the Heisenberg Laplacians. For this reason, there are many formal similarities be-
tween the two families of operators, although their analytic properties are naturally
rather different.
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166 ANTHONY C. KABLE

Each of the operators �z admits the group SL(d+2,R) as a group of conformal
symmetries. More precisely, this group can be realized in four different ways as
a group of conformal symmetries of �z , with the four realizations being indexed
by two sign parameters ε1, ε2 ∈ {±}. Amongst the conformal symmetries thus
obtained is an analogue of the classical Kelvin transform, which acts on functions
on subsets of N by(

K(z, ε1, ε2)ϕ
)
(x, y, t)= |t − xy|−(z+z0)

ε1
|t |z−z0
ε2

ϕ
( x

t−xy
,

y
t
,−

1
t

)
,

where we use the notation |u|z+= |u|
z and |u|z−= sgn(u)|u|z for z ∈C and u ∈R×.

Unlike the classical Kelvin transform, which has order two, this operator has order
four. Its inverse is(

K(z, ε1, ε2)
−1ϕ

)
(x, y, t)= ε1ε2 |t − xy|−(z+z0)

ε1
|t |z−z0
ε2

ϕ
(
−

x
t−xy

,−
y
t
,−

1
t

)
,

and the conformal property of �z with respect to K(z, ε1, ε2) is expressed by the
equation

K(z, ε1, ε2) ◦�z ◦K(z, ε1, ε2)
−1
= c �z,

with the conformal factor c(x, y, t) = t (t − xy). This identity follows from the
general theory developed in [Barchini et al. 2009] and [Kable 2011a]. The reader
may find further discussion of it in [Kable 2011b]. Of course, the identity may also
be verified by computation.

The conformal identity implies that the inverse Kelvin transform maps the so-
lution space of the equation �z f = 0 into itself. (There is no need at present to
be careful about the domains of the solutions.) In particular, since the constant
function 1 is visibly a solution to the ultrahyperbolic equation, so also is the func-
tion ϕ0(z, ε1, ε2) = K(z, ε1, ε2)

−11. These are the solutions that we refer to as
basic solutions. They are analogues of the radial solution 1/r2−n of the Euclidean
Laplacian in dimension n. Explicitly, we have

ϕ0(z, ε1, ε2)= ε1ε2 |t − xy|−(z+z0)
ε1

|t |z−z0
ε2

on the set {(x, y, t) ∈ N | t (t − xy) 6= 0}. Note that the sum of the exponents in
this expression is −d , so that the basic solutions are assuredly singular on at least
part of the hypersurface t (t − xy) = 0. The aim of this work is to interpret the
basic solutions as tempered distributions on N and to compute �zϕ0(z, ε1, ε2) in
the distributional sense.

For comparison, we first recall the situation in the case of the Heisenberg Lapla-
cian. Here the basic solution ϕ0 is a locally integrable function of moderate growth,
singular only at the identity in N . Thus it defines a tempered distribution in the
usual way and the distribution �zϕ0 is supported at the identity. By using this
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and the behavior of �zϕ0 under the action of a suitable subgroup of the conformal
group, it is easy to see that �zϕ0 is a multiple of δ0, the Dirac delta at the identity.
The constant of proportionality was computed by Folland and Stein [1974, Sec-
tion 6]. It depends on the parameter z and vanishes for certain exceptional values
of z. Except for these values of z, the fundamental solution of the Heisenberg
Laplacian is a multiple of the basic solution.

Returning now to the Heisenberg ultrahyperbolic equation, the first difficulty
that we must address is that ϕ0(z, ε1, ε2) is almost never a locally integrable func-
tion on N and so it does not give rise to a tempered distribution directly. We resolve
this problem by introducing a two parameter family T (s1, s2, ε1, ε2) of tempered
distributions. These distributions are associated to locally integrable functions of
moderate growth provided that re s1 and re s2 are positive. They are then defined
in general by analytic continuation (Proposition 2.1). Formally, we have

T (z− z0,−(z+ z0), ε1, ε2)= ε1ε2
1

0
(
1+(z−z0)

)
0
(
1−(z+z0)

)ϕ0(z, ε2, ε1),

and this equation may be taken literally as an identity of distributions provided that
we restrict to an open set whose closure lies in the complement of the hypersurface
t (t − xy) = 0. In light of this, the problem of computing �zϕ0(z, ε2, ε1) may be
reinterpreted precisely as the problem of computing

�zT (z− z0,−(z+ z0), ε1, ε2)

as a distribution. The result is that

�zT (z− z0,−(z+ z0), ε, ε)= 0

and

�zT (z− z0,−(z+ z0), ε,−ε)= aε(z)δ0,

where δ0 denotes the Dirac delta at the identity and aε(z) is an elementary func-
tion. (The precise value of aε(z) is given in Theorem 3.12.) In particular, for
most z, T (z− z0,−(z+ z0), ε,−ε) is a multiple of a fundamental solution for the
Heisenberg ultrahyperbolic operator. The situation in this regard is explained after
Corollary 3.15.

Although these results are easy to state, their proofs are a little lengthy, and so
it may be helpful to provide a brief guide to them. Let us write

S(z, ε1, ε2)=�zT (z− z0,−(z+ z0), ε1, ε2).

The first step, taken in Proposition 2.3, is to find polynomials that annihilate the
distribution S(z, ε1, ε2). This is a more precise version of obtaining a restriction
on the support of S(z, ε1, ε2), and allows us to conclude that S(z, ε1, ε2) is the
corestriction of a tempered distribution D(z, ε1, ε2) that is supported on the cone
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xy = 0 in the hyperplane t = 0. Next, the symmetry properties of this distribution
with respect to the automorphism group of the cone are determined in Corollary 2.6.
By appealing to the classification of distributions that are supported on light cones
and invariant under indefinite orthogonal groups (due originally to de Rham and
subsequently reconsidered by a number of authors), we are able to determine
D(z, ε1, ε2) up to an overall factor depending on z, ε1, and ε2 in Theorem 2.9. In
some cases, symmetry considerations show that this factor is zero; in other cases,
less information is forthcoming. This concludes Section 2.

Section 3 is devoted to determining the factors in the remaining cases. In
principle, one simply has to compute both sides on a suitably chosen Schwartz
function. However, the practical difficulties are substantial. The points at which
we are required to evaluate the distributions are deep into the region where they are
defined by analytic continuation and, even in their initial region of convergence,
the relevant expressions involve integrals of higher transcendental functions that
do not seem to be known. Thus we must take a more oblique approach, and this
is done in Theorems 3.12 and 3.14. The main point is that the hyperplane t = 0
is a prehomogeneous vector space under the action of a certain subgroup of the
conformal group. We introduce, and study in detail, a function of two variables
that reduces to the classical (local) zeta function of this prehomogeneous vector
space when one of the variables is specialized to zero. The required factors can
be expressed as integrals of this function with respect to the second variable and,
once enough information is obtained about the analytic properties of the function,
this allows the factors to be evaluated. Further information about the strategy is
included in the proof of Theorem 3.12 and the surrounding discussion.

Although we do not pursue this aspect of things in the present work, the reader
should note that the distributions T (s1, s2, ε1, ε2) are intimately related to the stan-
dard integral intertwining operators for a family of degenerate principal series rep-
resentations of the conformal group. Similarly, the operators �z may be interpreted
as differential intertwining operators for this family. In this framework,

�zT (z− z0,−(z+ z0), ε1, ε2)

may be interpreted as the composition of a differential and an integral intertwining
operator. The analytic properties of integral intertwining operators have received
a great deal of attention, but much less is known about the analytic properties of
differential intertwining operators. The author hopes to pursue this in the future.

This work forms a part of a broader investigation of the properties of conformally
invariant systems of differential equations. [Barchini et al. 2009; Kable 2011a;
Kable 2011b] are also parts of the same program. In keeping with his background
as an algebraist, the author normally denotes the result of applying the differential
operator D to the function f by D • f , and this notation is used in the articles just
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cited, as well as other articles on the same subject not referred to here. The referee
has suggested that this notation is uncongenial to analysts and, since the work
reported here is mostly analytic, the notation D f has been adopted instead. The
author would like to thank the referee for this and several other helpful suggestions.

2. The tempered distributions

Take s1, s2 ∈ C and ε1, ε2 ∈ {±}. When re s1 ≥ 0 and re s2 ≥ 0, the function
|t |s1
ε1
|t − xy|s2

ε2
is locally integrable and of moderate growth and so may be thought

of as a tempered distribution on N . When re s1 ≥ 0 and re s2 ≥ 0, we define a
tempered distribution T (s1, s2, ε1, ε2) by

T (s1, s2, ε1, ε2)=
1

0(s1+1)0(s2+1)0(s1+s2+d+1)
|t |s1
ε1
|t − xy|s2

ε2
,

where 0 denotes the gamma function.

Proposition 2.1. The family of tempered distributions (s1, s2) 7→ T (s1, s2, ε1, ε2)

has an analytic continuation to C2 for all ε1, ε2 ∈ {±}. This continuation satisfies

�z0+s1 T (s1, s2, ε1, ε2)= T (s1− 1, s2,−ε1, ε2)

and

�−(z0+s2)T (s1, s2, ε1, ε2)=−T (s1, s2− 1, ε1,−ε2)

for all (s1, s2) ∈ C2 and ε1, ε2 ∈ {±}.

Proof. Two useful identities for the | · |sε symbol, namely

d
du
|u|sε = s|u|s−1

−ε and u|u|sε = |u|
s+1
−ε ,

will be used repeatedly below. Our first step will be to establish the two identities
in the statement when re s1 and re s2 are sufficiently large. Under this assumption,
we have

∂

∂t
(
|t |s1
ε1
|t − xy|s2

ε2

)
= s1 |t |

s1−1
−ε1
|t − xy|s2

ε2
+ s2 |t |s1

ε1
|t − xy|s2−1

−ε2
,

and, after introducing the appropriate normalizing factors into this relation, it may
be written as

(2-1) (s1+ s2+ d) ∂
∂t

T (s1, s2, ε1, ε2)

= T (s1− 1, s2,−ε1, ε2)+ T (s1, s2− 1, ε1,−ε2).
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We also have

1
(
|t |s1
ε1
|t−xy|s2

ε2

)
=|t |s1

ε1

d∑
j=1

∂2

∂x j∂y j

(
|t−xy|s2

ε2

)
=−s2 |t |s1

ε1

d∑
j=1

∂

∂x j

(
x j |t−xy|s2−1

−ε2

)
=−s2 |t |s1

ε1

d∑
j=1

(
|t − xy|s2−1

−ε2
− (s2− 1)x j y j |t − xy|s2−2

ε2

)
=−s2d |t |s1

ε1
|t − xy|s2−1

−ε2
+ s2(s2− 1)|t |s1

ε1
(xy)|t − xy|s2−2

ε2

=−s2d |t |s1
ε1
|t − xy|s2−1

−ε2
− s2(s2− 1)|t |s1

ε1
(t − xy)|t − xy|s2−2

ε2

+ s2(s2− 1)|t |s1+1
−ε1
|t − xy|s2−2

ε2

=−s2d |t |s1
ε1
|t − xy|s2−1

−ε2
− s2(s2− 1)|t |s1

ε1
|t − xy|s2−1

−ε2

+ s2(s2− 1)|t |s1+1
−ε1
|t − xy|s2−2

ε2

=−s2(s2+d−1)|t |s1
ε1
|t−xy|s2−1

−ε2
+s2(s2−1)|t |s1+1

−ε1
|t−xy|s2−2

ε2
,

and, by a similar computation,

Ex
(
|t |s1
ε1
|t − xy|s2

ε2

)
= s2 |t |s1

ε1
|t − xy|s2

ε2
− s2 |t |

s1+1
−ε1
|t − xy|s2−1

−ε2
,

so that
(Ex − s2)

(
|t |s1
ε1
|t − xy|s2

ε2

)
=−s2 |t |

s1+1
−ε1
|t − xy|s2−1

−ε2

and
∂

∂t
(Ex − s2)

(
|t |s1
ε1
|t − xy|s2

ε2

)
=−s2(s1+ 1)|t |s1

ε1
|t − xy|s2−1

−ε2

− s2(s2− 1)|t |s1+1
−ε1
|t − xy|s2−2

ε2
.

By adding the first of the formulas in the previous sentence to the last, we obtain(
1+

∂

∂t
(Ex − s2)

)(
|t |s1
ε1
|t − xy|s2

ε2

)
=−s2(s1+ s2+ d)|t |s1

ε1
|t − xy|s2−1

−ε2
,

and if we introduce the relevant normalizing factors then this equation is seen to
be equivalent to

(2-2)
(
1+

∂

∂t
(Ex − s2)

)
T (s1, s2, ε1, ε2)=−T (s1, s2− 1, ε1,−ε2).

This is precisely the second identity in the statement. By adding (2-1) and (2-2),
we obtain

(2-3)
(
1+

∂

∂t
(Ex + s1+ d)

)
T (s1, s2, ε1, ε2)= T (s1− 1, s2,−ε1, ε2),

which is equivalent to the first identity in the statement. Thus these identities are
valid provided that re s1 and re s2 are sufficiently large. We may rewrite them in
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the form

T (s1, s2, ε1, ε2)=�z0+s1+1T (s1+ 1, s2,−ε1, ε2),

T (s1, s2, ε1, ε2)=−�−(z0+s2+1)T (s1, s2+ 1, ε1,−ε2),

and in this form they permit the analytic continuation of T (s1, s2, ε1, ε2) in the
usual way. Once the continuation is effected, the identity principle implies that the
identities remain valid for the continued distributions. �

We define
S(z, ε1, ε2)=�zT (z− z0,−(z+ z0), ε1, ε2),

and note that, by Proposition 2.1, we have

S(z, ε1, ε2)= T (z− z0− 1,−(z+ z0),−ε1, ε2),(2-4)

S(z, ε1, ε2)=−T (z− z0,−(z+ z0+ 1), ε1,−ε2).(2-5)

Lemma 2.2. We have

tT (s1, s2, ε1, ε2)= (s1+ 1)(s1+ s2+ d + 1)T (s1+ 1, s2,−ε1, ε2)

and

(t − xy)T (s1, s2, ε1, ε2)= (s2+ 1)(s1+ s2+ d + 1)T (s1, s2+ 1, ε1,−ε2).

Proof. The identities follow directly from the definitions in the region where re s1

and re s2 are nonnegative. They follow in general by continuation. �

Proposition 2.3. For all z ∈ C and all ε1, ε2 ∈ {±} we have

t S(z, ε1, ε2)= 0 and (xy)S(z, ε1, ε2)= 0.

Proof. By (2-4) and Lemma 2.2, we have

t S(z, ε1, ε2)= tT (z− z0− 1,−(z+ z0),−ε1, ε2)

= (z− z0)(−2z0− 1+ d + 1)T (z− z0,−(z+ z0), ε1, ε2)= 0,

since 2z0+ 1= d + 1. A similar argument using (2-5) and Lemma 2.2 shows that
we also have (t − xy)S(z, ε1, ε2) = 0, and the second identity follows from this
and the first identity. �

Let V ⊂ N be the hyperplane defined by t=0. A consequence of Proposition 2.3
is that there is a unique tempered distribution D(z, ε1, ε2) on V such that

S(z, ε1, ε2)(8)= D(z, ε1, ε2)
(
8|V

)
for all 8 ∈ S(N ). Moreover, we have (xy)D(z, ε1, ε2) = 0 and, in particular,
D(z, ε1, ε2) is supported on the cone xy = 0. Our next aim is to study the sym-
metry properties of D(z, ε1, ε2). The key point is that the symmetry group of this
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distribution is much larger than the conformal symmetry group of the operator �z

from which it was constructed.
We denote the result of applying r ∈ GL(N ) to n ∈ N by r · n. This action

induces an action of GL(N ) on S(N ) by (r ·8)(n) = 8(r−1
· n) and on S′(N )

by (r · T )(8) = T (r−1
·8). If r ∈ GL(N ) happens to stabilize V then all these

actions are compatible with restriction and corestriction to V . Thus if r(V ) = V
and r · S(z, ε1, ε2)= cS(z, ε1, ε2) for some constant c then

(r |V ) · D(z, ε1, ε2)= cD(z, ε1, ε2).

Henceforth, we shall not generally distinguish between r and r |V in such situations.
For g ∈ GL(d,R) we define rg ∈ GL(N ) by

rg(x, y, t)= (xg−1, gy, t).

For a skew-symmetric d-by-d matrix A we define uA ∈ GL(N ) by

uA(x, y, t)= (x, y+ Ax>, t),

and ūA ∈ GL(N ) by
ūA(x, y, t)= (x + y>A, y, t).

For a ∈ R×, we define pa ∈ GL(N ) by

pa(x, y, t)= (ax, y, at),

and, finally, we define s ∈ GL(N ) by

s(x, y, t)=
(
(y1, x2, . . . , xm−2), (x1, y2, . . . , ym−2)

>, t
)
.

Each of these elements stabilizes V . The restrictions of rg, uA, and ūA to V
generate the group SO(P) of the quadratic form P = xy. The element s lies in
O(P)− SO(P) and hence by adding this element we obtain a generating set for
O(P). Finally, pa is a similitude of P with multiplier a and so including these
elements along with the others yields a generating set for GO(P). Let H ⊂GL(N )
be the group generated by all rg, uA, ūA, pa , and s. The restriction map to V
is an isomorphism from H to GO(P). Let σ be either the similitude character
σ : GO(P)→ R× or its pullback to H , depending on context.

Lemma 2.4. For all s1, s2 ∈ C, ε1, ε2 ∈ {±}, and h ∈ H we have

h · T (s1, s2, ε1, ε2)= |σ(h)|−(s1+s2+d+1)
ε1ε2

T (s1, s2, ε1, ε2).

Proof. If f is a locally integrable function of moderate growth on N and T f is
the tempered distribution associated to f then the change-of-variable formula for
integrals implies that

h · T f = |detN (h)|−1Th· f
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for all h ∈ GL(N ). We may apply this formula to the function f on N given by
f (x, y, t) = |t |s1

ε1
|t − xy|s2

ε2
in the region where re s1 ≥ 0 and re s2 ≥ 0. The result

will then follow in general by continuation. One may check that

|detN (h)| = |σ(h)|d+1

for all h ∈ H . Thus the required formula follows from h · f = |σ(h)|−(s1+s2)
ε1ε2 f for

all h ∈ H . It is sufficient to check this last claim for each of the generators of H
that we enumerated above, and this is easily done. �

Proposition 2.5. Let z ∈ C and ε1, ε2 ∈ {±}. Then, for all h ∈ H , we have

h · S(z, ε1, ε2)= |σ(h)|0−ε1ε2
S(z, ε1, ε2).

Proof. This follows immediately from (2-4) and Lemma 2.4. �

Corollary 2.6. Let z ∈ C and ε1, ε2 ∈ {±}. Then, for all h ∈ GO(P), we have

h · D(z, ε1, ε2)= |σ(h)|0−ε1ε2
D(z, ε1, ε2).

Proof. This follows from Proposition 2.5 and the definition of D(z, ε1, ε2). �

We must now recall some facts about O(P)-invariant distributions supported on
the cone xy = 0 in V . Let µ denote Lebesgue measure on V and set

V+={(x, y)∈V | xy>0}, V0={(x, y)∈V | xy=0}, V−={(x, y)∈V | xy<0}.

We define tempered distributions M± and F± on V by

M±(8)=
∫

V±
8(x, y) dµ(x, y) and F±(8)=

∫
V±
8(x, y) log |P(x, y)| dµ(x, y),

and let δ0 denote the Dirac distribution at 0. It is evident that δ0, M±, and F± are
O(P)-invariant distributions on V . The same is true for the distributions obtained
by applying 1n (for n ≥ 0) to δ0, M±, or F±. Let us denote by GO+(P) the set of
all h ∈ GO(P) such that σ(h) > 0. A calculation based on the definitions and the
change-of-variable formula for integrals shows that

(2-6) h ·M± = σ(h)−d M±

and

(2-7) h · F± = σ(h)−d(F±− log(σ (h))M±)

for all h ∈ GO+(P). We also note that

(2-8) p−1 ·M± = M∓

and

(2-9) p−1 · F± = F∓.
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We require some additional facts about M±, F±, and1. In the present situation,
these are due to de Rham, but we shall use [Folland 1998] as a convenient and
accessible reference for them. To begin with, it is clear that

(2-10) 1M+ =−1M−.

There is a nonzero constant c1 (which depends on d) such that

(2-11) 1d M± =
{

0 if d is even,
±c1δ0 if d is odd.

Moreover, 1 j M± is nonzero for 0≤ j ≤ d − 1. These claims follow from Propo-
sition 3 and the subsequent corollary in [Folland 1998]. (Note that there is a mis-
print in the statement of this proposition; the negative power on 1 in the list of
invariant distributions annihilated by 1 should be replaced by its absolute value.
Also, the first statement in the remark that follows the corollary is inaccurate when
p = q = 1.) There is a nonzero constant c2 (which depends on d) such that

(2-12) 1d(F++ F−)=
{

c2δ0 if d is even,
0 if d is odd.

Moreover, the set {δ0,1
d F+} is linearly independent. These facts follow from

Proposition 3 and the remark after Proposition 6 in [Folland 1998]. (Special note
should be taken of Equation (14) in that reference when calculating1d(F++F−) in
the case where d is even, since it introduces an extra sign change between Folland’s
notation and ours.)

Proposition 2.7. The space of GO+(P)-invariant tempered distributions supported
on V0 in V is one-dimensional if d is odd and two-dimensional if d is even. If d
is odd then {δ0} is a basis for this space and every GO+(P)-invariant tempered
distribution supported on V0 is GO(P)-invariant. If d is even then {δ0,1

d F+}
is a basis for this space. In this case, p−1 has eigenvalues ±1 in this space of
distributions. In fact, δ0 is a 1-eigenvector for p−1 and 1d F+ − 1

2 c2δ0 is a (−1)-
eigenvector for p−1.

Proof. By Proposition 6 in [Folland 1998], the space of O(P)-invariant tempered
distributions on V that are supported on V0 is spanned by the distributions 1nδ0

for n ≥ 0, 1n M+ for n ≥ 1, and 1n+d F+ for n ≥ 0. It is easy to verify that
h ◦1◦h−1

= σ(h)1 for all h ∈GO(P). In light of these facts, and (2-6) and (2-7),
it is clear that the space of GO+(P)-invariant tempered distributions on V that are
supported on V0 is contained in the space spanned by the distributions δ0, 1d M+,
and 1d F+.
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Suppose that d is odd. Then 1d M+ = c1δ0 for a nonzero constant c1 by (2-11),
and

h ·1d F+ =1d F+− c1 log(σ (h))δ0

for all h ∈ GO+(P), by (2-7). Thus the space of GO+(P)-invariant distributions
has {δ0} as a basis. This confirms all the claims when d is odd.

Suppose that d is even. Then1d M+= 0 by (2-11) and1d F+ is invariant under
GO+(P) by this and (2-7). Thus {δ0,1

d F+} is a basis for the space of GO+(P)-
invariant distributions in this case. Now

p−1 ·1
d F+ = (−1)d1d( p−1 · F+

)
=1d F− =−1d F++1d(F++ F−

)
=−1d F++ c2δ0,

where we have used (2-9) from the first line to the second, and (2-12) for the last
step. This equality is equivalent to

p−1 ·
(
1d F+− 1

2 c2δ0
)
=−

(
1d F+− 1

2 c2δ0
)
,

and this verifies the final claim. �

The inversion operator I is defined on S(N ) by

(I8)(x, y, t)=8(−x,−y, xy− t).

It is evident that I is a continuous operator and this allows us to define an inversion
operator on S′(N ) by IT (8)= T (I8).

Lemma 2.8. For all s1, s2 ∈ C and ε1, ε2 ∈ {±}, we have

IT (s1, s2, ε1, ε2)= ε1ε2T (s2, s1, ε2, ε1).

Proof. When the real parts of s1 and s2 are sufficiently large, we have∫
N
|t |s1
ε1
|t − xy|s2

ε2
(I8)

(
n(x, y, t)

)
dµ(x, y, t)

=

∫
N
|t |s1
ε1
|t − xy|s2

ε2
8
(
n(−x,−y, xy− t)

)
dµ(x, y, t)

=

∫
N
|xy− t |s1

ε1
| − t |s2

ε2
8
(
n(x, y, t)

)
dµ(x, y, t)

= ε1ε2

∫
N
|t |s2
ε2
|t − xy|s1

ε1
8
(
n(x, y, t)

)
dµ(x, y, t).

The normalizing factor is the same on both sides, and so we obtain

IT (s1, s2, ε1, ε2)(8)= ε1ε2T (s2, s1, ε2, ε1)(8)

when the real parts of s1 and s2 are sufficiently large. As usual, the claim follows
in general by continuation. �
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Theorem 2.9. Let ε ∈ {±}. There is an entire function aε such that

D(z, ε,−ε)= aε(z)δ0

for all z ∈ C. We have a−ε(−z)=−aε(z) for all z ∈ C. If d is odd then

D(z, ε, ε)= 0

for all z ∈ C. If d is even then there is an entire function cε(z) such that

D(z, ε, ε)= cε(z)
(
1d F+− 1

2 c2δ0
)

for all z ∈ C.

Proof. We have already observed that the tempered distribution D(z, ε1, ε2) on V
is supported on V0. It follows from Corollary 2.6 that D(z, ε,−ε) is also invariant
under GO(P). Proposition 2.7 then implies that there is a constant aε(z) such that
D(z, ε,−ε) = aε(z)δ0 for all z ∈ C. If we choose a function 8 ∈ S(V ) such that
8(0)= 1 then we obtain

aε(z)= D(z, ε,−ε)(8).

It follows that aε is entire, since we have proved that z 7→ D(z, ε,−ε) is an entire
family. The corestriction of δ0 from V to N is again δ0 and so we may write

S(z, ε,−ε)= aε(z)δ0.

By (2-4), this is equivalent to

T (z− z0− 1,−(z+ z0),−ε,−ε)= aε(z)δ0,

and, by applying I to both sides and noting that Iδ0 = δ0, we obtain

T (−z− z0,−(−z+ z0+ 1),−ε,−ε)= aε(z)δ0.

This, in turn, is equivalent to

−S(−z,−ε, ε)= aε(z)δ0

by (2-5). We also have

S(−z,−ε, ε)= a−ε(−z)δ0,

and it follows that a−ε(−z)=−aε(z), as claimed.
Suppose that d is odd. By Corollary 2.6, D(z, ε, ε) is invariant under GO+(P),

but satisfies p−1 · D(z, ε, ε)=−D(z, ε, ε). By Proposition 2.7, this is impossible
unless D(z, ε, ε) = 0. Finally, suppose that d is even. It is still the case that
D(z, ε, ε) is invariant under GO+(P) and anti-invariant under p−1. According to
Proposition 2.7, this implies that D(z, ε, ε) is proportional to 1d F+ − 1

2 c2δ0 as
stated. �
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3. Determination of aε and cε

Let 80 ∈ S(N ) be defined by

80(x, y, t)= e−(t
2
+‖x‖2+‖y‖2),

where ‖x‖2= xx> and similarly for y. As we saw above, the function aε considered
in Theorem 2.9 is given by

(3-1) aε(z)= T (z− z0− 1,−(z+ z0),−ε,−ε)(80).

This leads us to consider the entire function

a(s1, s2)= T (s1, s2,+ ,+ )(80)

in general.
For s ∈ C with re s > 0 and t ∈ R, we define

(3-2) Z(s, t)=
∫

Rd⊕(Rd )>
|xy|s

+
e−(t

2(xy)2+‖x‖2+‖y‖2) dµ(x, y),

where, as before, µ denotes Lebesgue measure. We shall have to investigate the
properties of Z(s, t) in some detail. It happens that Z(s, t) can be evaluated in
terms of known special functions. In fact,

(3-3) Z(s, t)= πd
|t |−(s+d)
+

0
( s+1

2

)
0
( s+d

2

)
0
(1

2

)
0
( d

2

) 9
(s+d

2
,

d+1
2
,

1
t2

)
,

where 9 denotes the classical confluent hypergeometric function of the second
kind. (The reader may consult Sections 9.10–9.13 in [Lebedev 1972] for an excel-
lent account of the basic properties of this function.) However, we prefer not to
rely on this fact, since we can obtain what is needed directly from (3-2) by using
methods that are applicable in more general situations, where the analogue of (3-3)
is unknown.

Let b(s)= (s+ 1)(s+ d) be the b-function of the polynomial xy.

Lemma 3.1. For all s ∈ C with re s > 0 we have

b(s)Z(s, 0)= 4Z(s+ 2, 0).

Proof. We have 1|xy|s+1
− = b(s)|xy|s

+
and the identity follows from this and the

fact that

1e−(‖x‖
2
+‖y‖2)

= 4(xy)e−(‖x‖
2
+‖y‖2)

by integration by parts. �
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Lemma 3.2. For all s ∈ C with re s > 0 we have

Z(s, 0)= πd 0
( s+1

2

)
0
( s+d

2

)
0
( 1

2

)
0
( d

2

) .

Proof. Apart from the normalization, this is a consequence of Proposition 6.3.1 in
[Igusa 2000]. �

Lemma 3.3. The integral in (3-2) converges absolutely, uniformly in t , and locally
uniformly in s on the region where re s >−1.

Proof. The integrand of Z(s, t) is bounded in absolute value by that of Z(re s, 0).
From the usual argument, based on Landau’s lemma, the evaluation of this integral
given in Lemma 3.2 implies what is claimed. �

Note that Lemma 3.3 implies that Z(s, t) is a holomorphic function of s in the
region where re s >−1. For k ≥ 0, let

Z (k)(s, t)= ∂k

∂tk Z(s, t).

By differentiating under the integral sign in (3-2), we obtain

(3-4) Z (1)(s, t)=−2t Z(s+ 2, t).

Lemma 3.4. For k ≥ 1, we have

Z (k)(s, t)=
k∑

j=1

ck
j (t)Z(s+ 2 j, t),

where ck
j is a polynomial of degree at most j .

Proof. This follows by induction from (3-4). �

Lemma 3.5. Suppose that f is a C1 function on R. Then, for l ≥ 0, we have

∂

∂t

(
t2l+4

∫ 1

0
(1− v)l+1 f (t

√
v) dv

)
= 2(l + 1)t2l+3

∫ 1

0
(1− v)l f (t

√
v) dv.

Proof. The key point is the identity

(3-5) t ∂
∂t

f (t
√
v)= 2v ∂

∂v
f (t
√
v).

Given this, the statement follows by differentiating under the integral sign, intro-
ducing (3-5), integrating by parts, and simplifying the result. �

Proposition 3.6. For each t ∈ R and each k ≥ 0, the function

s 7→ Z (k)(s, t)
Z(s, 0)



THE HEISENBERG ULTRAHYPERBOLIC EQUATION 179

extends to an entire function. The extension is smooth as a function of t and the
processes of continuation and differentiation in t commute; that is, for all s ∈ C,

∂

∂t
Z (k)(s, t)
Z(s, 0)

=
Z (k+1)(s, t)

Z(s, 0)
.

Moreover, we have Z(−d, t)
Z(−d, 0)

= 1 and Z(−1, t)
Z(−1, 0)

= 1 for all t .

Proof. We begin with the case k = 0. For l ≥ 0, we have

eu
=

l∑
j=0

u j

j !
+

ul+1

l!

∫ 1

0
(1− v)leuv dv.

By introducing this identity into (3-2) with u = −t2(xy)2 and interchanging the
order of the integration (which is easily justified), we obtain

(3-6) Z(s, t)=
l∑

j=0

(−1) j

j !
t2 j Z(s+ 2 j, 0)

+
(−1)l+1

l!
t2l+2

∫ 1

0
(1− v)l Z(s+ 2l + 2, t

√
v) dv.

It follows from Lemma 3.2 that the function s 7→ 1/Z(s, 0) is entire. By multiply-
ing (3-6) by this entire function and using Lemma 3.2, we find that

(3-7) Z(s, t)
Z(s, 0)

=

l∑
j=0

(−1) j

j !
t2 j
(s+1

2

)
j

(s+d
2

)
j

+
(−1)l+1

l!Z(s, 0)
t2l+2

∫ 1

0
(1− v)l Z(s+ 2l + 2, t

√
v) dv.

In (3-7), the first summand on the right-hand side is a polynomial in s and t .
The second summand is holomorphic in s and smooth in t on the region where
re s > −2l − 3. This expression thus serves to continue the ratio Z(s, t)/Z(s, 0)
holomorphically to the region re s >−2l−3. Since l was arbitrary, the first claim
is established when k = 0.

Next we must show that the function Z (1)(s, t)/Z(s, 0) has an entire continua-
tion and that it is equal to the derivative of the continuation of Z(s, t)/Z(s, 0) with
respect to t . Note that there is an issue here at t = 0, because (3-7) implies that the
Maclaurin series of Z(s, t) is

∞∑
j=0

(−1) j

j !
t2 j
(s+1

2

)
j

(s+d
2

)
j
,

and the radius of convergence of this series is zero for most s. Thus, although there
is an argument based on the identity principle for the required equality at nonzero
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values of t , it fails at t = 0. The equality

(3-8) Z (1)(s, t)
Z(s, 0)

=−2t Z(s+2, t)
Z(s, 0)

=−2t · s+1
2
·

s+d
2
·

Z(s+2, t)
Z(s+2, 0)

,

together with what we have already done, implies that s 7→ Z (1)(s, t)/Z(s, 0) con-
tinues to an entire function. To verify the second statement, we begin by writing
out (3-7) with l replaced by l + 1. In light of (3-8), it suffices to show that the
derivative of the resulting expression is equal to the factor −t (s + 1)(s + d)/2
times (3-7) with s replaced by s + 2. This is easily done for the first term, so we
concentrate on the second term. The required equality turns out to be equivalent to

∂

∂t

(
t2l+4

∫ 1

0
(1− v)l+1 Z(s+ 2l + 4, t

√
v) dv

)
= 2(l + 1)t2l+3

∫ 1

0
(1− v)l Z(s+ 2l + 4, t

√
v) dv,

and this follows from Lemma 3.5. This completes the proof for k = 0. The general
case follows by combining Lemma 3.4, the case k = 0, and the observation that
Z(s+ 2 j, 0)/Z(s, 0) is a polynomial in s for j ≥ 0.

For the last claim, we substitute s = −d into (3-7) with l chosen large enough
so that −d+2l+2> 0. Since 1/Z(−d, 0)= 0, the second summand vanishes. In
addition, all terms but the first in the first summand vanish and the first term is 1.
This gives the required conclusion at s =−d . A similar argument succeeds when
s =−1. �

Proposition 3.7. Let α < β and γ > 0, and define p by

p =


1 if d = 1 and α >−1,
2 if d = 1 and α ≤−1,
0 if d > 1 and α >−1,
1 if d > 1 and α ≤−1.

Then there is a constant Kα,β,γ such that∣∣∣ Z(s, t)
Z(s, 0)

∣∣∣≤ Kα,β,γ |t |−(re s+1)(1+ log |t |)p

for all (s, t) such that α ≤ re s ≤ β, |im s| ≤ γ , and |t | ≥ 1.

Proof. For c ∈ R, let (c) denote the contour τ 7→ c+ iτ . We have

e−z
=

1
2π i

∮
(c)
0(w)z−w dw
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for c > 0 and re z > 0. By introducing this into (3-2) and changing the order of
integration we obtain

(3-9) Z(s, t)= 1
2π i

∮
(c)

Z(s− 2w, 0)0(w)|t |−2w dw,

when re s > −1 + 2c and t 6= 0. Since Z(s, t) and the right-hand side of the
proposed inequality are even in t , it will suffice to derive the inequality when t ≥ 1.
We henceforth assume that this is so. We also assume for the moment that d > 1,
α >−1, and β −α < 1. Then we may choose c1 and c2 such that

0< c1 <
α+1

2
<
β+1

2
< c2 <

α+2
2
.

If α ≤ re s ≤ β then

c1 <
re s+1

2
< c2 <

re s+2
2

.

It follows from Lemma 3.2 and (3-9) that

(3-10) Z(s, t)
Z(s, 0)

=
1

2π i

∮
(c1)

0
( s+1

2 −w
)
0
( s+d

2 −w
)

0
( s+1

2

)
0
( s+d

2

) 0(w)t−2w dw,

and from this, Cauchy’s formula, and the standard estimate on the gamma function
in vertical strips, we obtain

(3-11) Z(s, t)
Z(s, 0)

=
0
( d−1

2

)
0
( s+d

2

) t−(s+1)

+
1

2π i

∮
(c2)

0
( s+1

2 −w
)
0
( s+d

2 −w
)

0
( s+1

2

)
0
( s+d

2

) 0(w)t−2w dw.

This is valid for all s such that α≤ re s ≤ β. If we also impose a bound of the form
|im s| ≤ γ on s then (3-11) implies a uniform bound of the form∣∣∣∣ Z(s, t)

Z(s, 0)

∣∣∣∣� t−(re s+1)
+ t−2c2,

and this gives what is required since 2c2 > re s + 1. Every vertical strip of finite
width may be covered by a finite number of vertical strips of width at most 1/2
and this allows us to remove the restriction that β − α < 1 from this conclusion.
The case where d = 1 is handled similarly. The salient difference is that, in (3-10),
the integrand has a double pole at w= (s+1)/2 instead of a simple pole. Thus the
residue term in (3-11) includes a factor of log t , and this accounts for the value of
p in this case. We have now obtained the required estimate provided that α >−1.

To obtain the required estimate for α ≤−1, observe that we have

(3-12) Z(s, t)
Z(s, 0)

=
Z(s, 1)
Z(s, 0)

− 2
(s+1

2

)(s+d
2

) ∫ t

1
τ

Z(s+2, τ )
Z(s+2, 0)

dτ.
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This equality follows from Lemma 3.1, (3-4), Proposition 3.6, and the fundamental
theorem of calculus. Equation (3-12) allows us to obtain the required estimate for
α>−3 from the estimate for α>−1. We may then proceed inductively to establish
it for any α. �

The verification of (3-3) could be based upon the following result, although
we shall use it for a different purpose. The next few results are the least easily
generalizable part of the argument, not because a differential operator such as that
considered in Lemma 3.8 does not exist in general, but rather because it will be of
higher order and hence harder to handle.

Lemma 3.8. Let δ= t ∂
∂t

be the Euler operator in t. Then the differential operator

t2(δ+ s+ 1)(δ+ s+ d)+ 2δ

annihilates Z(s, t)/Z(s, 0) for all s ∈ C.

Proof. Since Z(s, t) is an even function of t , it will suffice to verify this for t > 0.
Also, we may assume that re s > 0, since the result will follow in general by
continuation, in light of Proposition 3.6. Under these assumptions, we have from
(3-9) that

Z(s, t)= 1
2π i

∮
(1/2)

Z(s− 2w, 0)0(w)t−2w dw.

Now b(s+ δ)t−2w
= b(s− 2w)t−2w and so

b(s+ δ)Z(s, t)= 1
2π i

∮
(1/2)

b(s− 2w)Z(s− 2w, 0)0(w)t−2w dw

=
1

2π i

∮
(1/2)

4Z(s+ 2− 2w, 0)0(w)t−2w dw = 4Z(s+ 2, t)

by Lemma 3.1. On the other hand,

δZ(s, t)= t ∂
∂t

Z(s, t)=−2t2 Z(s+ 2, t)=− 1
2 t2b(s+ δ)Z(s, t)

by (3-4), and this is equivalent to the claim. �

Proposition 3.9. Suppose that d is odd. Then we have

∂

∂s

( Z(s, t)
Z(s, 0)

)∣∣∣
s=−d
=

(d−1
2

)
!

(d−3)/2∑
j=0

1
(d−1−2 j) j !

td−1−2 j .

This should be interpreted as zero when d = 1.
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Proof. Let f (s, t)= Z(s, t)/Z(s, 0) and F(s, t)=∂/∂s f (s, t). We seek to evaluate
F(−d, t). From Lemma 3.8, we have(

t2(δ+ s+ 1)(δ+ s+ d)+ 2δ
)

f (s, t)= 0.

By differentiating this relation with respect to s, we obtain(
t2(δ+ s+ 1)(δ+ s+ d)+ 2δ

)
F(s, t)+ t2(2δ+ 2s+ d + 1) f (s, t)= 0.

We showed in Proposition 3.6 that f (−d, t)= 1 for all t . We evaluate the previous
relation at s =−d and use this fact to obtain(

t2(δ+ 1− d)δ+ 2δ
)
F(−d, t)+ t2(2δ+ 1− d)1= 0,

or (
t2(δ+ 1− d)+ 2

)(
δF(−d, t)

)
= (d − 1)t2.

Let u = δF(−d, t). Then u satisfies the differential equation

∂u
∂t
+

(1−d
t
+

2
t3

)
u = d−1

t

for t > 0 and remains bounded as t→ 0+. It is routine to solve this equation by the
method of integrating factors to find that the unique solution that has the required
boundedness is u = 0 if d = 1 and

u =
(d−1

2

)
!

(d−3)/2∑
j=0

1
j !

td−1−2 j

if d ≥ 3. Since δF(−d, t)= u, we conclude that F(−d, t)= F(−d, 0) when d = 1
and

F(−d, t)= F(−d, 0)+
(d−1

2

)
!

(d−3)/2∑
j=0

1
(d−1−2 j) j !

td−1−2 j

when d ≥ 3. However, it is apparent from the definition that F(−d, 0) = 0, and
this concludes the evaluation. �

The same argument as in the proof of Proposition 3.9 would also succeed when
d is even. However, in this case the result would not be an elementary function.

Lemma 3.10. For all s1, s2 ∈ C with re s1 ≥ 0 and re s2 ≥ 0 we have

a(s1, s2)=
Z(s1+s2+1, 0)

0(s1+1)0(s2+1)0(s1+s2+m−1)

∫
∞

−∞

|t |s1 |t−1|s2 Z(s1+s2+1, t)
Z(s1+s2+1, 0)

dt.

Proof. By definition,

a(s1, s2)

=
1

0(s1+1)0(s2+1)0(s1+s2+m−1)

∫
N
|t |s1 |t−xy|s2e−(t

2
+‖x‖2+‖y‖2)dµ(x, y, t).
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By excluding the set where xy = 0 (which is of measure zero) and replacing t by
t (xy) in the integral, we obtain

a(s1, s2)=
1

0(s1+1)0(s2+1)0(s1+s2+m−1)

∫
∞

−∞

|t |s1 |t−1|s2 Z(s1+s2+1, t)dt.

This is equivalent to what is stated. �

We shall use the standard notation ψ(w)= 0
′(w)

0(w)
for the logarithmic derivative

of the gamma function.

Lemma 3.11. Let w1, w2 ∈ C with rew1 >−1 and re(w1+w2) <−1. Then∫
∞

0
tw1(1+ t)w2 dt = 0(1+w1)0(−(w1+w2+1))

0(−w2)
,∫

∞

0
tw1(1+ t)w2 log t dt =

(
ψ(1+w1)−ψ(−(w1+w2+ 1))

)
×
0(1+w1)0(−(w1+w2+1))

0(−w2)
,∫

∞

0
tw1(1+ t)w2 log(1+ t) dt =

(
ψ(−w2)−ψ(−(w1+w2+ 1))

)
×
0(1+w1)0(−(w1+w2+1))

0(−w2)
.

Proof. The first formula follows from entry 3.194.3 in [Gradshteyn and Ryzhik
2000]. The other two result from the first by differentiation. �

Theorem 3.12. We have

a+(z)=
{

2d+1πd−1 sin(π z) if d is even,
2d+1πd−1

(
sin(π z)− (−1)(d−1)/2

)
if d is odd,

and

a−(z)=
{

2d+1πd−1 sin(π z) if d is even,
2d+1πd−1

(
sin(π z)+ (−1)(d−1)/2

)
if d is odd.

Proof. We shall calculate a−(z). Since we know that a+(z) = −a−(−z) by
Theorem 2.9, this will suffice. From (3-1), our goal is to make the specialization
s1= z− 1

2 d−1 and s2=−z− 1
2 d in a(s1, s2). For this purpose, we use the expression

for a(s1, s2) given in Lemma 3.10. Of course, this is not directly possible, since s1

and s2 cannot both have nonnegative real parts simultaneously. The strategy is to
break a(s1, s2) into pieces each of which may be evaluated for some z and whose
continuation may thereby be determined. The reason this strategy can succeed is
that, for the desired specialization, we have s1+ s2+ 1=−d and hence

Z(s1+ s2+ 1, t)
Z(s1+ s2+ 1, 0)

= 1
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by the last part of Proposition 3.6. This leaves relatively elementary integrals to be
evaluated. We begin by writing

a(s1, s2)= a1(s1, s2)+ a2(s1, s2)+ a3(s1, s2),

with

a1(s1, s2)=
Z(s1+s2+1, 0)

0(s1+1)0(s2+1)0(s1+s2+d+1)

∫ 0

−∞

|t |s1 |t−1|s2
Z(s1+s2+1, t)
Z(s1+s2+1, 0)

dt,

and a2(s1, s2) and a3(s1, s2) being given by similar expressions with the range of
integration being 0 to 1 for a2(s1, s2) and 1 to∞ for a3(s1, s2).

We have

a1(s1, s2)=
Z(s1+s2+1, 0)

0(s2+1)0(s1+s2+d+1)
A1(s1, s2),

with

A1(s1, s2)=
1

0(s1+1)

∫ 0

−∞

|t |s1 |t − 1|s2 Z(s1+s2+1, t)
Z(s1+s2+1, 0)

dt.

By Proposition 3.7, the integral in the definition of A1(s1, s2) converges provided
that re s1>−1. In fact, A1(s1, s2) extends to an entire function. To see this, assume
that re s1 >−1. Then we have

A1(s1, s2)=
1

0(s1+2)

∫ 0

−∞

(
∂

∂t
|t |s1+1
−

)
|t − 1|s2

+

Z(s1+s2+1, t)
Z(s1+s2+1, 0)

dt

=−
1

0(s1+2)

∫ 0

−∞

|t |s1+1
−

∂

∂t

(
|t − 1|s2

+

Z(s1+s2+1, t)
Z(s1+s2+1, 0)

)
dt

=−
s2

0(s1+2)

∫ 0

−∞

|t |s1+1
− |t − 1|s2−1

−

Z(s1+s2+1, t)
Z(s1+s2+1, 0)

dt

+
2

0(s1+2)

∫ 0

−∞

|t |s1+2
+ |t − 1|s2

+

Z(s1+s2+3, t)
Z(s1+s2+1, 0)

dt

=−
s2

0(s1+2)

∫ 0

−∞

|t |s1+1
+ |t − 1|s2−1

+

Z(s1+s2+1, t)
Z(s1+s2+1, 0)

dt

+
(s1+2)b(s1+s2+1)

20(s1+3)

∫ 0

−∞

|t |s1+2
+ |t − 1|s2

+

Z(s1+s2+3, t)
Z(s1+s2+3, 0)

dt

=−s2 A1(s1+ 1, s2− 1)+ 1
2(s1+ 2)b(s1+ s2+ 1)A1(s1+ 2, s2).

The main steps in this calculation rely on Lemma 3.1 and on (3-4). This recurrence
relation establishes that A1(s1, s2) extends to an entire function.

Now suppose that s1 + s2 + 1 = −d with re s1 > −1. Then, by the last part of
Proposition 3.6, we have
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A1(s1, s2)=
1

0(s1+1)

∫ 0

−∞

|t |s1 |t − 1|s2 dt = 1
0(s1+1)

∫
∞

0
t s1(t + 1)s2 dt

=
1

0(s1+1)
0 (s1+1) 0 (−s1−s2−1)

0 (−s2)
=

0(d)
0(−s2)

,

where we have used Lemma 3.11 to evaluate the integral. Notice that this evalua-
tion, initially obtained under the assumption that re s1 >−1, is valid on the whole
affine plane s1+s2+1=−d , since both sides are known to be entire on this plane.
Remarks such as this will be taken for granted henceforth.

When d is odd, we also need to determine the partial derivative ∂A1/∂s1 at a
point on the affine plane s1 + s2 + 1 = −d. Assume for the moment that d is
odd. In the region of convergence of the original definition of A1(s1, s2), we may
differentiate under the integral to obtain

∂A1
∂s1

(s1, s2)=−ψ(s1+ 1)A1(s1, s2)

+
1

0(s1+1)

∫ 0

−∞

|t |s1 |t − 1|s2 log |t | Z(s1+s2+1, t)
Z(s1+s2+1, 0)

dt

+
1

0(s1+1)

∫ 0

−∞

|t |s1 |t − 1|s2 ∂

∂s

( Z(s, t)
Z(s, 0)

)∣∣∣
s=s1+s2+1

dt.

Using Proposition 3.9, it follows that at a point on the affine plane s1+s2+1=−d
with re s1 >−1, we have

∂A1
∂s1

(s1, s2)=−
ψ(s1+1)0(d)
0(−s2)

+
1

0(s1+1)

∫
∞

0
t s1(1+ t)s2 log t dt

+

(d−1
2

)
!

1
0(s1+1)

(d−3)/2∑
j=0

1
(d−1−2 j) j !

∫
∞

0
t s1+d−1−2 j (1+ t)s2dt.

The integrals that appear here may be evaluated using Lemma 3.11 and we find
that when d is odd and (s1, s2) is a point on the affine plane s1+ s2+1=−d then
we have

∂A1

∂s1
(s1, s2)=−

ψ(d)0(d)
0(−s2)

+

(d − 1
2

)
!

1
0(−s2)

(d−3)/2∑
j=0

(2 j)!
(d − 1− 2 j) j !

0(s1+ d − 2 j)
0(s1+ 1)

.

Note that the form in which this partial derivative has been written makes it clear
that it is entire on the affine plane.

Next we consider a3(s1, s2). We have

a3(s1, s2)=
Z(s1+s2+1, 0)

0(s1+1)0(s1+s2+d+1)
A3(s1, s2),
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with

A3(s1, s2)=
1

0(s2+1)

∫
∞

1
|t |s1 |t − 1|s2 Z(s1+s2+1, t)

Z(s1+s2+1, 0)
dt.

By Proposition 3.7, the integral converges when re s2 > −1. We may derive a
recurrence relation for A3(s1, s2), just as we did for A1(s1, s2), and thus conclude
that A3(s1, s2) extends to an entire function. This done, we prefer to replace t by
1/t in the integral defining A3(s1, s2) so as to write

A3(s1, s2)=
1

0(s2+1)

∫ 1

0
t−s1−s2−2(1− t)s2 Z(s1+s2+1, t−1)

Z(s1+s2+1, 0)
dt.

From this, we deduce as before that if (s1, s2) is a point on the affine plane
s1+ s2+ 1=−d then

A3(s1, s2)=
1

0(s2+ 1)

∫ 1

0
td−1(1− t)s2 dt =

0(d)
0(−s1)

,

where we have used Euler’s beta integral.
When d is odd, we also need to determine the partial derivative ∂A3/∂s1 at a

point on the affine plane s1+ s2+ 1=−d . In the region of convergence, we have

∂A3
∂s1

(s1, s2)=−
1

0(s2+1)

∫ 1

0
t−s1−s2−2(1− t)s2 log(t) Z(s1+s2+1, t−1)

Z(s1+s2+1, 0)
dt

+
1

0(s2+1)

∫ 1

0
t−s1−s2−2(1− t)s2 ∂

∂s

( Z(s, t−1)

Z(s, 0)

)∣∣∣
s=s1+s2+1

dt.

Using Proposition 3.9, it follows that at a point on the affine plane s1+s2+1=−d
with re s2 >−1, we have

∂A3
∂s1

(s1, s2)=−
1

0(s2+1)

∫ 1

0
td−1(1− t)s2 log t dt

+

(d−1
2

)
!

1
0(s2+1)

(d−3)/2∑
j=0

1
(d−1−2 j) j !

∫ 1

0
t2 j (1− t)s2 dt.

By taking the derivative of Euler’s beta integral, we obtain∫ 1

0
tw1(1− t)w2 log t dt =

(
ψ(w1+ 1)−ψ(w1+w2+ 2)

)0(w1+1)0(w2+1)
0(w1+w2+2)

under the same convergence restrictions that apply to the beta integral itself. Thus
if d is odd and (s1, s2) is a point on the affine plane s1+ s2+ 1=−d then

∂A3
∂s1

(s1, s2)=
(ψ(−s1)−ψ(d))0(d)

0(−s1)
+

(d−1
2

)
!

(d−3)/2∑
j=0

(2 j)!
(d−1−2 j) j !

1
0(s2+2 j+2)

.



188 ANTHONY C. KABLE

We are now ready to evaluate a13(s1, s2) = a1(s1, s2)+ a3(s1, s2) at a point on
the affine plane s1 + s2 + 1 = −d . We shall eventually have to distinguish cases
based on the parity of d . The reason for grouping a1 and a3 together will become
apparent when d is odd. We have

a13(s1, s2)=
Z(s1+s2+1, 0)
0(s1+s2+d+1)

A13(s1, s2),

where we define A13(s1, s2) to be

A13(s1, s2)=
1

0(s2+1)
A1(s1, s2)+

1
0(s1+1)

A3(s1, s2).

By using Lemma 3.2, the duplication formula for the gamma function, and the
evaluation 0(1/2)=

√
π , we find that

(3-13)
Z(s1+ s2+ 1, 0)
0(s1+ s2+ d + 1)

=
πd

2s1+s2+d0
(d

2

) · 0
(s1+s2+2

2

)
0
(s1+s2+d+2

2

) .
At a point (s1, s2) on the affine plane s1+s2+1=−d, we use the above evaluations
of A1(s1, s2) and A3(s1, s2) to see that

A13(s1, s2)=
0(d)

0(−s2)0(s2+1)
+

0(d)
0(−s1)0(s1+1)

.

The reflection formula for the gamma function allows us to reexpress this as

A13(s1, s2)=−
0(d)
π

(sin(πs1)+ sin(πs2)),

and a trigonometric identity lets us write it in the more convenient form

(3-14) A13(s1, s2)=
20(d)
π

sin
(
π
2 (d + 1)

)
cos

(
π
2 (s1− s2)

)
.

Assume now that the integer d is even and that (s1, s2) is a point on the affine
plane s1+ s2+ 1=−d . By combining (3-13) and (3-14), we obtain

a13(s1, s2)= (−1)d/2
4πd−10(d)0

(1−d
2

)
0
( 1

2

)
0
( d

2

) cos
(
π
2 (s1− s2)

)
.

A calculation making use of the reflection and duplication formulas for the gamma
function reveals that this simplifies to

(3-15) a13(s1, s2)= 2d+1πd−1 cos
(
π
2 (s1− s2)

)
.

This completes the evaluation of this term when d is even.
Assume now that d is odd. Then (3-14) reveals that A13 = 0 on the affine plane

s1+s2+1=−d. Also, from (3-13), the factor Z(s1+s2+1, 0)/0(s1+s2+d+1)
has a simple polar divisor along this plane. Thus, in order to evaluate a13(s1, s2)
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at a point (s1, s2) on the affine plane s1+ s2+1=−d, we must reexpress it in the
form

a13(s1, s2)= L1(s1, s2)L2(s1, s2),

where

L1(s1, s2)= lim
(w1,w2)→(s1,s2)

(
(w1+w2+ d + 1) · Z(w1+w2+1, 0)

0(w1+w2+d+1)

)
,

L2(s1, s2)= lim
(w1,w2)→(s1,s2)

A13(w1, w2)

w1+w2+d+1
.

By using (3-13) and the reflection and duplication formulas for the gamma function,
one finds that

L1(s1, s2)= (−1)(d−1)/2 2d+1πd−1

0(d)
.

On the other hand, since A13 vanishes along the affine plane s1+ s2+1=−d , we
have

L2(s1, s2)=
∂A13
∂s1

(s1, s2).

From the definition of A13, we have

(3-16) ∂A13
∂s1

(s1, s2)=
1

0(s2+1)
∂A1
∂s1

(s1, s2)

−
ψ(s1+1)
0(s1+1)

A3(s1, s2)+
1

0(s1+1)
∂A3
∂s1

(s1, s2),

and each of the terms in this expression has been evaluated above. Since the
computation is slightly involved, we shall simplify the result of substituting these
evaluations into (3-16) in three pieces. The first of these accounts for terms that do
not appear in the scope of the summation signs in the evaluation of ∂A1/∂s1 and
∂A3/∂s1 above; it equals

−
1

0(s2+1)
ψ(d)0(d)
0(−s2)

−
ψ(s1+1)
0(s1+1)

0(d)
0(−s1)

+
1

0(s1+1)

(
ψ(−s1)−ψ(d)

)
0(d)

0(−s1)

=−ψ(d)
(

0(d)
0(s2+1)0(−s2)

+
0(d)

0(s1+1)0(−s1)

)
+0(d)ψ(−s1)−ψ(s1+1)

0(s1+1)0(−s1)

=−ψ(d)A13(s1, s2)−0(d)
ψ(s1+1)−ψ(−s1)

0(s1+1)0(−s1)

=−0(d)ψ(s1+1)−ψ(−s1)

0(s1+1)0(−s1)
=−0(d) cos(πs1),

since A13(s1, s2)= 0 and we find that

ψ(1−w)−ψ(w)
0(w)0(1−w)

= cos(πw)
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by differentiating the reciprocal of the reflection formula. The second piece is the
result of substituting the summation from ∂A1/∂s1 above. It is

(d − 1
2

)
!

1
0(−s2)0(s2+1)0(s1+1)

(d−3)/2∑
j=0

(2 j)!
(d−1−2 j) j !

0(s1+ d − 2 j).

Recall that we are considering a point (s1, s2) such that s1 + s2 + 1 = −d. Thus
s1+ d =−s2− 1 and so this piece of the sum is

(d − 1
2

)
!

1
0(−s2)0(s2+ 1)0(s1+ 1)

(d−3)/2∑
j=0

(2 j)!
(d − 1− 2 j) j !

0(−s2− 1− 2 j)

=−

(d − 1
2

)
!

sin(πs2)

π0(s1+ 1)

(d−3)/2∑
j=0

(2 j)!
(d − 1− 2 j) j !

0
(
1− (s2+ 2 j + 2)

)
=−

(d − 1
2

)
!

sin(πs2)

π0(s1+ 1)

(d−3)/2∑
j=0

(2 j)!
(d − 1− 2 j) j !

π

0(s2+ 2 j + 2) sin(π(s2+ 2 j + 2))

=−

(d − 1
2

)
!

sin(πs2)

π0(s1+ 1)

(d−3)/2∑
j=0

(2 j)!
(d − 1− 2 j) j !

π

0(s2+ 2 j + 2) sin(πs2)

=−

(d − 1
2

)
!

1
0(s1+ 1)

(d−3)/2∑
j=0

(2 j)!
(d − 1− 2 j) j !

1
0(s2+ 2 j + 2)

,

where we have used the reflection formula twice. The last piece of the sum arises
from the summation in the above evaluation for ∂A3/∂s1. It is

(d − 1
2

)
!

1
0(s1+1)

(d−3)/2∑
j=0

(2 j)!
(d−1−2 j) j !

1
0(s2+2 j+2)

,

hence it cancels the second piece of the sum. Thus L2(s1, s2) = −0(d) cos(πs1)

and it follows that when the integer d is odd and (s1, s2) is a point on the affine
plane s1+ s2+ 1=−d , we have

(3-17) a13(s1, s2)= (−1)(d+1)/22d+1πd−1 cos(πs1).

This completes the evaluation of this term when d is odd.
It remains to consider the term a2(s1, s2), which is given by

a2(s1, s2)=
1

0(s1+1)0(s2+1)0(s1+s2+d+1)

∫ 1

0
t s1(1− t)s2 Z(s1+ s2+ 1, t)dt,



THE HEISENBERG ULTRAHYPERBOLIC EQUATION 191

provided that re s1 >−1 and re s2 >−1. Let us write s = s1+ s2+1 and choose l
so that −d + 2l + 2>−1. By (3-6), we have

Z(s, t)=
l∑

j=0

(−1) j

j !
t2 j Z(s+2 j, 0)+ (−1)l+1

l!
t2l+2

∫ 1

0
(1−v)l Z(s+2l+2, t

√
v) dv,

and so

a2(s1, s2)=
1

0(s1+1)0(s2+1)0(s+d)

l∑
j=0

(−1) j

j !
Z(s+ 2 j, 0)

×

∫ 1

0
t s1+2 j (1− t)s2 dt + F(s1, s2),

where

F(s1, s2)=
1

0(s1+1)0(s2+1)0(s+d)

×
(−1)l+1

l!

∫ 1

0

∫ 1

0
t s1+2l+2(1− t)s2(1− v)l Z(s+ 2l + 2, t

√
v) dv dt.

The function s 7→ Z(s+ 2l + 2, t
√
v) is holomorphic where re s >−2l − 3. Thus

F is holomorphic on the domain where re s1 > −2l − 3 and re s2 > −1. (Note
that these inequalities imply that re s >−2l−3 also.) The set of (s1, s2) such that
re s1 >−2l−3 and re s2 >−1 contains a nonempty open subset of the affine plane
s = −d . On this open subset of the affine plane s = −d we have F(s1, s2) = 0,
because of 0(s + d) factor in the above expression for F(s1, s2). It suffices to
evaluate a2(s1, s2) on this open set, and it follows that we may ignore F in doing so.
By using the beta integral and Lemma 3.2, we find that the potentially significant
part of a2(s1, s2) is equal to

πd

0
( 1

2

)
0
( d

2

) l∑
j=0

(−1) j

j !
0 ((s+ 2 j + 1)/2)
0(s+ 2 j + 1)

0 ((s+ d)/2+ j)
0(s+ d)

0(s1+ 2 j + 1)
0(s1+ 1)

=
πd

0
(1

2

)
0
( d

2

) l∑
j=0

(−1) j

j !

(s+d
2

)
j
(s1+ 1)2 j

0 ((s+ 2 j + 1)/2)
0(s+ 2 j + 1)

0 ((s+ d)/2)
0(s+ d)

=
21−2s−dπd+1

0
( 1

2

)
0
( d

2

) l∑
j=0

(−1) j 2−2 j

j !

(s+d
2

)
j
(s1+ 1)2 j

1

0
( s+2 j+2

2

)
0
( s+d+1

2

) ,
where we have used the duplication formula in the form

0
(
w
2

)
0(w)

=
21−w√π

0
(
w+1

2

)
in order to reach the last line. When we evaluate this at s = −d , all terms but
the j = 0 term vanish, because of the ((s + d)/2) j factor. Thus at s = −d the
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expression becomes

2d+1πd+1

0
(1

2

)2
0
( d

2

)
0
(
1− d

2

) = 2d+1πd−1 sin
(
πd
2

)
by the reflection formula. Thus if d is even and (s1, s2) is a point on the affine
plane s1 + s2 + 1 = −d then a2(s1, s2) = 0, whereas if d is odd and (s1, s2) is a
point on the affine plane s1+ s2+ 1=−d then

a2(s1, s2)= (−1)(d−1)/22d+1πd−1.

This leads to

a(s1, s2)=

{
2d+1πd−1 cos

(
π
2 (s1− s2)

)
if d is even,

(−1)(d−1)/22d+1πd−1
(
1− cos(πs1)

)
if d is odd.

Now a−(z)= a(z− 1
2 d − 1,−z− 1

2 d) and so

a−(z)=

{
2d+1πd−1 sin(π z) if d is even,

2d+1πd−1
(
sin(π z)+ (−1)(d−1)/2

)
if d is odd.

Now recall that a+(z)=−a−(−z) to obtain the other result. �

Our final goal in this section is to show that the entire functions c+ and c−
that appear in Theorem 2.9 are, in fact, identically zero. We shall thus assume
henceforth that d ≥ 2 is even.

Lemma 3.13. Let 8 ∈ S(V ) be given by

8(x, y)= (xy)d−1e−(‖x‖
2
+‖y‖2).

Then

(1d F+)(8)=−2
(

d − 1
d/2

)
d!(d − 2)!

(
π

2

)d
.

Proof. Note that (|xy|0
+
+ |xy|0

−
)/2 is the characteristic function of V+. From this

we obtain

(1d F+)(8)=
1
2

d
ds

∣∣∣
s=0

∫
V
(1d8)(x, y)

(
|xy|s

+
+ |xy|s

−

)
dµ(x, y)

for any 8 ∈ S(V ). By integration by parts and the b-function relation, we obtain∫
V
(1d8)(x, y)

(
|xy|s

+
+ |xy|s

−

)
dµ(x, y)

=

( d∏
j=1

b(s− j)
) ∫

V
8(x, y)

(
|xy|s−d

+
+ |xy|s−d

−

)
dµ(x, y),
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still for any 8 ∈ S(V ). On specializing to the 8 in the statement, we obtain∫
V
8(x, y)

(
|xy|s−d

+
+ |xy|s−d

−

)
dµ(x, y)

=

∫
V

(
|xy|s−1

−
+ |xy|s−1

+

)
e−(‖x‖

2
+‖y‖2) dµ(x, y)

=

∫
V
|xy|s−1

+
e−(‖x‖

2
+‖y‖2) dµ(x, y)= Z(s− 1, 0),

so that

(1d F+)(8)=
1
2

d
ds

∣∣∣
s=0

(
Z(s− 1, 0) ·

d∏
j=1

b(s− j)
)
.

Now

Z(s− 1, 0) ·
d∏

j=1

b(s− j)= 4Z(s+ 1, 0) · s(s+ 1− d) ·
d−1∏
j=2

b(s− j),

from which it follows that

(1d F+)(8)= 2Z(1, 0)(1− d)
d−1∏
j=2

b(− j).

By writing out the product more explicitly and recalling that d is even, it is easy
to see that

(1− d)
d−1∏
j=2

b(− j)=−(d − 1)!(d − 2)!.

From Lemma 3.2,

Z(1, 0)= πd 0(1)0
( d+1

2

)
0
( 1

2

)
0
( d

2

) = πd( d−2
2

)
!

(1
2

)
d/2
=

πdd!

2d
( d−2

2

)
!
( d

2

)
!
,

and combining all these factors gives the stated result. �

It will be helpful to introduce the abbreviation

κd =−2
(

d − 1
d/2

)
d!(d − 2)!

(
π

2

)d

for the value found in Lemma 3.13. All that actually matters about κd is that it is
not zero.

Theorem 3.14. The functions c+ and c− are identically zero.

Proof. Let 9 ∈ S(N ) be the function

9(x, y, t)= (xy)d−1e−(t
2
+‖x‖2+‖y‖2)
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and define
c(s1, s2, ε)= T (s1, s2,−ε, ε)(9),

where ε ∈ {±}. The function (s1, s2) 7→ c(s1, s2, ε) is entire and we have

c
(
z− 1

2 d − 1,−z− 1
2 d, ε

)
= T

(
z− 1

2 d − 1,−z− 1
2 d,−ε, ε

)
(9)

= S(z, ε, ε)(9)= D(z, ε, ε)
(
9|V

)
= cε(z)

(
1d F+− 1

2 c2δ0
)
(8)

= cε(z)(1d F+)(8)= κdcε(z),

where 8=9|V is the Schwartz function used in Lemma 3.13. Here we have used
(2-4) from the first line to the second, the definition of D and Theorem 2.9 from
the second line to the third, and then Lemma 3.13. It follows that

(3-18) cε(z)= κ−1
d c

(
z− 1

2 d − 1,−z− 1
2 d, ε

)
,

and this identity will be the basis for evaluating cε(z). By a calculation similar to
that used to prove Lemma 3.10, we find that if re s1 ≥ 0 and re s2 ≥ 0 then

c(s1, s2, ε)

=
1

0(s1+1)0(s2+1)0(s1+s2+d+1)

∫
∞

−∞

|t |s1
−ε |t − 1|s2

ε Z(s1+ s2+ d, t) dt.

As before, we break this integral into three pieces c1(s1, s2, ε), c2(s1, s2, ε), and
c3(s1, s2, ε) with the ranges of integration being from −∞ to 0, from 0 to 1, and
from 1 to∞, respectively. The pieces can be analyzed separately.

We have
c1(s1, s2, ε)=

Z(s, 0)
0(s2+1)0(s+1)

C1(s1, s2, ε),

with

C1(s1, s2, ε)=
1

0(s1+1)

∫ 0

−∞

|t |s1
−ε |t − 1|s2

ε

Z(s, t)
Z(s, 0)

dt,

where we have introduced the abbreviation s= s1+s2+d that will be used through-
out the proof. As in the proof of Theorem 3.12, the integral defining C1(s1, s2, ε)

converges provided that re s1 >−1 and C1(s1, s2, ε) extends from this region to be
an entire function. At a point on the affine plane s =−1 with re s1 >−1 we have

C1(s1, s2, ε)=−
1

0(s1+1)

∫
∞

0
t s1(1+ t)s2 dt

=−
1

0(s1+1)
·
0(s1+1)0(d)
0(−s2)

=−
0(d)
0(−s2)

,

since Z(−1, t)/Z(−1, 0) = 1 for all t by Proposition 3.6. Note that we have
used Lemma 3.11 to evaluate the integral. By using the duplication and reflection
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formulas for the gamma function as before, we conclude that if (s1, s2) is a point
on the affine plane s =−1 then

c1(s1, s2, ε)= 2πd−10
( d−1

2

)
0(d)

0
( d

2

)
0
( 1

2

) sin(πs2).

Similarly,

c3(s1, s2, ε)=
Z(s, 0)

0(s1+1)0(s+1)
C3(s1, s2, ε),

with

C3(s1, s2, ε)=
1

0(s2+1)

∫
∞

1
t s1(t − 1)s2

Z(s, t)
Z(s, 0)

dt.

At a point on the affine plane s =−1, we obtain the evaluation

c3(s1, s2, ε)=−2πd−10
( d−1

2

)
0(d)

0
( d

2

)
0
( 1

2

) sin(πs1)

from this and Euler’s beta integral. At a point (s1, s2) on the affine plane s =−1,
we have

sin(πs2)− sin(πs1)= 2 sin
(
π
2 (s2− s1)

)
cos

(
π
2 (d + 1)

)
= 0

since d is even, and so at such a point

c1(s1, s2, ε)+ c3(s1, s2, ε)= 0.

It remains to show that c2(s1, s2, ε) is also zero on the affine plane s =−1. As
before, it is sufficient to show that it is zero on some nonempty open subset of this
affine plane. Provided that re s1 >−1 and re s2 >−1, we have

c2(s1, s2, ε)=
ε

0(s1+1)0(s2+1)0(s+1)

∫ 1

0
t s1(1− t)s2 Z(s, t) dt.

Let l be a large natural number. By introducing (3-6) into this identity, we obtain

(3-19) c2(s1, s2, ε)=
ε

0(s1+1)0(s2+1)0(s+1)
l∑

j=0

(−1) j

j !
Z(s+ 2 j, 0)

∫ 1

0
t s1+2 j (1− t)s2dt + εF(s1, s2),

where

F(s1, s2)=
(−1)l+1

l!0(s1+1)0(s2+1)0(s+1)∫ 1

0

∫ 1

0
t s1+2l+2(1− t)s2(1− v)l Z(s+ 2l + 2, t

√
v) dv dt.

Suppose that re s1>−2l−3 and re s2>−1. Then re(s+2l+2)> d−2≥ 0 and so
the function s 7→ Z(s+2l+2, t

√
v) is holomorphic on this region. It follows that
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the double integral in the expression for F converges and is a holomorphic function
of (s1, s2) on this region. Provided that l is large enough, this region contains an
open subset of the affine plane s =−1 and, on this open set, F(s1, s2)= 0 because
of the 0(s + 1) factor in the expression for F . Thus, on this open subset of the
affine plane, c2(s1, s2, ε) coincides with the first summand in (3-19). From the beta
integral and Lemma 3.2, this summand is equal to

επd

0
( 1

2

)
0
( d

2

) l∑
j=0

(−1) j

j !

(s+1
2

)
j
(s1+1)2 j0

(s+d
2
+ j

) 0 ( s+1
2

)
0(s+ 1)

1
0(s1+s2+2 j+2)

.

The reason for arranging the factors in the terms in this expression in this particular
way is that, so arranged, each factor is regular at s=−1. Moreover, the ((s+1)/2) j

factor vanishes when s =−1 unless j = 0. When j = 0 and s =−1, the integer

s1+ s2+ 2 j + 2= s+ 2− d = 1− d

is negative, and so the last factor in the j = 0 term vanishes when s = −1. Thus
all terms vanish on the affine plane s =−1. We conclude that c2(s1, s2, ε) is iden-
tically zero on a nonempty open subset of the affine plane s =−1. It follows that
c(s1, s2, ε) is also identically zero on this subset. Since the restriction of c(s1, s2, ε)

to this affine plane is entire, we conclude that it vanishes on the whole affine plane.
This and (3-18) yield the required conclusion. �

In the following result, we summarize the results obtained in this section.

Corollary 3.15. Let z0 = d/2, z ∈ C, and ε ∈ {±}. Then

�zT (z− z0,−(z+ z0), ε, ε)= 0

and

�zT (z− z0,−(z+ z0), ε,−ε)= aε(z)δ0,

where aε(z) is given in Theorem 3.12.

Note that when d is odd we have

a−(z)− a+(z)= (−1)(d−1)/22d+2πd−1,

so that

(−1)(d−1)/22−(d+2)π1−d(T (z−z0,−(z+z0),−,+)− T (z−z0,−(z+z0),+,−)
)

is always a fundamental solution for �z . When d is even,

2−(d+1)π1−d csc(π z)T (z− z0,−(z+ z0), ε,−ε)

is a fundamental solution for �z for both ε = + and ε = − provided that z is not
an integer. We have not succeeded in determining any fundamental solution for �z
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when d is even and z is an integer. Of course, as the referee has pointed out, it is
possible that no fundamental solution exists in some or all of these cases. Since it
would take us somewhat far afield, we do not attempt to decide this question here.
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