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We study the semicontinuity of automorphism groups for perturbations of
domains in complex space or in complex manifolds. We provide a new ap-
proach to the study of such results for domains having minimal boundary
smoothness. The emphasis in this study is on the low differentiability as-
sumption and the new methodology developed accordingly.
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1. Introduction

It is a familiar perception of everyday life that symmetry is hard to create, but
easy to destroy. To make the crooked straight requires some definite effort, but
the slightest change can suffice to make the straight a little crooked and hence not
straight at all. This perception is easily substantiated in precise form for geometric
objects in Euclidean space. It is natural to ask if something similar might apply for
automorphism groups in complex analysis, that is, for the group of biholomorphic
self-maps of, say, a bounded domain in complex Euclidean space.

In one complex variable, this idea does not yield much, at least in the topologically
trivial case. Since all bounded domains that are topologically equivalent to the unit
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disc are biholomorphic to the unit disc (Riemann mapping theorem, of course),
there is not much interest in discussing how the automorphism group varies with
the domain: it does not vary at all.

But, in higher dimensions, the idea comes into its own. Domains near the unit
ball can have no automorphisms whatever except the identity, and indeed domains
with trivial automorphism group are dense in the set of C1 strongly pseudoconvex
domains in the C1 topology (see [Greene and Krantz 1982a] for detailed references
to the literature): the proof of this result in fact goes back really to Poincaré, in
effect, since it depends essentially only on counting parameters rather than on the
details of local invariant theory, at least once one knows that biholomorphic maps
extend smoothly to the boundary [Fefferman 1974]. It is also the case that domains
near the unit ball have automorphism groups which are isomorphic to a subgroup
of the automorphism group of the ball. Indeed, if a domain is C1 close enough to
the ball, then the domain is either biholomorphic to the ball or its automorphism
group is isomorphic to a (closed) subgroup of the unitary group [Greene and Krantz
1982a].

This kind of semicontinuity holds in greater generality [ibid.]. If a C1 strongly
pseudoconvex domain is not biholomorphic to the ball, then there is a neighborhood
of the domain in the C1 topology on the set of all C1 bounded domains with
the property that the automorphism group of every domain in the neighborhood
is isomorphic to a subgroup of the automorphism group of the original domain.
(The case of the fixed domain being biholomorphic to the ball is as in the previous
paragraph.)

The goal of this paper is to explore the possibility of reducing the level of
differentiability required for this type of semicontinuity result, both for the fixed
domain itself and for the perturbed domains and the topology upon them. We shall
show in fact that C1 can be reduced to C 2. This is optimal in the sense that C 2 is
the natural setting for the discussion of strong pseudoconvexity and is the lowest
level of regularity for which the definition is naturally given. (One can, of course,
construct somewhat more intricate and to some extent artificial ideas of strong
pseudoconvexity wherein the boundary need not have that much regularity, but
these will not be explored here.)

It will turn out that the complex analysis results just discussed can in fact best
be treated by changing the whole context to manifolds and general group actions.
The role of complex analysis becomes simply to guarantee a kind of uniform
compactness discussed in Section 2 in detail.

To put this matter in perspective, it is desirable to recall in outline how the
semicontinuity results in [Greene and Krantz 1982a] were obtained. The starting
point is the use of normal family arguments. In this context, the setup is as follows.
Fix a bounded domain �0. Then a sequence of bounded domains �j is considered
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to converge to �0 if there is a sequence of maps ĵ W�0!�j which converges
to the identity in some appropriate topology. Now, in this situation, a sequence of
automorphisms fj W�j !�j always has a subsequence fjk

such that the maps
ˆ�1

jk
ıfjk
ı ĵk

converge to some map of�0 to the closure of�0. Here convergence
means uniform convergence on compact subsets of �0.

However, it is relatively easy to show, and it is in fact a classical result that, if
the limit mapping is in fact interior, i.e., if its image lies in �0 itself, then that limit
is an automorphism of �0. (A detailed proof is given in [Krantz 2001].) Thus, in
trying to relate the automorphisms of the �j ’s to those of �0, one is interested in
situations where it is guaranteed that the family of maps of the sort described always
has “nondegenerate” limits; that is, the limits are necessarily the maps into �0

itself, with no boundary points in the image.
As it happens, every strongly pseudoconvex bounded domain that is not biholo-

morphic to the ball has a compact automorphism group. This was proved in [Wong
1977] and has been much generalized since, to the point where the result is not only
valid for C 2 domains but is localized completely: if a sequence of automorphisms
has the property that, for some interior point the sequence of the images of the
point converge to a C 2 strongly pseudoconvex boundary point of a domain in a
general complex manifold, then the domain is biholomorphic to the ball [Efimov
1995; Gaussier et al. 2002]. This line of thought makes it natural to consider the
whole normal families situation for bounded strongly pseudoconvex domains that
are not biholomorphic to the ball, which will indeed be the main topic in this paper.
However, certain aspects of the situation can be treated with no pseudoconvexity
invoked at all. If one simply assumes the relevant kind of nondegeneracy of normal
families as a hypothesis, then a semicontinuity result already follows. This matter
is treated in Section 2.

It is natural to ask when that nondegeneracy hypothesis is satisfied, that is, under
what conditions of a more familiar sort the nondegeneracy condition (stably interior)
that is required in Section 2 is sure to hold. As we shall see, it in fact always holds
under the hypothesis of C 2 strong pseudoconvexity of the boundary of �0 (�0 not
biholomorphic to the ball) and the assumption that the �j converge to �0 in the
C 2 topology. How this arises requires some explanation.

The semicontinuity of automorphism groups in the C 2 case will be obtained in
this paper again by using curvature invariants to bound the distance of orbits from
the boundary stably. But the stability of the asymptotic constancy of holomorphic
curvature of the Bergman metric will be obtained without using the Fefferman
expansion, thus avoiding the need for a large number of derivatives. Instead, the
behavior of the holomorphic sectional curvature of the Bergman metric will be
analyzed using the “scaling method,” as explained in Section 3. The possibility
of using the scaling method depends on noting that the holomorphic sectional
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curvature can be expressed in terms of a special basis for the Hilbert space of square
integrable holomorphic functions (see [Greene and Wu 1979] and [Epstein 1965]
for the special basis concept in generality). This means that one can detour around
the rather awkward formulas from Riemannian geometry that express the curvature
tensor as a whole in terms of the metric and operate instead with more directly
accessible aspects of the fundamental Bergman construction.

In the last section of the present paper, a more refined kind of semicontinuity
result involving not just isomorphism to a subgroup but isomorphism to a subgroup
via diffeomorphism conjugacy will be obtained for strongly pseudoconvex domains
with low boundary regularity. For technical reasons, the regularity cannot be
quite reduced to the C 2 level which would be all that is needed for the subgroup
semicontinuity. This is related to the present Theorem 4.3, a uniform version of
Lempert’s extension theorem for biholomorphic mappings of bounded domains with
C k;˛ smooth boundaries for every k�2. For the conjugacy arguments, the necessary
regularity here turns out to be C 4;˛. It may be possible that diffeomorphism
conjugacy also applies in the C 2 case, but this result cannot be proved by the
methods used here.

It is worth noting that in [Greene and Krantz 1985] we established a version of the
semicontinuity theorem for automorphism groups in the context of C 2 convergence.
That paper was an important first step in the program we are developing here. The
role of holomorphic curvature of the Bergman metric was replaced by the quotient
invariant, that is the Carathéodory volume divided by the Kobayashi–Eisenmann
volume. But the curvature methods here are of independent interest, and the needed
stable uniformity of C k extension of automorphisms, for low k, is checked here in
Theorem 4.3.

2. Normal families and general semicontinuity of groups of mappings

In this section, some very general results will be discussed about groups of diffeo-
morphisms of open sets in Euclidean spaces. The fundamental idea is that, as far as
semicontinuity of the groups is concerned, the noncompact case can be converted to
the compact case. This is, more precisely, true as far as semicontinuity in the sense of
isomorphism to a subgroup is concerned. We begin with a definition of an appropri-
ate idea of convergence of the open sets. For convenience, and without any particular
loss of generality, we restrict our attention to connected open sets, i.e., domains.

Definition 2.1. A sequence �j of connected open sets, or domains, in a Euclidean
space Rn, is said to containment-converge to a limit domain�0 if, for every compact
subset K of �0, K is contained in �j for all sufficiently large j .

Definition 2.2. If the sequence f�j g of domains containment-converges to a do-
main �0, then a sequence of C1 mappings fj W�j ! Rn is said to converge C1
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normally if, for each compact subset K of�0, the mappings fj and their derivatives
of all orders converge uniformly on K.

Note here that the fj are defined in a neighborhood of K, any compact set K,
for all j sufficiently large, so that the desired uniform convergence indeed makes
sense.

For our next definition, we recall that there is a metric, to be denoted K , on the
set of all C1 mappings of a neighborhood of a compact subset K to Rn such that
convergence in this metric is equivalent to convergence of the mappings and their
derivatives of all orders uniformly on the compact set K (see [Greene and Krantz
1982b], for example).

Definition 2.3. Suppose that f�j g is a sequence of domains which containment-
converges to a domain �0 and also suppose that, for each j , Gj is a group of
diffeomorphisms of �j , and that G0 is a group of diffeomorphisms of �0. We
say that the sequence of groups Gj converges normally to G0 if, for each compact
subset K of �0 and for each � > 0, there is a j�;K such that, for each j > j�;K and
each �j 2Gj , the mapping �j jK lies within K -distance � of some element of G0.

In case one has not domains, but compact manifolds and compact groups, then
the situation is as follows:

Lemma 2.4 (from [Ebin 1968]; cf. [Kim 1987] and [Greene et al. 2011]). If
M is a compact manifold and if Gj is a sequence of compact subgroups of the
diffeomorphism group of M [in the topology determined by the metric M ] such
that Gj converges to the compact subgroup G0 then, for all j sufficiently large, Gj

is isomorphic to a subgroup of G0. Moreover, the isomorphism can be obtained by
conjugation by a diffeomorphism �j and the �j can be chosen to converge to the
identity [again in the topology determined by the metric M ].

This follows from the original result of [Ebin 1968] as follows. Averaging
on arbitrary Riemannian metric on M with respect to the action of G gives a
Riemannian metric g on M which is G-invariant; i.e., G� Isom.g/, where Isom.g/
is the isometry group of g. Averaging g with respect to the action of Gj for each j

yields Riemannian metric gj with Gj � Isom.gj / for each j . Since the elements
of Gj are close to the elements of G by hypothesis, when j is large, it follows easily
that the sequence fgj g of metrics converges C1 to g. By Ebin’s original result,
there are, for all j sufficiently large, diffeomorphisms �j WM !M such that �j

conjugates Isom.gj / to a subgroup �j ıˇ ı�
�1
j 2 Isom.g/ for all ˇ 2 Isom.gj / of

Isom.g/; moreover, the sequence f�j g can be taken to converge C1 to the identity.
Then each �j conjugates Gj (for j large) to a subgroup yGj of Isom.g/, with yGj

C1-close to G. By a classical theorem of [Montgomery and Samelson 1943], it
follows that yGj is isomorphic to a subgroup of G via conjugation by an element �j

of Isom.g/, with the �j converging to the identity.
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This point will arise again in a slightly different form in Section 5, q.v.
Our goal here is to show how to reduce the domain case to the compact manifold

situation described in Lemma 2.4. Specifically, we want to prove the following
proposition:

Proposition 2.5. Suppose that f�j g is a sequence of bounded domains in RN

which containment-converges to �0 in the sense of Definition 2.1 and that, for
each j , Gj is a compact group of diffeomorphisms of cl.�j / and that the sequence
fGj g converges C1 normally to a compact group G0 of diffeomorphisms of cl.�0/

[convergence in the sense of Definition 2.3]. Here, of course, cl denotes the closure
of the indicated set. Then, for all sufficiently large j , the group Gj is isomorphic to
a subgroup of G0.

Proof. The essential tool is to use group-invariant exhaustion functions to find
a smoothly bounded subdomain of �0 that is taken to itself by each element of
the group G0 and then to pass to the “double” of these subdomains to form a
compact manifold. Then one does a similar construction to nearby Gj -invariant
subdomains of�j and thus attains the situation of Ebin’s theorem. We now describe
this situation in more detail, following the arguments developed in [Greene and
Krantz 1982b]:

Definition 2.6. A real-valued function � W�! R on a domain � is said
to be an exhaustion function if, for every ˛ 2 R, the set ��1..�1; ˛�/ is
compact — that is, the sublevel sets of � are compact.

Exhaustion functions of course always exist on domains and indeed on manifolds
in general. One for (not necessarily bounded) domains that frequently occurs
in complex analysis is max.kzk2;� log dist.z; the complement of the domain//.
Exhaustion functions with special properties play an important role, for instance, in
the study of Stein manifolds; these are of course more difficult to construct.

Now suppose that G is a compact group of diffeomorphisms on a domain � and
suppose that � is an exhaustion function on �. Then the function y� defined by

O�.z/ WD

Z
G

�.g.z// d�.g/;

where d� is the normalized Haar measure on G, is also an exhaustion function,
as one easily sees. This function is G-invariant in the sense that O�.g.z//D O�.z/.
Thus its sublevel sets are invariant under the action of G: a given sublevel set is
mapped to itself by each element of G.

If � is C1, then O� is also C1. In this case, for all sufficiently large ˛, except
for a set of measure 0, the sublevel set O��1.�1; ˛� is a compact C1 manifold-
with-boundary. This follows from Sard’s theorem: one need only take ˛ so large
that the sublevel set is nonempty and such that ˛ is a regular value for O�.
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Now we return to the situation of a sequence of compact groups Gj converging
in our previous sense to a compact group G0. As in the general setting above, we
choose a C1 exhaustion function �0 and average it over G0 to get a G0-invariant,
C1exhaustion function O�0.

Because Gj is defined on �j while O�0 is defined on �0, we cannot average
O�0 to make it Gj -invariant. We can, however, perform the averaging on arbitrary
compact subsets.

Specifically, choose ˛ as above, so that O��1
0
.�1; ˛� is nonempty and of course

is a compact subset of �0. Let L be a compact subset of �0 which contains
O��1
0
.�1; ˛� in its interior and let L1 be a compact subset of �0 that contains L in

its interior.
Because the sequence Gj converges to G0, it follows easily that, for j sufficiently

large, the images under Gj of points of L lie in L1. It then follows in addition
that one can average the function �0 over the action of Gj , as in the process of
averaging to construct O�. Denote this new function on L by O�j . Note that, because
the elements of Gj are, for j large, close to those of G0, the function O�j is C1-close
(i.e., L-close) to O�0 on L. In particular, the sublevel set L1\ O�

�1
j .�1; ˛� will be,

for j sufficiently large, a smooth manifold-with-boundary which is C1 close to
O��1
0
.�1; ˛�.

In particular, if we choose a regular value ˛ for O�0 with the sublevel set M0 WD

O��1
0
.�1; ˛� nonempty then, for all j sufficiently large, the sublevel set Mj WD

O��1
j .�1; ˛� will be a nonempty C1 manifold-with-boundary. Moreover it will be

close to O��1
0
.�1; ˛� in the C1 sense. Namely, there will be a sequence of diffeo-

morphisms �j WM0!Mj which converges in the C1 sense to the identity on M0.
More precisely, these diffeomorphisms can be obtained as follows: for j large, O�j

has derivative bounded away from 0 along integral curves of the gradient of O�
(gradient relative to an arbitrary Riemannian metric, indeed) near O��1.f˛g/. Motion
along the integral curves gives a diffeomorphism of the ˛-level of O� onto the ˛-level
of O�j . Standard Morse theory then establishes a diffeomorphism of O��1.Œˇ; ˛�/

onto O��1
j .Œˇ; ˛�/ for some ˇ < ˛ but with ˇ close to ˛. This diffeomorphism is

C1 close to the identity and can hence be patched via a partition of unity to the
identity diffeomorphism on Q��1.Œ1

2
.˛Cˇ/; ˛�/ to give the desired diffeomorphism

of Q��1..�1; ˛�/ to Q��1
j ..�1; ˛�/, C1 close to the identity.

The next step of the proof is to form the doubles of the invariant subdomains
with smooth boundary and extend the compact group actions to them. This will
make it possible to apply the lemma above to the present situation.

For this, suppose that � is a domain, M a compact subset that is a (nonempty)
smooth manifold with boundary and H a compact group of diffeomorphisms of �
that map M to itself. By the usual averaging process, similar to the construction of
the invariant exhaustion functions as already discussed, there is a Riemannian metric
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g on� for which the elements of H act as isometries; i.e., H is contained in Isom.g/.
Now the metric g restricted to M can be modified so as to remain invariant under H

while being a product metric at and near the boundary of M (see [Greene and Krantz
1982a] for an early instance of this construction). This modification is obtained by
first noting that, if N is the inward unit normal (relative to g) along the boundary
@M , then there is an � > 0 such that the g-exponential map E W @M � Œ0; �/!M

defined by E.p; s/D expp.sN.p// is a diffeomorphism for jsj< � and moreover
E.p; s/, p 2 @M , 0� s<�, is a diffeomorphism of manifolds with boundary onto a
neighborhood V of @M in M . This is the usual tubular neighborhood construction.

Then one obtains a product metric h on the neighborhood of the boundary as

hD ds2
C dp2;

where dp2 is the metric on @M and we push this metric over via E to the neigh-
borhood V of @M in M . This is clearly invariant under H . Then one can extend
this metric to all of M in an H -invariant way, by taking a function � on V that
depends on s alone and hence is invariant under the H -action. This function is to
be 1 in a neighborhood of s D 0, and hence as a function on M , is equal to 1 in
a neighborhood of @M . It is to be equal to 0 when s > �=2. Then �hC .1��/g

will be a metric on M as desired: it is smooth on all of M , is invariant under H ,
and is a product metric near @M .

This metric now extends smoothly to be a metric yh on the double yM of M in
an obvious way. The group H acts on yM as a subgroup of the isometry group of
yh. This subgroup of the isometry group of yh will be denoted by yH .

Our construction can clearly be taken to be stable with respect to the original
H -invariant metric g on M in the sense that, if g1 is another H -invariant metric
on M which is C1 close to g, then the corresponding metric yh1 on the double yM
of M will be C1 close to yh.

With these ideas in mind, we return to the convergence situation as before.
Namely, we continue to denote by yMj the doubles of the Gj -invariant sublevel
sets, and let yGj denote the extension of the Gj . Now, when j is large, there are
diffeomorphisms ǰ W

yM0!
yMj which have the property that the pullback to yM0

of the Gj -action on Mj via ǰ converges in the sense of Lemma 2.4 above.
In particular, Gj is then isomorphic to a subgroup of G0, for all sufficiently large

j . Note that, as such, these isomorphisms apply not to Gj itself but to the restriction
of Gj to Mj . But, since Mj has nonempty interior, the restriction of Gj to be
an action on the (Gj -invariant) set Mj is injective: two isometries of a connected
manifold which are equal on a nonempty open set are equal. (This follows easily by
a standard continuation argument.) Hence the original Gj are indeed isomorphic to a
subgroup of G0 when j is sufficiently large. Thus the proposition is established. �
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3. Bergman metric and curvature with C 2 stability near the strongly
pseudoconvex boundary

Let n> 1 throughout this section. Denote by Dn the collection of bounded domains
in Cn with C 2 smooth, strongly pseudoconvex boundary, equipped with the C 2

topology via the C 2 topology on defining functions. The goal of this section is to
establish the following result, which is Klembeck’s theorem [1978] for domains
in Dn, with C 2 stability. In the statement below the notation S�.pI �/ denotes the
holomorphic sectional curvature of the Bergman metric of the domain � at p along
the holomorphic section generated by the tangent vector � .

Theorem 3.1. Let y� 2 Dn. Then, for every � > 0, there exist ı > 0 and an open
neighborhood U of y� in Dn such that, whenever � 2U,

sup
nˇ̌̌

S�.pI �/�
�
�

4

nC1

�ˇ̌̌
W � 2U; � 2 Cn

n f0g
o
< �

for any p 2� satisfying dis.p;Cn n�/ < ı.

We remark, before giving the proof, that this result is crucial in establishing
the semicontinuity theorem (Theorem 5.2): if y� is not biholomorphic to the unit
open ball, there exists . Op; O�/ 2 T�0 D�0�Cn such that Sy�. Op;

O�/ 6D �4=.nC 1/

due to Lu Qi-Keng’s theorem [Lu 1966; Greene et al. 2011, Theorem 4.2.2]. Now
Theorem 3.1 implies that, choosing U smaller if necessary, this curvature difference
continues to hold for every domain � 2U. Consequently, one sees that there exist
a constant ı > 0 depending only on . Op; O�/ and a neighborhood U of y� in the space
of domains such that

dis.�. Op/;Cn
n�/ > ı for all � 2 Aut.�/

for every � 2U, a crucial point in the proof of Theorem 5.2.

Proof. It suffices to show that the following cannot hold:

(|) there exist �0 > 0 and f��g � Dn such that �� ! y� in the C 2 topology as
�!1 and there exists a sequence fp� 2��g with lim�!1 dis.p� ; @��/D 0

such that ˇ̌̌
S�� .p� ; ��/C

4

nC1

ˇ̌̌
� �0

for every �.

Since the goal is to show that

lim
�!1

ˇ̌̌
S�� .p� ; ��/C

4

nC1

ˇ̌̌
D 0;

we may assume without loss of generality that lim�!1 p� exists. Denote this limit
by yp. Notice that yp 2 @ y�.
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Let q� 2 @�� be the closest boundary point of �� to p� for every � D 1; 2; : : : .
Then consider a sequence R� W C

n! Cn of complex rigid motions (i.e., unitary
maps followed by translations) in Cn and another rigid motion yR satisfying

(1) yR. yp/D 0 and R�.q�/D 0 for every �;

(2) R�.@��/ for every �, and yR.@ y�/ are tangent at 0 to the hyperplane defined
by Re z1 D 0;

(3) lim�!1 kR� �
yRkC 2 D 0, where the norm here is the C 2-norm of mappings

on an open neighborhood of the closure of y� in Cn.

Notice that R�.��/ converges to yR. y�/ in the C 2 topology on bounded domains
with smooth boundaries. Therefore, without loss of generality, we may also assume
the following:

(10) 0 2 @ y�\
�T1

�D1 @��
�
;

(20) @ y� and @�� (for every � D 1; 2; : : : ) share the same outward normal vector
nD .�1; 0; : : : ; 0/ at the origin;

(30) p� D .r� ; 0; : : : ; 0/ with r� > 0 for every �.

Now we need the following three lemmas for the proof. The first is:

Lemma 3.2 ([Kim and Yu 1996]; cf. [Greene et al. 2011, Chapter 10]). There exists
an open neighborhood U of the origin in Cn such that

lim
�!1

sup
0¤�2Cn

ˇ̌̌̌
2�S��\U .p� I �/

2�S�� .p� I �/
� 1

ˇ̌̌̌
D 0:

The proof of this lemma is a normal families argument.
Notice that this lemma implies: if lim�!1 S��\U .p� I �/ exists, it will coincide

with lim�!1 S�� .p� I �/.
The next two lemmas convert the problem of understanding the boundary as-

ymptotic behavior of the Bergman curvature to that of the stability of the Bergman
kernel function in the interior under perturbation of the boundary:

Lemma 3.3 ([Kim and Yu 1996]; cf. [Greene et al. 2011, Chapter 10]). Let the
sequence f.p� I ��/ 2�� � .Cn n f0g/g be chosen as above. Let Bn denote the open
unit ball in Cn. Then there exists a sequence of injective holomorphic mappings
�� W�� \U ! Cn with the following properties:

(i) ��.p�/D 0 (the origin of Cn);

(ii) for every r with 0< r < 1, there exists N > 0 such that, for every � >N ,

.1� r/Bn
� ��.�� \U /� .1C r/Bn:

The third and last lemma toward the proof of Theorem 3.1 is as follows:
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Lemma 3.4 ([Ramadanov 1967; Kim and Yu 1996]; cf. [Greene et al. 2011,
Chapter 10]). Let D be a bounded domain in Cn containing the origin 0. Let
fD�g denote a sequence of bounded domains in Cn that satisfies the following
convergence condition:

given � > 0, there exists N > 0 such that .1� �/D �D� � .1C �/D for
every � >N .

Then, for every compact subset F of D, the sequence of Bergman kernel functions
KD� of D� converges uniformly to the Bergman kernel function KD of D on F �F .

This is a result of Ramadanov [1967]. Now we return to the proof of Theorem 3.1.

Let q� , �� , y�, �� be as above. Let U be an open neighborhood of the origin
as in Lemma 3.2. Taking a subsequence, we may assume that q� 2 �� \U for
every �. Select �� as in Lemma 3.3.

Apply Lemma 3.4 to our setting, with D� D ��.�� \U / and D D Bn. The
conclusion of Lemma 3.4 states that the sequence KD� .z; �/ converges uniformly to
KD.z; �/ on F �F . This of course implies that the sequence KD� .z;

N�/ converges
to KD.z; N�/. Notice that the functions now involved are holomorphic functions in
the z and � variables together. Therefore Cauchy estimates imply that KD� .z; �/

converges uniformly to KD.z; �/ on F � F in the C k sense for any positive
integer k. Since the holomorphic sectional curvature of the Bergman metric involves
derivatives of the Bergman kernel function up to fourth order, we may conclude that
S��.��\U /.0I � / converges uniformly to SBn.0I � / on f� 2 Cn W k�k D 1g. Notice
that the latter is the constant function with value �4=.nC 1/.

Combining this result with the localization lemma (Lemma 3.2), the conversion
lemma (Lemma 3.3), and the fact that every biholomorphism is an isometry for the
Bergman metric, we see that

�
4

nC1
D lim
�!1

S��.��\U /.0I d�� jq� .��//D lim
�!1

S��.��\U /.��.q�/I d�� jq� .��//

D lim
�!1

S��\U .q� I ��/D lim
�!1

S�� .q� I ��/:

This completes the proof of Theorem 3.1. �

Remark 3.5 (completeness of the Bergman metric). The Bergman metric of a
bounded strongly pseudoconvex domain is known to be complete ([Diederich
1973]; for the more general case see [Ohsawa 1981]). Since the scaled limit shown
in the proof of Lemma 3.3 is the unit ball, a variation of that proof argument also
yields the same conclusion as [Diederich 1973] regarding completeness also (see
[Greene et al. 2011, Section 10.1.7]).
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4. Stable C k-extension of automorphisms

The purpose of this section is to establish the stability of the extension theorem
for the automorphisms of a bounded strongly pseudoconvex domain under C k

perturbation for finite k.
The result and the techniques involved in the proofs are new. More importantly,

the contents of this section (especially Theorem 4.3 on page Theorem 4.3) are
essential in creating the necessary “metric double” in the proof of Theorem 5.2.

Convergence of Lempert’s representative map. Let X , Y be complex Banach
spaces. Let � WU ! Y be a map from an open subset U of X into Y . The map � is
said to be differentiable at x 2X , if there exists a bounded linear map Dx� WX!Y

such that �.xC h/��.x/� .Dx�/.h/


Y
D o.khkX /

as khkX ! 0. Let L.X;Y / denote the set of bounded linear maps from X into Y .
It is naturally equipped with the operator norm and hence becomes a Banach space.
Then � is said to be C 1 on U if Dx� exists for all x 2 U and

D� W x 2 U 7!Dx� 2L.X;Y /

is continuous.
It is also well established what it means for � to belong to the class C k ; see,

[Mujica 1986], for example. To understand this point, consider the space L.X�� � ��

X;Y / of bounded k-linear maps with values in Y . For an S 2L.X � � � � �X;Y /,
define its norm as follows:

kSkk D sup
˚
kS.h1; : : : ; hk/kY W kh1kX � 1; : : : ; khkkX � 1

	
:

One more piece of notation is necessary: for a k-linear map S , a .k � 1/-linear
map ŒS �.h/ is defined by

ŒS �.h/.h1; : : : ; hk�1/ WD S.h; h1; : : : ; hk�1/:

Now the idea of a map belonging to the class C k can be defined inductively: the
map � is said to be C k at x 2X , for k D 1; 2; : : : , if there exits a bounded k-linear
map Dk

x� WX � � � � �X„ ƒ‚ …
k

! Y such that

Dk�1
xCh� �Dk�1

x � � ŒDk
x��.h/


k�1
D o.khkX /

as h! 0 and

Dk� W x 2 U 7!Dk
x� 2L.X � � � � �X„ ƒ‚ …

k

;Y /
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is continuous. It is also known that such a Dk
x� is symmetric k-linear.

Similarly, we may define the concept of Hölder class. For an ˛ with 0< ˛ � 1,
a map � is said to belong to the class C k;˛ if � is C k and

sup
x;y2U

x¤y

kDk
x� �Dk

y�kk

kx�yk˛
X

<1:

Throughout this section, we denote by � the open unit disc fz 2 C W jzj < 1g.
We shall follow the terminology of [Lempert 1986] closely. Let s be such that
0< s < ˛ and set

XnDff W@�!Cn
jf 2C 0;s

g;

YnDff 2Xn Wf admits a holomorphic continuation to cl.�/g;

Y ?n Dff 2Xn Wf admits an antiholomorphic continuation to cl.�/withf .0/D0g:

Notice that Xn D Yn˚Y ?n .
Let�D�� be a bounded strictly convex domain defined by the C kC1;˛ defining

function �. Then there exists a convex open neighborhood V of cl.�/ such that
�D�� D fz 2 V W �.z/ < 0g, where the defining function � W U ! R, defined on
a convex open set U with cl.V /� U , is of class C kC1;˛ .k � 1; 0< ˛ < 1/ with
d�¤ 0 at any point of @�. We may further assume without loss of generality that

(1) � W U ! R is compactly supported, and

(2) the real Hessian of � is strictly positive at every point of @�.

Let N be a C kC1;˛ neighborhood of � chosen so small that every element of N

has its real Hessian strictly positive at every point of V . We may require further
that there exists a constant R0 > 0 such that, if �, � 2N, then k���kC kC1;˛.U / < 1

and k�kC kC1;˛.U / <R0.
Let p be a point in � and let W a neighborhood of p in � such that W ���

for all � 2 N. Define ‚ W N˚ .Cn n f0g/˚W ! Yn by ‚.�; �; q/D e�;�;q , where
e�;�;q is the stationary map (i.e., extremal map) from cl.�/ to cl.��/ satisfying
e�;�;q.0/D q and e�;�;q

0.0/D �� for some � > 0.

Proposition 4.1. The map ‚ is locally C k;˛�s for any 0< s < ˛.

Proof. Let .�; v; q/ 2 N˚Cn n f0g ˚W. We shall prove that ‚ is C k;˛�s near
.�; v; q/. Let e D e�;v;q D .e1; : : : ; en/ W cl.�/! cl.��/ and Qe D . Qe1; : : : ; Qen/ be
the dual map of e. (See [Lempert 1981] for the definition of the dual map and its
basic properties.) Since Qe has no zeros, there exist two components which do not
vanish simultaneously by a generic linear change of coordinates. Hence we may
assume without loss of generality that Qe1 and Qe2 do not vanish simultaneously on
cl.�/. It is also shown in [Lempert 1981] that Qe extends to a C k;˛ map up to the
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boundary, and that there exist functions G1;G2 2C k;˛.cl.�// that are holomorphic
in � and satisfy Qe1G1C Qe2G2 � 1. Define the holomorphic matrix H on � by

H D

0BBBBB@
e0

1
�Qe2 �G1 Qe3 � � � �G1 Qen

e0
2
Qe2 �G2 Qe3 � � � �G2 Qen

e0
3

0 1 � � � 0
:::

:::
:::

: : :
:::

e0n 0 0 � � � 1

1CCCCCA :

Notice that H 2 C 0;s.cl.�// and det.H /¤ 0 on cl.�/. Set

Y R;U
n D

˚
f 2 Yn W kf kC 1.cl.�// <R; f .@�/� U

	
and define the map

ˆ W N˚Cn
n f0g˚W˚Y R;U

n ˚R! T ˚Y ?n�1˚Cn
˚Cn

by

ˆ.r; v; q; f; �/D

�
r ıf; �

�
hH t rz ıf i

.H t rz ıf /1

�
; f .0/� q; f 0.0/��v

�
;

where

(i) T D fg W @�! R W g 2 C 0;sg,

(ii) � W Yn�1! Y ?
n�1

is defined by �
�P1
�1 akzk

�
D
P�1
�1 akzk , and

(iii) .H t rz ı f /j denotes the j -th component of H t rz ı f and hH t rz ı f i D

..H t rz ıf /2; : : : ; .H
t rz ıf /n/.

Then f W cl.�/! cl.�r / is an extremal map satisfying f .0/D q; f 0.0/D �v if
and only if ˆ.r; v; q; f; �/D 0. So, according to [Lempert 1986], we only need to
prove that ˆ is C k;˛�s . For this purpose define the map ‰ W N˚ Y

R;U
n ! T by

‰.r; f /D r ıf . Then we pose the following:

Claim. ‰ is C k;˛�s .

We shall prove this claim by induction on k. We need some notation. For a
domain �, k 2 ZC, and 0< ˛ � 1, define

kgkC k;˛.cl.�// D sup
x2cl.�/

j jD0;1;:::;k

jDg.x/jC sup
x;y2cl.�/

x¤y;j jDk

jDg.x/�Dg.y/j

jx�yj˛
:

Moreover, A . B will mean that A � CB for some constant C . In turn, A / B

will mean that A! 0 whenever B! 0.
Let j 2 f0; : : : ; kg. Let Nj D fr 2 C jC1;˛.U / W krkC jC1;˛.U / < R0g. Define

‰j W Nj ˚ Y
R;U
n ! T by ‰j .r; f / D r ı f . Suppose that, for all r , � 2 Nj , we

have kr � �kC j ;˛.U / < 1.
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In case j D 0, it suffices to show that

k‰0.r; f /�‰0.�;g/kC 0;s.@�/ .
�
kr � �kC 0;˛.U /Ckf �gkC 0;s.@�/

�˛�s
:

For x 2 @�,

jr ıf .x/� � ıg.x/j � jr ıf .x/� r ıg.x/jC jr ıg.x/� � ıg.x/j

. jf .x/�g.x/j˛�s
Cj.r � �/ ıg.x/j

.
�
kf �gkC 0;s.@�/Ckr � �kC 0;˛.U /

�˛�s
:

For x, y 2 @�, let ı.x;y/D r ıf .x/� � ıg.x/� r ıf .y/C � ıg.y/. Then

jı.x;y/j � jr ıf .x/� r ıg.x/jC jr ıg.x/� � ıg.x/j

C jr ıf .y/� r ıg.y/jC jr ıg.y/� � ıg.y/j

� 2.R0/˛jf .x/�g.x/j˛C 2kr � �kC 0;˛.U /

� 2.RR0/˛kf �gk˛
C 0;s.@�/

C 2kr � �kC 0;˛.U /

and

jı.x;y/j � jr ıf .x/� r ıf .y/jC j� ıg.x/� � ıg.y/j

�R0jf .x/�f .y/j˛CR0jg.x/�g.y/j˛ � 2RR0jx�yj˛:

This implies that

jı.x;y/j.
�
kf �gkC 0;s.@�/Ckr � �kC 0;˛.U /

�˛�s
jx�yjs;

which proves the case j D 0.
Let j > 0. Suppose that ‰j W Nj ˚Y

R;U
n ! T is of class C j ;˛�s.U /. Then,

since

D.r;f /‰jC1.�;g/D .r
0
ıf /gC � ıf D‰j .r

0; f /gC‰j .�; f /;

it follows that ‰jC1 is of C jC1;˛�s.U /. This proves the claim.

Since � is a bounded linear map, the second component of ˆ is also of class
C k;˛�s.U /. The proof of the proposition is now complete. �

Next, for r 2 N, q 2 W , consider Lempert’s representation map at q for the
domain�r . We have Lr;q W cl.Bn/! cl.�r / defined by Lr;q.�/D‚.r; �; q/.j�j/D

er;�;q.j�j/. The following proposition discusses the convergence of these represen-
tation maps.

Proposition 4.2. Let �j , �2N and pj , p 2W be such that k�j��kC kC1;˛.U /! 0,
jpj � pj ! 0 as j !1. Set the notation Lj WD L�j ;pj , L WD L�;p and Bn

ı
WD

Bnnfz 2Cn W jzj< ıg. Then, for 0<ˇ <˛ and 0< ı < 1, Lempert’s representation
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maps Lj for ��j converge to Lempert’s representation map L for �� on Bn
ı

in the
C k;ˇ norm, as j !1.

Proof. Let ev WYn!Cn be defined by ev.g/Dg.1/ (here “ev” stands for “evaluation”
map). Since L.�/ D ‚.�; �;p/.1/ D ev ı‚.�; �;p/ for � 2 @Bn, ev is bounded
linear. Write D` D @m1C���Cmn=@x

m1

1
� � � @x

mn
n , where j`j Dm1C � � �Cmn. Then

D`L.�/D
�
D
j`j

.�;�;p/
‚
��
Ex1; : : : ; Ex1„ ƒ‚ …

m1

I : : : I Exn; : : : ; Exn„ ƒ‚ …
mn

�
.1/:

So kLj �LkC k;ˇ.@Bn/! 0 as j !1.
Given v 2Cn, jvj D 1, � 2�, denote by e the extremal map satisfying e.0/D p,

e0.0/D�v for some �> 0. Then L.�v/D e.�jvj/D e.�/. This implies that L.�v/

is holomorphic with respect to �. Now the Poisson integral formula for � yields
the desired conclusion. �

A simultaneous extension theorem for automorphisms. The next goal is to es-
tablish the following theorem, which treats the C k;ˇ convergence of sequences
of automorphisms. This result is new, and the proof technique is new. It has
independent interest.

Theorem 4.3 (uniform extension). Let �j , � be bounded, strongly pseudoconvex
domains in Cn with C kC1;˛ (k 2 Z, k � 2, 0 < ˛ � 1) boundaries such that �j

converges to� as j!1 in the C kC1;˛ topology, and with� not biholomorphic to
the ball. Let a sequence ffj 2Aut.�j / Wj D1; 2; : : : g be given. Then, for any ˇ with
0< ˇ < ˛, the sequence fj (every one of which extends to a C k;ˇ diffeomorphism
of the closure cl.�j / by the “sharp extension theorem” of [Lempert 1986]) admits
a subsequence �j` and fj` 2Aut.�f`/ that converges to the C k;ˇ-diffeomorphism,
the extension of f 2 Aut.�/, in the C k;ˇ topology.

This indeed is a normal family theorem together with Hölder convergence up to
the boundary. Of course precise definitions and terminology are in order, which
will be presented here as the exposition progresses.

Definition 4.4. Let �j and � be bounded strongly pseudoconvex domains in Cn

with C k;˛ (k 2 Z, k � 2, 0 < ˛ � 1) boundaries. As j !1, the sequence of
domains �j is said to converge to � in the C k;˛ topology, if there exist an open
neighborhood U of cl.�/, C k;˛ diffeomorphisms Fj W U ! U , and a positive
integer N such that

� cl.�/b U ;

� cl.�j /b U for all j >N ;

� each Fj maps cl.�/ onto cl.�j / as a C k;˛ diffeomorphism; for every j >N ;

� kFj � id kC k;˛.U /! 0 and kF�1
j � id kC k;˛.U /! 0, as j !1.
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In a similar manner, we say that the sequence of maps fj 2 C k;˛.�j ;C
m/

converges to f 2 C k;˛.�;Cm/ in the C k;˛ sense, if

lim
j!1

kfj ıFj �f kC k;˛.�/ D 0:

We now present several technical lemmas.

Lemma 4.5. Let �j be a domain in Rnj for each j D 1, 2, 3. If

(i) g, h W�1!�2 are C k0;˛0

maps that are injective,

(ii) f W�2!�3 is a C k00;˛00

map, and

(iii) .k; ˛/ is the pair of the positive integer k and the real number ˛ satisfying
kC˛ Dminfk 0C˛0; k 00C˛00g and 0< ˛ � 1,

then

(1) f ıg 2 C k;˛.�1; �3/ and

(2) kf ıg�f ı hkC k;ˇ.�1/
/ kg� hkC k;˛.�1/

for any ˇ with 0< ˇ < ˛.

Proof. We present the verification of (1) only, as our arguments are mostly straight-
forward computations and the proof of (2) is similar. The chain rule implies that

D`.f ıg/.x/D
X

.Dmf /.g.x//.Dm1g.x//m
0
1.Dm2g.x//m

0
2 � � � .Dmng.x//m

0
n ;

where ` and m are multiindices and mj nonnegative integers satisfying jmj � j`j
and

P
m0j � j`j. (We use the usual multiindex notation here; we omit detailed

expressions as they are standard.) Note that

kf ıgkC k;˛ D sup
x2�1

0�j j�k

jD .f ıg/.x/jC sup
x;y2�1

x¤y; j jDk

jD .f ıg/.x/�D .f ıg/.y/j

jx�yj˛
:

First, one sees immediately that

sup
x2�1

j jD0;1;:::;k

jD .f ıg/.x/j. kf kC k;˛.�2/

X
kgk

m0
1
C���Cm0

n

C k;˛.�1/
<1:

On the other hand,

jD .f ıg/.x/�D .f ıg/.y/j

D

ˇ̌̌X˚
Dmf .g.x// � .Dm1g.x//m

0
1 � � � � � .Dmng.x//m

0
n

�Dmf .g.y// � .Dm1g.y//m
0
1 � � � � � .Dmng.y//m

0
n
	ˇ̌̌



382 ROBERT E. GREENE, KANG-TAE KIM, STEVEN G. KRANTZ AND AERYEONG SEO

�

Xnˇ̌�
Dmf .g.x//�Dmf .g.y//

�
� .Dm1g.x//m

0
1 � � � � � .Dmng.x//m

0
n

ˇ̌
C
ˇ̌�

Dmf .g.y//
�
�
�
.Dm1g.x//m

0
1 �Dm1g.y//m

0
1

�
� .Dm2g.x//m

0
2 � � � � � .Dmng.x//m

0
n

ˇ̌
C � � �

C
ˇ̌�

Dmf .g.y//
�
�
�
Dm1g.y//m

0
1

�
� � � � �

�
.Dmng.x//m

0
n�.Dm1g.y//m

0
1

�ˇ̌o
. kf kC k;˛.�2/

.1Ckgk˛
C 0.�1/

/P .kgkC k;˛.�1/
/jx�yj˛;

where P is an appropriate polynomial with P .0; : : : ; 0/ D 0. Hence (1) follows.
We omit the proof of (2). �

Lemma 4.6. Let k � 1. Assume that�1, �2 are bounded domains in Rn admitting
C k;˛ diffeomorphisms fj , f W cl.�1/! cl.�2/ satisfying kfj�f kC k;˛.cl.�1//

!0

as j !1. If limj!1 supx2cl.�2/
jf �1

j .x/�f �1.x/j D 0, then

lim
j!1

kf �1
j �f �1

kC k;ˇ.cl.�2//
D 0

for any 0< ˇ < ˛.

Proof. The inverse function theorem implies that df �1
j jfj .y/ D .dfj jy/

�1 and
df �1jf .y/ D .df jy/

�1. Since cl.�1/ and cl.�2/ are compact, there exist a constant
C > 0 and a positive integer N such that jdet.df jy/j> C and jdet.dfj jy/j> C for
any point y 2�1 and any integer j >N . Lemma 4.5 and its proof argument now
yield the desired conclusion. �

Lemma 4.7. Let k be an integer with k�2 and ˛ a real number satisfying 0<˛�1.
If � is a bounded, strongly pseudoconvex domain in Cn, not biholomorphic to the
unit open ball, with C kC1;˛ boundary then, for any ˇ with 0< ˇ < ˛, there exist
an open neighborhood U of � and a constant C such that kf kC k;ˇ.cl.�0// < C for
any �0 2U and any f 2 Aut.�0/.

Proof. Assume the contrary. Then there exists a sequence of strongly pseudoconvex
domains �j with C kC1;˛ boundary converging to � in the C kC1;˛ topology and
a sequence fj 2 Aut.�j / such that

lim
j!1

kfjkC k;ˇ.cl.�j // D1:

Then either

(1) there exists a sequence fxj 2�j W j D 1; 2; : : : g such that jDfj .xj /j !1

as j !1 for some multiindex  satisfying 0� j j � k; or

(2) there exist xj , yj 2�j such that
ˇ̌
Dfj .xj /�Dfj .yj /

ˇ̌
=jxj �yj j

ˇ goes to
infinity with j for some multiindex  with j j D k.
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Suppose that (1) holds. Then, since the sequence fj converges to f in the C1.K/

topology on every compact subset K of �, it must be the case that limj!1 xj D

p 2 @� (taking a subsequence if necessary).
We shall arrive at the desired contradiction to (1) by means of the following

three steps:

Step 1. Adjustments. Let Fj denote the same diffeomorphism of cl.�/ onto cl.�j /

as in Definition 4.4. Set Fj .p/D pj , fj .pj /D qj , f .p/D q. Take the invertible
affine C-linear transformations T , Tj , t , tj W C

n! Cn such that

� Tj .pj /D T .p/D tj .qj /D t.q/D .0; : : : ; 0/;

� the outward normal vectors to the boundaries of Tj .�j /, T .�/, tj .�j / and
t.�/ at .0; : : : ; 0/ are equal to .1; 0; : : : ; 0/; and

� limj!1 Tj D T and limj!1 tj D t .

Then Tj .�j / converges to T .�/ in the C kC1;˛ topology, and also tj .�j / con-
verges to t.�/. Replacing therefore f and fj , respectively, by t ı f ı T �1 and
tj ıfj ıT �1

j , we may assume that:

� �, �j , y�, y�j are bounded strongly pseudoconvex domains with C kC1;˛

boundaries such that �j (and y�j , respectively) converges to � (and to y�,
respectively) in the C kC1;˛ topology. More precisely, there exist a neigh-
borhood U (and yU , respectively) of cl.�/ (and of cl. y�/, respectively) and
diffeomorphisms Fj W cl.�/ ! cl.�j / and yFj W cl. y�/ ! cl. y�j / such that
Fj .0/ D yFj .0/ D 0 and the maps Fj , F�1

j , yFj and yFj
�1

converge to the
identity map in the C kC1;˛ sense.

� �, �j D � ıF�1
j , y�, y�j D y� ı yF

�1
j are defining functions of �, �j , y�, y�j ,

respectively, such that k���jkC kC1;ˇ.U /! 0 and ky�� y�jkC kC1;ˇ. yU /
! 0 as

j !1 and

.1; 0; : : : ; 0/D

�
@�

@z1

.0/; : : : ;
@�

@zn
.0/

�
D

�
@�j

@z1

.0/; : : : ;
@�j

@zn
.0/

�
D

�
@y�

@z1

.0/; : : : ;
@y�

@zn
.0/

�
D

�
@y�j

@z1

.0/; : : : ;
@y�j

@zn
.0/

�
:

� There exist biholomorphisms fj W�j!
y�j , f W�! y� and a sequence xj 2�j

converging to 0 2 @� as j !1 such that fj converges to f uniformly on
every compact subset K of � while jD`fj .xj /j ! 1 as j !1 for some
multiindex ` with 1� j`j � k.



384 ROBERT E. GREENE, KANG-TAE KIM, STEVEN G. KRANTZ AND AERYEONG SEO

Step 2. Simultaneous convexification. This step is directly from [Fornaess 1976].
To the expansion of � at 0,

�.z/D 2 Re z1CRe
X @2�

@zizj
.0/zizj C

1

2

X
i;j

@2�

@zi Nzj
.0/zi Nzj C o.jzj2/;

apply the local biholomorphic change ‡ D .w1; w2; : : : ; wn/ of holomorphic coor-
dinate system at the origin 0 defined by

wi.z/D

8̂<̂
:2z1C

X @2�

@zizj
.0/zizj ; i D 1;

zi ; i D 2; : : : ; n:

The new defining function (we continue to use �, as there is little danger of confu-
sion) takes the form

�D Rew1C
1

2

X
i;j

@2�

@wiwj
.0/wiwj C ".w/;

where ".w/D o.jwj2/. Note that ‡.�/ is strictly convex in a small neighborhood
of 0. Furthermore, there exists a positive integer N such that ‡.U 0\�j / is strictly
convex for any j >N . Let �j denote Q�j ı‡ , where Q�j is strictly convex on V 0\�j

for all j >N . Set

Q�.z/D Re z1C
1

2

X
i;j

@2�

@zi Nzj
.0/zi Nzj C �.z/:

There exists a positive constant R sufficiently large so that the real Hessian forms
of Q�.z/� jzj2=.2R/�Re z1 and Q�j .z/� jzj

2=.2R/�Re z1 are positive definite at
every z 2 V 0. Choose h 2 C1.R/ such that

h.x/D 0 if x � 1;

0� h.x/� 1 if 0� x � 1;

h.x/D 1 if x � 0:

Taking a larger value for N if necessary, we may have that the real Hessian forms of

Re z1C
jzj2

2R
C

1

N
h

�
jzj � �

�

��
Q�.z/�

jzj2

2R
�Re z1

�
;

Re z1C
jzj2

2R
C

1

N
h

�
jzj � �

�

��
Q�j .z/�

jzj2

2R
�Re z1

�
are both positive definite real Hessian at every point of Vı WD fz 2Cn W jzj<ıgbV 0

whenever � satisfies 0< � < ı
3

. Take � > 0 such that 22NC2� < ı
3

and set
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�.z/D Re z1C
jzj2

2R
C

1

N

NX
mD1

h

�
jzj � 22m�

22m�

��
Q�.z/�

jzj2

2R
�Re z1

�
;

�j .z/D Re z1C
jzj2

2R
C

1

N

NX
mD1

h

�
jzj � 22m�

22m�

��
Q�j .z/�

jzj2

2R
�Re z1

�
:

We further let C D fz 2 Cn W �.z/ < 0g, Cj D fz 2 Cn W �j .z/ < 0g and U 00 D

W �1.Vı=3/. Then C , Cj are bounded strictly convex domains such that the re-
stricted mappings

‡ jU 00\� W U
00
\�! Vı=3\C and ‡ jU 00\�j W U

00
\�j ! Vı=3\Cj

are biholomorphisms, and �j converges to � in the C kC1;ˇ norm, for every ˇ,
0< ˇ < ˛.

Apply the same process to y� and to y�j at 0. Denote by yC ; yCj the respective
strictly convex domains with defining functions y�; y�j and yW W yU ! yV produced by
the same procedures.

Step 3. Estimates. Let ! 2 C \V 0\
�T1

jD1 Cj

�
be a point that admits an extremal

map e W cl.�/! cl.C / satisfying

e.0/D !; e.1/D 0; and e.cl.�//� cl.C /\V 0:

Let e0.0/ D �v where jvj D 1. Let L W cl.Bn/! cl.C / (Lj W cl.Bn/! cl.Cj /,
respectively) be the Lempert representative map of C (Cj , respectively) at !. By
Proposition 4.2, there exists a � > 0 such that limj!1 kLj �LkC k;ˇ.cl.Bn

" //
D 0

for any ˇ with 0 < ˇ < ˛. Let � be a closed cone containing v in cl.Bn/ so that
L.�/� cl.C /\Vı=3 and Lj .�/� cl.Cj /\Vı=3 for all j >N . Let

‡�1.!/D �; f .�/D y�; fj .�/D y�j ; y‡.y�/D y!; y‡.y�j /D y!j

and let yL W cl.Bn/! cl. yC / and yLj W cl.Bn/! cl. yCj /, respectively, denote the
Lempert representative map of yC at the point y! and the Lempert representative
map of yCj at the point y!j .

Consider now the composite maps yL�1 ı y‡ ı f ı ‡�1 ı L W � ! Bn and
yLj
�1
ı y‡ ı fj ı‡

�1 ıLj W � ! Bn. Denote by h W cl.D/! cl.C / the extremal
map satisfying h.0/D!, h0.0/D ��, for some �> 0, and by yhD y‡ ıf ı‡�1 ıh W

cl.D/! cl. yC / the extremal map satisfying

yh.0/D y!; yh0.0/D y�j�j
d. y‡ ıf ı‡�1/j!.�/ˇ̌
d. y‡ ıf ı‡�1j!.�/

ˇ̌
for some y�. Since yC is strictly convex and f extends to cl.�/ as a C k; diffeo-
morphism for all  < ˛, we have
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yW �1
ı yL

�
j�jd. yW ıf ıW �1/j!.�/ˇ̌

d. yW ıf ıW �1j!.�/
ˇ̌ �D f ıW �1

ıL.�/:

By the same reasoning we also have

yW �1
j ı yL

�
j�jd. yW ıfj ıW �1/j!.�/ˇ̌

d. yW ıfj ıW �1j!.�/
ˇ̌ �D fj ıW �1

ıLj .�/:

Considering the left-hand sides of the preceding identities, for any ˇ, 0< ˇ < ˛,
we obtain

lim
j!1

kf ıW �1
ıL�fj ıW �1

ıLjkC k;ˇ.�"/
D 0;

where �" D � n fz 2 � W jzj< "g. Therefore

lim
j!1

kf ı‡�1
ıL�f ıF�1

j ı‡�1
ıLjkC k;ˇ.�"/

D lim
j!1

kf ıF�1
j ı‡�1

ıLj �fj ı‡
�1
ıLjkC k;ˇ.�"/

:

Hence

kf ı‡�1
ıL�f ıF�1

j ı‡�1
ıLjkC k;ˇ.�"/

/ k‡�1
ıL�F�1

j ı‡�1
ıLjkC k;ˇ.�"/

. k‡�1
ıL�‡�1

ıLjkC k;ˇ.�"/
Ck‡�1

ıLj �F�1
j ı‡�1

ıLjkC k;ˇ.�"/

. kL�LjkC k;ˇ.�"/
Ck.id�F�1

j /‡�1
ıLjkC k;ˇ.�"/

! 0 as j !1:

On the other hand, by the proof argument of Lemma 4.5, we have

kf ıF�1
j ı‡�1

ıLj �fj ı‡
�1
ıLjkC k;ˇ.�"/

D k.f �fj ıFj / ıF�1
j ı‡�1

ıLjkC k;ˇ.�"/
' k.f �fj ıFj /kC k;ˇ.�/

on a sufficiently small neighborhood � of p. This contradicts (1).
To complete the proof let us now suppose that (2) holds. If jxj � yj j > � for

some positive constant �, then

jDfj .xj /�Dfj .yj /j

jxj �yj j
ˇ

<
2C

�ˇ

holds for some constant C . Without loss of generality, we may assume that xj !

p 2 @� and jxj � yj j< �. Suppose that there exist sequences xj , yj 2�j and a
positive constant � such that xj ! 0 2 @� as j !1 and jxj �yj j< � so that

jD`fj .xj /�D`fj .yj /j

jxj �yj j
ˇ

!1



SEMICONTINUITY OF AUTOMORPHISM GROUPS 387

as j !1 for some multiindex ` where j`j D k. Repeating Steps 1, 2 and 3 above,
we again arrive at a contradiction. Hence the proof of Lemma 4.7 is complete. �

Proof of Theorem 4.3. Throughout the proof, we shall take subsequences from the
ffj g several times. But we denote them by the same notation fj , since there is little
danger of any confusion.

By Cauchy estimates and the standard normal family theorem, for any compact
subset K of � we have

lim
j!1

kfj �f kC k;ˇ.K / D 0:

Denote by K� D fz 2� j dist.@�; z/� �g. Then there exist N > 0 and � > 0 such
that Fj .K/bK� b� for all j >N . So

kfj ıFj �f kC k;ˇ.K / � kfj ıFj �fjkC k;ˇ.K /Ckfj �f kC k;ˇ.K /! 0

as j !1 for all ˇ < ˛ by the proof of Lemma 4.6.
Let � > 0. For x 2 cl.�/�K�, there exists y 2K� such that jx � yj < �. By

Lemma 4.7, we haveˇ̌
Dl.fj ıFj /.x/�Dlf .x/

ˇ̌
�
ˇ̌
Dl.fj ıFj /.x/�Dl.fj ıFj /.y/

ˇ̌
C
ˇ̌
Dl.fj ıFj /.y/�Dlf .y/

ˇ̌
C
ˇ̌
Dlf .y/�Dlf .x/

ˇ̌
. 2jx�yjˇC� . 2�ˇC�:

Since

sup
x2cl.�/
0�j`j�k

jD`.fj ıFj /.x/�D`f .x/j

�max
�

sup
x2K�

0�j`j�k

jD`.fj ıFj /.x/�D`f .x/j; sup
x2cl.�/nK�

0�j`j�k

jD`.fj ıFj /.x/�D`f .x/j

�
;

there exist N > 0 and � such that, for all j >N ,

sup
x2cl.�/
0�j`j�k

jD`.fj ıFj /.x/�D`f .x/j< �:

Let ı`.x;y/ WD
jD`.fj ıFj /.x/�D`f .x/�D`.fj ıFj /.y/CD`f .y/j

jx�yjˇ
. Then

(1) sup
x;y2cl.�/
j`jDk

ı`.x;y/�max
�

sup
x2cl.�/

y2K�;j`jDk

ı`.x;y/; sup
x;y2cl.�/nK�

j`jDk

ı`.x;y/

�
:
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Consider the first supremum in the right-hand side of (1). For x 2 cl.�/, y 2K� ,
there exists z 2K� such that dist.K�;x/D jx� zj. Therefore we see that

ı`.x;y/�
jD`.fj ıFj /.x/�D`f .x/�D`.fj ıFj /.z/CD`f .z/j

jx�yjˇ

C
jD`.fj ıFj /.z/�D`f .z/�D`.fj ıFj /.y/CD`f .y/j

jx�yjˇ

. ı`.x; z/C ı`.z;y/;

because jx�yj � jx� zj and jy � zj � jy �xjC jx� zj � 2jx�yj. Notice now
that, for � satisfying ˇC� < ˛, we have that ı`.x; z/. jx� zj� < ��. So

sup
x2cl.�/;y2K�
j`jDk

ı`.x;y/ < �

for any j >N . (For this last, one may need to adjust the sizes of N and �.)
Consider now the second supremum in the right-hand side of (1). Let x, y 2

cl.�/�K� . If jx�yj<�, then for � satisfying ˇC�<˛; ı`.x;y/. jx�yj�<��.
If jx � yj � �, let z be a point in K� satisfying jx � zj D dist.K�;x/. Then
ı`.x;y/. ı`.x; z/C ı`.z;y/, since jx � zj< � < jx � yj and jy � zj< 2jx � yj.
So

sup
x;y2cl.�/nK�
j`jDk

ıl.x;y/ < �:

Since � > 0 is arbitrary, we see that

lim
j!1

sup
x;y2cl.�/
j`jDk

ı`.x;y/D 0

for any ˇ < ˛. This completes the proof of Theorem 4.3. �

5. Conjugation by diffeomorphism

For isometries of compact Riemannian manifolds, semicontinuity involves not just
that nearby metrics have isometry groups which are isomorphic to subgroups of
the unperturbed metric, but that the isomorphisms are obtainable via conjugation
by diffeomorphism (cf. [Ebin 1968; Guillemin et al. 2002]). This conjugation by
diffeomorphism actually applies in the case of bounded C1 strongly pseudoconvex
domains as well; see, e.g., [Greene and Krantz 1982b; Greene et al. 2011]. Naturally,
the C1 hypothesis used in these references is, as usually happens, replaceable by
a finite differentiability hypotheses simply by tracing through the arguments and
checking how many derivatives are needed.
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In this section, the subject will be investigated of the finite differentiability version
of the conjugation by diffeomorphism results already shown in the references
indicated in the C1 case. These results are of active interest because, by this
time, quite precise results are known about extension to the boundary with finite
smoothness of automorphisms of bounded strongly pseudoconvex domains with
boundaries of finite smoothness. In particular, the results of the previous sections
give motivation to study the issues discussed in the present section.

In the C1 version presented in [Greene and Krantz 1982a] and [Greene et al.
2011], the basic technique was to pass to the double in the topologist’s sense of
the domain, thus creating a situation to which the compact manifold results could
be applied. This technique can still be applied in the present case. The difference
is that we need now to keep track of how many derivatives are lost in the passage
to the double. For the manifold with boundary itself, no derivatives are lost. It
is shown in [Munkres 1963] that a C k manifold with boundary, k � 1, has a C k

double that is unique up to C k diffeomorphism.
In our case Theorem 4.3 allows us to have the C k;˛ metric double for every

k � 2 and any 0 < ˛ < 1. But, the need to make the group act on the double
requires that the doubling construction be invariant under the group, which actually
needs k � 4. And this will turn out to reduce the guaranteed differentiability of the
conjugating diffeomorphism.

To facilitate the discussion, we introduce a definition (similar to one given in
Section 2) of the sense in which a sequence of groups of diffeomorphisms might
converge to a limit group:

Suppose that M is a compact C k manifold with boundary, k a positive integer.
Suppose that G0 is a compact Lie group of C k diffeomorphisms of M and that
moreover Gj , j D 1; 2; : : : are a sequence of compact Lie groups of C k diffeo-
morphisms. Then we say that the sequence Gj converges to G0 in the C k sense
if for each � > 0 there is a number j0 such that, if j > j0 and g 2Gj , then there
is an element g0 2G0 such that the distance from g to g0 is less than �. Here the
distance means relative to any metric on the set of C k mappings which gives the
usual C k topology on C k maps from M to M .

In these terms, we can now formulate the general real-differentiable result we
shall use in the complex case:

Theorem 5.1. Suppose that M is a compact C r manifold with boundary and that
r > 2 is an integer, that G0 is a compact Lie group of C r diffeomorphisms of M ,
and that Gj , j D 1; 2; : : : , is a sequence of compact groups of C r diffeomorphisms
which converge in the C r sense to G0. Then, for all j sufficiently large, there is
a C r�2 diffeomorphism Fj of M to itself such that Fj ıGj ıF�1

j is a subgroup
of G0, i.e., Fj conjugates the elements of Gj into elements of G0.
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The proof of this theorem follows almost precisely the pattern of the proof of
Theorem 0.1 in [Greene and Krantz 1982a] (cf. [Greene et al. 2011, Theorem 4.4.1]).
The only difference is that we must here keep some track of the number of derivatives
involved: Ebin’s theorem concerned the C1 case so that loss of a derivative or two
or indeed of any finite number was irrelevant. This is why we need the results of
Section 4.

Discussion of the proof of Theorem 5.1. As in Section 2, the essential method is to
pass to the double of M and extend the action of the groups to the double. Then
one can use Ebin’s result in the form presented in [Guillemin et al. 2002], where
only C 1 is required for the closeness of the group actions. But here we have to keep
track of degrees of differentiability as opposed to the C1 situation of Section 2.

The most natural way to form the equivariant double is via metric construction
as already explained in Section 2 (cf. [Greene and Krantz 1982a]). As before one
takes a metric g on the manifold with boundary that is invariant under the group G.
Then one defines charts in neighborhoods of boundary points p using the normal
field to the boundary. Specifically, let N.q/ be the g-metric normal to the tangent
space to the boundary @M at the point q in @M . Then one defines charts in a
neighborhood of points p in the boundary as follows: map @M � .��; �/!M by
.q; t/ 7!expq.tN.q//, where exp is the geodesic exponential map of the Riemannian
metric g and N.q/ is the inward pointing normal at q. Choosing a chart around p

in @M then gives a chart in a neighborhood of p in the double of M if we interpret
expq.tN.q// to be in the second copy of M when t < 0.

In terms of derivative loss, the choice of the normal vector N loses one derivative,
since it is an algebraic process using g and the tangent space of the boundary and
the latter is not C r but C r�1. But an additional loss of derivative, so that two
derivatives are lost, occurs because the exponential map is defined by the geodesic
equation and that equation involves the Christoffel symbols, which involve the first
derivative of the metric g. And the metric g has already lost one derivative in the
averaging over the action of the group G.

Thus one obtains a G-equivariant construction of the double zM of M and by
construction the action of G on M extends to be an action of G on zM . This
extended group action is C r�2. Associate to the group G a group zG defined to
be G˚Z2. Then zG acts on zM in a natural way. Namely, we label the elements
of zM by .m; a/ where m 2M and a 2 f0; 1g with 0 corresponding to the original
of M and 1 corresponding to the second copy of M . Then we let .g; b/ acting on
.m; a/ be

.g.m/; aC b/;

where the addition aC b is in Z2. For example .idG ; 1/ acts on zM as the “flip”
map that interchanges the two copies of M .
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Note that the fixed point set of .idG ; 1/ is exactly @M . And, for any element
g 2 G, the fixed point set of .g; 1/ is contained in @M , though it need not be all
of it, and can indeed be empty if the action of g on @M has no fixed point. These
observations will be important later.

Now we turn to the explicit situation of Theorem 5.1. We choose a sequence of
Gj -invariant C r�1 metrics on M , which can clearly be taken to converge in the
C r�1 sense to a G0-invariant C r�1 metric on M . Passing to the double zM gives
a sequence of zGj group actions on zM . We can form a sequence of zGj invariant
metrics by combining, via a partition of unity, a product metric structure near the
boundary with the Gj -invariant metric on the interior of M . Namely, as similar
to before, let Ej be the exponential map of the metric gj , j D 0; 1; 2; : : : , acting
on the normal bundle of the boundary @M of M in M to give maps also to be
denoted by Ej W @M � .�a; a/! zM of the boundary @M of M producted with
an open interval .�a; a/ into zM . The size of a can, by the C r�2 convergence of
the Ej to E0, be chosen uniformly so that these Ej are diffeomorphisms onto their
images in @M , which themselves converge in the C r�2 sense to the limit C r�2

diffeomorphism E0.
Via this diffeomorphism, we transfer the product metrics on @M � Œ0; �/, namely

Hj � dt2, to the associated tubular neighborhoods of @M in M . This transfer
gives a zGj -invariant metric for each j and these metrics converge C r�2 to the
limit zG0-invariant metric. Now we can combine, using a zGj -equivariant partition
of unity, these product metrics with the Gj -invariant metric gj on M to obtain a
zGj -invariant metric on zM , to be denoted zgj . This metric is C r�2. And it converges
in the C r�2 topology to the corresponding zG0-invariant metric zg0 on zM . (The
Gj -equivariant partition of unity is obtained by taking the partition of unity function
to depend on t alone, t as above).

Now we can apply Ebin’s theorem, in the form given in [Guillemin et al. 2002]
and [Kim 1987], for the C r�2 case to get C r�2 diffeomorphisms Fj W

zM ! zM

which conjugate zGj into a subgroup of zG0. (Here we are reasoning as follows: there
is a diffeomorphism that conjugates Isom.zgj / into a subgroup of Isom.zg0/ and
hence conjugates zGj into a subgroup of Isom.zg0/ and these diffeomorphisms can
be taken to converge to the identity map. So the image of zGj under this conjugation
is close to zG0 for large j in the sense of C r�2 convergence. By the classical
theorem of [Montgomery and Samelson 1943], this conjugation image is in fact
itself conjugate in Isom.zg0/ to a subgroup of G0 by an element close to the identity.
(See, e.g., [Greene et al. 2011, Chapter 4], for more detail.)

Now we need to know that in fact the conjugation image of Gj lies in G0, not
just in zG0. For this, we need only show that the diffeomorphism that is conjugating
takes @M to itself. This can be deduced as follows: let us denote by Fix. / the
fixed point set of  . Then conjugation takes fixed points to fixed points in the
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sense that Fix.f ı ı f �1/D f .Fix. //. Now consider the case of  equal to
the flip map which interchanges the two copies of M in zM . When f is close to the
identity, f ı ıf �1 has to belong to the part of the group that interchanges the
two components. So its fixed point set cannot be larger than @M . Thus f .@M / lies
in @M and hence equals @M (since f is a diffeomorphism of @M onto its image).

This completes the proof of the theorem. �
Note that these considerations of fixed points of the interchange map did not

arise in Section 2, since we were concerned there only with isomorphism, not with
the existence of a conjugating diffeomorphism of the manifolds with boundary.

The application to the strongly pseudoconvex case now follows:

Theorem 5.2. Let �0 be a bounded strongly pseudoconvex domain with a C k;˛

boundary in Cn, not biholomorphic to the unit ball. Then there is a C k;˛ neighbor-
hood N of�0 such that, for any�2N, there is a C k�3 diffeomorphism f W�!�0

with the property that f ıAut.�/ ıf �1 � Aut.�0/.

Theorem 5.2 is derived from Theorem 5.1 by exactly the arguments of [Greene
and Krantz 1982a].

In outline, these arguments are as follows: first, the stable estimation of Bergman
metric curvature (Theorem 3.1) in Section 3 guarantees that, if f�j g is a sequence
of domains converging in C k;˛ to �0 (k � 4) with �0 not biholomorphic to
the ball, and if p0 2 �0, then there is a ıp > 0 such that the distance �j .p0/ to
Cn��j is at least ıp for all �j 2 Aut.�j / for all j sufficiently large. This in turn
makes possible the application of normal families arguments to show that for every
sequence �j 2 Aut.�j /, there is a subsequence f�jk

g which converges uniformly
on compact subsets (of �0). The uniformity of boundary behavior established
in Section 4 then implies that this subsequence converges uniformly in the C k�3

topology on the closure of the domains, where comparison over different domains
is via fixed diffeomorphisms of �j !�j for each j , these converging in the C k

topology to the identity. Thus one passes to the situation of Theorem 5.1. For
further details, the reader can consult [Greene and Krantz 1982a].

6. Concluding remarks

Semicontinuity of symmetry in the general sense is an idea with deep roots in
intuition to the point that it arguably predates formal mathematical thought altogether.
In precise form, when all the symmetry groups belong to one fixed (compact) Lie
group, it was given definitive formulation in the result of [Montgomery and Samelson
1943]. The situation for isometry groups and automorphism groups is made more
delicate because a priori not all the groups are even isomorphic to subgroups of
any fixed Lie group. In [Greene and Krantz 1985], ways of dealing with this issue
in the automorphism group case were introduced. The results obtained turned
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out to have some interesting applications, e.g., they played a role in [Bedford and
Dadok 1987]. One of the main points of the first part of this paper was that, on
account of normal families considerations, in fact this difficulty of the groups not
belonging a priori to a fixed larger group is obviated in very general situations.
All that is needed is that the groups keep some fixed compact set in the domain
(or manifold) within another fixed compact set: this is in effect the stably interior
property introduced in Section 2. The remainder of the paper describes how this
condition can be guaranteed in the case of C 2 strongly pseudoconvex domains.
In view of the great generality of the stably interior property, it is natural to ask
whether some similar guarantee of the property might be available for other classes
of domains, for example, those of finite type in the sense of D’Angelo. This would
seem to be a potentially fruitful topic for further investigation.
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