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# BIHARMONIC HYPERSURFACES IN COMPLETE RIEMANNIAN MANIFOLDS 

Luis J. Alías, S. Carolina García-Martínez and Marco Rigoli

We consider biharmonic hypersurfaces in complete Riemannian manifolds and prove that, under some additional assumptions, they are minimal.

## 1. Introduction

According to a definition first given by B. Y. Chen [1991], an isometrically immersed oriented hypersurface in Euclidean space, $\varphi: M \rightarrow \mathbb{R}^{m+1}$ is biharmonic if its mean curvature vector field $\boldsymbol{H}$ satisfies

$$
\Delta \boldsymbol{H}=0,
$$

where $\Delta$ denotes the Laplacian on the hypersurface. It is well known that for submanifolds of Euclidean space, $\operatorname{trace}(B)=m \boldsymbol{H}=\Delta \varphi$, where $B$ is the second fundamental form of the immersion. Hence, for any fixed unit vector $\boldsymbol{a}$ of $\mathbb{R}^{m+1}$,

$$
\begin{equation*}
m \Delta\langle\boldsymbol{H}, \boldsymbol{a}\rangle=\Delta^{2}\langle\varphi, \boldsymbol{a}\rangle \tag{1}
\end{equation*}
$$

and the hypersurface is biharmonic if and only if each component of the immersion $\varphi$ is a biharmonic function. Chen [1991; 1996] conjectured that a biharmonic hypersurface (in fact any biharmonic submanifold) of $\mathbb{R}^{m+1}$ is minimal, the converse being, of course trivially true. This statement is of a local nature and the conjecture holds for hypersurfaces in $\mathbb{R}^{3}$ [Chen 1991] and $\mathbb{R}^{4}$ [Hasanis and Vlachos 1995; Defever 1998]. However, in general, it has been shown to be true only under some additional assumptions, sometimes of a global nature: see for instance [Akutagawa and Maeta 2013] and [Nakauchi and Urakawa 2011].

[^0]MSC2010: primary 53C40, 53C42; secondary 58E20.
Keywords: mean curvature vector, biharmonic hypersurfaces, Chen conjecture.

This problem can be considered in a more general perspective. Indeed, let ( $M, g$ ) and $(N, h)$ be Riemannian manifolds and $\varphi:(M, g) \rightarrow(N, h)$ a smooth map. Let $\tau(\varphi)$ denote its tension field, that is,

$$
\tau(\varphi)=\operatorname{trace}(\nabla d \varphi)=\sum_{i=1}^{m}(\nabla d \varphi)\left(e_{i}, e_{i}\right), \quad m=\operatorname{dim} M,
$$

where $\nabla d \varphi$ is the generalized second fundamental tensor and $\left\{e_{1}, \ldots, e_{m}\right\}$ is a local orthonormal frame on ( $M, g$ ). Given a relatively compact domain $\Omega \subset M$ one introduces the bienergy functional $E_{\tau}^{\varphi}(\Omega)$ on $\Omega$ by setting

$$
E_{\tau}^{\varphi}(\Omega)=\frac{1}{2} \int_{\Omega}|\tau(\varphi)|^{2},
$$

where integration is understood with respect to the volume element of $(M, g)$. Then $\varphi$ is a biharmonic map (meaning a critical point of this functional on $M$-i.e., on each relatively compact domain $\Omega \subset M$ ), if and only if the bitension field

$$
\begin{equation*}
\tau_{2}(\varphi)=\Delta \tau(\varphi)-\sum_{i} R^{N}\left(\tau(\varphi), \varphi_{*}\left(e_{i}\right)\right) \varphi_{*}\left(e_{i}\right) \tag{2}
\end{equation*}
$$

vanishes identically. Here $R^{N}$ denotes the $(3,1)$ curvature tensor of $(N, h)$.
When $\varphi:\left(M^{m}, g\right) \rightarrow\left(N^{m+1}, h\right)$ is an isometric immersion of an $m$-dimensional hypersurface and $v$ is a local unit normal vector field along $\varphi$, writing the mean curvature vector as

$$
\begin{equation*}
\boldsymbol{H}=H \nu \tag{3}
\end{equation*}
$$

and indicating with $B$ the second fundamental form in the direction of $v$, a heavy computation shows that (2) is equivalent to the system

$$
\begin{equation*}
\Delta H-|B|^{2} H+\operatorname{Ric}^{N}(\nu, \nu) H=0, \tag{4a}
\end{equation*}
$$

$$
\begin{equation*}
2 B(\nabla H, \cdot)^{\#}+\frac{1}{2} m \nabla H^{2}-2 H\left(\operatorname{Ric}^{N}(v, \cdot)^{\sharp}\right)^{T}=0, \tag{4b}
\end{equation*}
$$

where ${ }^{\#}: T M^{*} \rightarrow T M$ denotes the musical isomorphism, ${ }^{T}$ the tangential component and $\operatorname{Ric}^{N}$ the Ricci tensor of ( $N, h$ ) [Ou 2010, Theorem 2.1].

At this point one easily verifies that a biharmonic hypersurface in $\mathbb{R}^{m+1}$ in the sense of Chen is exactly a biharmonic hypersurface as defined in this more general setting. In this new perspective Chen's conjecture has been generalized to the following [Caddeo et al. 2001; 2002]:

Let $\varphi:(M, g) \rightarrow(N, h)$ be an isometric immersion into a Riemannian manifold of nonpositive sectional curvature. If $\varphi$ is biharmonic then it is minimal.

This new conjecture has been shown to be true if $M$ is compact [Jiang 1986] or if $H$ is constant [ Ou 2010 ], but false in general [Ou and Tang 2012]. Here we restrict ourselves to complete noncompact biharmonic hypersurfaces and in fact we concentrate our efforts on the consequences of (4a) alone.

To avoid confusion with a terminology used for biharmonic submanifolds, we underline that in what follows by a proper immersion we mean an immersion that is topologically proper: preimages of compact sets are compact sets.

## 2. Statement of main results

Our first main result is the following.
Theorem 1. Let $\varphi: M \rightarrow(N,\langle\rangle$,$) be an oriented, proper, isometrically immersed,$ biharmonic hypersurface in the complete manifold $N$. For some origin $o \in N$ assume that

$$
\varphi(M) \cap \operatorname{cut}(o)=\varnothing
$$

Having set $\varrho=\operatorname{dist}_{N}(\cdot, o)$, suppose that the radial sectional curvature $K_{\mathrm{rad}}^{N}$ of $N$ satisfies

$$
\begin{equation*}
K_{\mathrm{rad}}^{N} \geq-G(\varrho) \tag{5}
\end{equation*}
$$

for $\varrho \gg 1$ and some $G \in \mathscr{C}^{2}\left(\mathbb{R}_{0}^{+}\right)$such that $G(0)>0, G^{\prime}(t) \geq 0$ and $G(t)=o\left(t^{2}\right)$ as $t \rightarrow+\infty$. Let $v$ be a unit normal vector field along $\varphi$ and suppose

$$
\begin{equation*}
\operatorname{Ric}^{N}(v, v) \leq 0 \tag{6}
\end{equation*}
$$

along $\varphi$. Then $\varphi$ is minimal. In particular if the sectional curvature $K_{\mathrm{sect}}^{N}$ is nonpositive, $\varphi(M)$ is unbounded in $N$.

As an immediate consequence of Theorem 1, using [Mari and Rigoli 2010] and [Alías et al. 2009], we obtain:

Corollary 2. Let $\varphi: M \rightarrow \mathbb{R}^{m+1}$ be an oriented, isometrically immersed, biharmonic hypersurface. If the image $\varphi(M)$ is contained in a nondegenerate open cone of $\mathbb{R}^{m+1}$ or the hypersurface is cylindrically bounded as $\varphi(M) \subset B_{r}(o) \times \mathbb{R}^{m-1} \subset$ $\mathbb{R}^{2} \times \mathbb{R}^{m-1}$, then the immersion cannot be proper.

We recall here that, fixed an origin $o \in \mathbb{R}^{m+1}$, the nondegenerate cone with vertex $o$, direction $a$ and width $\theta$ is the subset

$$
\mathscr{C}=\mathscr{C}_{o, a, \theta}=\left\{p \in \mathbb{R}^{m+1} \backslash\{o\}:\left\langle\frac{p-o}{|p-o|}, a\right\rangle \geq \cos \theta\right\}
$$

where $a \in \mathbb{S}^{m}$ is a unit vector and $\theta \in(0, \pi / 2)$. By nondegenerate we mean that it is strictly smaller than a half-space. On the other hand, following the definition introduced in [Alías et al. 2009], an immersed hypersurface $\varphi: M \rightarrow \mathbb{R}^{m+1}$ is said
to be cylindrically bounded if $\varphi(M) \subset B_{r}(o) \times \mathbb{R}^{m+1-p} \subset \mathbb{R}^{p} \times \mathbb{R}^{m+1-p}$, where $p \geq 2$ and $B_{r}(o) \subset \mathbb{R}^{p}$ denotes the ball of radius $r$. In particular, $p=2$ gives the weakest requirement.

To introduce the next result we consider the operator

$$
\begin{equation*}
L=\Delta+\operatorname{Ric}^{N}(v, v) \tag{7}
\end{equation*}
$$

where $\nu$ is a unit normal vector field along the hypersurface $\varphi: M \rightarrow(N,\langle\rangle$, and we let $\lambda_{1}^{L}(M)$ denote its spectral radius. Clearly if $\operatorname{Ric}^{N}(v, v) \leq 0$ then $\lambda_{1}^{L}(M) \geq 0$ but this latter fact can be true even if $\operatorname{Ric}^{N}(v, v)>0$ provided this positivity compensate with the geometry of $M$. (For a detailed discussion see [Bianchini et al. 2012]). Thus $\lambda_{1}^{L}(M) \geq 0$ is weaker than $\operatorname{Ric}^{N}(\nu, v) \leq 0$.

Theorem 3. Let $\varphi: M \rightarrow(N,\langle\rangle$,$) be a biharmonic, complete, oriented hypersur-$ face with mean curvature $H$. Suppose that the operator $L$ in (7) satisfies

$$
\begin{equation*}
\lambda_{1}^{L}(M) \geq 0 \tag{8}
\end{equation*}
$$

If $H \in L^{2}(M)$ then $\varphi$ is minimal.
This result is extended to a different class of integrability for $H$ in Theorem 7 of Section 3 below.

Next, we consider the case when $(N,\langle\rangle$,$) is a Cartan-Hadamard manifold, that$ is, $N$ is complete, simply connected and with nonpositive sectional curvature. What follows is a gap theorem.

Theorem 4. Let $\varphi: M \rightarrow(N,\langle\rangle$,$) be an isometrically immersed, oriented, bi-$ harmonic hypersurface of dimension $m \geq 3$ into a Cartan-Hadamard manifold. Suppose that the mean curvature $H$ satisfies

$$
\begin{equation*}
\|H\|_{L^{m}(M)}<\frac{\omega_{m}^{1 / m}}{\pi 2^{m-1}} \frac{m-1}{m(m+1)^{1+\frac{1}{m}}} \tag{9}
\end{equation*}
$$

where $\omega_{m}$ is the volume of the unit ball of $\mathbb{R}^{m}$. Then $\varphi$ is a minimal hypersurface.

## 3. Proof of the main theorems and some further results

With the notations of Theorem 1 we consider the function $v=\varrho^{2} \circ \varphi$. The assumption $\varphi(M) \cap \operatorname{cut}(o)=\varnothing$ implies that $v$ is smooth on $M$. Clearly,

$$
\begin{equation*}
|\nabla v| \leq 2 \sqrt{v} \tag{10}
\end{equation*}
$$

Since $M$ is complete and noncompact and $\varphi$ is proper we have

$$
\begin{equation*}
v(x) \rightarrow+\infty \quad \text { as } x \rightarrow \infty \quad \text { in } M \tag{11}
\end{equation*}
$$

To compute $\Delta v$ we recall (see, for instance, [Jorge and Koutroufiotis 1981]) that

$$
\begin{equation*}
\Delta\left(\varrho^{2} \circ \varphi\right)=\left(\operatorname{Hess} \varrho^{2}\right)\left(\varphi_{*}\left(e_{i}\right), \varphi_{*}\left(e_{i}\right)\right)+\left\langle\nabla \varrho^{2}, m \boldsymbol{H}\right\rangle \tag{12}
\end{equation*}
$$

with $\left\{e_{i}\right\}$ a local orthonormal frame on $M$. Let $G \in C^{\infty}\left(\mathbb{R}_{0}^{+}\right)$satisfy

$$
\begin{equation*}
G(0)>0 \quad \text { and } \quad G^{\prime}(t) \geq 0 \text { on } \mathbb{R}_{0}^{+} . \tag{13}
\end{equation*}
$$

(In particular, $G$ can be chosen to agree, for $t$ large, with the function $c t^{d}$, where $0<d<2$, or with $c t^{2}(\log t)^{-\varepsilon}$, where $\varepsilon>0$.)

If $K_{\text {rad }}^{N} \geq-G$, by the Hessian comparison theorem (see Theorem 2.3 and Remark 2.3 of [Pigola et al. 2008] for the appropriate statement that we are using here) we get

$$
\begin{equation*}
\operatorname{Hess}\left(\varrho^{2}\right) \leq C \varrho \sqrt{G(\varrho)}\langle,\rangle \tag{11}
\end{equation*}
$$

outside a compact set and for some appropriate constant $C>0$. Up to modifying $C$ we can assume that (14) is true on $M$. Hence, from (12) and (14) we deduce that

$$
\begin{equation*}
\Delta v \leq C^{2} \sqrt{v} \sqrt{G(\sqrt{v})}+2 m \sqrt{v}|H| \tag{15}
\end{equation*}
$$

on $M$. Next, from (4a), letting $u=H^{2}$ we get

$$
\begin{equation*}
\Delta u=2 H \Delta H+2|\nabla H|^{2}=2|B|^{2} u-2 \operatorname{Ric}^{N}(v, v) u+2|\nabla H|^{2} . \tag{16}
\end{equation*}
$$

Using Newton's inequality,

$$
\begin{equation*}
|B|^{2} \geq m|H|^{2}, \tag{17}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\Delta u+2 \operatorname{Ric}^{N}(v, v) u-2 m u^{2} \geq 2|\nabla H|^{2} \geq 0 \tag{18}
\end{equation*}
$$

and we are left with a solution $u \geq 0$ of the differential inequality

$$
\begin{equation*}
\Delta u+a(x) u-2 m u^{2} \geq 0 \tag{19}
\end{equation*}
$$

with

$$
\begin{equation*}
a(x)=2 \operatorname{Ric}^{N}(\nu, v) \circ \varphi(x) . \tag{20}
\end{equation*}
$$

Proof of Theorem 1. First observe that since $\varphi$ is proper and $N$ is complete, the induced metric on $M$ is complete. Next we follow an idea introduced in [Akutagawa and Maeta 2013]. Since $\varphi$ is proper, for every $T \in \mathbb{R}^{+}$, the set

$$
D_{T}=v^{-1}([0, T])
$$

is compact. Suppose $u \not \equiv 0$. Then there exists $x_{0} \in M$ such that $u\left(x_{0}\right)>0$ and we can suppose to have chosen $T$ sufficiently large that $x_{0} \in D_{T / 2} \backslash \partial D_{T / 2}$.

We define

$$
\begin{equation*}
F(x)=(T-v(x))^{2} u(x) \tag{21}
\end{equation*}
$$

on $D_{T}$. Note that $F \geq 0, F \equiv 0$ on $\partial D_{T}$ and $F\left(x_{0}\right)>0$. It follows that there exists a positive absolute maximum for $F(x)$ at some point $\bar{x} \in D_{T} \backslash \partial D_{T}$. At this point we have

$$
\begin{equation*}
\frac{\nabla F}{F}(\bar{x})=0 \quad \text { and } \quad \frac{\Delta F}{F}(\bar{x}) \leq 0 . \tag{22}
\end{equation*}
$$

From (22), a straightforward computation yields

$$
\begin{equation*}
\frac{\nabla u(\bar{x})}{u(\bar{x})}=\frac{2}{T-v(\bar{x})} \nabla v(\bar{x}) \tag{23}
\end{equation*}
$$

and
$\frac{\Delta u(\bar{x})}{u(\bar{x})} \leq \frac{2}{T-v(\bar{x})} \Delta v(\bar{x})-\frac{2}{(T-v(\bar{x}))^{2}}|\nabla v(\bar{x})|^{2}+\frac{4}{T-v(\bar{x})} \frac{|\nabla u(\bar{x})|}{u(\bar{x})}|\nabla v(\bar{x})|$.
We use (23), (15) at $\bar{x}$ with $\sqrt{u}=|H|$, and (10) at $\bar{x}$ into the above inequality to obtain (omitting $\bar{x}$ for the ease of notation)

$$
\begin{aligned}
\frac{\Delta u}{u} & \leq \frac{2}{T-v}\left[C^{2} \sqrt{G(\sqrt{v})}+2 m \sqrt{u}\right] \sqrt{v}+\frac{6}{(T-v)^{2}}|\nabla v|^{2} \\
& \leq \frac{2}{T-v}\left[C^{2} \sqrt{G(\sqrt{v})}+2 m \sqrt{u}\right] \sqrt{v}+\frac{24}{(T-v)^{2}} v .
\end{aligned}
$$

From (19) we then deduce

$$
\begin{equation*}
u \leq \frac{a}{2 m}+\frac{C^{2} \sqrt{v}}{m(T-v)} \sqrt{G(\sqrt{v})}+\frac{2 \sqrt{v}}{T-v} \sqrt{u}+\frac{12}{m(T-v)^{2}} v . \tag{24}
\end{equation*}
$$

Multiplying by $(T-v(x))^{2}$ both sides of (24) and using that $a(x)=a_{+}(x)-a_{-}(x)$, that $G$ is nondecreasing, and that $\bar{x} \in D_{T}$ we have

$$
\begin{aligned}
& F(\bar{x}) \leq \frac{a_{+}(\bar{x})}{2 m}(T-v(\bar{x}))^{2}+\frac{C^{2} \sqrt{v(\bar{x})}}{m}(T-v(\bar{x})) \sqrt{G(\sqrt{v(\bar{x})})} \\
&+2 \sqrt{v(\bar{x})} \sqrt{F(\bar{x})}+\frac{12}{m} v(\bar{x}) \\
& \leq \frac{T^{2}}{2 m} a_{+}(\bar{x})+\frac{C^{2} T^{3 / 2}}{m} \sqrt{G(\sqrt{T})}+2 \sqrt{T} \sqrt{F(\bar{x})}+\frac{12}{m} T .
\end{aligned}
$$

Therefore

$$
F(\bar{x})-2 \sqrt{T} \sqrt{F(\bar{x})}-T Z(T) \leq 0
$$

where

$$
Z(T)=\frac{T}{2 m} \sup _{D_{T}} a_{+}+\frac{C^{2}}{m} \sqrt{T} \sqrt{G(\sqrt{T})}+\frac{12}{m} .
$$

Note that $Z(T) \geq 0$. Then

$$
F\left(x_{0}\right) \leq F(\bar{x}) \leq T(1+\sqrt{1+Z(T)})^{2} \leq C^{2} T(1+Z(T))
$$

and therefore, since $x_{0} \in D_{T / 2}$,

$$
\begin{aligned}
u\left(x_{0}\right) & \leq \frac{C^{2} T}{\left(T-v\left(x_{0}\right)\right)^{2}}\left(T \sup _{D_{T}} a_{+}+\sqrt{T} \sqrt{G(\sqrt{T})}\right) \\
& \leq \frac{C^{2}}{T}\left(T \sup _{D_{T}} a_{+}+\sqrt{T} \sqrt{G(\sqrt{T})}\right)=C^{2}\left(\sup _{D_{T}} a_{+}+\frac{1}{\sqrt{T}} \sqrt{G(\sqrt{T})}\right)
\end{aligned}
$$

However, by assumption $a_{+} \equiv 0$ and using $G(t)=o\left(t^{2}\right)$ as $t \rightarrow+\infty$ we have

$$
T^{-1 / 2} \sqrt{G(\sqrt{T})}=o(1) \quad \text { as } T \rightarrow+\infty .
$$

Thus, letting $T \rightarrow+\infty$ in (25), we deduce $u\left(x_{0}\right) \leq 0$ which contradicts the assumption $u\left(x_{0}\right)>0$. The contradiction shows that $u=H^{2} \equiv 0$ on $M$, that is, $\varphi$ is minimal.

Suppose now that $K_{\text {sect }}^{N} \leq 0$. Since $\varphi$ is minimal (15) becomes

$$
\begin{equation*}
\Delta v \leq C^{2} \sqrt{v} \sqrt{G(\sqrt{v})} \tag{25}
\end{equation*}
$$

This, together with (10) and (11), guarantees the validity of the Omori-Yau maximum principle on $M$ (see Theorem 1.9 of [Pigola et al. 2005]). Now the result follows from Theorem 3.9 of [Pigola et al. 2005].

For the proof of Theorem 3 we need the next proposition which is a version, adapted to the present purposes, of Lemma 3.1 in [Brandolini et al. 1998].
Proposition 5. Let $(M,\langle\rangle$,$) be a complete manifold and let a(x), b(x) \in \mathscr{C}^{0}(M)$ and suppose that

$$
\begin{equation*}
b(x) \geq 0 \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{1}^{L}(M) \geq 0 \quad \text { with } L=\Delta+a(x) . \tag{27}
\end{equation*}
$$

Let $u \in C^{2}(M)$ be a solution of

$$
\begin{equation*}
\Delta u+a(x) u-b(x) u=0 \quad \text { on } M . \tag{28}
\end{equation*}
$$

If $u \in L^{2}(M)$ then $u \equiv 0$ on $\operatorname{supp}(b(x))$. In particular, if $u$ does not change sign and $b(x) \not \equiv 0$, then $u \equiv 0$.
Proof. We suppose $b(x) \not \equiv 0$ otherwise there is nothing to prove. Next, we reason by contradiction and we assume the existence of $x_{0} \in \operatorname{supp}(b(x)) \subset M$ such that $u\left(x_{0}\right) \neq 0$ and $b\left(x_{0}\right) \neq 0$. (Note that if $u\left(x_{0}\right) \neq 0$ and $b\left(x_{0}\right)=0$ by continuity
we can always find $x_{0}^{\prime}$ sufficiently close to $x_{0}$ so that $u\left(x_{0}^{\prime}\right) \neq 0$ and $\left.b\left(x_{0}^{\prime}\right) \neq 0\right)$. Choose $R \gg 1$ such that $x_{0} \in B_{R}$. Let $\psi$ be a cut-off function $0 \leq \psi \leq 1$ satisfying

$$
\psi \equiv 1 \quad \text { on } B_{R}, \quad \operatorname{supp}(\psi) \subseteq B_{R+1}, \quad|\nabla \psi| \leq 2
$$

Then $u \psi \in \mathscr{C}_{0}^{2}(M), u \psi \neq 0$ and by the variational characterization of $\lambda_{1}^{L}\left(B_{R+1}\right)$ we have

$$
\begin{equation*}
\lambda_{1}^{L}\left(B_{R+1}\right) \leq \frac{\int_{B_{R+1}}\left(|\nabla(u \psi)|^{2}-a(x)(u \psi)^{2}\right)}{\int_{B_{R+1}}(u \psi)^{2}} . \tag{29}
\end{equation*}
$$

Since $\lambda_{1}^{L}(M) \geq 0$ the monotonicity property of eigenvalues yields $\lambda_{1}^{L}\left(B_{R+1}\right)>0$. Next, we consider the vector field $W=u \psi^{2} \nabla u$. A direct computation using (28) gives

$$
\operatorname{div}(W)=b(x) u^{2} \psi^{2}-a(x) u^{2} \psi^{2}+|\nabla(u \psi)|^{2}-u^{2}|\nabla \psi|^{2} .
$$

Hence by (29) and the divergence theorem

$$
0 \geq \lambda_{1}^{L}\left(B_{R+1}\right) \int_{B_{R+1}} u^{2} \psi^{2}-\int_{B_{R+1}} u^{2}|\nabla \psi|^{2}+\int_{B_{R+1}} b(x) u^{2} \psi^{2} .
$$

Rearranging, using the properties of $\psi$ and (26) we obtain

$$
\lambda_{1}^{L}\left(B_{R+1}\right) \int_{B_{R}} u^{2}-\int_{B_{R}} b(x) u^{2} \leq 4 \int_{B_{R+1} \backslash B_{R}} u^{2} .
$$

Letting $R \rightarrow+\infty$ and using the fact that $u \in L^{2}(M)$ we deduce

$$
\lambda_{1}^{L}(M) \int_{M} u^{2}-\int_{M} b(x) u^{2} \leq 0 .
$$

We reach a contradiction by observing that $\lambda_{1}^{L}(M) \geq 0$ and in a neighborhood of $x_{0}, b(x)$ and $u^{2}(x)$ are strictly positive.

The last statement follows immediately from the strong maximum principle and (28) (see the remark after the proof of Theorem 3.5 on page 35 of [Gilbarg and Trudinger 1983]).

Proof of Theorem 3. We apply Proposition 5 to the solution $H$ of $(4 \mathrm{a})$ with $a(x)=$ $\operatorname{Ric}^{N}(\nu, \nu)$ and $b(x)=|B|^{2}$. By Newton's inequality (17), $\operatorname{supp}(H) \subseteq \operatorname{supp}(b(x))$, which gives a contradiction to the conclusion of Proposition 5 unless $H \equiv 0$; thus $\varphi: M \rightarrow(N,\langle\rangle$,$) is minimal.$

Corollary 6. Any biharmonic, isometrically immersed, complete oriented hypersurface $M$ with mean curvature satisfying $H \in L^{2}(M)$ in a space with nonpositive Ricci tensor is minimal.

For the proof of this corollary simply observe that since $\operatorname{Ric}^{N}(\nu, \nu) \leq 0$ then $\lambda_{1}^{L}(M) \geq 0$ for $L=\Delta+\operatorname{Ric}^{N}(\nu, \nu)$.

With the aid of Theorem 4.6 in [Pigola et al. 2008] we can extend the range of integrability of $H$ as follows.

Theorem 7. Let $\varphi: M \rightarrow(N,\langle\rangle$,$) be a biharmonic, isometrically immersed,$ oriented hypersurface. For some $\Lambda \geq \frac{1}{2}$ let $L_{\Lambda}=\Delta+2 \Lambda \operatorname{Ric}^{N}(\nu, \nu)$ and suppose that

$$
\begin{equation*}
\lambda_{1}^{L_{\Lambda}}(M) \geq 0 . \tag{30}
\end{equation*}
$$

Let $-\frac{1}{2} \leq \beta \leq \Lambda-1$ and assume that

$$
\begin{equation*}
H \in L^{4(\beta+1)}(M) . \tag{31}
\end{equation*}
$$

Then $\varphi$ is minimal.
Remark 8. If $\Lambda=\frac{1}{2}, L_{\Lambda}=L=\Delta+\operatorname{Ric}^{N}(\nu, \nu)$ and $\beta=-\frac{1}{2}$ so that condition (31) becomes $H \in L^{2}(M)$. In this way, we recover Theorem 3.

Proof of Theorem 7. We let $u=H^{2}$. From the differential inequality (18) and

$$
|\nabla H|^{2}=\frac{1}{4} \frac{|\nabla u|^{2}}{u}
$$

we deduce that $u$ is a nonnegative solution of

$$
\begin{equation*}
u \Delta u+2 \operatorname{Ric}^{N}(v, v) u^{2}-2 m u^{3} \geq \frac{1}{2}|\nabla u|^{2} . \tag{32}
\end{equation*}
$$

By Theorem 1 of [Fischer-Colbrie and Schoen 1980], inequality (30) implies the existence of a positive solution $\psi$ on $M$ of

$$
\Delta \psi+2 \Lambda \operatorname{Ric}^{N}(\nu, \nu) \psi=0
$$

We can thus apply Theorem 4.6 of [Pigola et al. 2008] with $\varphi=\psi, A=-\frac{1}{2},|\boldsymbol{H}|=\Lambda$, $K=0, a(x)=2 \operatorname{Ric}^{N}(v, v), b(x)=2 m$ and $\sigma=2$. Note that assumption (4.43) of Theorem 4.6 of [Pigola et al. 2008] is true by (31). It follows that $u \equiv 0$, that is, $\varphi: M \rightarrow(N,\langle\rangle$,$) is minimal.$

We remark that if we let $L_{m / 4}=\Delta+(m / 2) \operatorname{Ric}^{N}(\nu, \nu)$ and we assume

$$
\begin{equation*}
\lambda_{1}^{L_{m / 4}}(M) \geq 0, \tag{33}
\end{equation*}
$$

as a consequence of Theorem 7, if $H \in L^{m}(M)$ then $\varphi$ is minimal.
As a matter of fact, we can avoid assumption (33) and obtain the same conclusion in case $(N,\langle\rangle$,$) is a Cartan-Hadamard manifold. This is the content of Theorem 4$. Towards this end, we observe that if $\varphi: M \rightarrow(N,\langle\rangle$,$) is an isometric immersion$
of dimension $m \geq 2$, Hoffman and Spruck [1974] have shown the validity of the following $L^{1}$-Sobolev inequality: for every $u \in W_{0}^{1,1}(M)$,

$$
\begin{equation*}
S_{1}(m)^{-1}\left(\int_{M}|u|^{m /(m-1)}\right)^{(m-1) / m} \leq \int_{M}(|\nabla u|+m|H||u|) \tag{34}
\end{equation*}
$$

with

$$
\begin{equation*}
S_{1}(m)=\frac{\pi 2^{m-1}}{\omega_{m}^{1 / m}} \frac{(m+1)^{1+\frac{1}{m}}}{m-1} \tag{35}
\end{equation*}
$$

where $\omega_{m}$ is the volume of the unit ball of $\mathbb{R}^{m}$ (observe that in [Hoffman and Spruck 1974] the mean curvature vector field is not normalized). Having fixed $\varepsilon>0$, from (34) we immediately deduce (see for instance [Pigola et al. 2008, pp. 175-176]) that for every $v \in W_{0}^{1,2}(M)$
$S_{2}(m, \varepsilon)^{-1}\left(\int_{M}|v|^{2 m /(m-2)}\right)^{(m-2) / m} \leq \int_{M}\left(|\nabla v|^{2}+\frac{\varepsilon^{2}}{4}\left(\frac{m-2}{m-1}\right)^{2} m^{2}|H|^{2} v^{2}\right)$
with

$$
\begin{equation*}
S_{2}(m, \varepsilon)=\frac{4(m-1)^{2}}{(m-2)^{2}} \frac{1+\varepsilon^{2}}{\varepsilon^{2}} S_{1}(m)^{2} . \tag{37}
\end{equation*}
$$

Proof of Theorem 4. In the assumptions of the theorem and by the above discussion we have the validity of (36) on $M$. Next, for $u=H^{2}$ we rewrite (16) in the form

$$
\begin{equation*}
u \Delta u+2 \operatorname{Ric}^{N}(v, v) u^{2}-2|B|^{2} u^{2}=\frac{1}{2}|\nabla u|^{2} . \tag{38}
\end{equation*}
$$

Since $N$ is Cartan-Hadamard,

$$
\begin{equation*}
2\left(\operatorname{Ric}^{N}(\nu, v)-|B|^{2}\right) \leq 0 . \tag{39}
\end{equation*}
$$

From (9) and the fact that $H \in L^{m}(M)$ we have

$$
\begin{equation*}
u \in L^{m / 2}(M) \quad \text { with } m / 2>\frac{1}{2}, \tag{40}
\end{equation*}
$$

because $m \geq 3$. Applying Theorem 9.12 of [Pigola et al. 2008] with $\sigma=m / 2$, $\alpha=2 / m$ and $A=-\frac{1}{2}$ to (38) we deduce that either $u$ is identically zero or, by formula (9.41) of [Pigola et al. 2008],

$$
\left(\int_{M}|H|^{m}\right)^{2 / m} \geq \frac{1}{\left(1+\varepsilon^{2}\right) m^{2} S_{1}(m)^{2}} .
$$

Note that to obtain this inequality we use (37). Thus, letting $\varepsilon \downarrow 0^{+}$we obtain

$$
\|H\|_{L^{m}(M)} \geq \frac{1}{m S_{1}(m)}=\frac{\omega_{m}^{1 / m}}{\pi 2^{m-1}} \frac{m-1}{m(m+1)^{1+\frac{1}{m}}}
$$

Using (35) in this latter we contradict (9). Thus $u \equiv 0$ and $\varphi: M \rightarrow(N,\langle\rangle$,$) is$ minimal.
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# HALF-COMMUTATIVE ORTHOGONAL HOPF ALGEBRAS 

Julien Bichon and Michel Dubois-Violette


#### Abstract

A half-commutative orthogonal Hopf algebra is a Hopf $*$-algebra generated by the self-adjoint coefficients of an orthogonal matrix corepresentation $v=\left(v_{i j}\right)$ that half commute in the sense that $a b c=c b a$ for any $a, b, c \in\left\{v_{i j}\right\}$. The first nontrivial such Hopf algebras were discovered by Banica and Speicher. We propose a general procedure, based on a crossed product construction, that associates to a self-transpose compact subgroup $G \subset U_{\boldsymbol{n}}$ a half-commutative orthogonal Hopf algebra $\mathscr{A}_{*}(G)$. It is shown that any half-commutative orthogonal Hopf algebra arises in this way. The fusion rules of $\mathscr{A}_{*}(G)$ are expressed in term of those of $G$.


## 1. Introduction

The half-liberated orthogonal quantum group $O_{n}^{*}$ were recently discovered by Banica and Speicher [2009]. These are compact quantum groups in the sense of [Woronowicz 1987], and the corresponding Hopf $*$-algebra $A_{o}^{*}(n)$ is the universal $*$-algebra presented by self-adjoint generators $v_{i j}$ submitted to the relations making $v=\left(v_{i j}\right)$ an orthogonal matrix and to the half-commutation relations

$$
a b c=c b a, \quad a, b, c \in\left\{v_{i j}\right\}
$$

The half-commutation relations arose, via Tannaka duality, from a deep study of certain tensor subcategories of the category of partitions; see [Banica and Speicher 2009]. More examples of Hopf algebras with generators satisfying the half-commutation relations were given in [Banica et al. 2010], and the classification of "easy" orthogonal Hopf algebras (which means that the tensor category of corepresentations is spanned by partitions) with generators satisfying the halfcommutation relations was very recently done in [Weber 2012].

The representation theory of $O_{n}^{*}$ was discussed in [Banica and Vergnioux 2010], where strong links with the representation theory of the unitary group $U_{n}$ were found. It followed that the fusion rules of $O_{n}^{*}$ are noncommutative if $n \geq 3$. Moreover a matrix model $A_{o}^{*}(n) \hookrightarrow M_{2}\left(\mathscr{R}\left(U_{n}\right)\right)$ was found in [Banica et al. 2011].

[^1]The aim of this paper is to continue these works by a general study of what we call half-commutative orthogonal Hopf algebras: Hopf $*$-algebras generated by the self-adjoint coefficients of an orthogonal matrix corepresentation $v=\left(v_{i j}\right)$ whose coefficients satisfy the previous half-commutation relations. Our main results are as follows.
(1) To any self-transpose compact subgroup $G \subset U_{n}$ we associate a half-commutative orthogonal Hopf algebra $\mathscr{A}_{*}(G)$, with $\mathscr{A}_{*}\left(U_{n}\right) \simeq A_{o}^{*}(n)$. The Hopf algebra $\mathscr{A}_{*}(G)$ is a Hopf $*$-subalgebra of the crossed product $\mathscr{R}(G) \rtimes \mathbb{C}_{2}$, where the action of $\mathbb{Z}_{2}$ of $\mathscr{R}(G)$ is induced by the transposition.
(2) Conversely, any noncommutative half-commutative orthogonal Hopf algebra arises from the previous construction for some compact group $G \subset U_{n}$.
(3) The fusion rules of $\mathscr{A}_{*}(G)$ can be described in terms of those of $G$.

Therefore it follows from our study that quantum groups arising from halfcommutative orthogonal Hopf algebras are objects that are very close from classical groups. This was suggested by the representation theory results from [Banica and Vergnioux 2010], by the matrix model found in the "easy" case in [Banica et al. 2011] and by the results of [Banica et al. 2013] where it was shown that the quantum group inclusion $O_{n} \subset O_{n}^{*}$ is maximal. The techniques from [Banica et al. 2013], and especially the short five lemma for cosemisimple Hopf algebras, are used in essential way here. The use of versions of the five lemma for Hopf algebras was initiated in [Andruskiewitsch and García 2009].

The paper is organized as follows. In Section 2 we fix some notation and recall the necessary background. In Section 3 we formally introduce half-commutative orthogonal Hopf algebras, and recall the early examples from [Banica and Speicher 2009; Banica et al. 2010]. Section 4 is devoted to our main construction, which associates to a self-transpose compact subgroup $G \subset U_{n}$ a half-commutative orthogonal Hopf algebra $\mathscr{A}_{*}(G)$, and we show that any half-commutative orthogonal Hopf algebra arises in this way. At the end of the section we use our construction to propose a possible orthogonal half-liberation of the unitary group $U_{n}$. In Section 5 we describe the fusion rules of $\mathscr{A}_{*}(G)$ in terms of those of $G$.

We assume that the reader is familiar with Hopf algebras [Montgomery 1993], Hopf $*$-algebras and with the algebraic approach (via algebras of representative functions) to compact quantum groups [Dijkhuizen and Koornwinder 1994; Klimyk and Schmüdgen 1997].

## 2. Preliminaries

Classical groups. We first fix some notation. As usual, the group of complex $n \times n$ unitary matrices is denoted by $U_{n}$, while $O_{n}$ denotes the group of real orthogonal
matrices. We denote by $\mathbb{T}$ the subgroup of $U_{n}$ consisting of scalar matrices, and by $P U_{n}$ the quotient group $U_{n} / \mathbb{T}$.

Definition 2.1. Let $G \subset U_{n}$ be a compact subgroup.
(1) We say that $G$ is self-transpose if $g^{t} \in G$ for all $g \in G$.
(2) We say that $G$ is nonreal if $G \not \subset O_{n}$, i.e., if there exists $g \in G$ with $g_{i j} \notin \mathbb{R}$, for some $i, j$.
(3) We say that $G$ is doubly nonreal if there exists $g \in G$ with $g_{i j} \overline{g_{k l}} \notin \mathbb{R}$, for some $i, j, k, l$.

Note that the subgroup $\tilde{O}_{n}=\mathbb{T} O_{n} \subset U_{n}$ (considered in [Banica et al. 2013]) is nonreal but is not doubly nonreal.

Orthogonal and unitary Hopf algebras. We next recall some definitions on the algebraic approach to compact quantum groups. We work at the level of Hopf *-algebras of representative functions. The following simple key definition arose from [Woronowicz 1987].

Definition 2.2. A unitary Hopf algebra is a $*$-algebra $A$ which is generated by elements $\left\{u_{i j} \mid 1 \leq i, j \leq n\right\}$ such that the matrices $u=\left(u_{i j}\right)$ and $\bar{u}=\left(u_{i j}^{*}\right)$ are unitaries, and such that:
(1) There is a $*$-algebra map $\Delta: A \rightarrow A \otimes A$ such that $\Delta\left(u_{i j}\right)=\sum_{k=1}^{n} u_{i k} \otimes u_{k j}$.
(2) There is a $*$-algebra map $\varepsilon: A \rightarrow \mathbb{C}$ such that $\varepsilon\left(u_{i j}\right)=\delta_{i j}$.
(3) There is a $*$-algebra map $S: A \rightarrow A^{o p}$ such that $S\left(u_{i j}\right)=u_{j i}^{*}$.

If $u_{i j}=u_{i j}^{*}$ for $1 \leq i, j \leq n$, we say that $A$ is an orthogonal Hopf algebra.
It follows that $\Delta, \varepsilon, S$ satisfy the usual Hopf $*$-algebra axioms and that $u=\left(u_{i j}\right)$ is a matrix corepresentation of $A$. Note that the definition forces that a unitary Hopf algebra is of Kac type, i.e., $S^{2}=$ id. The motivating example of unitary (resp. orthogonal) Hopf algebra is $A=\mathscr{R}(G)$, the algebra of representative functions on a compact subgroup $G \subset U_{n}$ (resp. $G \subset O_{n}$ ). Here the standard generators $u_{i j}$ are the coordinate functions which take a matrix to its $(i, j)$-entry.

In fact every commutative unitary Hopf algebra is of the form $\mathscr{R}(G)$ for some unique compact group $G \subset U_{n}$ defined by $G=\operatorname{Hom}_{*-a l g}(A, \mathbb{C}$ ) (this the Hopf algebra version of the Tannaka-Krein theorem). This motivates the notation " $A=\mathscr{P}(G)$ " for any unitary (resp. orthogonal) Hopf algebra, where $G$ is a unitary (resp. orthogonal) compact quantum group.

The universal examples of unitary and orthogonal Hopf algebras are as follows [Wang 1995a].

Definition 2.3. The universal unitary Hopf algebra $A_{u}(n)$ is the universal $*$-algebra generated by elements $\left\{u_{i j} \mid 1 \leq i, j \leq n\right\}$ such that the matrices $u=\left(u_{i j}\right)$ and $\bar{u}=\left(u_{i j}^{*}\right)$ in $M_{n}\left(A_{u}(n)\right)$ are unitaries.

The universal orthogonal Hopf algebra $A_{o}(n)$ is the universal $*$-algebra generated by self-adjoint elements $\left\{u_{i j} \mid 1 \leq i, j \leq n\right\}$ such that the matrix $u=\left(u_{i j}\right)_{1 \leq i, j \leq n}$ in $M_{n}\left(A_{o}(n)\right)$ is orthogonal.

The existence of the Hopf $*$-algebra structural morphisms follows from the universal properties of $A_{u}(n)$ and $A_{o}(n)$. As discussed above, we use the notations $A_{u}(n)=\mathscr{R}\left(U_{n}^{+}\right)$and $A_{o}(n)=\mathscr{R}\left(O_{n}^{+}\right)$, where $U_{n}^{+}$is the free unitary quantum group and $O_{n}^{+}$is the free orthogonal quantum group.

The Hopf $*$-algebra $A_{u}(n)$ was introduced by Wang [1995a], while the Hopf algebra $A_{o}(n)$ was defined first in [Dubois-Violette and Launer 1990] under the notation $\mathscr{A}\left(I_{n}\right)$, and was then defined independently in [Wang 1995a] in the compact quantum group framework.

Exact sequences of Hopf algebras. In this subsection we recall some facts on exact sequences of Hopf algebras.

Definition 2.4. A sequence of Hopf algebra maps

$$
\mathbb{C} \rightarrow B \xrightarrow{i} A \xrightarrow{p} L \rightarrow \mathbb{C}
$$

is called preexact if $i$ is injective, $p$ is surjective and $i(B)=A^{\operatorname{co} p}$, where

$$
A^{\operatorname{co} p}=\{a \in A \mid(\operatorname{id} \otimes p) \Delta(a)=a \otimes 1\}
$$

A preexact sequence as in Definition 2.4 is said to be exact [Andruskiewitsch and Devoto 1995] if in addition we have $i(B)^{+} A=\operatorname{ker}(p)=A i(B)^{+}$, where $i(B)^{+}=i(B) \cap \operatorname{ker}(\varepsilon)$. For the kind of sequences to be considered in this paper, preexactness is actually equivalent to exactness.

The following lemma, that we record for future use, is Proposition 3.2 in [Banica et al. 2013].

Lemma 2.5. Let A be an orthogonal Hopf algebra with generators $u_{i j}$. Assume that we have surjective Hopf algebra map $p: A \rightarrow \mathbb{C}_{2}, u_{i j} \rightarrow \delta_{i j} g$, where $<g>=\mathbb{Z}_{2}$. Let $P_{u} A$ be the subalgebra generated by the elements $u_{i j} u_{k l}$ with the inclusion $i: P_{u} A \subset A$. Then the sequence

$$
\mathbb{C} \rightarrow P_{u} A \xrightarrow{i} A \xrightarrow{p} \mathbb{C}_{2} \rightarrow \mathbb{C}
$$

is preexact.
Exact sequences of compact groups induce exact sequences of Hopf algebras. In particular, if $G \subset U_{n}$ is a compact subgroup, we have an exact sequence of compact
groups

$$
1 \rightarrow G \cap \mathbb{T} \rightarrow G \rightarrow G / G \cap \mathbb{T} \rightarrow 1,
$$

which induces an exact sequence of Hopf algebras

$$
\mathbb{C} \rightarrow \mathscr{R}(G / G \cap \mathbb{T}) \rightarrow \mathscr{R}(G) \rightarrow \mathscr{R}(G \cap \mathbb{T}) \rightarrow \mathbb{C} .
$$

We sketch a proof of the next lemma for completeness.
Lemma 2.6. Let $G \subset U_{n}$ be a compact subgroup. Then $\mathscr{R}(G / G \cap \mathbb{T})$ is the subalgebra of $\mathscr{R}(G)$ generated by the elements $u_{i j} u_{k l}^{*}, i, j, k, l \in\{1, \ldots, n\}$. Moreover, if $G=U_{n}$, then $\mathscr{R}\left(P U_{n}\right)=\mathscr{R}\left(U_{n} / \mathbb{T}\right)$ is isomorphic with the commutative $*$-algebra presented by generators $w_{i j, k l}, 1 \leq i, j, k, l \leq n$ and submitted to the relations

$$
\begin{gathered}
\sum_{j=1}^{n} w_{i k, j j}=\delta_{i k}=\sum_{j=1}^{n} w_{j j, i k}, \quad w_{i j, k l}^{*}=w_{j i, l k} \\
\sum_{k, l=1}^{n} w_{i j, k l} w_{p q, k l}^{*}=\delta_{i p} \delta_{j q}
\end{gathered}
$$

The isomorphism is given by $w_{i j, k l} \mapsto u_{i k} u_{j l}^{*}$.
Proof. Let $p: \mathscr{R}(G) \rightarrow \mathscr{R}(G \cap \mathbb{T})$ be the restriction map. It is clear $\operatorname{Ker}(p)$ is generated as a $*$-ideal by the elements $u_{i j}, i \neq j$, and $u_{i i}-u_{j j}$. Let $B$ be the subalgebra generated by the elements $u_{i j} u_{k l}^{*}$. Then $B$ is a Hopf $*$-subalgebra of $\mathscr{R}(G)$ and it is clear that $B \subset \mathscr{R}(G)^{\text {co } p}$. To prove the reverse inclusion we form the Hopf algebra quotient $\mathscr{R}(G) / / B=\mathscr{R}(G) / B^{+} \mathscr{R}(G)$ and denote by $\rho: \mathscr{R}(G) \rightarrow$ $\mathscr{R}(G) / / B$ the canonical projection. It is not difficult to see that in $\mathscr{R}(G) / / B$ we have $\rho\left(u_{i j}\right)=0$ if $i \neq j$ and $\rho\left(u_{i i}\right)=\rho\left(u_{j j}\right)$ for any $i, j$. Hence there exists a Hopf $*$-algebra map $p^{\prime}: \mathscr{R}(G / \mathbb{T}) \rightarrow \mathscr{R}(G) / / B$ such that $p^{\prime} \circ p=\rho$. It follows that $\mathscr{R}(G)^{\mathrm{co} p} \subset \mathscr{R}(G)^{\mathrm{co} \rho}$. But since our algebras are commutative, $\mathscr{R}(G)$ is a faithfully flat $B$-module and hence by [Takeuchi 1972] (see also [Andruskiewitsch and Devoto 1995]) we have $\mathscr{R}(G)^{\mathrm{co} \rho}=B$, and hence $\mathscr{R}(G / G \cap \mathbb{T})=\mathscr{R}(G)^{\mathrm{co} p}=B$.

The last assertion is just the reformulation of the standard fact that $P U_{n}$ is the automorphism group of the $*$-algebra $M_{n}(\mathbb{C})$ (see, e.g., [Wang 1998]).

## 3. Half-commutative Hopf algebras

We now formally introduce half-commutative orthogonal Hopf algebras. Of course the definition of half-commutativity can be given in a general context, as follows. It was first formalized, in a probabilistic context, in [Banica et al. 2012].
Definition 3.1. Let $A$ be an algebra. We say that a family $\left(a_{i}\right)_{i \in I}$ of elements of $A$ half-commute if $a b c=c b a$ for any $a, b, c \in\left\{a_{i}, i \in I\right\}$. The algebra $A$ is said to be half-commutative if it has a family of generators that half-commute.

At a Hopf algebra level, a reasonable definition seems to be the following one.
Definition 3.2. A half-commutative Hopf algebra is a Hopf algebra $A$ generated by the coefficients of a matrix corepresentation $v=\left(v_{i j}\right)$ whose coefficients halfcommute.

We will not study half-commutative Hopf algebras in this generality. A reason for this is that it is unclear if the half-commutativity relations outside of the orthogonal case are the natural ones in the categorical framework of [Banica and Speicher 2009]. Thus we will restrict to the following special case.

Definition 3.3. A half-commutative orthogonal Hopf algebra is a Hopf $*$-algebra $A$ generated by the self-adjoint coefficients of an orthogonal matrix corepresentation $v=\left(v_{i j}\right)$ whose coefficients half-commute.

The first example is the universal one, defined in [Banica and Speicher 2009].
Definition 3.4. The half-liberated orthogonal $\operatorname{Hopf}$ algebra $A_{o}^{*}(n)$ is the universal *-algebra generated by self-adjoint elements $\left\{v_{i j} \mid 1 \leq i, j \leq n\right\}$ which half-commute and such that the matrix $v=\left(v_{i j}\right)_{1 \leq i, j \leq n}$ in $M_{n}\left(A_{o}^{*}(n)\right)$ is orthogonal.

The existence of the Hopf algebra structural morphisms follows from the universal property of $A_{o}^{*}(n)$, and hence $A_{o}^{*}(n)$ is a half-commutative orthogonal Hopf algebra. We use the notation $A_{o}^{*}(n)=\mathscr{R}\left(O_{n}^{*}\right)$, where $O_{n}^{*}$ is the half-liberated orthogonal quantum group. We have $\mathscr{R}\left(O_{n}^{+}\right) \rightarrow \mathscr{R}\left(O_{n}^{*}\right) \rightarrow \mathscr{R}\left(O_{n}\right)$, i.e., $O_{n} \subset O_{n}^{*} \subset O_{n}^{+}$. At $n=2$ we have $O_{2}^{*}=O_{2}^{+}$, but for $n \geq 3$ these inclusions are strict.

Another example of half-commutative orthogonal Hopf algebra is the following one, taken from [Banica et al. 2010].

Definition 3.5. The half-liberated hyperoctahedral Hopf algebra $A_{h}^{*}(n)$ is the universal $*$-algebra generated by self-adjoint elements $\left\{v_{i j} \mid 1 \leq i, j \leq n\right\}$ which half-commute, such that $v_{i j} v_{i k}=0=v_{k i} v_{j i}$ for $k \neq j$, and such that the matrix $v=\left(v_{i j}\right)_{1 \leq i, j \leq n}$ in $M_{n}\left(A_{o}^{*}(n)\right)$ is orthogonal.

Again the existence of the Hopf algebra structural morphisms follows from the universal property of $A_{h}^{*}(n)$, and hence $A_{h}^{*}(n)$ is a half-commutative orthogonal Hopf algebra. See [Banica et al. 2010] and [Weber 2012] for further examples.

The following lemma will be an important ingredient in the proof of the structure theorem of half-commutative orthogonal Hopf algebras.

Lemma 3.6. Let A be a half-commutative orthogonal Hopf algebra generated by the self-adjoint coefficients of an orthogonal matrix corepresentation $v=\left(v_{i j}\right)$ whose coefficients half-commute. Then $P_{v} A$ is a commutative Hopf $*$-subalgebra of $A$. If moreover $A$ is noncommutative then there exists a Hopf $*$-algebra map
$p: A \rightarrow \mathbb{C}_{2}$ such that for any $i, j, p\left(v_{i j}\right)=\delta_{i j} s$, where $\langle s\rangle=\mathbb{Z}_{2}$, that induces $a$ preexact sequence

$$
\mathbb{C} \rightarrow P_{v} A \xrightarrow{i} A \xrightarrow{p} \mathbb{C Z}_{2} \rightarrow \mathbb{C} .
$$

Proof. The key observation that $P_{v} A$ is commutative is Proposition 3.2 in [Banica and Vergnioux 2010]. It is clear that $P_{v} A$ is a normal Hopf $*$-subalgebra of $A$, and hence we can form the Hopf $*$-algebra quotient $A / / P_{v} A=A / A\left(P_{v} A\right)^{+}$, with $p: A \rightarrow A / / P_{v} A$ the canonical surjection. It is not difficult to see that in $A / / P_{v} A$ we have $p\left(v_{i j}\right)=0$ if $i \neq j, p\left(v_{i i}\right)=p\left(v_{j j}\right)$ for any $i, j$ and if we put $g=p\left(v_{i i}\right)$, $g^{2}=1$. So we have to prove that $g \neq 1$. If $g=1$, then $A / / P_{v} A$ is trivial and $p=\varepsilon$. We know from [Chirvasitu 2011] that $A$ is faithfully flat as a $P_{v} A$-module (since orthogonal Hopf algebras are cosemisimple), and hence by [Schneider 1992], we have $A^{\mathrm{co} p}=P_{v} A$. So if $g=1$ we have $A^{\mathrm{co} p}=P_{v} A=A$ and $A$ is commutative. Thus if $A$ is noncommutative we have $g \neq 1$, the map $p$ satisfies the conditions in the statement and we have the announced exact sequence (Lemma 2.5).
Remark 3.7. The previous exact sequence is cocentral. Thus it is possible, in principle, to classify the finite-dimensional half-commutative orthogonal Hopf algebras according to the scheme used in [Bichon and Natale 2011]. The classification data will involve in particular pairs $(\Gamma, \omega)$ formed by a finite subgroup $\Gamma \subset P U_{n}$ and a cocycle $\omega \in H^{2}\left(\Gamma, \mathbb{Z}_{2}\right)$, see [Bichon and Natale 2011] for details.

## 4. The main construction

In this section we perform our main construction that associates to any self-transpose compact subgroup $G \subset U_{n}$ a half-commutative orthogonal Hopf algebra $\mathscr{A}_{*}(G)$ and we show any half-commutative orthogonal Hopf algebra arises in this way.

We begin with a well-known lemma. We give a proof for the sake of completeness.
Lemma 4.1. Let $G \subset U_{n}$ be a compact subgroup, and denote by $u_{i j}$ the coordinate functions on $G$. The following assertions are equivalent.
(1) $G$ is self-transpose.
(2) There is a unique involutive Hopf $*$-algebra automorphism s : $\mathscr{R}(G) \rightarrow \mathscr{R}(G)$ such that $s\left(u_{i j}\right)=u_{i j}^{*}$.
Moreover if $G$ is self-transpose the automorphism is nontrivial if and only $G$ is nonreal.
Proof. Assume that $G$ is self-transpose. Then we have an involutive compact group automorphism

$$
\sigma: G \rightarrow G, \quad g \mapsto\left(g^{t}\right)^{-1}=\bar{g},
$$

which induces an involutive Hopf $*$-algebra automorphism $s: \mathscr{R}(G) \rightarrow \mathscr{R}(G)$ such that $s\left(u_{i j}\right)=u_{i j}^{*}$. Uniqueness is obvious since the elements $u_{i j}$ generate $\mathscr{R}(G)$
as a $*$-algebra. Conversely, the existence of $s$ will ensure the existence of the automorphism $\sigma$ since $G \simeq \operatorname{Hom}_{* \text {-alg }}(\mathscr{R}(G), \mathbb{C})$, and hence $G$ will be self-transpose. The last assertion is immediate.

Definition 4.2. Let $G \subset U_{n}$ be a self-transpose nonreal compact subgroup. We denote by $\mathscr{R}(G) \rtimes \mathbb{C}_{2}$ the crossed product Hopf $*$-algebra associated to the involutive Hopf $*$-algebra automorphism $s$ of Lemma 4.1.

Recall that the Hopf $*$-algebra structure of $\mathscr{R}(G) \rtimes \mathbb{C}_{2}$ is defined as follows (see, e.g., [Klimyk and Schmüdgen 1997]).
(1) As a coalgebra, $\mathscr{R}(G) \rtimes \mathbb{C}_{2}=\mathscr{R}(G) \otimes \mathbb{C}_{2}$.
(2) We have $\left(f \otimes s^{i}\right) \cdot\left(g \otimes s^{j}\right)=f s^{i}(g) \otimes s^{i+j}$, for any $f, g \in \mathscr{R}(G)$ and $i, j \in\{0,1\}$.
(3) We have $\left(f \otimes s^{i}\right)^{*}=s^{i}(f)^{*} \otimes s^{i}$ for any $f \in \mathscr{R}(G)$ and $i \in\{0,1\}$.
(4) The antipode is given by $S\left(u_{i j} \otimes 1\right)=u_{j i}^{*} \otimes 1, S\left(u_{i j} \otimes s\right)=u_{j i} \otimes s$ (in short $S\left(f \otimes s^{i}\right)=s^{i}(S(f)) \otimes s^{i}$ for any $f \in \mathscr{R}(G)$ and $\left.i \in\{0,1\}\right)$.

For notational simplicity we denote, for $f \in \mathscr{R}(G)$, the respective elements $f \otimes 1$ and $f \otimes s$ of $\mathscr{R}(G) \rtimes \mathbb{C} \mathbb{Z}_{2}$ by $f$ and $f s$.
Definition 4.3. Let $G \subset U_{n}$ be a self-transpose compact subgroup. We denote by $\mathscr{A}_{*}(G)$ the subalgebra of $\mathscr{R}(G) \rtimes \mathbb{C}_{2}$ generated by the elements $u_{i j} s$, where $i, j$ range over $\{1, \ldots, n\}$.
Proposition 4.4. Let $G \subset U_{n}$ be a self-transpose compact subgroup. Then $\mathscr{A}_{*}(G)$ is a Hopf $*$-subalgebra of $\mathscr{R}(G) \rtimes \mathbb{C}_{2}$, and there exists a surjective Hopf $*$-algebra morphism

$$
\pi: A_{o}^{*}(n) \rightarrow \mathscr{A}_{*}(G), \quad v_{i j} \mapsto u_{i j} s
$$

Hence $\mathscr{A}_{*}(G)$ is a half-commutative orthogonal Hopf algebra, and is noncommutative if and only if $G$ is doubly nonreal.
Proof. We have $\left(u_{i j} s\right)^{*}=s u_{i j}^{*}=u_{i j} s$ and hence the elements $u_{i j} s$ are self-adjoint and generate a $*$-subalgebra. Moreover, using the coproduct and antipode formula, it is immediate to check that $\Delta\left(u_{i j} s\right)=\sum_{k} u_{i k} s \otimes u_{k j} s$ and $S\left(u_{i j} s\right)=u_{j i} s$, and hence $\mathscr{A}_{*}(G)$ is an orthogonal Hopf $*$-subalgebra of $\mathscr{R}(G) \rtimes \mathbb{C}_{2}$. We have

$$
u_{i j} s u_{k l} s u_{p q} s=u_{i j} u_{k l}^{*} u_{p q} s=u_{p q} u_{k l}^{*} u_{i j} s=u_{p q} s u_{k l} s u_{i j} s
$$

Hence the coefficients of the orthogonal matrix $\left(u_{i j} s\right)$ half-commute, and we get our Hopf $*$-algebra map $\pi: A_{o}^{*}(n) \rightarrow \mathscr{A}_{*}(G)$. The algebra $\mathscr{A}_{*}(G)$ is commutative if and only if the elements $u_{i j} s$ pairwise commute. We have $u_{i j} s u_{k l} s=u_{i j} u_{k l}^{*}$, so $\mathscr{A}_{*}(G)$ is noncommutative if and only if there exist $i, j, k, l$ with $u_{i j} u_{k l}^{*} \neq u_{k l} u_{i j}^{*}$, which precisely means that $G$ is doubly nonreal.

The Hopf $*$-algebra $\mathscr{A}_{*}(G)$ is part of a natural preexact sequence.

Proposition 4.5. Let $G \subset U_{n}$ be a self-transpose compact subgroup. Then there exists a Hopf $*$-algebra embedding $\mathscr{R}(G / G \cap \mathbb{T}) \hookrightarrow \mathscr{A}_{*}(G)$ and a preexact sequence

$$
\mathbb{C} \rightarrow \mathscr{R}(G / G \cap \mathbb{T}) \xrightarrow{j} \mathscr{A}_{*}(G) \xrightarrow{q} \mathbb{C} \mathbb{Z}_{2} \rightarrow \mathbb{C} .
$$

Proof. The map $q$ is defined as the restriction to $\mathscr{A}_{*}(G)$ of the Hopf $*$-algebra map $\varepsilon \otimes \operatorname{id}: \mathscr{R}(G) \rtimes \mathbb{C}_{2} \rightarrow \mathbb{C Z}_{2}$. Hence we have $q\left(u_{i j} s\right)=\delta_{i j} s$. Let $B$ be the subalgebra of $\mathscr{A}_{*}(G)$ generated by the elements $u_{i j} s u_{k l} s=u_{i j} u_{k l}^{*}$. It is clear that $B=\mathscr{A}_{*}(G)^{\mathrm{co} q}$, and hence we have a preexact sequence

$$
\mathbb{C} \rightarrow B \xrightarrow{j} \mathscr{A}_{*}(G) \xrightarrow{q} \mathbb{C} \mathbb{Z}_{2} \rightarrow \mathbb{C} .
$$

Consider now the injective Hopf algebra map $v: \mathscr{R}(G) \hookrightarrow \mathscr{R}(G) \rtimes \mathbb{C}_{2}, f \mapsto f \otimes 1$. Since $\mathscr{R}(G / G \cap \mathbb{T})=\mathscr{R}(G)^{G \cap \mathbb{T}}$ is the subalgebra generated by the elements $u_{i j} u_{k l}^{*}$ (Lemma 2.6), we have $v(\mathscr{R}(G / G \cap \mathbb{T}))=B$, and we get our preexact sequence.

We will prove (Theorem 4.7) that a noncommutative half-commutative orthogonal Hopf algebra is isomorphic to $\mathscr{A}_{*}(G)$ for some compact group $G \subset U_{n}$. Before this we first prove that the morphism in Proposition 4.4 is an isomorphism $A_{o}^{*}(n) \simeq$ $\mathscr{A}_{*}\left(U_{n}\right)$. This can be seen as a consequence of the forthcoming Theorem 4.7, but the proof is less technical while it already well enlightens the main ideas.

Theorem 4.6. We have a Hopf $*$-algebra isomorphism $A_{o}^{*}(n) \simeq \mathscr{A}_{*}\left(U_{n}\right)$.
Proof. Let $\pi: A_{o}^{*}(n) \rightarrow \mathscr{A}_{*}\left(U_{n}\right)$ be the Hopf $*$-algebra map from Proposition 4.4, defined by $\pi\left(v_{i j}\right)=u_{i j} s$. It induces a commutative diagram of Hopf algebra maps with preexact rows

where the sequence on the top row is the one of Lemma 3.6 and the sequence on the lower row is the one of Proposition 4.5. The standard presentation of $\mathscr{R}\left(P U_{n}\right)$ (Lemma 2.6) ensures the existence of a $*$-algebra map $\mathscr{R}\left(P U_{n}\right) \rightarrow P_{v} A_{o}^{*}(n)$, $u_{i j} u_{k l}^{*} \mapsto v_{i j} v_{k l}$, which is clearly an inverse isomorphism for $\pi_{l}$. Thus we can invoke the short five lemma from [Banica et al. 2013, Theorem 3.4] to conclude that $\pi$ is an isomorphism.

A precursor for the previous isomorphism $A_{o}^{*}(n) \simeq \mathscr{A}_{*}\left(U_{n}\right)$ was the matrix model $A_{o}^{*}(n) \hookrightarrow M_{2}\left(\mathscr{R}\left(U_{n}\right)\right)$ found in [Banica et al. 2011, Section 8].
Theorem 4.7. Let A be a noncommutative half-commutative orthogonal Hopf algebra. Then there exists a self-transpose doubly nonreal compact group $G$ with $\mathbb{T} \subset G \subset U_{n}$ such that $A \simeq \mathscr{A}_{*}(G)$.

Proof. Let $A$ be a noncommutative half-commutative orthogonal Hopf algebra.
Step 1. We first write a convenient presentation for $A$. By Lemma 3.6 there exist surjective Hopf $*$-algebra maps

$$
A_{o}^{*}(n) \xrightarrow{f} A \xrightarrow{p} \mathbb{C}_{2}
$$

with $p f\left(v_{i j}\right)=\delta_{i j} s$. We denote by $V$ the comodule over $A_{o}^{*}(n)$ corresponding to the matrix $v=\left(v_{i j}\right) \in M_{n}\left(A_{o}^{*}(n)\right)$, with its standard basis $e_{1}, \ldots, e_{n}$. To any linear map $\underline{\lambda}: \mathbb{C} \rightarrow V^{\otimes m}$, with

$$
\underline{\lambda}(1)=\sum_{i_{1}, \ldots, i_{m}} \lambda\left(i_{1}, \ldots, i_{m}\right) e_{i_{1}} \otimes \cdots \otimes e_{i_{m}},
$$

we associate families $X(\underline{\lambda})$ and $X^{\prime}(\underline{\lambda})$ of elements of $A_{o}^{*}(n)$ defined by

$$
\begin{aligned}
X(\underline{\lambda}) & =\left\{\sum_{j_{1}, \ldots, j_{m}} v_{i_{1} j_{1}} \cdots v_{i_{m} j_{m}} \lambda\left(j_{1}, \ldots, j_{m}\right)-\lambda\left(i_{1}, \ldots, i_{m}\right) 1 \mid i_{1}, \ldots, i_{m} \in\{1, \ldots, n\}\right\}, \\
X^{\prime}(\underline{\lambda}) & =\left\{\sum_{j_{1}, \ldots, j_{m}} v_{j_{m} i_{m}} \cdots v_{j_{1} i_{1}} \lambda\left(j_{1}, \ldots, j_{m}\right)-\lambda\left(i_{1}, \ldots, i_{m}\right) 1 \mid i_{1}, \ldots, i_{m} \in\{1, \ldots, n\}\right\} .
\end{aligned}
$$

These elements generate a $*$-ideal in $A_{o}^{*}(n)$, which is in fact a Hopf $*$-ideal, that we denote by $I_{\underline{\lambda}}$. We also view $V$ as an $A$-comodule via $f$, and the map $\underline{\lambda}$ is a morphism of $A$-comodules if and only if $f\left(I_{\underline{\lambda}}\right)=0$. Now given a family $\mathscr{C}$ of linear maps $\mathbb{C} \rightarrow V^{\otimes m}, m \in \mathbb{N}$, we denote by $I_{\mathscr{C}}$ the Hopf $*$-ideal of $A_{o}^{*}(n)$ generated by all the elements of $X(\underline{\lambda})$ and $X^{\prime}(\underline{\lambda}), \underline{\lambda} \in \mathscr{C}$. It follows from Woronowicz Tannaka-Krein duality [Woronowicz 1988] that $f$ induces an isomorphism $A_{o}^{*}(n) / I_{\mathscr{C}} \simeq A$ for a suitable set $\mathscr{C}$ of morphisms of $A$-comodules (typically $\mathscr{C}$ is a family of morphisms that generate the tensor category of corepresentations of $A$ ).
Step 2. We now construct a compact group $G$ with $\mathbb{T} \subset G \subset U_{n}$. We start with a presentation $A_{o}^{*}(n) / I_{\mathscr{C}} \simeq A$ as in Step 1. The existence of the map $p: A \rightarrow \mathbb{C Z}_{2}$ implies that for $\underline{\lambda}: \mathbb{C} \rightarrow V^{\otimes m}$, if $\underline{\lambda} \neq 0$ and $\underline{\lambda} \in \mathscr{C}$, then $m$ is even (evaluate $p$ on the elements of $X(\underline{\lambda}))$. We associate to $\underline{\lambda}: \mathbb{C} \rightarrow V^{\otimes 2 m} \in \mathscr{C}$ the following families of elements in $\mathscr{R}\left(U_{n}\right)$, where in each case $i_{1}, \ldots, i_{2 m}$ range over $\{1, \ldots, n\}$ :

$$
\begin{aligned}
& X_{1}(\underline{\lambda})=\left\{\sum_{j_{1}, \ldots, j_{2 m}} u_{i_{1} j_{1}} u_{i_{2} j_{2}}^{*} \cdots u_{i_{2 m-1} j_{2 m-1}} u_{i_{2 m} j_{2 m}}^{*} \lambda\left(j_{1}, \ldots, j_{2 m}\right)-\lambda\left(i_{1}, \ldots, i_{2 m}\right) 1\right\}, \\
& X_{1}^{\prime}(\underline{\lambda})=\left\{\sum_{j_{1}, \ldots, j_{2 m}} u_{j_{1} i_{1}}^{*} u_{j_{2} i_{2}} \cdots u_{j_{2 m-1} i_{2 m-1}}^{*} u_{j_{2 m} i_{2 m}}^{*} \lambda\left(j_{1}, \ldots, j_{2 m}\right)-\lambda\left(i_{1}, \ldots, i_{2 m}\right) 1\right\}, \\
& X_{2}(\underline{\lambda})=\left\{\sum_{j_{1}, \ldots, j_{2 m}} u_{i_{1} j_{1}}^{*} u_{i_{2} j_{2}} \cdots u_{i_{2 m-1} j_{2 m-1}}^{*} u_{i_{2 m} j_{2 m}} \lambda\left(j_{1}, \ldots, j_{2 m}\right)-\lambda\left(i_{1}, \ldots, i_{2 m}\right) 1\right\}, \\
& X_{2}^{\prime}(\underline{\lambda})=\left\{\sum_{j_{1}, \ldots, j_{2 m}} u_{j_{1} i_{1}} u_{j_{2} i_{2}}^{*} \cdots u_{j_{2 m-1} i_{2 m-1}} u_{j_{2 m} i_{2 m}}^{*} \lambda\left(j_{1}, \ldots, j_{2 m}\right)-\lambda\left(i_{1}, \ldots, i_{2 m}\right) 1\right\} .
\end{aligned}
$$

Now denote by $J_{\mathscr{C}}$ the $*$-ideal of $\mathscr{R}\left(U_{n}\right)$ generated by the elements of $X_{1}(\underline{\lambda}), X_{1}^{\prime}(\underline{\lambda})$, $X_{2}(\underline{\lambda})$ and $X_{2}^{\prime}(\underline{\lambda})$ for all the elements $\underline{\lambda} \in \mathscr{C}$. In fact $J_{\mathscr{C}}$ is a Hopf $*$-ideal and we define $G$ to be the compact group $G \subset U_{n}$ such that $\mathscr{R}(G) \simeq \mathscr{R}\left(U_{n}\right) / J_{\varphi}$. The existence of a Hopf $*$-algebra map $\rho: \mathscr{R}(G) \rightarrow \mathbb{C} \mathbb{Z}, u_{i j} \mapsto \delta_{i j} t$, where $t$ denotes a generator of $\mathbb{Z}$, is straightforward, and thus $\mathbb{T} \subset G$. Also it is easy to check the existence of a Hopf $*$-algebra map $\mathscr{R}(G) \rightarrow \mathscr{R}(G), u_{i j} \mapsto u_{i j}^{*}$, and this shows that $G$ is self-transpose. We have, by Proposition 4.4, a Hopf $*$-algebra map $\pi: A_{o}^{*}(n) \rightarrow \mathscr{A}_{*}(G), v_{i j} \mapsto u_{i j} s$. It is a direct verification to check that $\pi$ vanishes on $I_{\varphi}$, so induces a Hopf $*$-algebra map $\bar{\pi}: A \rightarrow \mathscr{A}_{*}(G)$. We still denote by $v_{i j}$ the element $f\left(v_{i j}\right)$ in $A$. We get a commutative diagram with preexact rows

where the sequence on the top row is the one of Lemma 3.6 and the sequence on the lower row is the one of Proposition 4.5. To prove that $\bar{\pi}$ is an isomorphism, we just have, by the short five-lemma for cosemisimple Hopf algebra [Banica et al. 2013], to prove that $\bar{\pi}_{l}: P_{v} A \rightarrow \mathscr{R}(G / \mathbb{T})$ is an isomorphism. Let $J_{\mathscr{C}}^{\prime}$ be the *-ideal of $\mathscr{R}\left(P U_{n}\right)$ generated by the elements of $X_{1}(\underline{\lambda}), X_{1}^{\prime}(\underline{\lambda}), X_{2}(\underline{\lambda})$ and $X_{2}(\underline{\lambda})$ for all the elements $\underline{\lambda} \in \mathscr{C}$. It is clear, using the $\mathbb{Z}$-grading on $\mathscr{R}(G)$ induced by the inclusion $\mathbb{T} \subset G$ and the fact that $J_{\mathscr{C}}$ is generated by elements of degree zero, that $J_{\mathscr{C}}^{\prime}=J_{\mathscr{C}} \cap \mathscr{R}\left(P U_{n}\right)$, so $\mathscr{R}(G / \mathbb{T}) \simeq \mathscr{R}\left(P U_{n}\right) / J_{\mathscr{C}}^{\prime}$. But then the natural $*$-algebra map $\mathscr{R}\left(P U_{n}\right) \rightarrow P_{v} A$ (Lemma 2.6) vanishes on $J_{\mathscr{C}}^{\prime}$, and hence induces a $*$-algebra map $\mathscr{R}(G / \mathbb{T}) \rightarrow P_{v} A$, which is an inverse for $\bar{\pi}_{\mid}$. Hence $\bar{\pi}$ is an isomorphism, and the algebra $A$ being noncommutative, it follows from Proposition 4.4 that $G$ is doubly nonreal.

The proof of Theorem 4.7 also provides a method to find the compact group $G$ from the half-commutative orthogonal Hopf algebra $A$.

Example 4.8. On can check, by following the proof of Theorem 4.7, that the hyperoctahedral Hopf algebra $A_{h}^{*}(n)$ is isomorphic to $\mathscr{A}_{*}\left(K_{n}\right)$, where $K_{n}$ is the subgroup of $U_{n}$ formed by matrices having exactly one nonzero element on each column and line (with $K_{n} \simeq \mathbb{T}^{n} \rtimes S_{n}$ ).

Remark 4.9. Let $H \subset G \subset U_{n}$ be self-transpose compact subgroups. The inclusion $H \subset G$ induces a surjective Hopf $*$-algebra map $\mathscr{A}_{*}(G) \rightarrow \mathscr{A}_{*}(H)$, compatible with the exact sequence in Proposition 4.5. Thus if the inclusion $H \subset G$ induces an isomorphism $H / H \cap \mathbb{T} \simeq G / G \cap \mathbb{T}$, the short five lemma ensures that $\mathscr{A}_{*}(G) \simeq$ $\mathscr{A}_{*}(H)$. In particular, $\mathscr{A}_{*}\left(U_{n}\right) \simeq \mathscr{A}_{*}\left(S U_{n}\right)$.

We now propose a tentative orthogonal half-liberation for the unitary group. In fact another possible half-liberation of $U_{n}$ has already been proposed in [Bhowmick et al. 2011], using the symbol $A_{u}^{*}(n)$. We shall use the notation $A_{u}^{* *}(n)$ for the object we construct, which is different from the one in [Bhowmick et al. 2011].

Example 4.10. Let $A_{u}^{* *}(n)$ be the quotient of $A_{u}(n)$ by the ideal generated by the elements

$$
a b c-c b a, \quad a, b, c, \in\left\{u_{i j}, u_{i j}^{*}\right\}
$$

Then $A_{u}^{* *}(n)$ is isomorphic with $\mathscr{A}_{*}\left(U_{2, n}\right)$, where $U_{2, n}$ is the subgroup of $U_{2 n}$ consisting of unitary matrices of the form

$$
\left(\begin{array}{rr}
A & B \\
-B & A
\end{array}\right), \quad A, B \in M_{n}(\mathbb{C})
$$

and hence is a half-commutative orthogonal Hopf algebra.
Proof. Let $\omega \in \mathbb{C}$ be a primitive fourth root of unity. We start with the probably well-known surjective Hopf $*$-algebra map

$$
\begin{aligned}
A_{o}(2 n) & \rightarrow A_{u}(n), \\
x_{i, j}, x_{n+i, n+j} & \mapsto \frac{u_{i j}+u_{i j}^{*}}{2}, i, j \in\{1, \ldots, n\}, \\
x_{n+i, j} & \mapsto \frac{u_{i j}-u_{i j}^{*}}{2 \omega}, i, j \in\{1, \ldots, n\}, \\
x_{i, n+j} & \mapsto \frac{u_{i j}^{*}-u_{i j}}{2 \omega}, i, j \in\{1, \ldots, n\},
\end{aligned}
$$

where $x_{i, j}$ denote the standard generators of $A_{o}(2 n)$. It is clear that it induces a surjective Hopf $*$-algebra map $A_{o}^{*}(2 n) \rightarrow A_{u}^{* *}(n)$, and hence $A_{u}^{* *}(n)$ is a halfcommutative orthogonal Hopf algebra.

Let $J$ be the ideal of $A_{o}^{*}(2 n)$ generated by the elements

$$
v_{i, j}-v_{n+i, n+j}, v_{n+i, j}+v_{i, n+j}, i, j \in\{1, \ldots, n\}
$$

(where $v_{i, j}$ denotes the class of $x_{i j}$ in $A_{o}^{*}(n)$ ). Then $J$ is a Hopf $*$-ideal in $A_{o}^{*}(2 n)$ and the previous Hopf $*$-algebra map induces an isomorphism $A_{o}^{*}(2 n) / J \simeq A_{u}^{* *}(n)$ (the inverse sends $u_{i j}$ to $\left.x_{i j}+\omega x_{n+i, j}\right)$. Now having the presentation $A_{o}^{*}(2 n) / J \simeq A_{u}^{* *}(n)$, the proof of Theorem 4.7 yields $A_{u}^{* *}(n) \simeq \mathscr{A}_{*}\left(U_{2, n}\right)$.

## 5. Representation theory

In this section we describe the fusion rules of $\mathscr{A}_{*}(G)$ for any compact group $G$ (as usual by fusion rules we mean the set of isomorphism classes of simple comodules together with the decomposition of tensor products of simple comodules into simple
constituents). Thanks to Theorem 4.7, this gives a description of the fusion rules of any half-commutative orthogonal Hopf algebra.

If $A$ is a cosemisimple Hopf algebra, we denote by $\operatorname{Irr}(A)$ the set of simple (irreducible) comodules over $A$. If $A=\mathscr{R}(G)$ for some compact group, then $\operatorname{Irr}(\mathscr{R}(G))=\operatorname{Irr}(G)$, the set of isomorphism classes of irreducible representations of $G$. By a slight abuse of notation, for a simple $A$-comodule $V$, we write $V \in \operatorname{Irr}(A)$.

Let $G \subset U_{n}$ be a self-transpose compact subgroup. Recall that the transposition induces an involutive compact group automorphism

$$
\sigma: G \rightarrow G, \quad g \mapsto\left(g^{t}\right)^{-1}=\bar{g} .
$$

For $V \in \operatorname{Irr}(G)$, we denote by $V^{\sigma}$ the (irreducible) representation of $G$ induced by the composition with $\sigma$. If $U$ is the fundamental $n$-dimensional representation of $G$, then $U^{\sigma} \simeq \bar{U}$.

We begin by recalling the description of the fusion rules for the crossed product $\mathscr{R}(G) \rtimes \mathbb{C Z}_{2}$. See [Wang 1995b, Theorem 3.7], for example.

Proposition 5.1. Let $G \subset U_{n}$ be a self-transpose compact subgroup. Then there is a bijection

$$
\operatorname{Irr}\left(\mathscr{R}(G) \rtimes \mathbb{C}_{2}\right) \simeq \operatorname{Irr}(G) \amalg \operatorname{Irr}(G) .
$$

More precisely, if $X \in \operatorname{Irr}\left(\mathscr{A}(G) \rtimes \mathbb{C}_{2}\right)$, then there exists a unique $V \in \operatorname{Irr}(G)$ with either $X \simeq V$ or $X \simeq V \otimes s$. For $V, W \in \operatorname{Irr}(G)$, we have

$$
\begin{aligned}
V \otimes(W \otimes s) & \simeq(V \otimes W) \otimes s, \\
(V \otimes s) \otimes W & \simeq\left(V \otimes W^{\sigma}\right) \otimes s, \\
(V \otimes s) \otimes(W \otimes s) & \simeq V \otimes W^{\sigma} .
\end{aligned}
$$

Proof. The description of the simple comodules follows in a straightforward manner from the fact that $\mathscr{R}(G) \rtimes \mathbb{C}_{2}=\mathscr{R}(G) \otimes \mathbb{C}_{2}$ as coalgebras. The tensor product decompositions are obtained by using character theory; see [Woronowicz 1987] or [Klimyk and Schmüdgen 1997].

Remark 5.2. If $G \subset U_{n}$ is connected and has a maximal torus $T$ of $G$ contained in $\mathbb{T}^{n}$, it follows from highest weight theory that $V^{\sigma} \simeq \bar{V}$ for any $V \in \operatorname{Irr}(G)$. We do not know if this is still true without these assumptions.

To express the fusion rules of $\mathscr{A}_{*}(G)$, we need more notation. Let $G \subset U_{n}$ be a compact subgroup, and denote by $U$ the fundamental $n$-dimensional representation of $G$. For $m \in \mathbb{Z}$, we put

$$
\operatorname{Irr}(G)_{[m]}=\left\{V \in \operatorname{Irr}(G), V \subset U^{\otimes m} \otimes(U \otimes \bar{U})^{\otimes l} \text { for some } l \in \mathbb{N}\right\},
$$

where $U^{\otimes 0}=\mathbb{C}$ and for $m<0 U^{\otimes m}=\bar{U}^{\otimes-m}$.

Now if $V \in \operatorname{Irr}(G)_{[0]}$, then $V \in \operatorname{Irr}(G / G \cap \mathbb{T}$ ) (see Lemma 2.6), and since $\mathscr{R}(G / G \cap \mathbb{T}) \subset \mathscr{A}_{*}(G)$, we get an element in $\operatorname{Irr}\left(\mathscr{A}_{*}(G)\right)$, still denoted $V$.

If $V \in \operatorname{Irr}(G)_{[1]}$, then $V \subset U \otimes(U \otimes \bar{U})^{\otimes l}$, for some $l \in \mathbb{N}$, and hence the coefficients of $V \otimes s$ belong to $\mathscr{A}_{*}(G)$. Thus we get an element of $\operatorname{Irr}\left(\mathscr{A}_{*}(G)\right)$, denoted $V s$.

Corollary 5.3. Let $G \subset U_{n}$ be a self-transpose compact subgroup. Then the map

$$
\operatorname{Irr}(G)_{[0]} \amalg \operatorname{Irr}(G)_{[1]} \rightarrow \operatorname{Irr}\left(\mathscr{A}_{*}(G)\right)
$$

given by

$$
V \mapsto \begin{cases}V & \text { if } V \in \operatorname{Irr}(G)_{[0]}, \\ V s & \text { if } V \in \operatorname{Irr}(G)_{[1]},\end{cases}
$$

is a bijection. Moreover, for $V \in \operatorname{Irr}(G)_{[0]}, W, W^{\prime} \in \operatorname{Irr}(G)_{[1]}$, we have

$$
\begin{aligned}
V \otimes W s & \simeq(V \otimes W) s, \\
W s \otimes V & \simeq\left(W \otimes V^{\sigma}\right) s, \\
W s \otimes W^{\prime} s & \simeq W \otimes W^{\prime \sigma}, \\
\overline{W s} & \simeq \bar{W}^{\sigma} s .
\end{aligned}
$$

Proof. The existence of the map follows from the discussion before the corollary, while injectivity comes from Proposition 5.1. For $V \in \operatorname{Irr}(G)_{[m]}, V^{\prime} \in \operatorname{Irr}(G)_{\left[m^{\prime}\right]}$, the simple constituents of $V \otimes V^{\prime}$ all belong to $\operatorname{Irr}(G)_{\left[m+m^{\prime}\right]}$, and that $V^{\sigma} \in \operatorname{Irr}(G)_{[-m]}$. So the isomorphisms in the statement (that all come from the isomorphisms of Proposition 5.1) yield decompositions into simple $\mathscr{A}_{*}(G)$-comodules. Thus we have a family of simple $\mathscr{A}_{*}(G)$-comodules, stable under decompositions of tensor products and conjugation, and that contains the fundamental comodule $U s$ : we conclude (e.g., from the orthogonality relations [Woronowicz 1987; Klimyk and Schmüdgen 1997]) that we have all the simple comodules.
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# SUPERDISTRIBUTIONS, ANALYTIC AND ALGEBRAIC SUPER HARISH-CHANDRA PAIRS 

Claudio Carmeli and Rita Fioresi


#### Abstract

We extend the theory of super Harish-Chandra pairs, originally developed by Kostant and Koszul for smooth Lie supergroups, to algebraic supergroups over a field of characteristic zero. We also review the corresponding complex analytic theory and we give a characterization of the action of an algebraic (resp. complex analytic) super Harish-Chandra pair on a supervariety (resp. complex analytic supermanifold).


## 1. Introduction

The main purpose of this paper is to extend the theory of super Harish-Chandra pairs, originally developed by Kostant [1977] and Koszul [1983] for smooth Lie supergroups, to algebraic supergroups, enlightening similarities and differences with the complex analytic setting, treated in detail by Vishnyakova [2011]. This approach appears to be especially fruitful in the study of algebraic supergroup representations and more in general supergroup actions on supervarieties.

Roughly speaking, a super Harish-Chandra pair (SHCP for short) consists of a pair $\left(G_{0}, \mathfrak{g}\right)$, where $G_{0}$ is an ordinary algebraic (resp. analytic or smooth) supergroup and $\mathfrak{g}$ is a Lie superalgebra, with even part $\mathfrak{g}_{0}=\operatorname{Lie}\left(G_{0}\right)$. If $G$ is a supergroup (algebraic, analytic or differential), we have a natural SHCP associated with it: $\left(G_{0}, \operatorname{Lie}(G)\right)$. What appears to be surprising is the fact that the correspondence between supergroups and SHCP is bijective (up to isomorphism), i.e., starting from a given SHCP $\left(G_{0}, \mathfrak{g}\right)$, we can reconstruct a supergroup, which has a corresponding $\operatorname{SHCP}\left(G_{0}, \operatorname{Lie}(G)\right)=\left(G_{0}, \mathfrak{g}\right)$, and such supergroup is unique. Actually more is true: there is an equivalence of categories between the category of supergroups (algebraic, analytic or differential) and the category of SHCPs (algebraic, analytic or differential), once morphisms are properly defined.

Such equivalence in the smooth context dates back to [Koszul 1983], while the analytic setting is due to Vishnyakova [2011], though a careful reading of [Koszul 1983], shows that the complex theory appeared already, somehow implicitly, in that

[^2]paper. Vishnyakova applied the result about the equivalence of categories between analytic supergroups and analytic SHCPs to provide a characterization of those complex homogeneous analytic supermanifolds that are split. We take her work a step forward: we characterize the concept of action of an analytic SHCP on an analytic supermanifold, proving it is equivalent to the ordinary notion of action of an analytic super Lie group on an analytic supermanifold. Our result, which is novel, immediately carries over to the affine algebraic category.

After our paper appeared on the web on June 2011, Masuoka [2012] published a more general and very interesting result in which he quoted our work, giving us the credit for being the first authors to treat the algebraic setting for the equivalence of categories between algebraic supergroups and algebraic SHCPs in characteristic zero. Masuoka is able to obtain a generalization of our result through a characteristic free approach, in purely algebraic terms.

In his paper, Masuoka defines a category of SHCPs whose objects are pairs consisting of an Hopf algebra $C$ and a finite dimensional right $C$-comodule $W$, together with appropriate compatibility conditions. In the characteristic zero case, the category of Masuoka's SHCPs is anti-isomorphic to the algebraic SHCP category we use in the present paper. He then establishes an equivalence between the category of such SHCPs $(C, W)$ and the category of affine (i.e., super commutative and finitely generated) Hopf superalgebras, which in turn is contravariantly equivalent to the category of affine algebraic supergroups. The functor establishing such an equivalence associates to each pair $(C, W)$ a subalgebra $A(C, W)$ of the completion of the smash product Hopf algebra $C \times{ }^{\prime} T(W)$ (here $T(W)$ denotes the tensor algebra of $W$ ). In this sense, Masuoka's approach seems more related to Kostant's proof of the categorical equivalence between smooth SHCPs and smooth super Lie groups. Indeed in his approach Kostant realizes the structure sheaf of the supergroup as a subalgebra of the algebraic dual of the smash product $\mathbb{R}\left[G_{0}\right] \times^{\prime} U(\mathfrak{g})$. We believe that the importance of Koszul's approach relies in the simple geometrical realization of the sheaf as the coinduced module

$$
\operatorname{Hom}_{\ell\left(\mathfrak{g}_{0}\right)}\left(\mathscr{U}(\mathfrak{g}), \mathscr{O}_{G_{0}}\left(G_{0}\right)\right),
$$

which is very explicit. This is particularly important when one tries to deduce general properties of super Lie groups (see, for instance, the characterization of split homogeneous supermanifold in [Vishnyakova 2011], or our Proposition 4.3). Moreover, as far as we understand, it is still an open problem to establish whether the correspondence between SHCPs as we define them and algebraic supergroups is an equivalence of categories in the positive characteristic case.

Since our methods are essentially different from Masuoka's and present a geometric point of view particularly useful for the applications (see our Section 4), we believe that our work still deserves a place in the literature.

Our treatment begins with the definition of distribution superalgebra. We keep our discussion general enough to accommodate both the analytic and algebraic category and we believe this is one of the strengths of our paper and it singles it out from the previous treatments of the same subject we quoted above, which usually deal with just one category (algebraic, analytic or differential) at a time. The distribution superalgebra is a key object; its definition in differential supergeometry dates back to Kostant [1977], who first recognized its importance in this context. As we show in our work, the distribution superalgebra $D(G)$ of a supergroup $G$ (algebraic, analytic or differential) is naturally equipped with a Hopf superalgebra structure and it is indeed this Hopf structure, which makes possible the reconstruction of the algebraic, analytic or differentiable supergroup associated with an SHCP. In fact, when the characteristic of the ground field $k$ is zero, $D(G)$ is linearly isomorphic to $k|G| \otimes U(\mathfrak{g})(k|G|$ denoting the ordinary group algebra associated with the topological group $|G|$ underlying the supergroup $G)$. This allows us to endow $k|G| \otimes U(\mathfrak{g})$ with an Hopf superalgebra structure, inherited by $D(G)$ via the above mentioned linear isomorphism. The superalgebra of the global sections of the structural sheaf of the algebraic supergroup $G$, associated (uniquely) with the given SHCP $(|G|, \mathfrak{g})$, is then realized inside the dual of $k|G| \otimes U(\mathfrak{g})$, thus inheriting its Hopf structure. This is essentially the reason why the above mentioned equivalence of categories works, though the proofs and the statements are necessarily more complicated, since of the technicalities involved, which at this point differ depending on the category we consider, for example for the analytic category we cannot take into consideration the global sections only, but we need to look at the whole sheaf.

This paper is organized as follows.
In Section 2 we describe the superalgebra of distributions of an analytic or an algebraic supergroup, establishing its relation with the universal enveloping superalgebra. The material exposed here is general common knowledge, though we are not aware of a treatment as complete and general as ours.

Section 3 contains the main results of our paper, including Theorem 3.6, which establishes the equivalence of categories between SHCPs (algebraic or analytic) and supergroups (algebraic or analytic). For the reader's convenience, this is preceded (starting on page 39) by a brief review of the equivalence between the category of analytic SHCPs and the category of analytic supergroups. ${ }^{1}$ Subsequently (page 42) we establish the equivalence between the category of algebraic SHCPs and the category of affine algebraic supergroups under suitable hypothesis for the ground field. The results of this section were generalized in [Masuoka 2012], with totally different methods, posted on the web at a later date than ours.

In Section 4 we provide an equivalent approach to the study of the actions of

[^3]supergroups, via SHCPs. This result extends the result stated in [Deligne and Morgan 1999] for the smooth category (see also [Balduzzi et al. 2009; Carmeli et al. 2011]). These results are novel as far as we know.

We believe the present work is justified, given the importance of the algebraic theory for practical purposes together with the lack of an appropriate and complete available reference.

For all the definitions and main results in supergeometry expressed with our notation, we refer the reader to [Fioresi and Gavarini 2011] or [Fioresi and Gavarini 2012, Chapter 2] or [Carmeli et al. 2011, Chapters 1, 4, 10]. In particular we shall employ both the sheaf-theoretic and the functor of points approach to supergeometry. On this we invite the reader to consult the classical references [Deligne and Morgan 1999; Manin 1988; Varadarajan 2004].

## 2. The superalgebra of distributions

We start by giving the definition of distribution and distribution superalgebra. Our treatment is general enough to accommodate the two very different categories of supermanifolds and superschemes. For the classical definitions we send the reader to [Jantzen 2003, page 95], [Demazure and Gabriel 1970, Chapter II §4, no. 6], and [Dieudonné 1970]. For the basic definitions of supergeometry we refer the reader to [Manin 1988; Varadarajan 2004; Deligne and Morgan 1999; Fioresi and Gavarini 2012].

Distributions. Let $k$ be the ground field.
Let $X=\left(|X|, 0_{X}\right)$ be an analytic supermanifold or an algebraic superscheme over the field $k .{ }^{2}$

Let $X(k)$ be the $k$-points of $X$, that is $X(k)=\operatorname{Hom}\left(k^{0 \mid 0}, X\right)$ in the functor of points notation. For an analytic supermanifold $X$ we have that its $k$-points $X(k)$ are identified with the topological points $|X|$, while for $X$ a superscheme the $k$-points, are in one to one correspondence with the rational points, that is, the points $x \in|X|$ for which $\mathbb{O}_{X, x} / m_{X, x} \cong k, m_{X, x}$ being the maximal ideal in the stalk $\mathbb{O}_{X, x}$.
Definition 2.1. A distribution supported at $x \in X(k)$ of order at most $n$ is a morphism $\phi: \mathbb{O}_{X, x} \rightarrow k$, with $m_{X, x}^{n+1} \subset \operatorname{ker}(\phi)$ for some $n$. The set of all distributions at $x$ of order $n$ is denoted as $D_{n}(X, x)$, while $D(X, x)$ denotes all distributions supported at $x$. Both $D_{n}(X, x)$ and $D(X, x)$ have a natural super vector space structure.

We also define

$$
D(X)=\bigcup_{x \in X(k)} D(X, x)
$$

[^4]as the distributions of finite order of $X$. Also $D(X)$ has a natural super vector space structure.

Observation 2.2. (1) We have

$$
D_{n}(X, x) \cong\left(\mathbb{O}_{X, x} / m_{X, x}^{n+1}\right)^{*},
$$

since if $\phi \in D_{n}(X, x)$, we have $\phi\left(m_{X, x}^{n+1}\right)=0$; hence $\phi$ factors and becomes an element in $\left(0_{X, x} / m_{X, x}^{n+1}\right)^{*}$. Further notice that

$$
D_{0}(X, x)=k, \quad D_{1}(X, x)=k \oplus\left(m_{X, x} / m_{X, x}^{2}\right)^{*} .
$$

Hence $D_{1}(X, x)^{+}:=\left(m_{X, x} / m_{X, x}^{2}\right)^{*}$ becomes identified with the tangent space to $X$ at the point $x$.
(2) If $X$ is an affine algebraic superscheme, $\mathbb{O}(X)$ the superalgebra of the global sections of its structural sheaf, a distribution supported at $x$ of order $n$ can be equivalently seen as a morphism $\phi: \mathcal{O}(X) \rightarrow k$, with $m_{x}^{n} \subset \operatorname{ker}(\phi)$, where $m_{x}:=$ $\{\phi \in \mathbb{O}(X) \mid \phi(x)=0\}$ is the maximal ideal of all the functions vanishing at $x$, where as usual in supergeometry $f(x)$ simply means the image in $\mathbb{O}_{X, x} / m_{X, x}$ of the element $f \in \mathbb{O}(X)$ under the natural morphisms: $\mathbb{O}(X) \rightarrow \mathbb{O}_{X, x} \rightarrow \mathbb{O}_{X, x} / m_{X, x} \cong k$. (Notice that since $x$ is rational, we have $\mathbb{O}(X)=k \oplus m_{x}$ and $\mathcal{O}_{X, x} / m_{X, x} \cong k$ ).

We leave it to the reader to check that the two definitions of distributions given are essentially the same in this case.
(3) If $X$ is a smooth supermanifold, that is, if we are in the differential category, we can view a point supported distribution as a morphism $\phi: \mathbb{O}(X) \rightarrow \mathbb{R}, m_{x}^{n} \subset \operatorname{ker}(\phi)$, where $m_{x}$ is the maximal ideal corresponding to the point $x \in|X|$ (see [Kostant 1977] and [Carmeli et al. 2011, 4.7]), thus recovering the same definition as in (2) for the affine algebraic category. This is one of the many analogies between the category of affine supervarieties and smooth supermanifolds.

Example 2.3 (distributions on $k^{p \mid q}$ ). Here we assume $\operatorname{char}(k)=0$. Consider the superspace $X=k^{p \mid q}$ (both in the analytic and affine algebraic context). Let $x_{1} \ldots x_{p}$, $\xi_{1} \ldots \xi_{q}$ denote the global coordinates and $m_{0}=\left(x_{1} \ldots x_{p}, \xi_{1} \ldots \xi_{q}\right)$ the maximal ideal in the stalk $0_{X, 0}$ at the origin. We have

$$
\mathcal{O}_{X, 0} / m_{0}^{n+1} \cong \operatorname{span}_{k}\left\{1, x_{1}^{i_{1}} \ldots x_{p}^{i_{p}} \xi_{1}^{i_{p+1}} \ldots \xi_{q}^{i_{p+q}}, \sum i_{k}=n\right\} .
$$

If $I=\left(i_{1} \ldots i_{p+q}\right)$, let $X^{I}$ denote the monomial $x_{1}^{i_{1}} \ldots x_{p}^{i_{p}} \xi_{1}^{i_{p+1}} \ldots \xi_{q}^{i_{p+q}}$. Since the distributions at 0 of order $n$ are the dual of the super vector space $0_{X, 0} / m_{0}^{n+1}$, we have that a basis for the super vector space of distributions at the point 0 is given by $\phi_{J}$ such that $\phi_{J}\left(X_{I}\right)=\delta_{I J}$, with $I=\left(i_{1} \ldots i_{p+q}\right), J=\left(j_{1} \ldots j_{p+q}\right)$ multiindices,
$\sum i_{k}=\sum j_{k}=n$. So we have
$\phi_{j_{1} \ldots j_{p+q}}(f)=\frac{1}{j_{1}!\ldots j_{p+q}!}\left(\frac{\partial}{\partial x_{1}}\right)^{j_{1}} \ldots\left(\frac{\partial}{\partial x_{p}}\right)^{j_{p}}\left(\frac{\partial}{\partial \xi_{q}}\right)^{j_{p+1}} \cdots\left(\frac{\partial}{\partial \xi_{1}}\right)^{j_{p+q}}(f)(0)$.
The superalgebra of distributions of an analytic supermanifold. In this section we characterize the distributions for an analytic supermanifold $M=\left(|M|, O_{M}\right)$ in the following way. Distributions at the point $x \in|M|$ are the elements in $\mathbb{O}_{M, x}^{*}$ whose kernel contains an ideal of finite codimension, in analogy with Kostant's treatment [1977] for the smooth category. We start with a lemma.

Lemma 2.4. Let $M=\left(|M|, O_{M}\right)$ be an analytic supermanifold, $x \in|M|, m_{X, x}$ the ideal in $\mathcal{O}_{M, x}$ of the sections vanishing at $x$. For each positive integer $p, m_{X, x}^{p}$ is an ideal of finite codimension.

Proof. It follows from the Taylor expansion formula. In fact, every element $f$ in $\mathcal{O}_{M, x}$ can be written as $f=\sum_{I} f_{I} \theta^{I}$, where $f_{I}$ is an element in the classical stalk of germs of holomorphic functions $\mathscr{H}_{M, x}$. For each positive integer $q$, a germ $f_{I}$ can in turn be written as

$$
f_{I}(z)=f_{I}(x)+\sum_{K: 1 \leq|K| \leq q-1}\left(\partial_{K} f_{I}\right)(x) z^{K}+\sum_{J:|J|=q} z^{J} h_{I, J}(z)
$$

where $I, J, K$ are multiindices. Hence we can write

$$
f=\sum_{I}\left(f_{I}(x)+\sum_{R:|R+I|<p}\left(\partial_{R} f_{I}\right)(x) z^{R}\right) \theta^{I}+\sum_{|I+R|=p} h_{I, R}(z) z^{R} \theta^{I} .
$$

From this formula, it follows that the elements in $m_{X, x}^{p}$ are generated by the monomials $\left\{z^{K} \theta^{I}\right\}_{|K+I| \leq p}$, and $\mathbb{O}_{M, x} / m_{M, x}^{p}$ has finite dimension.
Proposition 2.5. An ideal $J$ in $\mathcal{O}_{M, x}$ has finite codimension if and only if there exists an integer $p>0$ such that $m_{M, x}^{p} \subseteq J$.
Proof. The "if" part follows from the previous lemma. For the "only if" part we reason as follows. Consider the descending chain of ideals $J+m_{M, x}^{p} \supseteq J+m_{M, x}^{p+1}$. Since $J$ has finite codimension there exists $q$ such that $J+m_{M, x}^{q}=J+m_{M, x}^{q+1}$. From this it follows that $m_{M, x}^{q} \subseteq J+m_{M, x}^{q} \cdot m_{M, x}$. Since, by the previous lemma, $m_{M, x}^{q}$ is finitely generated we can apply the super version of Nakayama lemma (see [Varadarajan 2004]) and we get $m_{M, x}^{q} \subseteq J$.

We have then obtained the following result, which establishes a parallelism with the smooth category.
Theorem 2.6. The distributions on an analytic supermanifold $M$ supported at a point $x$ correspond to morphisms $f: \mathbb{O}_{M, x} \rightarrow k$ whose kernel contains an ideal of finite codimension.

The distributions of a supergroup at the identity. We now want to restrict our attention to the distributions of a supergroup (analytic or algebraic) at the identity element $e \in G(k)$.

As a consequence of the Observation 2.2, we have

$$
D_{1}(G, e)^{+} \cong\left(m_{G, e} / m_{G, e}^{2}\right)^{*} \cong T_{e}(G)=\operatorname{Lie}(G) .
$$

It is only natural to expect $D(G, e)$ to be identified with $U(\mathfrak{g})$, with $\mathfrak{g}=\operatorname{Lie}(G)$. This is true, as we shall see, provided we exert some care.

As we remarked in the Definition 2.1 the distributions at the identity are a super vector space, however there is a natural additional superalgebra structure that we can associate to the super vector space of distributions, by defining the convolution product.

Definition 2.7. Let $\phi, \psi \in D(G, e)$. We define their convolution product as the following morphism:

$$
(\phi \star \psi)(f)=(\phi \otimes \psi) \mu^{*}(f), \quad f \in \mathcal{O}_{G, e}
$$

where $\mu$ denotes the multiplication in the supergroup $G$ and $\mu^{*}$ the corresponding sheaf morphism.

The following proposition is a straightforward check.
Proposition 2.8. The convolution product makes $D(G, e)$ into an associative superalgebra, its unit being the evaluation at $e$, denoted by $\mathrm{ev}_{e}: \mathbb{O}_{G, e} \rightarrow k$.

We now want to examine the relation of $D(G, e)$ with the universal enveloping superalgebra of the supergroup $G$. Since $D(G, e) \supset D_{1}(G, e)^{+} \cong \operatorname{Lie}(G)$, by the universal property of the universal enveloping superalgebra $\cup(\mathfrak{g})$, we have a superalgebra morphism $\alpha: \vartheta(\mathfrak{g}) \rightarrow D(G, e)$.
Observation 2.9. If $G$ is an algebraic supergroup and the characteristic of $k$ is positive, say $\operatorname{char}(k)=p>0$, then $D(G, e)$ contains more than the elements coming from $U(\mathfrak{g})$ (refer to Example 2.3). This is because the divided powers $X^{m} / m$ ! are in $D(G, e)$ but not in $U(\mathfrak{g})$. Again similarly, as in the classical situation, we have that any morphism $U(\mathfrak{g}) \rightarrow D(G, e)$ factors via the universal enveloping restricted algebra $U^{r}(\mathfrak{g})$ :

$$
\vartheta(\mathfrak{g}) \rightarrow \vartheta^{r}(\mathfrak{g})=\vartheta(\mathfrak{g}) /\left(X^{p}-X^{[p]}\right) \rightarrow D(G, e)
$$

where $X^{[p]}$ denotes the derivation in $\mathfrak{g}$ corresponding to $p$-times the derivation $X$ (which is a derivation here, since we are in characteristic $p$ ).

Let $\operatorname{char}(k)=0$.
Proposition 2.10. The morphism $\alpha: \vartheta(\mathfrak{g}) \rightarrow D(G, e)$ is an isomorphism.

Proof. This is done essentially in the same way as in the classical setting, which is detailed in [Varadarajan 2004, Chapter I] for the analytic category and [Demazure and Gabriel 1970, Chapter II, 6, 1.1] for the algebraic category.
Proposition 2.11. There is an isomorphism of the superalgebra of distributions on a supergroup $G$ and the superalgebra of the left-invariant differential operators on $G$. In this situation $U(\mathfrak{g})$ is isomorphic to the superalgebra of the left-invariant differential operators on $G$.
Proof. The same remarks as in the previous proof apply.
The distributions of an affine algebraic supergroup. We now want to restrict ourselves to the case of affine algebraic supergroups. As we shall see, this algebraic setting shares many similarities with the differential one.

Consider the module of distributions $D(G)$ (see Observation 2.2):

$$
D(G)=\bigcup_{x \in G(k)} D(G, x) \subset \mathbb{O}(G)^{*}
$$

Definition 2.12. If $\phi=\sum \phi_{p_{i}}$ is a distribution with $\phi_{p_{i}} \in D\left(G, p_{i}\right)$ we say that $\phi$ is supported at $\left\{p_{i}\right\}$. On the whole $D(G)$ we have a well-defined associative product, called the convolution product:

$$
\left(\phi_{p} \star \phi_{q}\right)(f)=\left(\phi_{p} \otimes \phi_{q}\right) \mu^{*}(f)
$$

and its unit is $\mathrm{ev}_{e}$, the evaluation at the unit element: $\operatorname{ev}_{e}(f)=f(e)$. Here $\mu^{*}$ denotes (as before) the comultiplication in the Hopf superalgebra $\mathbb{O}(G)$.
Observation 2.13. If $\phi_{p}$ and $\phi_{q}$ are distributions supported at $p$ and $q$ respectively, then $\phi_{p} \star \phi_{q}$ is supported at $p q$. This is a consequence of the fact that

$$
\mu^{*}\left(m_{p q}\right) \subset m_{p} \otimes \mathbb{O}(G)+\mathbb{O}(G) \otimes m_{q}
$$

where $m_{x}$ is as usual the maximal ideal of the sections in $\mathscr{O}(G)$ vanishing at $x \in G(k) . m_{x}=m_{x, 0}+J_{O(G)}$, that is, $m_{x}$ is the sum of $m_{x, 0}$ the ordinary maximal ideal corresponding to the topological rational point $x \in G(k)$ and the ideal $J_{\odot(G)}$ generated by the odd sections in $\mathbb{O}(G)$.
Lemma 2.14. Let $\phi_{g} \in D(G, g)$. Then there exists a unique $\phi_{e} \in D(G, e)$ such that $\phi_{e}=\mathrm{ev}_{g^{-1}} \star \phi_{g}$.
Proof. Since $\phi_{g}=\left(\mathrm{ev}_{g} \star \mathrm{ev}_{g^{-1}}\right) \star \phi_{g}$, define $\phi_{e}=\mathrm{ev}_{g^{-1}} \star \phi_{g} \in D(G, e)$.
Proposition 2.15. $D(G)$ is a super Hopf algebra with comultiplication $\Delta$, counit $\epsilon$ and antipode $S$ given by
$\Delta\left(\phi_{g}\right)(f \otimes g):=\phi_{g}(f \cdot g), \quad \epsilon\left(\phi_{g}\right)(f):=\phi_{g}\left(\mathrm{ev}_{e}(f)\right), \quad S\left(\phi_{g}\right)(f):=\phi_{g}\left(i^{*}(f)\right)$,
where $i: G \rightarrow G$ denotes the inverse morphism.

Proof. Direct check.
Let $k|G|$ be the group algebra corresponding to the ordinary group $G(k)$, i.e.,

$$
k|G|=\left\{\sum_{\substack{g \in G(k) \\ \lambda_{g} \in k}} \lambda_{g} g\right\} .
$$

Proposition 2.16. We have a linear isomorphism

$$
\Psi: D(G) \rightarrow k|G| \otimes \bigcup(g), \quad \phi_{g} \mapsto g \otimes \phi_{e},
$$

which endows $k|G| \otimes \mathscr{U}(\mathfrak{g})$ of a Hopf superalgebra structure. This structure is induced by the natural Hopf structures on the group algebra $k|G|$ and $\vartheta(\mathfrak{g})$ :

$$
\Delta_{k|G|}(g)=g \otimes g, \quad \Delta_{u(\mathfrak{g})}(U)=U \otimes 1+1 \otimes U, \quad g \in G(k), U \in \mathfrak{g} .
$$

The superalgebra structure is defined by

$$
(g \otimes X)(h \otimes Y)=g h \otimes\left(h^{-1} X\right) Y, \quad g \in G(k), \quad X, Y \in U(\mathfrak{g}),
$$

with $h^{-1} X:=\operatorname{ev}_{h^{-1}} \star X \star \mathrm{ev}_{h}$. (By Proposition 2.10 we identify distributions at $e$ with elements in $\ddots(\mathfrak{g})$.)
Proof. This is done with a direct check. We just point out that it is enough to do such check just on generators.

## 3. Super Harish-Chandra pairs

The theory of super Harish-Chandra Pairs (SHCP) that we shall develop presently provides an equivalent way to approach the analytic or affine algebraic supergroups.

Definition of an SHCP. Any time we say supergroup we mean an analytic or an affine algebraic supergroup over a field $k$ of characteristic zero.
Definition 3.1. Let $G_{0}$ be a group (complex analytic or affine algebraic) and $\mathfrak{g a}$ super Lie algebra. We make the following assumptions:
(1) $\mathfrak{g}_{0} \simeq \operatorname{Lie}\left(G_{0}\right)$.
(2) $G_{0}$ acts on $\mathfrak{g}$ and this action restricted to $\mathfrak{g}_{0}$ is the adjoint representation of $G_{0}$ on $\operatorname{Lie}\left(G_{0}\right)$. Moreover, the differential of the action is the Lie bracket. We denote such an action by Ad or as $g . X, g \in G_{0}, X \in \mathfrak{g}$.
Then $\left(G_{0}, \mathfrak{g}\right)$ is called a super Harish-Chandra pair (SHCP).
A morphism of SHCP is simply a pair of morphisms $\psi=\left(\psi_{0}, \rho^{\psi}\right)$ preserving the SHCP structure; that is:
(1) $\psi_{0}: G_{0} \rightarrow H_{0}$ is a group morphism (in the analytic or algebraic category).
(2) $\rho^{\psi}: \mathfrak{g} \rightarrow \mathfrak{h}$ is a super Lie algebra morphism.
(3) $\psi_{0}$ and $\rho^{\psi}$ are compatible in the sense that $\rho_{\mid \mathfrak{g}_{0}}^{\psi}=d \psi_{0}$ and

$$
\operatorname{Ad}\left(\psi_{0}(g)\right) \circ \rho^{\psi}=\rho^{\psi} \circ \operatorname{Ad}(g) .
$$

When $G_{0}$ is an analytic group we shall speak of an analytic $S H C P$, when $G_{0}$ is an affine algebraic group of an algebraic SHCP.

We would like to show that the category of (analytic of algebraic) SHCP, denoted by (shcps), is equivalent to the category of supergroups (analytic or algebraic), denoted by (sgrps). In order to do this we start by associating in a natural way a supergroup to an SHCP.
Definition 3.2. Let $\left(G_{0}, \mathfrak{g}\right)$ be an SHCP. The sheaf $\mathbb{O}_{G_{0}}$ of the ordinary group $G_{0}$ carries a natural action of $\mathcal{U}\left(\mathfrak{g}_{0}\right)$, since the elements of $\mathcal{U}\left(\mathfrak{g}_{0}\right)$ act on the sections in ${ }^{O_{G}}(U)$ as left-invariant differential operators. We define $0_{G}(U)$ as

$$
\mathscr{O}_{G}(U):=\operatorname{Hom}_{थ\left(\mathfrak{g}_{0}\right)}\left(\mathscr{}(\mathfrak{g}), \mathscr{O}_{G_{0}}(U)\right), \quad U \subset_{\text {open }} G_{0} .
$$

Proposition 3.3. The assignment $U \mapsto \mathscr{O}_{G}(U)$ is a sheaf of superalgebras on $G_{0}$, where the superalgebra structure on $\mathbb{O}_{G}(U)$ is given by

$$
f_{1} \cdot f_{2}=m_{\Theta_{G_{0}}} \circ\left(f_{1} \otimes f_{2}\right) \circ \Delta_{\cup(\mathfrak{g})}
$$

and the restriction morphisms $\rho_{U V}: \mathscr{O}_{G}(U) \rightarrow \mathscr{O}_{G}(V)$ are $\rho_{U V}(f):=\tilde{\rho}_{U V} \circ f$, where $\tilde{\rho}_{U V}$ are the restrictions of the ordinary sheaf $0_{G_{0}}$.
Proof. The check $f_{1} \cdot f_{2}$ is an associative product is routine, while the sheaf property comes from the fact $0_{G_{0}}$ is an ordinary sheaf.

We now show that $\left(G_{0}, \mathscr{O}_{G}\right)$ is a superspace, by showing that is globally split; in other words, that

$$
\widehat{O}_{G}(U) \cong \widehat{O}_{G_{0}}(U) \otimes \wedge\left(\mathfrak{g}_{1}\right) .
$$

Theorem 3.4. (1) Let $\gamma: \Lambda\left(\mathfrak{g}_{1}\right) \rightarrow U(\mathfrak{g})$ be the symmetrization map, given by

$$
\gamma\left(X_{1} \wedge \cdots \wedge X_{p}\right)=\frac{1}{p!} \sum_{\tau \in S_{p}}(-1)^{|\tau|} X_{\tau(1)} \cdots X_{\tau(p)},
$$

where $|\tau|$ denotes the parity of the permutation $\tau$. Then

$$
\widehat{\gamma}: \vartheta\left(\mathfrak{g}_{0}\right) \otimes \wedge\left(\mathfrak{g}_{1}\right) \rightarrow \vartheta(\mathfrak{g}), \quad X \otimes Y \mapsto X \cdot \gamma(Y)
$$

is an isomorphism of super left $\ddots\left(\mathfrak{g}_{0}\right)$-modules.
(2) $\left(G_{0}, O_{G}\right)$ is globally split; i.e., for each open subset $U \subseteq G_{0}$ there is an isomorphism of superalgebras

$$
\mathscr{O}_{G}(U) \simeq \operatorname{Hom}\left(\wedge\left(\mathfrak{g}_{1}\right), \mathscr{O}_{G_{0}}(U)\right) \simeq \mathscr{O}_{G_{0}}(U) \otimes \wedge\left(\mathfrak{g}_{1}\right)^{*}
$$

Hence $0_{G}$ carries a natural $\mathbb{Z}$-gradation.

Proof. (1) is an application of Poincaré-Birkhoff-Witt (PBW) theorem (see [Varadarajan 2004]), while for (2) consider the map

$$
\phi_{U}: \mathscr{O}_{G}(U) \rightarrow \operatorname{Hom}\left(\wedge\left(\mathfrak{g}_{1}\right), \mathscr{O}_{G_{0}}(U)\right), \quad f \mapsto f \circ \gamma .
$$

Since $\gamma$ is a supercoalgebra morphism, $\phi_{U}$ is a superalgebra morphism. In fact, $\phi_{U}\left(f_{1} \cdot f_{2}\right)=m \circ f_{1} \otimes f_{2} \circ \Delta_{\cup(\mathfrak{g})} \circ \gamma=m \circ f_{1} \otimes f_{2} \circ(\gamma \otimes \gamma) \Delta_{\cup(\mathfrak{g})}=\phi_{U}\left(f_{1}\right) \phi_{U}\left(f_{2}\right)$. That $\phi_{U}$ is a superalgebra isomorphism follows at once from $U\left(\mathfrak{g}_{0}\right)$-linearity.

As an almost immediate consequence of the previous theorem we have:
Corollary 3.5. If $G_{0}$ is an analytic manifold or algebraic scheme, then $\left(G_{0}, \mathscr{O}_{G}\right)$ is a superspace.

In the next sections we complete the task of showing $\left(G_{0}, O_{G}\right)$ is a supergroup by providing explicit expression for the multiplication, unit and inverse. This will lead to the main result of the paper, namely the equivalence of categories between the SHCP and supergroups. We now state the main result of the paper and then we shall prove it with different methods in the next sections, since at this point the analytic and algebraic categories diverge and require dramatically different treatment.

Theorem 3.6. Let $k$ be a field of characteristic zero, $k=\mathbb{C}$ if we are in the algebraic category. Define the functors

$$
\begin{aligned}
\mathscr{H}:(\text { sgrps }) & \rightarrow \\
G & \mapsto\left(G_{0}, \operatorname{Lie}(G)\right) \\
\phi & \mapsto\left(|\phi|,(d \phi)_{e}\right)
\end{aligned}
$$

and

$$
\begin{array}{ccc}
\mathscr{K}:(\text { shcps }) & \rightarrow & \text { (sgrps) } \\
\left(G_{0}, \mathfrak{g}\right) & \mapsto \bar{G}:=\left(G_{0}, \operatorname{Hom}_{U\left(\mathfrak{g}_{0}\right)}\left(थ(\mathfrak{g}), \mathscr{O}_{G_{0}}\right)\right) \\
\psi=\left(\psi_{0}, \rho^{\psi}\right) & \mapsto & f \mapsto \psi_{0}^{*} \circ f \circ \rho_{\psi},
\end{array}
$$

where $G$ and $\left(G_{0}, \mathfrak{g}\right)$ are objects and $\phi, \psi$ are morphisms of the corresponding categories (in the definition of $\mathscr{H}, G_{0}$ is the ordinary group underlying $G$ ). Then $\mathscr{H}$ and $\mathscr{K}$ define an equivalence between the categories of supergroups (analytic or algebraic) and super Harish-Chandra pairs (analytic or algebraic).

Analytic SHCP. Let $k=\mathbb{C}$.
For analytic SHCP it is relatively easy to define a supergroup structure on the superspace $\left(G_{0}, O_{G}\right)$ we have defined above, by mimicking what happens in the smooth case. In fact for an analytic ordinary group $G_{0}$, the action of $U\left(\mathfrak{g}_{0}\right)$ on $0_{G_{0}}$ is given by

$$
\left(\tilde{D}_{Z} \cdot f\right)(g)=f\left(g e^{t Z}\right), \quad Z \in \mathfrak{g}_{0}, \quad f \in \mathscr{O}_{G_{0}}(U),
$$

where $e^{t Z}$ denotes the one-parameter subgroup corresponding to the element $Z \in \mathfrak{g}_{0}$. Notice that at this point we encounter an important difference with the algebraic setting, since in that case we do not have a result such as the Frobenius theorem available.

Proposition 3.7. $\left(G_{0}, \widehat{O}_{G}\right)$ is an analytic supergroup where the multiplication $\mu$, inverse $i$ and unit e are defined via the corresponding sheaf morphisms by

$$
\begin{aligned}
{\left[\mu^{*}(f)(X, Y)\right](g, h) } & =\left[f\left(\left(h^{-1} \cdot X\right) Y\right)\right](g h), \\
{\left[i^{*}(f)(X)\right]\left(g^{-1}\right) } & =\left[f\left(g^{-1} \cdot \bar{X}\right)\right](g), \\
e^{*}(f) & =[f(1)](e),
\end{aligned}
$$

for $f \in \mathcal{O}_{G}(U)$ and $g, h \in|G|$, where $|G|$ is the topological space underlying $G_{0}$. Here $\bar{X}$ denotes the antipode in $\cup(\mathfrak{g})$.

Note. We shall discuss the peculiar form of $\mu^{*}, i^{*}, e^{*}$ in Remark 3.14.
Proof. The proof of this result is the same as in the differential smooth setting, where everything is defined in the same way (see [Carmeli et al. 2011, Chapter 7]. In particular to prove that $\mu^{*}, i^{*}, e^{*}$ are $U\left(\mathfrak{g}_{0}\right)$-morphisms is harder than the verification of the compatibility conditions and the Hopf superalgebra properties. As an example, let us verify $\mu$ is well-defined the other properties being essentially the same type of calculation. Due to the PBW theorem, it is enough to prove $\mathfrak{g}_{0}$-linearity. Let $Z \in \mathfrak{g}_{0}$; then

$$
\begin{aligned}
\mu^{*}(f)(Z X, Y)(g, h) & =f\left(h^{-1}(Z X) Y\right)(g h) \\
& =f\left(\left(h^{-1} \cdot Z\right)\left(h^{-1} \cdot X\right) Y\right)(g h) \\
& =\tilde{D}_{h^{-1} \cdot Z}\left[f\left(\left(h^{-1} \cdot X\right) Y\right)\right](g h)
\end{aligned}
$$

On other hand,

$$
\begin{aligned}
{\left[\left(\tilde{D}_{Z} \otimes \mathrm{id}\right)\left(\mu^{*}(f)(X, Y)\right)\right](g, h) } & =\left.\frac{d}{d t}\right|_{\mid t=0} f\left(\left(h^{-1} X\right) Y\right)\left(g e^{t Z} h\right) \\
& =\frac{d}{d t}{ }_{\mid t=0} f\left(\left(h^{-1} X\right) Y\right)\left(g h e^{t\left(h^{-1} Z\right)}\right) \\
& =\tilde{D}_{h^{-1} Z}\left[f\left(\left(h^{-1} . X\right) Y\right)\right](g h)
\end{aligned}
$$

Similarly, for the left entry, one finds

$$
\begin{aligned}
\mu^{*}(f)(X, Z Y)(g, h) & =f\left(\left(h^{-1} X\right) Z Y\right)(g h) \\
& =f\left(Z\left(h^{-1} X\right) Y+\left[h^{-1} X, Z\right] Y\right)(g h) \\
& =\tilde{D}_{Z}\left(f\left(\left(h^{-1} X\right) Y\right)\right)(g h)+f\left(\left[h^{-1} X, Z\right] Y\right)(g h)
\end{aligned}
$$

and

$$
\left.\left.\begin{array}{rl}
\frac{d}{d t} & \mu_{\mid t=0}^{*}(f)(X, Y)\left(g, h e^{t Z}\right)
\end{array}\right)=\frac{d}{d t}{ }_{\mid t=0} f\left(\left(\left(h e^{t Z}\right)^{-1} X\right) Y\right)\left(g h e^{t Z}\right), ~\left(\left(h^{-1} X\right) Y\right)\right](g h)+f\left(\left[\left(h^{-1} X\right), Z\right] Y\right)(g h) .
$$

We are now ready for the proof of Theorem 3.6 in the analytic setting.
Theorem 3.8. There is an equivalence of categories between analytic SHCP and analytic supergroups expressed by the functors $\mathscr{F}$ and $\mathcal{H}$ in Theorem 3.6.

Proof. Let us first show the correspondence between morphisms. If $\phi$ is a morphisms of analytic supergroups, it is immediate that $\left(|\phi|,(d \phi)_{e}\right)$ is a morphism of SHCP. Conversely, if $\psi=\left(\psi_{0}, \rho_{\psi}\right)$ is a morphism of $\operatorname{SHCP}\left(G_{0}, \mathfrak{g}\right),\left(H_{0}, \mathfrak{h}\right)$, then the map $\psi^{*}: \mathfrak{O}_{H}(U) \rightarrow \mathfrak{O}_{G}\left(\psi_{0}^{-1}(U)\right)$ defined by $\psi^{*}(f)=\psi_{0}^{*} \circ f \circ \rho_{\psi}$ is a sheaf morphism and $\left(\psi_{0}, \psi^{*}\right)$ is a morphism of the supergroups $G$ and $H$. As one can check, the assignments in Theorem 3.6 establish a one-to-one correspondence between the set of morphisms of SHCPs and the set of morphisms of analytic supergroups.

We now turn to the correspondence between the objects. Let $G$ be a supergroup and $\bar{G}$ the supergroup obtained from the $\operatorname{SHCP}\left(G_{0}, \operatorname{Lie}(G)\right)$, where $G_{0}$ is the ordinary analytic group underlying $G$. As for the smooth setting, let us define the morphism $\eta: \bar{G} \rightarrow G$ by

$$
\begin{aligned}
\eta^{*}: \mathfrak{O}_{G}(U) & \rightarrow \mathbb{O}_{\bar{G}}(U)=\operatorname{Hom}_{U\left(\mathfrak{g}_{0}\right)}\left(\cup(\mathfrak{g}), \mathbb{O}_{G_{0}}(U)\right), \\
s & \mapsto\left(\bar{s}: X \rightarrow(-1)^{|X|}\left|\left(D_{X} s\right)\right|\right) .
\end{aligned}
$$

Here $D_{X}$ denotes the left-invariant differential operator on $G$ associated with $X \in U(\mathfrak{g})$, that is $D_{X}=(1 \otimes X) \mu^{*}$. The definition is well-posed as one can directly check, moreover $\eta$ is a SLG morphism, i.e.,

$$
\eta \circ \mu_{\bar{G}}=\mu_{G} \circ(\eta \times \eta)
$$

Indeed, for each $s \in \mathbb{O}(G), X, Y \in U(\mathfrak{g})$, and $g, h \in G_{0}$,

$$
\begin{aligned}
{\left[\left(\left(\eta^{*} \otimes \eta^{*}\right) \mu_{G}^{*}(s)\right)(X, Y)\right](g, h) } & =(-1)^{|X|+|Y|}\left|\left(D_{X} \otimes D_{Y}\right) \mu_{G}^{*}(s)\right|(g, h) \\
& =(-1)^{|X|+|Y|}\left|D_{h^{-1} \cdot X} D_{Y} s\right|(g h) \\
& =\left[\eta^{*}(s)\left(\left(h^{-1} . X\right) Y\right)\right](g h) \\
& =\left[\left(\mu_{\bar{G}}^{*} \eta^{*}(s)\right)(X, Y)\right](g, h)
\end{aligned}
$$

The last thing to check is that $\eta$ is an isomorphism. This is true because $|\eta|$ is clearly bijective and, for each $g \in G_{0}$, the differential $(d \eta)_{g}$ is bijective:

$$
\begin{aligned}
{\left[(d \eta)_{g}\left(\bar{D}_{X g}\right)\right](s) } & =\bar{D}_{X g} \eta^{*}(s)=\operatorname{ev}_{g}\left(\bar{D}_{X} \eta^{*}(s)\right)=\left[\bar{D}_{X} \eta^{*}(s)\right](1)(g) \\
& =(-1)^{|X|} \eta^{*}(s)(X)(g)=\left|\left(D_{X} s\right)\right|(g)=D_{X g}(s)
\end{aligned}
$$

where we denote by $\bar{D}_{X}$ a left-invariant differential operator on $\bar{G}$ corresponding to $X \in U(\mathfrak{g})$ while $D_{X}$ denotes a left-invariant differential operator on $G$.

We conclude using the inverse function theorem, which holds also for analytic supermanifolds and again this is an important difference with the algebraic setting, where we do not have this tool available.

Remark 3.9 ( $p$-adic SHCP). One can define $p$-adic supermanifolds, supergroups and SHCP through the obvious same definitions within the framework described classically in [Serre 1992]. In fact since the category of $p$-adic manifolds resembles very closely the category of analytic manifolds, it is then only reasonable to expect that one can develop along the same lines the theory of $p$-adic supermanifolds. Once the basic results, like the inverse function theorem, are established, the equivalence of categories between $p$-adic supergroups and the $p$-adic SHCP will then follow through the same proof we have detailed for the analytic category.

Algebraic SHCP. We now prove our main result, Theorem 3.6, in the case of $G$ an affine algebraic supergroup over an algebraically closed field of characteristic zero.

The category of affine algebraic supergroups is equivalent to the category of commutative Hopf superalgebras; hence we need to show that there is a unique commutative Hopf superalgebra $\mathcal{O}(G)$ associated to a $\operatorname{SHCP}\left(G_{0}, \mathfrak{g}\right)$, namely the superalgebra of the global sections of the sheaf $\mathscr{O}_{G}$ as in Definition 3.2.

Since the exponential appears for the action of $\because\left(\mathfrak{g}_{0}\right)$ on $\mathbb{O}\left(G_{0}\right)$ (see beginning of previous subsection), the question is entirely classical and it is treated in detail in [Demazure and Gabriel 1970, Chapter 2] for the algebraic setting. We shall briefly review a few key facts, sending the reader to that reference for details.

Let $G_{0}$ be an algebraic group and $A$ a commutative algebra, $p: A(t) \rightarrow A[t] /\left(t^{2}\right)$ the natural projection, $t$ even. By definition, $\operatorname{Lie}\left(G_{0}\right)(A)=\operatorname{ker} G_{0}(p)$. Since $G_{0}$ is affine we have $G_{0} \subset \mathrm{GL}(V)$ for a suitable vector space $V$; hence we can write

$$
\begin{aligned}
\operatorname{Lie}\left(G_{0}\right)(A) & =\{1+t Z\} \subset G_{0}(A(t)) \subset \operatorname{GL}(V)(A(t)) \\
& =\operatorname{GL}(V)(A)+t \operatorname{End}(V)(A)
\end{aligned}
$$

for suitable $Z \in \operatorname{End}(V)(A)$, where $\operatorname{End}(V)$ is the functor of points of the superscheme of the endomorphisms of the vector space $V$. Very often $\operatorname{Lie}\left(G_{0}\right)$ is identified with the subspace in $\operatorname{End}(V)$ consisting of the elements $Z$. As a notation device we define

$$
e^{t Z}=1+t Z \in G_{0}(A(t)) .
$$

Let $g \in G_{0}(A)=\operatorname{Hom}\left(\mathbb{O}\left(G_{0}\right), A\right)$, that is, $g$ is an $A$-point of $G_{0}$, and let $f \in \mathbb{O}\left(G_{0}\right)$. As another common notational device, we denote $g(f)$ with $f(g)$. Since $A$ embeds naturally in $A(t)$ we can view $g$ also as an $A(t)$-point of $G_{0}$ and consider $f\left(g e^{t Z}\right)$.

We then define

$$
\begin{equation*}
\frac{d}{d t}{ }_{\mid t=0} f\left(g e^{t Z}\right)=b \tag{*}
\end{equation*}
$$

where $f\left(g e^{t Z}\right)=\left(g e^{t Z}\right)(f)=a+b t \in A(t)$. One sees that the left-hand side of (*) corresponds to the natural action of $Z \in \operatorname{Lie}\left(G_{0}\right)$ on $\mathcal{O}\left(G_{0}\right)$ via left-invariant operators, that is,

$$
\left.\frac{d}{d t} \right\rvert\, t=0 f\left(g e^{t Z}\right)=(1 \otimes Z) \mu^{*}(f)
$$

which we denoted by $\tilde{D}_{Z} f$ in the analytic category.
We now go back to the super setting and prove the analogue of Proposition 3.7.
Proposition 3.10. The superalgebra $\mathcal{O}(G)=\operatorname{Hom}\left(U(\mathfrak{g}), \mathcal{O}\left(G_{0}\right)\right)$ associated to the algebraic $\operatorname{SHCP}\left(G_{0}, \mathfrak{g}\right)$ is an Hopf superalgebra where the comultiplication $\mu^{*}$, antipode $i^{*}$ and counit $e^{* 3}$ are defined as follows:

$$
\begin{aligned}
{\left[\mu^{*}(f)(X, Y)\right](g, h) } & =\left[f\left(\left(h^{-1} \cdot X\right) Y\right)\right](g h), \\
{\left[i^{*}(f)(X)\right]\left(g^{-1}\right) } & =\left[f\left(g^{-1} \cdot \bar{X}\right)\right](g) \\
e^{*}(f) & =[f(1)](e)
\end{aligned}
$$

for $f \in \mathcal{O}(G), g, h \in|G|$. Here $\bar{X}$ denotes the antipode in $U(\mathfrak{g})$.
Proof. It is the same as for Proposition 3.7. Though the context is different, once the exponential terminology assumes a meaning for the algebraic category, the calculations are the same.

The next proposition shows a very natural fact: given an $\operatorname{SHCP}\left(G_{0}, \mathscr{O}_{G}\right)$, the sheaf $\mathbb{O}_{G}$ is the structural sheaf associated with the superalgebra of its global sections $\mathcal{O}(G)$, so that the morphisms $\mu^{*}, i^{*}, e^{*}$ are actually defined as the appropriate sheaf morphisms, corresponding to $\mu, i, e$, multiplication, inverse and unit in the algebraic supergroup $G=\underline{\operatorname{Spec}} \mathcal{O}(G)$. corresponding to the $\operatorname{SHCP}\left(G_{0}, \mathfrak{g}\right)$.

Proposition 3.11. Let $\left(G_{0}, \mathfrak{g}\right)$ be an $S H C P$, with $G_{0}$ an affine group scheme and let $\mathcal{O}_{G}$ as in 3.1. Then $G:=\left(G_{0}, \mathcal{O}_{G}\right)$ is a supergroup scheme.

Proof. In Proposition 3.10 we have seen that $\mathcal{O}(G):=\operatorname{Hom}_{\cup\left(\mathfrak{g}_{0}\right)}\left(\mathscr{U}(\mathfrak{g}), \mathcal{O}_{G_{0}}\left(G_{0}\right)\right)$ has an Hopf superalgebra structure, moreover by Theorem 3.4 it is globally split. Hence we only need to prove that $G=\underline{\operatorname{Spec}} \mathbb{O}(G)$. Clearly the topological spaces underlying the superspaces $G=\left(G_{0}, \mathscr{O}_{G}\right)$ and $\underline{\operatorname{Spec}} \mathcal{O}(G)$ are homeomorphic. We only need to show that $\mathbb{O}_{\mathcal{O}(G)} \cong \mathbb{O}_{G}$, where $\mathbb{O}_{O_{(G)}}$ denotes the structural sheaf associated with the superring $\mathbb{O}(G)$. We set up a morphism

[^5]$$
\phi: \mathbb{O}_{G}(U) \rightarrow \mathbb{O}_{O_{(G)}}(U)
$$
taking $s: U(\mathfrak{g}) \rightarrow{ }_{O_{G}}(U)$ to
$$
\phi(s): U \rightarrow \coprod_{x \in U} \mathbb{O}(G)_{x},
$$
as follows. Any $s \in \mathscr{O}_{G}(U)$ gives raise naturally to $s_{x}: \mathscr{U}(\mathfrak{g}) \rightarrow \mathcal{O}_{G_{0}}(U) \rightarrow \mathcal{O}_{G_{0}, x}$. Since as a $\because\left(\mathfrak{g}_{0}\right)$ module, $\because(\mathfrak{g})$ is finitely generated, say by $N$ generators, once we fix those generators, $s_{x}$ is equivalent to the choice of $N$ elements in ${ }^{O_{G}, x}$. Since likewise $\mathbb{O}(G)_{x}$ is finitely generated by $N$ elements as free $0_{G_{0}, x}$-module (those $N$ elements corresponds dually to the generators of $U(\mathfrak{g})$ as $\vartheta\left(\mathfrak{g}_{0}\right)$-module $)$, we have that $s_{x}$ can be viewed as an element of $\mathscr{O}(G)_{x}$. So we define
$$
\phi(s)(x)=s_{x}, \quad x \in U .
$$

We leave to the reader the check that $\phi$ is a sheaf isomorphism.
Theorem 3.12. The category of algebraic SHCP is equivalent to the category of affine algebraic supergroups.

Proof. We need to establish a one to one correspondence between the objects and the morphisms.

As for the objects, if $\left(G_{0}, \mathfrak{g}\right)$ is an algebraic SHCP, we can define an affine algebraic supergroup defining the following Hopf superalgebra (see Proposition 3.10):

$$
\mathfrak{O}\left(G_{0}, \mathfrak{g}\right)=\underline{\operatorname{Hom}}_{थ\left(\mathfrak{g}_{0}\right)}\left(\mathscr{U}(\mathfrak{g}), \mathscr{O}\left(G_{0}\right)\right) .
$$

Conversely, if we have an algebraic supergroup, we can find right away the SHCP associated to it. What we need to show is that these operations are one the inverse of the other; that is,

$$
\mathcal{O}\left(G_{0}, \mathfrak{g}\right) \cong \mathbb{O}(G),
$$

where $G_{0}$ is the algebraic group underlying $G$ and $\mathfrak{g}=\operatorname{Lie}(G)$. Certainly they are isomorphic as $\mathbb{O}\left(G_{0}\right)$-modules, since they have the same reduced part and, by a result from [Masuoka 2005], they both can be written as $\mathbb{O}\left(G_{0}\right) \otimes \Lambda$ for some exterior algebra $\Lambda$, but being their odd dimension the same, the two exterior algebras are isomorphic.

We can set a map

$$
\eta^{*}: \mathbb{O}(G) \rightarrow \mathbb{O}\left(G_{0}, \mathfrak{g}\right)
$$

taking $s$ to $\bar{s}: X \mapsto(-1)^{|X|}\left|D_{X}(s)\right|$, where $D_{X}(s)=(1 \otimes X) \mu^{*}$. This is a welldefined morphism of Hopf superalgebras and $X \mapsto(-1)^{|X|}\left|D_{X}(s)\right|$ is a $U\left(\mathfrak{g}_{0}\right)$ morphism. This is done precisely in the same way as in the proof of Theorem 3.8.

We now want to show that $\eta^{*}$ is surjective. This will imply that $\eta^{*}$ is an isomorphism. In fact the two given supergroups $G=\underline{\operatorname{Spec}} \mathbb{O}(G)$ and $\bar{G}=\underline{\operatorname{Spec}} \mathbb{O}\left(G_{0}, \mathfrak{g}\right)$
are smooth superschemes, with the same underlying topological space and same Lie superalgebra (hence the same superdimension), and $\eta^{*}$ induces an injective morphism $\eta: \bar{G} \rightarrow G$ (see [Fioresi and Gavarini 2013, Section 2]).

For the surjectivity of $\eta^{*}$, we need to show that, for each morphism of $U\left(\mathfrak{g}_{0}\right)$ modules $\bar{s}: \mathscr{U}(\mathfrak{g}) \rightarrow \mathbb{O}\left(G_{0}\right)$, there exists $s \in \mathbb{O}(G)$ such that $\bar{s}(X)=(-1)^{|X|}\left|D_{X}(s)\right|$. Since $U(\mathfrak{g}) \cong U\left(\mathfrak{g}_{0}\right) \otimes \wedge\left(\mathfrak{g}_{1}\right)$ (see Theorem 3.4) and $\bar{s}$ is a morphism of $U\left(\mathfrak{g}_{0}\right)$ modules, $\bar{s}$ is determined by $\bar{s}\left(\gamma\left(X^{I}\right)\right)$ for $X^{I}=X_{1}^{i_{1}} \ldots X_{n}^{i_{n}}$, where the $X_{i}$ form a basis for $\mathfrak{g}_{1}$ and $i_{j}=0,1$ (again refer to Theorem 3.4). Notice that $X_{i}=\gamma\left(X_{i}\right)$. Since $X_{1}, \ldots, X_{n}$ are linearly independent, also the corresponding left-invariant vector fields $D_{X_{1}}, \ldots, D_{X_{n}}$ will be linearly independent at each point. Let $D_{\gamma(X)}$ denote the left-invariant differential operator corresponding to $\gamma(X) \in U(\mathfrak{g})$. Notice that fixing a suitable basis in $U(\mathfrak{g})$, the linear morphism $X \mapsto \gamma(X)$ corresponds to an upper triangular matrix and sends linearly independent vectors to linearly independent vectors. Consider the equation $(-1)^{\left|X^{I}\right|}\left|D_{\gamma\left(X^{I}\right)} s\right|=\bar{s}\left(X^{I}\right)$, for $X^{I}=X_{1}^{i_{1}} \ldots X_{n}^{i_{n}}$ a monomial in $\bigwedge\left(\mathfrak{g}_{1}\right)$. This is an equation where each $D_{X_{i}}$ appearing in the expression for $D_{\gamma\left(X^{I}\right)}$ can be expressed as

$$
D_{X_{i}}=\sum a_{i} \partial_{x_{i j}}, \quad p\left(a_{i}\right) \neq p\left(x_{i j}\right)
$$

where the $x_{i j}$ are global coordinates on $\mathrm{GL}_{m \mid n} \supset G$ (regardless of their parity).
Since the $D_{X_{1}}^{i_{1}} \ldots D_{X_{n}}^{i_{n}}$ are linearly independent by the PBW theorem (see also Proposition 2.11), the $D_{\gamma(X)}$ will also be linearly independent, and the equality

$$
(-1)^{|X|}\left|D_{\gamma\left(X^{I}\right)}\right|=\bar{s}\left(X^{I}\right)
$$

will yield a solution

$$
\partial_{x_{i_{1} j_{1}}} \ldots \partial_{x_{i r j r}} s=a_{i_{1} j_{1} \ldots i_{r} j_{r}}
$$

for all $i_{1} j_{1} \ldots i_{r} j_{r}$ such that

$$
s=\sum a_{i_{1} j_{1} \ldots i_{r} j_{r}} x_{i_{1} j_{i}} \ldots x_{i_{r} j_{r}} .
$$

We leave to the reader the correspondence between morphisms.
Example 3.13. We want to verify explicitly the surjectivity of $\eta^{*}$ in the case of $\operatorname{GL}(1 \mid 1)$ and make a few remarks on how to extend the calculation to the case of $G=\mathrm{GL}(m \mid n)$. Let $\mathcal{O}(\mathrm{GL}(1 \mid 1))=k\left[a_{11}, a_{22}, \alpha_{12}, \alpha_{21}\right]\left[a_{11}^{-1}, a_{22}^{-1}\right]$. Let

$$
\begin{aligned}
& D_{12}=\left(1 \otimes \partial_{\alpha_{12}}\right) \mu^{*}=a_{11} \partial_{\alpha_{12}}+\alpha_{21} \partial_{a_{22}}, \\
& D_{21}=\left(1 \otimes \partial_{\alpha_{21}}\right) \mu^{*}=\alpha_{12} \partial_{a_{11}}+a_{22} \partial_{\alpha_{21}},
\end{aligned}
$$

be the left-invariant vector fields corresponding to the generators $\partial_{\alpha_{12}}, \partial_{\alpha_{21}}$ of $\operatorname{Lie}(G)_{1}$; then

$$
\begin{aligned}
\gamma\left(D_{12} D_{21}\right)= & \frac{1}{2}\left(D_{12} D_{21}-D_{21} D_{12}\right) \\
= & \frac{1}{2}\left(a_{11} \partial_{a_{11}}-a_{22} \partial_{a_{22}}\right) \\
& +a_{11} a_{22} \partial_{\alpha_{12}} \partial_{\alpha_{21}}+\text { terms with coefficients in } J_{\widehat{O}(\mathrm{GL}(1 \mid 1))},
\end{aligned}
$$

where $J_{\widehat{O}(\mathrm{GL}(1 \mid 1))}$ denotes as usual the ideal generated by the odd elements. Notice that the terms with coefficients in $J_{\widehat{O}(\mathrm{GL}(1 \mid 1))}$ do not contribute in the expression $\left|D_{\gamma\left(D_{12} D_{21}\right)} s\right|$. For the same reason, the term $a_{11} \partial_{a_{11}}-a_{22} \partial_{a_{22}}$ will make a contribution only if applied to $s^{0}$, and consequently can be considered not as unknown, but as a known term. This is important in case one wants to generalize this procedure to GL( $m \mid n)$; in fact only the terms containing only odd derivations will produce new quantities to be determined.

Given $\bar{s}: \vartheta(\mathfrak{g}) \rightarrow \mathcal{O}\left(G_{0}\right)$ we want to determine $s \in \mathbb{O}(G)$, with $\eta^{*}(s)=\bar{s}$. Since $\operatorname{Lie}\left(\operatorname{GL}(1 \mid 1)_{1}=\left\langle\partial_{\alpha_{12}}, \partial_{\alpha_{21}}\right\rangle\right.$, the map $\bar{s}$ is determined once we know its image on $\wedge \operatorname{Lie}\left(\operatorname{GL}(1 \mid 1)_{1}\right.$, that is,

$$
s^{0}=\bar{s}(1), \quad s^{12}=\bar{s}\left(\partial_{\alpha_{12}}\right), \quad s^{21}=\bar{s}\left(\partial_{\alpha_{21}}\right), \quad s^{12,21}=\bar{s}\left(\gamma\left(\partial_{\alpha_{12}} \partial_{\alpha_{21}}\right)\right)
$$

Consequently the $s$ we want to determine must satisfy the equations

$$
\begin{aligned}
s^{0} & =|1 s| \\
s^{12} & =-\left|a_{11} \partial_{\alpha_{12}} s+\alpha_{21} \partial_{a_{22}} s\right| \\
s^{21} & =-\left|\alpha_{12} \partial_{a_{11}} s+a_{22} \partial_{\alpha_{21}} s\right|, \\
s^{12,21} & =\left|\frac{1}{2}\left(a_{11} \partial_{a_{11}} s-a_{22} \partial_{a_{22}} s\right)+a_{11} a_{22} \partial_{\alpha_{12}} \partial_{\alpha_{21}} s\right| .
\end{aligned}
$$

A simple calculation gives us

$$
s=s^{0}+\frac{\alpha_{12} s^{12}}{a_{11}}-\frac{\alpha_{21} s^{21}}{a_{22}}+\left[s^{12,21}-\frac{1}{2}\left(a_{11} \partial_{a_{11}} s^{0}-a_{22} \partial_{a_{22}} s^{0}\right)\right] \frac{\alpha_{12} \alpha_{21}}{a_{11} a_{22}}
$$

There is no conceptual obstacle to extending this calculation to the case of $G=\mathrm{GL}(m \mid n)$. If $\mathcal{O}(G)=k\left[a_{i j}, \alpha_{k l}\right]\left[d_{1}^{-1}, d_{2}^{-1}\right]$ where $d_{1}=\operatorname{det}\left(a_{i j}\right)_{\{1 \leq i, j \leq m\}}$ and $d_{2}=\operatorname{det}\left(a_{i j}\right)_{\{m+1 \leq i, j \leq m+n\}}$, the left-invariant vector fields are given by

$$
X_{i j}=\left(1 \otimes \partial_{x_{i j}}\right) \mu^{*}=\sum_{k} x_{k i} \partial_{x_{k j}}
$$

where $x_{i j}$ denote the coordinates on $\mathrm{GL}(m \mid n)$ regardless of their parity. We can then repeat the calculation we did above. Notice that any even derivation appearing in the expression $\left|D_{\gamma(X)} s\right|$ will affect only $s^{0}=|1 s|$ since we are taking the reduction modulo the ideal of the odd nilpotents.

Remark 3.14. We clarify the relation between the Hopf superalgebra $\mathbb{O}(G)=$ $\operatorname{Hom}\left(\mathscr{U}(\mathfrak{g}), \mathcal{O}\left(G_{0}\right)\right)$ associated to the $\operatorname{SHCP}\left(G_{0}, \mathfrak{g}\right)$ and the distribution superalgebra $D(G)$ of the supergroup $G$ (also naturally associated to the same SHCP).

For an affine supergroup $G$, the superalgebra of distributions $D(G)$ has a natural Hopf superalgebra structure; see Proposition 2.15. This structure is inherited by $k|G| \otimes \vartheta(\mathfrak{g})$ through the linear isomorphism with $D(G)$ given in Proposition 2.16. The superalgebra of global sections of $G, \mathscr{O}(G)=\operatorname{Hom}\left(\mathscr{U}(\mathfrak{g}), \mathcal{O}\left(G_{0}\right)\right)$ can then be naturally viewed as a subspace of $D(G)^{*} \cong(k|G| \otimes \mathscr{U}(\mathfrak{g}))^{*}$, since elements in $\mathbb{O}(G)$ arise as suitable morphisms $|G| \times \vartheta(\mathfrak{g}) \rightarrow k$. One can then immediately verify that the Hopf superalgebra structure on $O(G) \subset D(G)^{*}$ is precisely obtained by duality, from the Hopf superalgebra on $D(G)$ suitably restricting the comultiplication, counit and antipode morphisms.

## 4. Action of supergroups and SHCPs

We now want to relate the action of an alytic of algebraic supergroup $G$ on a supermanifold or superscheme $M$, with the action of the corresponding SHCP $\left(G_{0}, \mathfrak{g}\right)$ on $M$. In this section, if $g \in|G|$ we denote by $\hat{g}: \mathbb{C}^{0 \mid 0} \rightarrow G$ the morphism whose pull-back is the evaluation at $g$. We recall a well-know definition:

Definition 4.1. A morphism $a: G \times M \rightarrow M$ is called an action of $G$ on $M$ if

$$
\begin{equation*}
a \circ\left(\mu \times \mathbb{1}_{M}\right)=a \circ\left(\mathbb{1}_{G} \times a\right) \tag{**}
\end{equation*}
$$

and

$$
a \circ\left\langle\hat{e}, \mathbb{1}_{M}\right\rangle=\mathbb{1}_{M}
$$

In the functor of points notation, this is the same as demanding the following, where $T$ is a supermanifold (resp. a superscheme) and $M(T)=\operatorname{Hom}(T, M)$ are the $T$-points of $M$ :
(1) $1 \cdot x=x$ for all $x \in M(T)$, where 1 the unit in $G(T)$.
(2) $\left(g_{1} g_{2}\right) \cdot x=g_{1} \cdot\left(g_{2} \cdot x\right)$ for all $x \in M(T)$ and all $g_{1}, g_{2} \in G(T)$.

Here, as usual, we are writing $a(g, x)$ as $g \cdot x$.
If an action $a$ of $G$ on $M$ is given, then we say that $G$ acts on $M$.
Definition 4.2. An action of an analytic $\operatorname{SHCP}\left(G_{0}, \mathfrak{g}\right)$ on a supermanifold $M$ consists of an action

$$
\underline{a}: G_{0} \times M \rightarrow M
$$

of the reduced Lie group $G_{0}$ on $M$, with $\underline{a}: a \circ\left(j_{|G| \rightarrow G} \times \mathbb{1}_{M}\right)$, plus a representation

$$
\begin{aligned}
\rho_{a}: \mathfrak{g} & \rightarrow \operatorname{Vec}(M)^{\mathrm{op}} \\
X & \mapsto\left(X \otimes \mathbb{1}_{\overparen{O}(M)}\right) a^{*}
\end{aligned}
$$

of the super Lie algebra $\mathfrak{g}$ of $G$ on the opposite of the Lie superalgebra of vector fields over $M$, the whole satisfying the compatibility relations

$$
\begin{aligned}
\left.\rho_{a}\right|_{\mathfrak{g}_{0}}(X) & =\left(X \otimes \mathbb{1}_{\mathbb{O}(M)}\right) \underline{a}^{*} & & \text { for all } X \in \mathfrak{g}_{0}, \\
\rho_{a}(g . Y) & =\left(\underline{a}^{g^{-1}}\right)^{*} \rho_{a}(Y)\left(\underline{a}^{g}\right)^{*} & & \text { for all } g \in|G|, Y \in \mathfrak{g},
\end{aligned}
$$

where $a^{g}: M \rightarrow M$ is given by $a^{g}:=a \circ\left\langle\hat{g}, \mathbb{1}_{M}\right\rangle$.
The next proposition tells us that actions of an SHCP correspond bijectively to actions of the corresponding analytic supergroup.

Proposition 4.3. Let $G$ be an analytic supergroup acting on a supermanifold $M$. Then there is an action of the $\operatorname{SHCP}\left(G_{0}, \operatorname{Lie}(G)\right)$ on $M$. Conversely, given an action of the $\operatorname{SHCP}\left(G_{0}, \mathfrak{g}\right)$ on $M$, there is a unique action $a_{\rho}: G \times M \rightarrow M$ of the analytic supergroup $G$ corresponding to the given SHCP on $M$ whose reduced and infinitesimal actions are the given ones. If $U$ is an open subset of $M$, we have

$$
\begin{aligned}
a_{\rho}^{*}: \mathbb{O}_{M}(U) & \rightarrow \operatorname{Hom}_{\ddots\left(\mathfrak{g}_{0}\right)}\left(\mathscr{U}(\mathfrak{g}),\left(\mathbb{O}_{G_{0}} \hat{\otimes} \mathbb{O}_{M}\right)\left(|a|^{-1}(U)\right)\right), \\
f & \mapsto\left[X \mapsto(-1)^{|X|}\left(\mathbb{1}_{\mathbb{O}\left(G_{0}\right)} \otimes \rho(X)\right) \underline{a}^{*}(f)\right] .
\end{aligned}
$$

Proof. Let us check that $a_{\rho}^{*}(f)$ is $\cup\left(\mathfrak{g}_{0}\right)$-linear. For all $X \in \mathscr{U}(\mathfrak{g})$ and $Z \in \mathfrak{g}_{0}$ we have

$$
\begin{aligned}
a_{\rho}^{*}(f)(Z X) & =(-1)^{|X|}(\mathbb{1} \otimes \rho(Z X)) \underline{a}^{*}(f) \\
& =(-1)^{|X|}(\mathbb{1} \otimes \rho(X))\left(\mathbb{1} \otimes Z_{e} \otimes \mathbb{1}\right)\left(\mathbb{1} \otimes \underline{a}^{*}\right) \underline{a}^{*}(f) \\
& =(-1)^{|X|}(\mathbb{1} \otimes \rho(X))\left(\mathbb{1} \otimes Z_{e} \otimes \mathbb{1}\right)\left(\tilde{\mu}^{*} \otimes \mathbb{1}\right) \underline{a}^{*}(f) \\
& =\left(\tilde{D}_{Z} \otimes \mathbb{1}\right)\left[a_{\rho}^{*}(f)(X)\right] .
\end{aligned}
$$

We now check that $a_{\rho}^{*}$ is a superalgebra morphism.

$$
\begin{aligned}
{\left[a_{\rho}^{*}\left(f_{1}\right) \cdot a_{\rho}^{*}\left(f_{2}\right)\right](X) } & =m_{\widehat{O}_{G_{0}} \hat{\otimes} \widehat{O}_{M}}\left[a^{*}\left(f_{1}\right) \otimes a^{*}\left(f_{2}\right)\right] \Delta(X) \\
& =(-1)^{|X|} m\left[\left(\mathbb{1} \otimes \rho\left(X_{(1)}\right)\right) \underline{a}^{*}\left(f_{1}\right) \otimes\left(\mathbb{1} \otimes \rho\left(X_{(2)}\right)\right) \underline{a}^{*}\left(f_{2}\right)\right] \\
& =(-1)^{|X|}(\mathbb{1} \otimes \rho(X))\left(\underline{a}^{*}\left(f_{1}\right) \cdot \underline{a}^{*}\left(f_{2}\right)\right)=a_{\rho}^{*}\left(f_{1} \cdot f_{2}\right)(X)
\end{aligned}
$$

where $f_{i} \in \mathbb{O}(M)$ and $X_{(1)} \otimes X_{(2)}$ denotes $\Delta(X)$. Concerning the "associative" property, we have that, for $X, Y \in U(\mathfrak{g})$ and $g, h \in G_{0}$,

$$
\begin{aligned}
{\left[\left(\mu^{*} \otimes \mathbb{1}\right) a_{\rho}^{*}(f)\right](X, Y)(g, h) } & =\left[a_{\rho}^{*}(f)\right]\left(h^{-1} \cdot X Y\right)(g h) \\
& =(-1)^{|X|+|Y|+|X||Y|} \rho(Y) \rho\left(h^{-1} \cdot X\right)\left(\underline{a}^{g h}\right)^{*}(f) \\
& =(-1)^{|X|+|Y|+|X||Y|} \rho(Y)\left(\underline{a}^{h}\right)^{*} \rho(X)\left(\underline{a}^{g}\right)^{*}(f) \\
& =\left[\left(\mathbb{1} \otimes a_{\rho}^{*}\right) a_{\rho}^{*}(f)\right](X, Y)(g, h),
\end{aligned}
$$

and, finally, $\left(\mathrm{ev}_{e} \otimes \mathbb{1}\right) a_{\rho}^{*}(f)=\rho(1)=f$.

Uniqueness can be proved as follows. Let $a$ be an action of $G$ on $M$ and let ( $\underline{a}, \rho_{a}$ ) be as in Proposition 4.3. If $f \in \mathcal{O}_{M}(U)$, then

$$
\begin{aligned}
a^{*}(f) & \in\left(\operatorname{Hom}_{U\left(\mathfrak{g}_{0}\right)}\left(\cup U(\mathfrak{g}), \mathscr{O}_{G_{0}}\right) \hat{\otimes} \mathscr{O}_{M}\right)\left(|a|^{-1}(U)\right) \\
& \cong \operatorname{Hom}_{U\left(\mathfrak{g}_{0}\right)}\left(\cup(\mathfrak{g}),\left(\mathcal{O}_{G_{0}} \hat{\otimes} \widehat{O}_{M}\right)\left(|a|^{-1}(U)\right)\right) ;
\end{aligned}
$$

hence, using $\left({ }^{(* *)}\right.$ in Definition 4.1 and the fact that $\rho_{a}$ is an antihomomorphism, we obtain for all $X \in \mathscr{U}(\mathfrak{g})$

$$
\begin{aligned}
a^{*}(f)(X) & =(-1)^{|X|}\left[\left(D_{X} \otimes \mathbb{1}\right) a^{*}(\phi)\right](1) \\
& =(-1)^{|X|}\left(\mathbb{1} \otimes \rho_{a}(X)\right)\left(a^{*}(f)(1)\right)=(-1)^{|X|}\left(\mathbb{1} \otimes \rho_{a}(X)\right) \underline{a}^{*}(f) .
\end{aligned}
$$

Let us now assume $G$ is an affine algebraic supergroup over a field of characteristic zero and $\left(G_{0}, \mathfrak{g}\right)$ is the corresponding SHCP and furthermore assume they are acting on a supervariety $M$, the Definition 4.2 being the same, taking the morphisms in the appropriate category.

We state the analogue of the Proposition 4.3 in the algebraic setting, its proof being essentially the same.
Proposition 4.4. Let $G$ be an algebraic supergroup acting on a supervariety $M$ (not necessarily affine). Then there is an action of the $\operatorname{SHCP}\left(G_{0}, \operatorname{Lie}(G)\right)$ on $M$. Conversely, given an algebraic action of the algebraic $\operatorname{SHCP}\left(G_{0}, \mathfrak{g}\right)$ on $M$, there is a unique action $a_{\rho}: G \times M \rightarrow M$ of the algebraic supergroup $G$ corresponding to the given SHCP on $M$ whose reduced and infinitesimal actions are the given ones. If $U$ is an open subset of $M$, we have

$$
\begin{aligned}
a_{\rho}^{*}: \mathbb{O}_{M}(U) & \rightarrow \operatorname{Hom}_{U\left(\mathfrak{g}_{0}\right)}\left(U(\mathfrak{g}),\left(\mathcal{O}_{G_{0}} \otimes \mathcal{O}_{M}\right)\left(|a|^{-1}(U)\right)\right), \\
f & \mapsto\left[X \mapsto(-1)^{|X|}\left(\mathbb{1}_{\left(G_{0}\right)} \otimes \rho(X)\right) \underline{a}^{*}(f)\right] .
\end{aligned}
$$

## Acknowledgements

We wish to thank Professor Varadarajan for suggesting the problem and Professors Cassinelli and Gavarini for helpful discussions.

## References

[Balduzzi et al. 2009] L. Balduzzi, C. Carmeli, and G. Cassinelli, "Super G-spaces", pp. 159-176 in Symmetry in mathematics and physics, edited by D. Babbitt et al., Contemp. Math. 490, Amer. Math. Soc., Providence, RI, 2009. MR 2010k:58011 Zbl 1236.58012
[Carmeli et al. 2011] C. Carmeli, L. Caston, and R. Fioresi, Mathematical foundations of supersymmetry, European Mathematical Society, Zürich, 2011. MR 2012h:58010 Zbl 1226.58003
[Deligne and Morgan 1999] P. Deligne and J. W. Morgan, "Notes on supersymmetry (following Joseph Bernstein)", pp. 41-97 in Quantum fields and strings: a course for mathematicians (Princeton, NJ, 1996/1997), vol. 1, edited by P. Deligne et al., Amer. Math. Soc., Providence, RI, 1999. MR 2001g:58007 Zbl 1170.58302
[Demazure and Gabriel 1970] M. Demazure and P. Gabriel, Groupes algébriques, I: Géométrie algébrique, généralités, groupes commutatifs, Masson, Paris, 1970. MR 46 \#1800 Zbl 0203.23401
[Dieudonné 1970] J. Dieudonné, Éléments d'analyse, Tome III: Chapitres XVI et XVII, Cahiers Scientifiques 33, Gauthier-Villars, Paris, 1970. MR 42 \#5266 Zbl 0208.31802
[Fioresi and Gavarini 2011] R. Fioresi and F. Gavarini, "On the construction of Chevalley supergroups", pp. 101-123 in Supersymmetry in mathematics and physics, edited by S. Ferrara et al., Lecture Notes in Math. 2027, Springer, Berlin, 2011. MR 2906339 Zbl 06078896
[Fioresi and Gavarini 2012] R. Fioresi and F. Gavarini, Chevalley supergroups, Mem. Amer. Math. Soc. 1014, Amer. Math. Soc., Providence, RI, 2012. MR 2918543 Zbl 1239.14045
[Fioresi and Gavarini 2013] R. Fioresi and F. Gavarini, "Algebraic supergroups with Lie superalgebras of classical type", Journal of Lie Group Theory 23:1 (2013), 143-158.
[Jantzen 2003] J. C. Jantzen, Representations of algebraic groups, 2nd ed., Mathematical Surveys and Monographs 107, Amer. Math. Soc., Providence, RI, 2003. MR 2004h:20061 Zbl 1034.20041
[Kostant 1977] B. Kostant, "Graded manifolds, graded Lie theory, and prequantization", pp. 177-306 in Differential geometrical methods in mathematical physics (Bonn, 1975), edited by K. Bleuler and A. Reetz, Lecture Notes in Math 570, Springer, Berlin, 1977. MR 58 \#28326 Zbl 0358.53024
[Koszul 1983] J.-L. Koszul, "Graded manifolds and graded Lie algebras", pp. 71-84 in Proceedings of the international meeting on geometry and physics (Florence, 1982), edited by M. Modugno, Pitagora, Bologna, 1983. MR 85m:58019 Zbl 0548.22012
[Manin 1988] Y. I. Manin, Gauge field theory and complex geometry, Grundlehren der Mathematischen Wissenschaften 289, Springer, Berlin, 1988. MR 89d:32001 Zbl 0641.53001
[Masuoka 2005] A. Masuoka, "The fundamental correspondences in super affine groups and super formal groups", J. Pure Appl. Algebra 202:1-3 (2005), 284-312. MR 2006e:16066 Zbl 1078.16045
[Masuoka 2012] A. Masuoka, "Harish-Chandra pairs for algebraic affine supergroup schemes over an arbitrary field", Transform. Groups 17:4 (2012), 1085-1121. MR 3000482
[Serre 1992] J.-P. Serre, Lie algebras and Lie groups, 2nd ed., Lecture Notes in Mathematics 1500, Springer, Berlin, 1992. MR 93h:17001 Zbl 0742.17008
[Varadarajan 2004] V. S. Varadarajan, Supersymmetry for mathematicians: an introduction, Courant Lecture Notes in Mathematics 11, New York University, 2004. MR 2005g:58011 Zbl 1142.58009
[Vishnyakova 2011] E. G. Vishnyakova, "On complex Lie supergroups and split homogeneous supermanifolds", Transform. Groups 16:1 (2011), 265-285. MR 2012b:58010 Zbl 1218.22013

Received September 5, 2012. Revised September 19, 2012.
Claudio Carmeli
D.I.M.E., Università di Genova

Via Cadorna 2
I-17100 SAVona
Italy
and
INFN, Sezione di Genova
Via Dodecaneso 33
I- 16416 Genova
Italy
claudio.carmeli@gmail.com
Rita Fioresi
Dipartimento di Matematica
Università di Bologna
Piazza di Porta S. Donato, 5
40126 Bologna
Italy
fioresi@dm.unibo.it

# ORBIFOLDS WITH SIGNATURE $\left(0 ; k, k^{n-1}, k^{n}, k^{n}\right)$ 

Angel Carocca, Rubén A. Hidalgo and Rubí E. Rodríguez

Two interesting problems that arise in the theory of closed Riemann surfaces are (i) computing algebraic curves representing the surface and (ii) deciding if the field of moduli is a field of definition.

In this paper we consider pairs ( $S, H$ ), where $S$ is a closed Riemann surface and $H$ is a subgroup of $\operatorname{Aut}(S)$, the group of automorphisms of $S$, so that $S / H$ is an orbifold with signature $\left(0 ; k, k^{n-1}, k^{n}, k^{n}\right)$ where $k, n \geq 2$ are integers.

In the case that $S$ is the highest abelian branched cover of $S / H$ we provide explicit algebraic curves representing $S$. In the case that $k$ is an odd prime, we also describe algebraic curves for some intermediate abelian covers.

For $k=p \geq 3$ a prime and $H$ a $p$-group, we prove that $\boldsymbol{H}$ is a $\boldsymbol{p}$-Sylow subgroup of $\operatorname{Aut}(S)$, and if $p \geq 7$ we prove that $H$ is normal in $\operatorname{Aut}(S)$. Also, when $\boldsymbol{n} \neq \mathbf{3}$ we prove that the field of moduli in such cases is a field of definition. If, moreover, $S$ is the highest abelian branched cover of $S / H$, then we compute explicitly the field of moduli.

## 1. Introduction

A closed Riemann surface $S$ of genus $g \geq 2$ may be described by many different objects, for instance, by algebraic curves (by the Riemann-Roch theorem [Farkas and Kra 1992]), by torsion-free cocompact Fuchsian groups (by the Koebe-Poincaré uniformization theorem [Koebe 1907a; 1907b; Poincaré 1907]), by Schottky groups (by the retrosection theorem [Bers 1975; Koebe 1907b]), or by certain principally polarized abelian varieties (by the Torelli theorem [Torelli 1913; Weil 1956]). In general, to provide different explicit representations for the same Riemann surface has been a difficult problem, in spite of huge efforts to solve it. It seems that Burnside [1893] and Klein [1878] provided the first examples of algebraic curves and Fuchsian groups, both representing the same Riemann surfaces. In many cases, the $\operatorname{group} \operatorname{Aut}(S)$ of automorphisms of $S$ and its subgroups play

[^6]a fundamental role in finding algebraic curves representing $S$. For instance, if $S / \operatorname{Aut}(S)$ has signature of the form $(0 ; r, s, t)$, then there are known examples having an explicit Fuchsian group and an explicit algebraic curve, both representing $S$ [Burnside 1893; Klein 1878] (we also recommend reading [Karcher and Weber 1999]).

A field of definition of $S$ is a subfield $\mathbb{K}$ of $\mathbb{C}$ for which it is possible to find an irreducible nonsingular projective algebraic curve representing $S$, defined by polynomials whose coefficients belong to $\mathbb{K}$. If $C$ is an algebraic curve describing $S$, then the field of moduli of $S$ is defined as the fixed field of the group of field automorphisms $\sigma$ of $\mathbb{C}$ such that $C$ and $C^{\sigma}$ are isomorphic, where $C^{\sigma}$ is the algebraic curve defined as the zeroes of the polynomials obtained from the ones defining $C$ after $\sigma$ acts on their coefficients. The field of moduli is always contained in any field of definition, but it may happen that the field of moduli is not a field of definition.

In this article we study closed Riemann surfaces $S$ admitting subgroups $H<$ $\operatorname{Aut}(S)$ so that $S / H$ has signature $\left(0 ; k, k^{n-1}, k^{n}, k^{n}\right)$, where $n, k \geq 2$ are integers. For $k=2$ this type of surface was considered in [Carvacho 2010; González-Diez and Hidalgo 1997] to provide examples of closed Riemann surfaces admitting topologically equivalent but conformally nonequivalent cyclic groups of order $2^{n}$.

In the general case, if $S$ is the homology cover of $S / H$, then we compute the field of moduli and we give explicit algebraic curves for $S$. These explicit algebraic curves for homology covers allow us to find algebraic curves for those Riemann surfaces $S$ admitting an abelian group $G<\operatorname{Aut}(S)$ such that $S / G$ has signature $\left(0 ; k, k^{n-1}, k^{n}, k^{n}\right)$. We describe such a situation for the case that $k$ is a prime and $G \cong \mathbb{Z}_{k} \times \mathbb{Z}_{k^{n}}$. Also, for $k$ an odd prime, we describe the $\operatorname{group} \operatorname{Aut}(S)$ and we prove that the field of moduli of $S$ is in fact a field of definition.

In this article we will use letters such as $S, R, \widetilde{S}$ to denote (closed) Riemann surfaces, orbifolds will usually be denoted using italic letters such as $\mathbb{O}, \widetilde{O}$ or as $S / H$ (where $S$ is a Riemann surface and $H<\operatorname{Aut}(S)$ ), groups will be denoted by letters such as $H, \Gamma, G$, etc.

## 2. Preliminaries

2.1. Orbifolds. An orbifold is a tuple $\mathbb{O}=\left(S,\left\{\left(p_{1}, k_{1}\right), \ldots,\left(p_{n}, k_{n}\right), \ldots\right\}\right)$ where (i) $S$ is a Riemann surface, called the Riemann surface structure of $\mathbb{O}$, (ii) $\left\{p_{1}, p_{2}, \ldots\right\}$ $\subset S$ is a collection of different isolated points, called the cone points of $\mathcal{O}$, and (iii) each $k_{j} \geq 2$ is an integer, called the cone order of $p_{j}$. An orbifold of signature $\left(\gamma ; k_{1}, \ldots, k_{n}\right)$ is given by an orbifold $\mathbb{O}=\left(S,\left\{\left(p_{1}, k_{1}\right), \ldots,\left(p_{n}, k_{n}\right)\right\}\right)$ where $S$ is a closed Riemann surface of genus $\gamma$. An orbifold without cone points is just a Riemann surface.

A conformal homeomorphism between two orbifolds, say $\mathbb{O}_{1}=\left(S_{1},\left\{\left(p_{1}, k_{1}\right), \ldots\right.\right.$, $\left.\left.\left(p_{n}, k_{n}\right), \ldots\right\}\right)$ and $\mathrm{O}_{2}=\left(S_{2},\left\{\left(q_{1}, l_{1}\right), \ldots,\left(q_{n}, l_{n}\right), \ldots\right\}\right)$, is a conformal homeomorphism between $S_{1}$ and $S_{2}$ (the corresponding Riemann surface structures), sending cone points to cone points, and preserving the cone point orders. If $\mathrm{O}_{1}=\mathrm{O}_{2}=\mathbb{O}$, then we speak about a conformal automorphism of the orbifold $\mathbb{O}$. We use the notation $\mathrm{O}_{1} \cong \mathrm{O}_{2}$ to indicate that $\mathrm{O}_{1}$ and $\mathrm{O}_{2}$ are conformally equivalent orbifolds.

We denote by $\operatorname{Aut}_{\text {orb }}(\mathbb{O})$ the group of conformal automorphisms of the orbifold 0 . If $S$ is the conformal Riemann surface structure of 0 , then we denote by $\operatorname{Aut}(S)$ its group of conformal automorphisms. There is a natural inclusion $\operatorname{Aut}_{\text {orb }}(0)<\operatorname{Aut}(S)$, but in general these two groups are different.

If $\mathbb{O}$ is an orbifold and $H<\operatorname{Aut}_{\text {orb }}$ (O) acts discontinuously on the Riemann surface structure, then the quotient $\mathbb{O} / H$ may be seen again as an orbifold as follows. We denote by $\pi: \mathbb{O} \rightarrow \mathbb{O} / H$ the canonical quotient map. A cone point of $\mathbb{O} / H$ may be obtained in two different ways. In the first case, if $p \in \mathbb{O}$ is not a cone point and it has nontrivial $H$-stabilizer $H(p)$, then $\pi(p)$ is a cone point with order equal to the order of $H(p)$. In the second case, if $p \in \mathbb{O}$ is a cone point of order $n$ and its $H$-stabilizer has order $m$, then $\pi(p)$ is a cone point with order equal to $n m$.

The orbifolds we consider in this paper are the good orbifolds in Thurston's terminology; they are obtained as quotient spaces $\mathbb{O}=\widetilde{S} / F$, where $\widetilde{S}$ is a (not necessarily closed) Riemann surface and $F<\operatorname{Aut}(\tilde{S})$ is a discontinuous group of conformal automorphisms of $\widetilde{S}$. The cone points are those equivalence classes of points of $\widetilde{S}$ with nontrivial $F$-stabilizer.
2.2. Homology covers. Good orbifolds admit as (branched) universal cover either the Riemann sphere, the complex plane or the hyperbolic plane; this is a consequence of the classical uniformization theorem. Let us consider a good orbifold $\mathcal{O}=\left(S,\left\{\left(p_{1}, k_{1}\right), \ldots,\left(p_{n}, k_{n}\right)\right\}\right)$ of signature $\left(\gamma ; k_{1}, \ldots, k_{n}\right)$. The first (orbifold) fundamental group of $\mathbb{O}$ is

$$
\begin{align*}
\pi_{1}^{\mathrm{orb}}(\mathbb{O})=\left\langle\alpha_{1}, \ldots, \alpha_{\gamma}, \beta_{1}, \ldots,\right. & \beta_{\gamma}, \delta_{1}, \ldots, \delta_{n}:  \tag{2-1}\\
& \left.\prod_{j=1}^{\gamma}\left[\alpha_{j}, \beta_{j}\right] \prod_{k=1}^{n} \delta_{k}=\delta_{1}^{k_{1}}=\cdots=\delta_{n}^{k_{n}}=1\right\rangle,
\end{align*}
$$

where $\pi_{1}(S)=\left\langle\alpha_{1}, \ldots, \alpha_{\gamma}, \beta_{1}, \ldots, \beta_{\gamma}: \prod_{j=1}^{\gamma}\left[\alpha_{j}, \beta_{j}\right]=1\right\rangle$, with $[a, b]=a b a^{-1} b^{-1}$, and the element $\delta_{j}$ represents a simple small loop around $p_{j}$ in $S-\left\{p_{1}, \ldots, p_{n}\right\}$, for each $j=1, \ldots, n$.

It is clear that to each normal subgroup $N$ of finite index of $\pi_{1}^{\text {orb }}(\mathbb{O})$ there corresponds an orbifold $\widetilde{O}$ and a finite group $H<\operatorname{Aut}_{\text {orb }}(\widetilde{\mathbb{O}})$, so that $\mathbb{O}=\widetilde{\mathbb{O}} / H$. Observe that $H$ is isomorphic to $\pi_{1}^{\text {orb }}(\mathbb{O}) / N$. When $N=\pi_{1}^{\text {orb }}(\mathbb{O})^{\prime}$ (the derived subgroup of $\pi_{1}^{\text {orb }}(\mathbb{O})$ ), the corresponding cover orbifold $\widetilde{\widetilde{O}}$ is called the homology
orbifold cover of $\mathbb{O}$. We will be interested only in the particular case when the homology orbifold cover is a closed Riemann surface (i.e., there are no cone points), in which case we call it the homology cover of $\mathbb{O}$, and say that $\mathbb{O}$ is a homology orbifold.

Clearly, the homology orbifold cover of 0 is the homology cover if and only if $\pi_{1}^{\text {orb }}(\mathbb{O})^{\prime}$ has finite index in $\pi_{1}^{\text {orb }}(\mathbb{O})$ and it acts freely on the universal cover space of $\mathbb{O}$. The finite index condition is equivalent to the condition that the underlying Riemann surface structure of $\mathbb{O}$ is the Riemann sphere; that is, $\gamma=0$. The free action condition is equivalent to the following one.

Theorem 1 [Maclachlan 1965]. Let $\mathbb{O}$ be an orbifold of signature $\left(\gamma ; k_{1}, \ldots, k_{n}\right)$. Then $\pi_{1}^{\mathrm{orb}}(0)^{\prime}$ is torsion-free if and only if
(2-2) $\operatorname{lcm}\left(k_{1}, \ldots, k_{j-1}, k_{j+1}, \ldots, k_{n}\right)=\operatorname{lcm}\left(k_{1}, \ldots, k_{n}\right)$ for all $j=1, \ldots, n$.
The homology cover (when it exists) is the highest abelian Galois cover of $\mathbb{0}$.
2.3. Fuchsian groups. The basic theory of Fuchsian groups may be found, for instance, in the classical book [Beardon 1983]. A cocompact Fuchsian group acting on the upper half-plane $\mathbb{M}^{2}$ is a discrete group $\Gamma<\operatorname{PSL}(2, \mathbb{R})$ such that $\mathbb{M}^{2} / \Gamma$ is an orbifold of some signature; that is, the underlying Riemann surface is a closed Riemann surface. It is known that a cocompact Fuchsian group $\Gamma$ has a presentation of the form

$$
\begin{equation*}
\Gamma=\left\langle a_{1}, b_{1}, \ldots, a_{\gamma}, b_{\gamma}, \delta_{1}, \ldots, \delta_{n}: \prod_{j=1}^{\gamma}\left[a_{j}, b_{j}\right] \prod_{j=1}^{n} \delta_{j}=\delta_{1}^{k_{1}}=\cdots=\delta_{n}^{k_{n}}=1\right\rangle \tag{2-3}
\end{equation*}
$$

where $\gamma$ and $n$ are nonnegative integers, the $k_{j} \geq 2$ are integers, and $2 \gamma-2+n-$ $\sum_{j=1}^{n} k_{j}^{-1}>0$. The tuple $\left(\gamma ; k_{1}, \ldots, k_{n}\right)$ is known as the signature of $\Gamma$ (this is the signature of its quotient orbifold $\mathbb{H}^{2} / \Gamma$ ).

An orbifold $\mathbb{O}$ is of hyperbolic type if there is a cocompact Fuchsian group $\Gamma$ so that $\mathbb{O} \cong \mathbb{H}^{2} / \Gamma$. By the Poincaré-Koebe uniformization theorem [Koebe 1907a; 1907b; Poincaré 1907], every orbifold with signature $\left(\gamma ; k_{1}, \ldots, k_{n}\right)$ is of hyperbolic type if and only if $2 \gamma-2+n-\sum_{j=1}^{n} k_{j}^{-1}>0$.

By the hyperbolic area of a Fuchsian group $\Gamma$ (respectively, of a hyperbolic orbifold) of signature $\left(\gamma ; k_{1}, \ldots, k_{n}\right)$ we refer to the hyperbolic area of a fundamental polygon domain for it; it is given by

$$
\begin{equation*}
A(\Gamma)=2 \pi\left(2 \gamma-2+\sum_{j=1}^{n}\left(1-\frac{1}{k_{j}}\right)\right) \tag{2-4}
\end{equation*}
$$

We say that a cocompact Fuchsian group $\Gamma$, with presentation (2-3), is a homology Fuchsian group if $\gamma=0$ and it satisfies Maclachlan's conditions (2-2). In other
words, homology Fuchsian groups are exactly those cocompact Fuchsian groups providing a Fuchsian uniformization of a hyperbolic homology orbifold of genus zero. If $\Gamma$ is a homology Fuchsian group of signature $\left(0 ; k_{1}, \ldots, k_{n}\right)$, then the homology cover of the homology orbifold $\mathbb{O}=\mathbb{H}^{2} / \Gamma$ is $S=\mathbb{H}^{2} / \Gamma^{\prime}$, where $\Gamma^{\prime}$ denotes the derived subgroup of $\Gamma$.
2.4. Fields of moduli and fields of definition. As a consequence of the implicit function theorem, every irreducible nonsingular projective algebraic curve defines a closed Riemann surface; conversely, by the Riemann-Roch theorem, every closed Riemann surface may be described by an irreducible nonsingular projective algebraic curve. It is this equivalence which allows the work in the analytical and in the algebraic settings in a parallel way.

Let $C$ be an irreducible nonsingular projective algebraic curve, say defined by homogeneous polynomials $P_{1}, \ldots, P_{r}$, each one with coefficients in a subfield $\mathbb{K}<\mathbb{C}$. Let $g$ denote the genus of the closed Riemann surface corresponding to $C$. If $\sigma \in \operatorname{Aut}(\mathbb{C} / \mathbb{Q})$, the group of field automorphisms of $\mathbb{C}$, then we may consider the new polynomials $P_{1}^{\sigma}, \ldots, P_{r}^{\sigma}$, where the coefficients of $P_{j}^{\sigma}$ are the corresponding images under $\sigma$ of the coefficients of the original polynomial $P_{j}$. The algebraic curve $C^{\sigma}$, defined by these new polynomials, is still an irreducible nonsingular projective algebraic curve, and it defines a new closed Riemann surface of genus $g$. It is not difficult to see that if $\widetilde{C}$ is another irreducible nonsingular projective algebraic curve that is birationally equivalent to $C$, then $C^{\sigma}$ and $\widetilde{C}^{\sigma}$ are also birationally equivalent. Therefore, a natural action of $\operatorname{Aut}(\mathbb{C} / \mathbb{Q})$ is defined on the moduli space of genus $g$. The stabilizer of the moduli class of $C$ under such action is the subgroup

$$
K_{C}=\left\{\sigma \in \operatorname{Aut}(\mathbb{C} / \mathbb{Q}): C \cong C^{\sigma}\right\}<\operatorname{Aut}(\mathbb{C} / \mathbb{Q}) .
$$

The fixed field of $K_{C}$, denoted by $\mathbb{M}(C)$, is called the field of moduli of $C$.
A subfield $\mathbb{K}$ of $\mathbb{C}$ is called a field of definition of $C$ if there is an irreducible nonsingular projective algebraic curve $\widetilde{C}$ defined over $\mathbb{K}$ which is birationally equivalent to $C$. At this point it is important to note that it is not clear that given a field of definition $\mathbb{L}<\mathbb{C}$ of $C$ there is a smaller subfield $\mathbb{F}<\mathbb{L}$ which is again a field of definition of $C$.

The field of moduli $\mathbb{M}(C)$ is contained in any field of definition of $C$, and it coincides with the intersection of all fields of definition of $C$ [Koizumi 1972]. Moreover, there is a field of definition of $C$ which is an extension of finite degree of the field of moduli [Dèbes and Emsalem 1999; Hammer and Herrlich 2003].

If $g=0$, then $C \cong \mathbb{P}^{1}$, so in this case $\mathbb{M}(C)=\mathbb{Q}$ is a field of definition. If $g=1$, then $C$ is equivalent to an (affine) elliptic curve $E_{\eta}=\left\{y^{2}=x(x-1)(x-\eta)\right\}$, where $\eta \in \mathbb{C}-\{0,1\}$. If $j(\eta)=\left(1-\eta+\eta^{2}\right)^{3} / \eta^{2}(\eta-1)^{2}$ is its $j$-invariant and

$$
a(\eta)=\frac{27 j(\eta)}{j(\eta)-1},
$$

then $E_{\eta}$ is also described by $D_{\eta}=\left\{y^{2}=4 x^{3}-a(\eta) x-a(\eta)\right\}$. It follows that $\mathbb{Q}(j(\eta))$ is a field of definition for $E_{\eta}$. Moreover, if $\sigma \in \operatorname{Aut}(\mathbb{C} / \mathbb{Q})$ and $E_{\eta}^{\sigma}=E_{\sigma(\eta)}$ is conformally equivalent to $E_{\eta}$, then they must have the same $j$-invariant; that is, $\sigma(j(\eta))=j(\eta)$. It follows that $\mathbb{M}(C)=\mathbb{M}\left(E_{\eta}\right)=\mathbb{Q}(j(\eta))$ is also a field of definition.

In genus $g \geq 2$, the situation is more difficult. There are examples for which the field of moduli is not a field of definition [Earle 1971; Huggins 2007; Shimura 1972]; all of the examples there are hyperelliptic curves. It is stated in [Earle 1971] that there are examples of nonhyperelliptic Riemann surfaces with the same properties, but no explicit one is given. An explicit example of a nonhyperelliptic Riemann surface of genus $g=17$ which cannot be defined over $\mathbb{R}$ and whose field of moduli lies inside $\mathbb{R}$ is given in [Hidalgo 2009] (this example is related to the hyperelliptic example in [Earle 1971]).
A. Weil [1956] provided the following sufficient and necessary conditions for the moduli field to be a field of definition.

Theorem 2 [Weil 1956]. Let C be an irreducible nonsingular projective algebraic curve defined over a finite Galois extension $\mathbb{L}$ of its field of moduli $\mathbb{M}(C)$. Iffor every $\sigma \in \operatorname{Aut}(\mathbb{L} / \mathbb{M}(C))$ there is a biholomorphism $f_{\sigma}: C \rightarrow C^{\sigma}$ defined over $\mathbb{L}$ such that the compatibility condition $f_{\tau \sigma}=f_{\sigma}^{\tau} \circ f_{\tau}$ holds for all $\sigma, \tau \in \operatorname{Aut}(\mathbb{L} / \mathbb{M}(C))$, then there exists an irreducible nonsingular projective algebraic curve $E$ defined over $\mathbb{M}(C)$ and there exists a biregular map $F: C \rightarrow E$, defined over $\mathbb{L}$, such that $F^{\sigma} \circ f_{\sigma}=F$.

As a consequence of Theorem 2, it follows that if $C$ has no nontrivial automorphism, then it may be defined over its field of moduli. Unfortunately, if $C$ has nontrivial automorphisms, then it is a very difficult task to check whether Weil's conditions hold. But if $C / \operatorname{Aut}(C)$ has signature of the form $(0 ; a, b, c)$ (quasiplatonic surfaces, or platonic if some cone order is equal to 2 ), then $C$ may be defined over its field of moduli [Coombes and Harbater 1985; Wolfart 2006].

Consider a (branched) holomorphic covering between closed Riemann surfaces, say $f: S \rightarrow R$. Assume $S$ and $R$ are given by fixed algebraic curves and that $R$ is defined over $\mathbb{M}(S)$. For each $\sigma \in \operatorname{Aut}(\mathbb{C} / \mathbb{M}(S)$ ) we may consider the (branched) holomorphic covering $f^{\sigma}: S^{\sigma} \rightarrow R^{\sigma}=R$. We say that they are equivalent coverings, denoted by $\left\{f^{\sigma}: S^{\sigma} \rightarrow R\right\} \cong\{f: S \rightarrow R\}$, if there is a holomorphic isomorphism $\phi_{\sigma}: S \rightarrow S^{\sigma}$ so that $f^{\sigma} \circ \phi_{\sigma}=f$. The field of moduli of $f: S \rightarrow R$, denoted by $\mathbb{M}(f: S \rightarrow R)$, is the fixed field of the subgroup

$$
K(f: S \rightarrow R)=\left\{\sigma \in \operatorname{Aut}(\mathbb{C} / \mathbb{M}(S)):\left\{f^{\sigma}: S^{\sigma} \rightarrow R\right\} \cong\{f: S \rightarrow R\}\right\} .
$$

It is clear from the definition that $\mathbb{M}(S)<\mathbb{M}(f: S \rightarrow R)$, but in general they may be different fields. For the particular case that $R=S / \operatorname{Aut}(S)$ and $S$ has genus at least two, the following is well known (a direct consequence of Theorem 2).

Theorem 3 [Dèbes and Emsalem 1999]. If C is an irreducible nonsingular projective algebraic curve of genus $g \geq 2$, then there exists an irreducible nonsingular projective algebraic curve $C_{1}$, defined over $\mathbb{M}(C)$, and there exists a Galois cover $f: C \rightarrow C_{1}$, with $\operatorname{Aut}(C)$ as deck group, so that $\mathbb{M}\left(f: C \rightarrow C_{1}\right)=\mathbb{M}(C)$. Moreover, if $\left(C_{1}\right)_{f}$ denotes the branch locus of $f$ and if $C_{1}-\left(C_{1}\right)_{f}$ contains at least one $\mathbb{M}(C)$-rational point, then $\mathbb{M}(C)$ is also a field of definition of $C$. Such a curve $C_{1}$ is called a canonical model of $C / \operatorname{Aut}(C)$.

## 3. Main results

Let $S$ be a closed Riemann surface and let $H_{1}, H_{2}<\operatorname{Aut}(S)$. We say that $H_{1}$ and $H_{2}$ are (weakly) topologically equivalent (respectively, conformally equivalent) if there is an orientation preserving self-homeomorphism (respectively, conformal automorphism) $h: S \rightarrow S$ so that $H_{2}=f H_{1} f^{-1}$. If $H<\operatorname{Aut}(S)$, then we denote by $\operatorname{Aut}_{H}(S)$ the normalizer of $H$ in $\operatorname{Aut}(S)$.
3.1. p-groups of automorphisms. A regular cover of an orbifold $\mathbb{O}$ is a closed Riemann surface $S$ together with a group $H$ of conformal automorphisms such that the quotient orbifold $S / H$ is isomorphic to $\mathbb{O}$. In the case that $H$ is an abelian group, we say that the regular cover is an abelian cover of the orbifold. In this section we consider regular $p^{n+1}$-covers of orbifolds of type $\left(0 ; p, p^{n-1}, p^{n}, p^{n}\right)$, where $n \geq 2$ and $p$ is an odd prime; that is, $H$ is a $p$-group of order $p^{n+1}$. The interest in this type of example is that examples were constructed in [Carvacho 2010; González-Diez and Hidalgo 1997] of closed Riemann surfaces $S$ admitting topologically equivalent but conformally nonequivalent cyclic groups of order $2^{n+1}$, where $n \geq 2$, so the quotient of $S$ by the 2 -group generated by these two cyclic subgroups is an orbifold with signature $\left(0 ; 2,2^{n}, 2^{n+1}, 2^{n+1}\right)$.

Let $S$ be a closed Riemann surface and let $H<\operatorname{Aut}(S)$ be a $p$-group such that $S / H$ has signature of the form $\left(0 ; p, p^{n-1}, p^{n}, p^{n}\right)$, with $n \geq 2$, and consider the regular branched cover $P: S \rightarrow \widehat{\mathbb{C}}$, with $H$ as deck group.

Since $n \geq 3$, then (up to left composition by a suitable Möbius transformation) we may assume that the branch values of $P$ are $\infty$ of order $p, 0$ of order $p^{n-1}$, and 1 and some $\lambda \in \mathbb{C}-\{0,1\}$ are the ones of order $p^{n}$. The choice of $\lambda$ is not unique, but the only other possible choice is $1 / \lambda$.

Theorem 4. Let $p \geq 3$ be a prime and let $n \geq 2$ be an integer. Consider a closed Riemann surface $S$ with a subgroup $H<\operatorname{Aut}(S)$ such that $H$ is a p-group with $S / H$ of signature $\left(0 ; p, p^{n-1}, p^{n}, p^{n}\right)$. Let $\lambda \in \mathbb{C}-\{0,1\}$ be as defined above. Then:
(1) $H$ is a p-Sylow subgroup of $\operatorname{Aut}(S)$. In particular, if $H_{1}, H_{2}<\operatorname{Aut}(S)$ are p-groups with $S / H_{j}$ of signature $\left(0 ; p, p^{n-1}, p^{n}, p^{n}\right)$, then $H_{1}$ and $H_{2}$ are conformally equivalent.
(2) If $n \geq 3$, then
(a) $\operatorname{Aut}_{H}(S)=H$ for $\lambda \neq-1$,
(b) $\left[\mathrm{Aut}_{H}(S): H\right] \in\{1,2\}$ for $\lambda=-1$.
(3) If $n=2$, then
(a) $\left[\operatorname{Aut}_{H}(S): H\right] \in\{1,2\}$ for $\lambda \neq-1$,
(b) $\left[\operatorname{Aut}_{H}(S): H\right] \in\{1,2,4\}$ for $\lambda=-1$.
(4) If $p \geq p_{0}$, where
(a) $p_{0}=7$ for $n=2$, and
(b) $p_{0}=5$ for $n \geq 3$,
then $\operatorname{Aut}_{H}(S)=\operatorname{Aut}(S)$.
Remark 5. In the case $\lambda=-1$ and $n \geq 3$, part (2) of Theorem 4 asserts that either $\operatorname{Aut}_{H}(S)=H$ or $\left[\operatorname{Aut}_{H}(S): H\right]=2$. In the last case, $S / \operatorname{Aut}_{H}(S)$ has signature $\left(0 ; 2 p, 2 p^{n-1}, p^{n}\right)$, which is a maximal signature [Singerman 1972], so $\operatorname{Aut}_{H}(S)=\operatorname{Aut}(S)$.
3.2. Normality condition. Let $S$ be a closed Riemann surface and $H<\operatorname{Aut}(S)$. Let $\mathcal{M}(S, H)$ denote the locus in the moduli space $\mathcal{M}(S)$ of $S$ consisting of those classes of Riemann surfaces $\widehat{S}$ admitting a group $\widehat{H}$ of conformal automorphisms, which is topologically equivalent to $H$. In general, one should expect that $\mathcal{M}(S, H)$ is a singular variety. The following shows that this is not the case if $H$ is a $p$-group and $S / H$ has signature $\left(0 ; p, p^{n-1}, p^{n}, p^{n}\right)$.
Corollary 6. Let $p \geq 3$ be a prime and let $n \geq 2$ be an integer. Consider a closed Riemann surface $S$ and let $H<\operatorname{Aut}(S)$ be a $p$-group such that $S / H$ has signature $\left(0 ; p, p^{n-1}, p^{n}, p^{n}\right)$. Then $\mathcal{M}(S, H)$ is a normal subvariety of $\mathcal{M}(S)$.
Proof. The normality condition for $\mathcal{M}(S, H)$ is equivalent to the following property: given any two pairs ( $S_{1}, H_{1}$ ) and ( $S_{2}, H_{2}$ ), where $S_{j}$ is a closed Riemann surface (of the same genus as $S$ ) and $H_{j}$ is a $p$-group of conformal automorphisms of $S_{j}$ so that $S_{j} / H_{j}$ has signature ( $0 ; p, p^{n-1}, p^{n}, p^{n}$ ), and there is an orientation preserving homeomorphism $f: S_{1} \rightarrow S_{2}$ with $f H_{1} f^{-1}=H_{2}$, then $f$ may be replaced by a biholomorphism with the same properties. This property is exactly what part (1) of Theorem 4 states.

### 3.3. Homology rigidity.

Corollary 7. Every orbifold of signature $\left(0 ; p, p^{n-1}, p^{n}, p^{n}\right)$, where $p \geq 3$ is a prime and $n \geq 2$ is an integer, is uniquely determined, up to conformal equivalence, by its homology cover Riemann surface.

Proof. A consequence of part (1) of Theorem 4.
Remark 8 (Torelli's theorem). Let $\mathbb{O}$ be an orbifold of signature ( $0 ; p, p^{n-1}, p^{n}, p^{n}$ ), where $p \geq 3$ is a prime and $n \geq 2$ is an integer. As any two homology covers of $\mathbb{O}$ are conformally equivalent Riemann surfaces, we may define the Jacobian of $\mathbb{O}$, denoted by $J(0)$, as the Jacobian of any of these covers. It follows that $J(0)$ is uniquely determined, up to equivalence of principally polarized abelian varieties, by 0 . As a consequence of Torelli's theorem, $J(\mathbb{O})$ determines the conformal class of the homology cover of $\mathbb{O}$ and, by Corollary 7, it also determines the conformal class of $\mathcal{O}$. In this way, a kind of Torelli's theorem is obtained for this class of orbifolds. We may wonder how to describe the Jacobian of $\mathcal{O}$ in terms of multivalued holomorphic differential forms so that it looks more similar to the construction for the case of Riemann surfaces. In order to do this, we use as homology the orbifold homology group

$$
H_{1}^{\text {orb }}(\mathbb{O})=\pi_{1}^{\text {orb }}(\mathbb{C}) / \pi_{1}^{\text {orb }}(\mathbb{C})^{\prime}
$$

and as holomorphic forms those multivalued holomorphic forms whose liftings to the homology cover define the holomorphic one forms of it.
3.4. Algebraic curves in the abelian case. Curves for the hyperelliptic homology covers and for the homology covers of homology orbifolds with triangular signature have been described in [Hidalgo 2012]. Algebraic curves for the homology covers of orbifolds with signature of the form $(0 ; k, \ldots, k)$ have been obtained in [GonzálezDiez et al. 2009]. We next provide the algebraic curves for the homology covers of orbifolds with signature $\left(0 ; k, k^{n-1}, k^{n}, k^{n}\right)$, where $k, n \geq 2$ are integers. As a consequence of the results in [Hidalgo 2012], the homology covers of such orbifolds cannot be hyperelliptic. Note that if $R$ is the homology cover of such an orbifold $\mathbb{O}$, then $\mathbb{O}=R / H$, where $H \cong \mathbb{Z}_{k} \times \mathbb{Z}_{k^{n-1}} \times \mathbb{Z}_{k^{n}}$.

Theorem 9. Let $k, n \geq 2$ be integers and let 0 be an orbifold with signature $\left(0 ; k, k^{n-1}, k^{n}, k^{n}\right)$. Denote by $R$ a homology cover of $\mathbb{O}$, let $H<\operatorname{Aut}(R)$ be so that $R / H=\mathbb{O}$, and let $P: R \rightarrow 0$ be the Galois cover with $H$ as deck group. We may assume (up to a Möbius transformation) that the cone points of $\mathbb{O}$ (that is, the branch values of $P$ ) are given by the points $0,1, \infty$ and $\lambda \in \mathbb{C}-\{0,1\}$. We may also assume that $\infty$ is the cone point of order $k$, that 0 is the cone point of order $k^{n-1}$ and that 1 and $\lambda$ are the cone points of order $k^{n}$.

Then $R$ is represented by the (singular) projective algebraic curve

$$
C_{\lambda}:\left\{\begin{array}{c}
z_{0}^{k} z_{3}^{k^{n}-k}+z_{1}^{k^{n-1}} z_{3}^{k^{n}-k^{n-1}}+z_{2}^{k^{n}}=0 \\
\lambda z_{0}^{k} z_{3}^{k^{n-1}-k}+z_{1}^{k^{n-1}}+z_{3}^{k^{n-1}}=0
\end{array}\right\} \subset \mathbb{P}^{3}
$$

$H$ is generated by the projective linear transformations

$$
\begin{aligned}
a_{0}\left(\left[z_{0}: z_{1}: z_{2}: z_{3}\right]\right) & =\left[\rho_{1} z_{0}: z_{1}: z_{2}: z_{3}\right], \\
b_{0}\left(\left[z_{0}: z_{1}: z_{2}: z_{3}\right]\right) & =\left[z_{0}: \rho_{n-1} z_{1}: z_{2}: z_{3}\right], \\
c_{0}\left(\left[z_{0}: z_{1}: z_{2}: z_{3}\right]\right) & =\left[z_{0}: z_{1}: \rho_{n} z_{2}: z_{3}\right],
\end{aligned}
$$

where $\rho_{s}=e^{2 \pi i / k^{s}}$, for each positive integer $s$, and the branched covering map $P$ is represented in this model by

$$
P\left(\left[z_{0}: z_{1}: z_{2}: z_{3}\right]\right)=-\left(\frac{z_{1}^{k^{n-1}}}{z_{0}^{k} z_{3}^{k^{n-1}-k}}\right)
$$

The only singular point of the above curve is $[1: 0: 0: 0]$.
Theorem 9 may be used to find algebraic curves for closed Riemann surfaces $S$ admitting an abelian group $G<\operatorname{Aut}(S)$ whose quotient orbifold $S / G$ has signature of the form $\left(0 ; k, k^{n-1}, k^{n}, k^{n}\right)$. In fact, let $Q: S \rightarrow S / G=0$ be a regular abelian branched cover with $G$ as deck group. Let $R$ be the homology cover of $\mathbb{O}$, let $P: R \rightarrow \mathbb{O}$ be the regular abelian branched cover, with deck group $H<\operatorname{Aut}(R)$. Then there exists a subgroup $K<H$, acting freely on $R$ and so that $G \cong H / K$, and there exists a regular unbranched cover $F: R \rightarrow S$, with $K$ as deck group, satisfying $P=Q \circ F$. As we have explicit curves for $R$ and an explicit presentation for $H$, the classical invariant theory permits us to obtain explicit algebraic curves for $S$ and an explicit presentation of $G$. We show an application in the next section.
3.5. Families with Galois group of order $\boldsymbol{p}^{\boldsymbol{n + 1}}$. As mentioned before, we are interested in regular $p^{n+1}$-covers of orbifolds of type $\left(0 ; p, p^{n-1}, p^{n}, p^{n}\right)$, where $n \geq$ 2 and $p$ is an odd prime. In Section 9 we will see that the algebraic structure of the corresponding groups of order $p^{n+1}$ is restricted to only two algebraic types: a direct or a semidirect product of $\mathbb{Z}_{p^{n}}$ and $\mathbb{Z}_{p}$. The geometric types (classified by either geometric signature or generating vector for the corresponding action) are more varied: four different types are found in each algebraic case.

We study the corresponding families of Riemann surfaces, giving their algebraic curves in the abelian case.

The next result makes the above more explicit for the case when $G \cong \mathbb{Z}_{p} \times \mathbb{Z}_{p^{n}}$, where $p$ is a prime. As we will see in its proof, this is a heavy computational procedure, but not a hard one.

Theorem 10. Let $S$ be a closed Riemann surface admitting a group $G<\operatorname{Aut}(S)$ such that $G=\left\langle A, B: A^{p}=B^{p^{n}}=[A, B]=1\right\rangle \cong \mathbb{Z}_{p} \times \mathbb{Z}_{p^{n}}$ and $\mathbb{O}=S / G$ is an orbifold with signature $\left(0 ; p, p^{n-1}, p^{n}, p^{n}\right)$, where $n \geq 2$ and $p$ is an odd prime. Let $R$ be a homology cover of $\mathbb{O}$, let $H<\operatorname{Aut}(R)$ be so that $R / H=0$. Let $K<H$ be the normal subgroup so that $S=R / K$ and $G=H / K$.
(1) If $K \cong \mathbb{Z}_{p^{n-1}}$, there exist $\beta \in\left\{1,2, \ldots, p^{n-1}-1\right\}, \alpha \in\{0,1, \ldots, p-1\}$ and $q \in\left\{1, \ldots,\left[\left(p^{n}-1\right) / p\right]\right\}$, with $(\beta, p)=1=(p, q)$, such that a (singular) projective algebraic curve representation of $S$ is given by one of the following two families.
(a) If $\alpha=0$, there exists $\lambda$ in $\mathbb{C}$, with $\lambda \neq 0,1$, such that

$$
S:\left\{\begin{array}{r}
(\lambda-1) w_{0}^{p}-w_{1}^{p}+w_{3}^{p}=0 \\
(-1)^{q+1}\left(w_{0}^{p}+w_{1}^{p}\right)^{q} w_{1}^{p^{n-1}-\beta}+w_{2}^{p^{n-1}} w_{3}^{q p-\beta}=0
\end{array}\right\} \subset \mathbb{P}^{3}
$$

and the action of $G$ is generated by the projective linear transformations

$$
\begin{aligned}
& A\left(\left[w_{0}: w_{1}: w_{2}: w_{3}\right]\right)=\left[\rho_{1} w_{0}: w_{1}: w_{2}: w_{3}\right], \\
& B\left(\left[w_{0}: w_{1}: w_{2}: w_{3}\right]\right)=\left[w_{0}: \rho_{1} w_{1}: \rho_{n}^{p^{n-1}-\beta} w_{2}: w_{3}\right],
\end{aligned}
$$

where $\rho_{k}=e^{2 \pi i / p^{k}}$. The regular branched covering map $Q: S \rightarrow S / G$ in this model is represented by

$$
Q\left(\left[w_{0}: w_{1}: w_{2}: w_{3}\right]\right)=\frac{w_{0}^{p}+w_{1}^{p}}{w_{0}^{p}} .
$$

The singular points of the above curve are given by the $(p+1)$ points $[0: 0: 1: 0]$ and $\left[1: 0: 0:(1-\lambda)^{1 / p}\right]$.
(b) If $\alpha>0$, there exists $\lambda$ in $\mathbb{C}$, with $\lambda \neq 0,1$, such that
$S:\left\{\begin{array}{r}v_{1}^{p^{n-1}}+\frac{(-1)^{q+1}}{(\lambda-1)^{q}}\left(\lambda v_{1}^{p}-v_{3}^{p}\right)^{q} v_{1}^{p^{n-1}-\beta} v_{3}^{\beta-p q}=0 \\ v_{2}^{p} v_{3}^{p\left(p^{r}-\beta\right)+\alpha p-p}+\frac{(-1)^{\alpha+1}}{(\lambda-1)^{\alpha+p^{r}-\beta}}\left(v_{0}^{p}-v_{3}^{p}\right)^{p^{r}-\beta}\left(\lambda v_{0}^{p}-v_{3}^{p}\right)^{\alpha}=0\end{array}\right\} \subset \mathbb{P}^{3}$
and the group $G$ is generated by the transformations

$$
\begin{aligned}
& A\left(\left[v_{0}: v_{1}: v_{2}: v_{3}\right]\right)=\left[v_{0}: v_{1}: \rho_{1}^{p^{r}-\beta} v_{2}: v_{3}\right], \\
& B\left(\left[v_{0}: v_{1}: v_{2}: v_{3}\right]\right)=\left[\rho_{n}^{p^{n-1}} v_{0}: \rho_{n}^{p^{n-1}-\beta} v_{1}: v_{2}: v_{3}\right] .
\end{aligned}
$$

The regular branched covering map $Q: S \rightarrow S / G$ in this model is represented by

$$
Q\left(\left[v_{0}: v_{1}: v_{2}: v_{3}\right]\right)=\frac{\lambda v_{0}^{p}-v_{3}^{p}}{v_{0}^{p}+v_{3}^{p}}
$$

(2) If $K \cong \mathbb{Z}_{p^{n-2}} \times \mathbb{Z}_{p}$, there exist $\lambda$ in $\mathbb{C}$, with $\lambda \neq 0,1$, and integers $\gamma, v \in$ $\{1, \ldots, p-1\}$ such that a (singular) projective algebraic curve representation of $S$
is provided by the plane projective curve

$$
\left\{\begin{aligned}
\frac{(-1)^{p^{n-1}(p-\gamma)}}{\lambda p^{n-1}(p-\gamma)+1}\left(u_{0}^{p}+u_{2}^{p}\right)^{p^{n-1}(p-\gamma)} u_{1}^{p^{2} v} & \left((\lambda-1) u_{0}^{p}-u_{2}^{p}\right) \\
& \left.+u_{1}^{p^{n}} u_{2}^{p^{n}(p-\gamma-1)+p+p^{2} v}=0\right\} \subset \mathbb{P}^{2}
\end{aligned}\right.
$$

and the group $G$ is generated by the transformations

$$
A\left(\left[u_{0}: u_{1}: u_{2}\right]\right)=\left[\rho_{1} u_{0}: u_{1}: u_{2}\right], \quad B\left(\left[u_{0}: u_{1}: u_{2}\right]\right)=\left[u_{0}: \rho_{n} u_{1}: u_{2}\right] .
$$

The regular branched covering map $Q: S \rightarrow S / G$ in this model is represented by

$$
Q\left(\left[u_{0}: u_{1}: u_{2}\right]\right)=\frac{\lambda u_{0}^{p}}{u_{0}^{p}+u_{1}^{p}} .
$$

3.6. Field of moduli. If $S$ is a closed Riemann surface, then it follows from the Riemann-Roch theorem that $S$ may be described by an irreducible nonsingular projective algebraic curve $C$. It is clear from the definition that we may define the field of moduli of $S$ as the field of moduli of $C$ and a field of definition of $S$ as a field of definition of $C$.

Theorem 11. Let $p \geq 3$ be a prime, $n \geq 3$ be an integer, $S$ be a closed Riemann surface, and $H<\operatorname{Aut}(S)$ be a p-group with $S / H$ of signature ( $0 ; p, p^{n-1}, p^{n}, p^{n}$ ). Then $S$ may be defined over its field of moduli.

Remark 12. Under the hypotheses of Theorem 11, if $\operatorname{Aut}_{\text {orb }}(S / H)$ is nontrivial, then $S / H$ admits an extra conformal involution $J$ such that $(S / H) /\langle J\rangle$ is the orbifold whose underlying Riemann surface is $\widehat{\mathbb{C}}$, with exactly three cone points (of orders $2 p, 2 p^{n-1}$ and $p^{n}$ ). It follows that $S$ is a Belyi curve and hence it may be defined over a finite extension of $\mathbb{Q}$.

Our next result computes the field of moduli for the homology covers of orbifolds with signature ( $0 ; p, p^{n-1}, p^{n}, p^{n}$ ), where $p \geq 3$ is a prime and $n \geq 2$.

Theorem 13. Let $p \geq 3$ be a prime and $n \geq 2$ be an integer. For each $\lambda \in \mathbb{C}-\{0,1\}$, let $C_{\lambda}$ be as in Theorem 9 with $k=p$. Then:
(1) $C_{\lambda} \cong C_{\mu}$ for $\lambda, \mu \in \mathbb{C}-\{0,1\}$ if and only if $\mu \in\{\lambda, 1 / \lambda\}$.
(2) $\mathbb{M}\left(C_{\lambda}\right)=\mathbb{Q}\left(\lambda+\lambda^{-1}\right)$.
(3) $\mathbb{M}\left(C_{\lambda}\right)$ is a field of definition for $C_{\lambda}$.

Theorem 13 will be proved using arguments similar to those given by Dèbes and Emsalem in the proof of Theorem 3. In our case, we do not consider the quotient by the full group of automorphisms, but just the quotient by the abelian group $H$ in Theorem 9.

## 4. Proof of Theorem 4

Proof of part 4. As previously noted, there is a regular branched cover $P: S \rightarrow \widehat{\mathbb{C}}$, with $H$ as deck group, so that its branch values are $\infty$ of order $p, 0$ of order $p^{n-1}$, 1 of order $p^{n}$ and $\lambda$ of order $p^{n}$. Let us denote by $\mathbb{O}_{\lambda}$ the orbifold whose underlying Riemann surface is $\widehat{\mathbb{C}}$ and whose cone points are $\infty$ of order $p, 0$ of order $p^{n-1}, 1$ of order $p^{n}$ and $\lambda$ of order $p^{n}$; that is, $\mathrm{O}_{\lambda}=S / H$.

If $H$ is not a $p$-Sylow subgroup, then there is some $H \triangleleft K<\operatorname{Aut}(S)$, where $K$ is a $p$-group and $[K: H]=p$. It follows that there is an automorphism of order $p \geq 3$ of the orbifold $\mathrm{O}_{\lambda}$. As there are no three cone points with the same order, this is impossible.

Proof of parts (2) and (3). If $n \geq 3$, then it is easy to see that

$$
\operatorname{Aut}_{\text {orb }}\left(\mathbb{O}_{\lambda}\right)=\left\{\begin{array}{cc}
\{I\}, & \lambda \in \mathbb{C}-\{0, \pm 1\}, \\
\langle\tau(z)=-z\rangle, & \lambda=-1 .
\end{array}\right.
$$

Since $\operatorname{Aut}_{H}(S) / H<\operatorname{Aut}_{\text {orb }}\left(O_{\lambda}\right)$, it follows that

$$
\operatorname{Aut}_{H}(S)= \begin{cases}H, & \lambda \in \mathbb{C}-\{0, \pm 1\} \\ K, & \lambda=-1\end{cases}
$$

where $[K: H] \in\{1,2\}$.
If $n=2$, then

$$
\operatorname{Aut}_{\text {orb }}\left(\mathbb{O}_{\lambda}\right)=\left\{\begin{array}{cl}
\langle\alpha(z)=\lambda / z\rangle, & \lambda \in \mathbb{C}-\{0, \pm 1\}, \\
\langle\tau(z)=-z, \beta(z)=-1 / z\rangle, & \lambda=-1 .
\end{array}\right.
$$

Again as $\operatorname{Aut}_{H}(S) / H<\operatorname{Aut}_{\text {orb }}\left(\mathcal{O}_{\lambda}\right)$, it follows that

$$
\operatorname{Aut}_{H}(S)= \begin{cases}\widehat{H}, & \lambda \in \mathbb{C}-\{0, \pm 1\} \\ \widehat{K}, & \lambda=-1\end{cases}
$$

where $[\widehat{H}: H] \in\{1,2\}$ and $[\widehat{K}: H] \in\{1,2,4\}$.
Proof of part (4). As a consequence of the results in [Leyton and Hidalgo 2007], there exists a prime $p_{0}$ such that the group $H$ is a normal subgroup in $\operatorname{Aut}(S)$ for $p \geq p_{0} ;$ that is, $\operatorname{Aut}(S)=\operatorname{Aut}_{H}(S)$. Next, we proceed to prove that $p_{0}$ may be chosen as desired.

Let $p \geq 3$ be any odd prime. We already know that $H$ is a $p$-Sylow subgroup of $\operatorname{Aut}(S)$ and that $S / H$ has signature $\left(0 ; p, p^{n-1}, p^{n}, p^{n}\right)$. If $S / \operatorname{Aut}(S)$ has signature of the form $(0 ; a, b, c, d)$, then it follows from Singerman's list [1972] of maximal Fuchsian groups that $(0 ; a, b, c, d)=\left(0 ; p, p^{n-1}, p^{n}, p^{n}\right)$ and, in particular, that $H=\operatorname{Aut}(S)$.

Thus we need only take care of the case when $S / \operatorname{Aut}(S)$ has signature of the form $(0 ; r, s, t)$. In this case, at least one of the values $r, s, t$ should be a multiple of
$p^{n}$. We may assume $t=k p^{n}$, where $k$ is a positive integer. We may also assume that $2 \leq r \leq s$ and, moreover, that if $r=2$, then $s \geq 3$. Let

$$
D=[\operatorname{Aut}(S): H] .
$$

If $D=2$, then clearly $\operatorname{Aut}_{H}(S)=\operatorname{Aut}(S)$.
From now on assume that $D \geq 3$. Riemann-Hurwitz (hyperbolic area comparison) asserts that

$$
\begin{equation*}
D\left(1-\frac{1}{r}-\frac{1}{s}-\frac{1}{k p^{n}}\right)=2-\frac{1}{p}-\frac{1}{p^{n-1}}-\frac{2}{p^{n}}, \tag{4-1}
\end{equation*}
$$

where both sides are necessarily positive.
Lemma 14. If either
(1) $p \geq 7$, or
(2) $p \in\{3,5\}$ and $n \geq 3$,
then $D \leq 11$.
Proof. Assume $D \geq 12$. As $(r, s) \neq(2,2)$, it follows from (4-1) that

$$
D\left(\frac{1}{6}-\frac{1}{k p^{n}}\right) \leq 2-\frac{1}{p}-\frac{1}{p^{n-1}}-\frac{2}{p^{n}} .
$$

Since the quantity in parentheses is positive, the last inequality implies that

$$
k \leq \frac{12}{2+p+p^{n-1}} .
$$

Therefore, if $p \geq 7$ then

$$
k \leq \frac{12}{2+p+p^{n-1}} \leq \frac{12}{2+2 p} \leq \frac{3}{4}<1,
$$

and if $p \in\{3,5\}$ and $n \geq 3$ then

$$
k \leq \frac{12}{2+p+p^{n-1}} \leq \frac{12}{2+3+3^{2}} \leq \frac{6}{7}<1,
$$

obtaining a contradiction in all cases.
The following proposition gives the desired result.

## Proposition 15.

(1) If $n \geq 2$, then $p_{0} \leq 7$.
(2) If $n \geq 3$, then $p_{0} \leq 5$.

Proof. Let us denote by $N_{p}$ be the number of $p$-Sylow subgroups of $\operatorname{Aut}(S)$. We need to prove that $N_{p}=1$, if either (i) $p \geq 7$ is prime and $n \geq 2$ or (ii) $p \geq 5$ is a prime and $n \geq 3$.

As $N_{p} \equiv 1 \bmod p$, we may write $N_{p}=1+p L_{p}$, where $L_{p}$ is a nonnegative integer.

If we assume that $N_{p}>1$, then $N_{p} \geq 1+p$. As $N_{p}$ divides $|\operatorname{Aut}(S)|=D|H|$, it follows that $N_{p}$ must divide $D$.

If $p \geq 11$, then $N_{p} \geq 12$; as $D \leq 11$ by Lemma 14 , we obtain a contradiction.
For the remaining cases, we will make use of the following equality, obtained from (4-1):

$$
\begin{equation*}
\left(D\left(1-\frac{1}{r}-\frac{1}{s}\right)-2\right) p^{n}+p^{n-1}+p+2=\frac{D}{k} \in\{1, \ldots, D\} \tag{4-2}
\end{equation*}
$$

Note that both sides in this equality are positive integers.
If $p=7$, since $D \leq 11$ by Lemma 14, we must have that $L_{7}=1$ and $N_{7}=D=8$. If either $r, s \geq 3$ or $r=2$ and $s \geq 4$, then

$$
\left(8\left(1-\frac{1}{r}-\frac{1}{s}\right)-2\right) \geq 0
$$

and the left side of (4-2) is bigger than 8 , a contradiction to the fact that the right side should be less than or equal to $D$.

We are left with the case $r=2$ and $s=3$. But in this case the left side of (4-2) equals

$$
\left(8\left(1-\frac{1}{r}-\frac{1}{s}\right)-2\right) 7^{n}+7^{n-1}+9<0
$$

again a contradiction.
Now we consider $p=5$ and $n \geq 3$. In this case either (i) $L_{5}=1$ and $N_{5}=D=6$ or (ii) $L_{5}=2$ and $N_{5}=D=11$.

For $D=6$, if either (a) $r, s \geq 3$ or (b) $r=2$ and $s \geq 6$, then

$$
\left(6\left(1-\frac{1}{r}-\frac{1}{s}\right)-2\right) \geq 0
$$

and the left side of (4-2) is bigger than $D$, a contradiction. The remaining cases are $r=2$ and $3 \leq s \leq 5$. But in these cases we have

$$
\left(6\left(1-\frac{1}{r}-\frac{1}{s}\right)-2\right) 5^{n}+5^{n-1}+7<0
$$

again a contradiction.
For $D=11$, if either (a) $r, s \geq 3$ or (b) $r=2$ and $s \geq 4$, then

$$
\left(11\left(1-\frac{1}{r}-\frac{1}{s}\right)-2\right) \geq 0
$$

and the left side of (4-2) is bigger than $D$, a contradiction. The remaining cases are $r=2$ and $s=3,4$. But in these cases we have

$$
\left(11\left(1-\frac{1}{r}-\frac{1}{s}\right)-2\right) 5^{n}+5^{n-1}+7<0,
$$

again a contradiction.

## 5. Proof of Theorem 9

Let $R$ be the homology cover of an orbifold 0 with signature ( $0 ; k, k^{n-1}, k^{n}, k^{n}$ ), where $k, n \geq 2$. The closed Riemann surface $R$ admits a group $H<\operatorname{Aut}(R)$, where $H \cong \mathbb{Z}_{k} \times \mathbb{Z}_{k^{n-1}} \times \mathbb{Z}_{k^{n}}$ and such that $R / H=0$.

First consider the orbifold $\mathbb{O}^{*}$ obtained from $\mathbb{O}$, but assuming all cone points are of order $k^{n}$. The homology cover of this new orbifold is a closed Riemann surface $S$ admitting a group $H^{*}<\operatorname{Aut}(S), H^{*} \cong \mathbb{Z}_{k^{n}} \times \mathbb{Z}_{k^{n}} \times \mathbb{Z}_{k^{n}}$, and such that $0^{*}=S / H^{*}$. It is known (see [González-Diez et al. 2009]) that an algebraic curve representation of $S$ is given by

$$
\widehat{C}:\left\{\begin{array}{c}
x_{0}^{k^{n}}+x_{1}^{k^{n}}+x_{2}^{k^{n}}=0 \\
\lambda x_{0}^{k^{n}}+x_{1}^{k^{n}}+x_{3}^{k^{n}}=0
\end{array}\right\} \subset \mathbb{P}^{3},
$$

that $H^{*}$ is generated by the projective transformations

$$
\begin{aligned}
a\left(\left[x_{0}: x_{1}: x_{2}: x_{3}\right]\right)= & {\left[\rho_{n} x_{0}: x_{1}: x_{2}: x_{3}\right], \quad b\left(\left[x_{0}: x_{1}: x_{2}: x_{3}\right]\right)=\left[x_{0}: \rho_{n} x_{1}: x_{2}: x_{3}\right], } \\
& c\left(\left[x_{0}: x_{1}: x_{2}: x_{3}\right]\right)=\left[x_{0}: x_{1}: \rho_{n} x_{2}: x_{3}\right]
\end{aligned}
$$

and that the holomorphic map

$$
\pi: \widehat{C} \rightarrow \widehat{\mathbb{C}}:\left[x_{0}: x_{1}: x_{2}: x_{3}\right] \mapsto-\left(\frac{x_{1}}{x_{0}}\right)^{k^{n}}
$$

has degree $k^{3 n}$ and is a branched regular cover with $H^{*}$ as deck group. In this case, $\pi(\operatorname{Fix}(a))=\infty, \pi(\operatorname{Fix}(b))=0, \pi(\operatorname{Fix}(c))=1$ and $\pi(\operatorname{Fix}(a b c))=\lambda$.

Now consider the subgroup of $H^{*}$ given by $K=\left\langle a^{k}, b^{k^{n-1}}\right\rangle \cong \mathbb{Z}_{k^{n-1}} \times \mathbb{Z}_{k}$, and set $\mathbb{O}_{0}=S / K$. The group $H_{0}=H^{*} / K$ is a group of conformal automorphisms of $\mathbb{O}_{0}, H_{0} \cong H$, and $\mathbb{O}_{0} / H_{0}=0^{*}$.

Clearly, if $R_{0}$ denotes the underlying Riemann surface structure of the orbifold $\mathbb{O}_{0}$, then $R_{0} / H_{0}$ is the orbifold $\mathbb{O}$. In this way, since any two homology covers of $\mathbb{O}$ are conformally equivalent, we may assume $R=R_{0}$.

In order to find an algebraic curve representation for $R_{0}$ we proceed as follows. First, we consider the affine curve representation of $S$ defined by $x=x_{0} / x_{3}$,
$y=x_{1} / x_{3}$ and $z=x_{2} / x_{3}$; that is,

$$
\widehat{C}_{0}=\left\{\begin{array}{c}
x^{k^{n}}+y^{k^{n}}+z^{k^{n}}=0 \\
\lambda x^{k^{n}}+y^{k^{n}}+1=0
\end{array}\right\} \subset \mathbb{C}^{3}
$$

and the action of $H^{*}$ is generated by the linear transformations

$$
a(x, y, z)=\left(\rho_{n} x, y, z\right), \quad b(x, y, z)=\left(x, \rho_{n} y, z\right), \quad c(x, y, z)=\left(x, y, \rho_{n} z\right)
$$

The subalgebra of $\left\langle a^{k}, b^{\left.k^{n-1}\right\rangle}\right\rangle$ invariant polynomials, $\mathbb{C}[x, y, z]^{\left\langle a^{k}, b^{k^{n-1}}\right\rangle}$, is generated by the monomials $x^{k^{n-1}}, y^{k}$ and $z$. It follows that the holomorphic map

$$
\begin{aligned}
F: \mathbb{C}^{3} & \rightarrow \mathbb{C}^{3}, \\
(x, y, z) & \mapsto\left(x^{k^{n-1}}, y^{k}, z\right)=(u, v, w)
\end{aligned}
$$

is a regular branched covering with $\left\langle a^{k}, b^{k^{n-1}}\right\rangle$ as deck group, and therefore $F\left(\widehat{C}_{0}\right)$ provides an affine algebraic curve representation of $R$, given by

$$
F\left(\widehat{C}_{0}\right)=\left\{\begin{array}{r}
u^{k}+v^{k^{n-1}}+w^{k^{n}}=0 \\
\lambda u^{k}+v^{k^{n-1}}+1=0
\end{array}\right\} \subset \mathbb{C}^{3}
$$

where the action of $H=H^{*} / K$ is generated by

$$
\begin{gathered}
a_{0}(u, v, w)=\left(\rho_{1} u, v, w\right), \quad b_{0}(u, v, w)=\left(u, \rho_{n-1} v, w\right), \\
c_{0}(u, v, w)=\left(u, v, \rho_{n} w\right) .
\end{gathered}
$$

If we consider the projective space $\mathbb{P}^{3}$ with coordinates $\left[z_{0}: z_{1}: z_{2}: z_{3}\right]$, and we set

$$
u=\frac{z_{0}}{z_{3}}, \quad v=\frac{z_{1}}{z_{3}}, \quad w=\frac{z_{2}}{z_{3}},
$$

then we obtain that $R$ is represented by the projective algebraic curve

$$
C=\left\{\begin{array}{c}
z_{0}^{k} z_{3}^{k^{n}-k}+z_{1}^{k^{n-1}} z_{3}^{k^{n}-k^{n-1}}+z_{2}^{k^{n}}=0 \\
\lambda z_{0}^{k} z_{3}^{k^{n-1}-k}+z_{1}^{k^{n-1}}+z_{3}^{k^{n-1}}=0
\end{array}\right\} \subset \mathbb{P}^{3} .
$$

As the branched covering map $P: R \rightarrow R / H$ must satisfy $\pi=P \circ F$ and

$$
F\left(\left[x_{0}: x_{1}: x_{2}: x_{3}\right]\right)=\left[x_{0}^{k^{n-1}}: x_{1}^{k} x_{3}^{k^{n-1}-k}: x_{2} x_{3}^{k^{n-1}-1}: x_{3}^{k^{n-1}}\right],
$$

then

$$
P\left(\left[z_{0}: z_{1}: z_{2}: z_{3}\right]\right)=-\left(\frac{z_{1}^{k^{n-1}}}{z_{0}^{k} z_{3}^{k^{n-1}-k}}\right)
$$

## 6. Proof of Theorem 10

Proof. Consider a closed Riemann surface $S$ admitting a group $G<\operatorname{Aut}(S)$ such that $G \cong \mathbb{Z}_{p} \times \mathbb{Z}_{p^{n}}$ and $\mathbb{O}=S / G$ is an orbifold with signature ( $0 ; p, p^{n-1}, p^{n}, p^{n}$ ), where $n \geq 2$ and $p$ is an odd prime. Denote by $P: S \rightarrow 0$ the natural holomorphic branched cover with $G$ as deck group.

In this section we will find algebraic curves representing $S$ and the action of $G$ on them.

Let $R$ be the homology cover of $\mathbb{O}$, and let $Q: R \rightarrow \mathbb{O}=R / H$ be the branched regular covering with $H$ as deck group, where $H=\mathbb{Z}_{p} \times \mathbb{Z}_{p^{n-1}} \times \mathbb{Z}_{p^{n}}$.

Since $G$ is abelian, there is a subgroup $K<H$ such that $S=R / K$ (and hence $K$ acts freely on $R$ ), $G=H / K$, and there is a regular holomorphic covering $T: R \rightarrow S$ with $K$ as deck group and $Q=P \circ T$.

Consider the affine algebraic curve $C_{0}$ representing $R$, obtained from Theorem 9 by making $z_{3}=1$ :

$$
C_{0}=\left\{\begin{array}{c}
z_{0}^{p}+z_{1}^{p^{n-1}}+z_{2}^{p^{n}}=0 \\
\lambda z_{0}^{p}+z_{1}^{p^{n-1}}+1=0
\end{array}\right\} \subset \mathbb{C}^{3},
$$

in which case the group $H$ is generated by

$$
\begin{aligned}
a_{0}\left(z_{0}, z_{1}, z_{2}\right)= & \left(\rho_{1} z_{0}, z_{1}, z_{2}\right), \quad b_{0}\left(z_{0}, z_{1}, z_{2}\right)=\left(z_{0}, \rho_{n-1} z_{1}, z_{2}\right), \\
& c_{0}\left(z_{0}, z_{1}, z_{2}\right)=\left(z_{0}, z_{1}, \rho_{n} z_{2}\right) .
\end{aligned}
$$

6.1. Algebraic structure of $\boldsymbol{K}$. We next describe the algebraic structure of $K$. At this point we should note that, using the model of $R$ given in Theorem 9, the transformations in $H$ acting with fixed points on $S$ are exactly the ones that belong to $\left\langle a_{0}\right\rangle \cup\left\langle b_{0}\right\rangle \cup\left\langle c_{0}\right\rangle \cup\left\langle a_{0} b_{0} c_{0}\right\rangle$.

Proposition 16. Consider the algebraic model of $(R, H)$ provided by Theorem 9. Let $K<H$ be such that $K$ acts freely on $R$ and $H / K \cong \mathbb{Z}_{p} \times \mathbb{Z}_{p^{n}}$. Then, either
(1) $\mathbb{Z}_{p^{n-1}} \cong K=\left\langle a_{0}^{\alpha} b_{0} c_{0}^{p q}\right\rangle$, where $(p, q)=1$ and $0 \leq \alpha \leq p-1$; or
(2) $\mathbb{Z}_{p^{n-2}} \times \mathbb{Z}_{p} \cong K=\left\langle b_{0}^{-p} c_{0}^{p^{2} v}\right\rangle \times\left\langle a_{0} c_{0}^{p^{n-1} \gamma}\right\rangle$, where $(p, v)=1$ and $1 \leq \gamma \leq$ $p-1$.

Proof. Consider a surjective homomorphism

$$
\Phi: H \rightarrow J=\mathbb{Z}_{p} \times \mathbb{Z}_{p^{n}}
$$

with $K=\operatorname{ker}(\Phi)$ acting freely on $R$. Note that the order of $K$ is $p^{n-1}$. Then:
a) $K \cap\left\langle a_{0}\right\rangle=\{I\}$, which implies that $\Phi\left(a_{0}\right)$ has order $p$.
b) $K \cap\left\langle b_{0}\right\rangle=\{I\}$, which implies that $\Phi\left(b_{0}\right)$ has order $p^{n-1}$.
c) $K \cap\left\langle c_{0}\right\rangle=\{I\}$, which implies that $\Phi\left(c_{0}\right)$ has order $p^{n}$.
d) $K \cap\left\langle a_{0} b_{0} c_{0}\right\rangle=\{I\}$, which implies that $\Phi\left(a_{0}\right) \Phi\left(b_{0}\right) \Phi\left(c_{0}\right)$ has order $p^{n}$.

Hence the subgroups of $J$ given by $\left\langle\Phi\left(b_{0}\right)\right\rangle$ and $\left\langle\Phi\left(c_{0}\right)\right\rangle$ have respective indices $p^{2}$ and $p$, and there are two cases to be considered, as follows.

Case i). Assume $\left\langle\Phi\left(b_{0}\right)\right\rangle \subset\left\langle\Phi\left(c_{0}\right)\right\rangle$. Then there exists $1 \leq u \leq p-1$ such that $\Phi\left(b_{0}\right)=\Phi\left(c_{0}^{p u}\right)$, in which case $h=b_{0} c_{0}^{-p u}$ is an element of $K$ of order $p^{n-1}$, and therefore $K=\langle h\rangle$ is cyclic of the form given in case (1).

Case ii). Assume $\left\langle\Phi\left(b_{0}\right)\right\rangle \not \subset\left\langle\Phi\left(c_{0}\right)\right\rangle$. Then we have the following commutative diagram of subgroup inclusions and corresponding indices:

and it follows that

$$
\left\langle\Phi\left(c_{0}\right)\right\rangle \cap\left\langle\Phi\left(b_{0}\right)\right\rangle=\left\langle\Phi\left(c_{0}^{p^{2}}\right)\right\rangle=\left\langle\Phi\left(b_{0}^{p}\right)\right\rangle
$$

Hence there exists $v$ such that $h_{0}=c_{0}^{p^{2} v} b_{0}^{-p}$ is in $K$, and $h_{0}$ has order $p^{n-2}$. Also note that $(v, p)=1$, since otherwise an adequate power of $h_{0}$ would be a nontrivial power of $b_{0}$ in $K$. It follows that there are two possibilities for $K$, either $K \cong \mathbb{Z}_{p^{n-1}}$ or $K=\left\langle h_{0}\right\rangle \times\langle t\rangle \cong \mathbb{Z}_{p^{n-2}} \times \mathbb{Z}_{p}$.

Subcase $K$ is not cyclic. As previously noted, in this case $K=\left\langle h_{0}\right\rangle \times\langle t\rangle \cong$ $\mathbb{Z}_{p^{n-2}} \times \mathbb{Z}_{p}$, where $h_{0}=c_{0}^{p^{2} v} b_{0}^{-p}$ and $(p, v)=1$. As $t \in H$ has order $p$, it has the form

$$
t=a_{0}^{\alpha} b_{0}^{\beta p^{n-2}} c_{0}^{\gamma p^{n-1}}
$$

where $\alpha, \beta, \gamma \in\{0,1, \ldots, p-1\}$.
Let us assume $\alpha=0$. If $\gamma=0$, then $t \in\left\langle b_{0}\right\rangle$. As $K$ acts freely on $R$, necessarily $t=1$ and we get a contradiction. If $(\gamma, p)=1$, then we may assume $t=b_{0}^{\beta p^{n-2}} c_{0}^{p^{n-1}}$ (by considering an appropriate power of the original $t$ ); hence

$$
\tilde{h}=t h_{0}^{-p^{n-3}}=b_{0}^{(\beta+v) p^{n-2}} \in K \cap\left\langle b_{0}\right\rangle
$$

Again, as $K$ acts freely, $\tilde{h}$ must be trivial, and $t$ would belong to $\left\langle h_{0}\right\rangle$, again a contradiction. Then we have proved that $\alpha>0$.

Since $t$ has order $p$, we may replace $t$ by a suitable power of it in order to assume that $t=a_{0} b_{0}^{\beta p^{n-2}} c_{0}^{\gamma p^{n-1}}$.

We now claim that we may assume $\beta=0$. Indeed, if $\beta>0$, then $t h_{0}^{\beta p^{n-3}}=$ $a_{0} c_{0}^{p^{n-1}(\gamma+v)}$ is an element of order $p$ in $K$ that does not belong to $\left\langle h_{0}\right\rangle$.

Therefore we may write $t=a_{0} c^{p^{n-1} \gamma}$, and observe that $1 \leq \gamma \leq p-1$ because $K \cap\left\langle a_{0}\right\rangle=\{I\}$. This is case (2).

Subcase $\boldsymbol{K}$ is cyclic. In this case, $K=\langle h\rangle \cong \mathbb{Z}_{p^{n-1}}$. Let us write

$$
h=a_{0}^{\alpha} b_{0}^{\beta} c_{0}^{\gamma}
$$

where $\alpha \in\{0,1, \ldots, p-1\}, \beta \in\left\{0,1, \ldots, p^{n-1}-1\right\}, \gamma \in\left\{0,1, \ldots, p^{n}-1\right\}$.
The condition $c_{0}^{\gamma p^{n-1}}=h^{p^{n-1}}=1$ ensures that $\gamma \equiv 0 \bmod p$. It follows that either $\gamma=0$ or $\gamma=p^{s} q$, where $s \in\{1, \ldots, n-1\}$ and $(p, q)=1$.

Next, we need to ensure that, for $\delta \in\left\{1,2, \ldots, p^{n-1}-1\right\}$, no power $h^{\delta}$ acts with fixed points in $C$; that is, $h^{\delta} \notin\left\langle a_{0}\right\rangle \cup\left\langle b_{0}\right\rangle \cup\left\langle c_{0}\right\rangle \cup\left\langle a_{0} b_{0} c_{0}\right\rangle$.

But if $\gamma=0$ then $h^{p}=b_{0}^{p \beta}$ is a nontrivial element of the group generated by $b_{0}$, a contradiction. Similarly, if $s>1$ then $h^{p^{n-s}}=b_{0}^{\beta p^{n-s}}$ is a nontrivial element of the group generated by $b_{0}$, a contradiction.

Therefore $h=a_{0}^{\alpha} b_{0}^{\beta} c_{0}^{p q}$, with $(p, q)=1$, and it follows that $h^{\delta}$ is not in $\left\langle b_{0}\right\rangle$.
But if $\beta \equiv 0 \bmod p$, then $h^{p^{n-2}}=c^{q p^{n-2}}$ is a nontrivial element of the group generated by $c_{0}$, a contradiction. Hence $(p, \beta)=1$, and $h^{\delta}$ is not in $\left\langle c_{0}\right\rangle$.

We note that $h^{\delta} \in\left\langle a_{0}\right\rangle$ implies that $\beta \delta \equiv 0 \bmod p^{n-1}$, and since $(\beta, p)=1$, to have $\delta \equiv 0 \bmod p^{n-1}$, which is not possible by our choice for $\delta$.

The condition $h^{\delta} \in\left\langle a_{0} b_{0} c_{0}\right\rangle$ implies that $\beta \delta \equiv p q \delta \bmod p^{n-1}$, from which $(\beta-p q) \delta \equiv 0 \bmod p^{n-1}$, and then $\delta \equiv 0 \bmod p^{n-1}$, which is not possible by our choice for $\delta$.

By taking an appropriate power of $h$, we may assume that

$$
K=\left\langle a_{0}^{\alpha} b_{0} c_{0}^{p q}\right\rangle,
$$

where $(p, q)=1$.
Now note that in this case $1 \leq \alpha \leq p-1$, since $\alpha=0$ implies that $\Phi\left(b_{0}\right)=$ $\Phi\left(c_{0}\right)^{-p q}$ is an element of $\left\langle\Phi\left(c_{0}\right)\right\rangle$, which is a contradiction, as we are in case ii). This is case (1).
6.2. The cyclic case. As a consequence of Proposition 16, we may assume

$$
K=\left\langle a_{0}^{\alpha} b_{0} c_{0}^{p q}\right\rangle,
$$

where $(p, q)=1$ and $\alpha \in\{0,1, \ldots, p-1\}$. Note that

$$
a_{0}^{\alpha} b_{0} c_{0}^{p q}\left(z_{0}, z_{1}, z_{2}\right)=\left(\rho_{1}^{\alpha} z_{0}, \rho_{n-1} z_{1}, \rho_{n-1}^{q} z_{2}\right) .
$$

6.2.1. The case $\alpha=0$. We next search for polynomials in $\mathbb{C}\left[z_{0}, z_{1}, z_{2}\right]^{K}$. We first note that $z_{0} \in \mathbb{C}\left[z_{0}, z_{1}, z_{2}\right]^{K}$. Next, we search for polynomials of the form $z_{1}^{u} z_{2}^{v} \in \mathbb{C}\left[z_{0}, z_{1}, z_{2}\right]^{K}$, where $u, v \in\left\{0,1, \ldots, p^{n-1}\right\}$. The invariance property requires that the values $u$ and $v$ satisfy the relation

$$
u+v q \equiv 0 \quad \bmod p^{n-1}
$$

As $(p, q)=1$, we have that some of those polynomials are given by

$$
z_{1}^{p^{n-1}}, \quad z_{2}^{p^{n-1}}, \quad z_{1}^{q} z_{2}^{p^{n-1}-1}
$$

Let us consider the holomorphic map

$$
\begin{gathered}
F: \mathbb{C}^{3} \rightarrow \mathbb{C}^{4}, \\
F\left(z_{0}, z_{1}, z_{2}\right)=\left(z_{0}, z_{1}^{p^{n-1}}, z_{2}^{p^{n-1}}, z_{1}^{q} z_{2}^{p^{n-1}-1}\right)=\left(x_{1}, x_{2}, x_{3}, x_{4}\right) .
\end{gathered}
$$

Let us note that $x_{4} / x_{3}=z_{1}^{q} / z_{2}$. As $\left(p^{n-1}, q\right)=1$, it follows that there exist integers $a, b$ so that $a q+b p^{n-1}=1$; that is, $z_{1}=\left(z_{1}^{q}\right)^{a}\left(z_{1}^{p^{n-1}}\right) b=\left(x_{4} / x_{3}\right)^{a} x_{2}^{b}$. It follows that $z_{1}$ is uniquely determined by the tuple ( $x_{1}, x_{2}, x_{3}, x_{4}$ ) and a choice for $z_{2}$. In particular, as $z_{0}$ is uniquely determined by $x_{1}$, one sees that the map $F$ has degree $p^{n-1}$ and it is $K$-invariant. In this way, an affine algebraic curve defining $F\left(C_{0}\right)$ is given by

$$
F\left(C_{0}\right)=\left\{\begin{aligned}
x_{1}^{p}+x_{2}+x_{3}^{p} & =0 \\
\lambda x_{1}^{p}+x_{2}+1 & =0 \\
x_{4}^{p^{n-1}}-x_{2}^{q} x_{3}^{p^{n-1}-1} & =0
\end{aligned}\right\} \subset \mathbb{C}^{4}
$$

and a projective one is provided by taking $x_{1}=y_{0} / y_{4}, x_{2}=y_{1} / y_{4}, x_{3}=y_{2} / y_{4}$, $x_{4}=y_{3} / y_{4}$, where $\left[y_{0}: y_{1}: y_{2}: y_{3}, y_{4}\right] \in \mathbb{P}^{4}$, as follows:

$$
\left\{\begin{array}{r}
y_{0}^{p}+y_{1} y_{4}^{p-1}+y_{2}^{p}=0 \\
\lambda y_{0}^{p}+y_{1} y_{4}^{p-1}+y_{4}^{p}=0 \\
y_{3}^{p^{n-1}}-y_{1}^{q} y_{2}^{p^{n-1}-1} y_{4}^{1-q}=0
\end{array}\right\} \subset \mathbb{P}^{4} .
$$

The map $F$ is, in projective coordinates, given as

$$
\begin{aligned}
F\left(\left[z_{0}: z_{1}: z_{2}: z_{3}\right]\right) & =\left[z_{0} z_{3}^{p^{n-1}-1}: z_{1}^{p^{n-1}}: z_{2}^{p^{n-1}}: z_{1}^{q} z_{2}^{p^{n-1}-1} z_{3}^{1-q}: z_{3}^{p^{n-1}}\right] \\
& =\left[y_{0}: y_{1}: y_{2}: y_{3}: y_{4}\right]
\end{aligned}
$$

As, by the first equality above,

$$
y_{1}=-\left(\frac{y_{0}^{p}+y_{2}^{p}}{y_{4}^{p-1}}\right)
$$

the above also provides the (birational) algebraic curve

$$
\left\{\begin{array}{r}
(\lambda-1) y_{0}^{p}-y_{2}^{p}+y_{4}^{p}=0 \\
(-1)^{q+1}\left(y_{0}^{p}+y_{2}^{p}\right)^{q} y_{2}^{p^{n-1}-1}+y_{3}^{p^{n-1}} y_{4}^{q p-1}=0
\end{array}\right\} \subset \mathbb{P}^{3} .
$$

By making the change of coordinates $w_{0}=y_{0}, w_{1}=y_{2}, w_{2}=y_{3}, w_{3}=y_{4}$, the above is written as

$$
\left\{\begin{array}{r}
(\lambda-1) w_{0}^{p}-w_{1}^{p}+w_{3}^{p}=0 \\
(-1)^{q+1}\left(w_{0}^{p}+w_{1}^{p}\right)^{q} w_{1}^{p^{n-1}-1}+w_{2}^{p^{n-1}} w_{3}^{q p-1}=0
\end{array}\right\} \subset \mathbb{P}^{3}
$$

and the map $F$ is given as

$$
F\left(\left[z_{0}: z_{1}: z_{2}: z_{3}\right]\right)=\left[z_{0} z_{3}^{p^{n-1}-1}: z_{2}^{p^{n-1}}: z_{1}^{q} z_{2}^{p^{n-1}-1} z_{3}^{1-q}: z_{3}^{p^{n-1}}\right]=\left[w_{0}: w_{1}: w_{2}: w_{3}\right] .
$$

In this case, the group $G=H / K$ is generated by the transformations

$$
\begin{aligned}
& A_{1}\left(\left[w_{0}: w_{1}: w_{2}: w_{3}\right]\right)=\left[\rho_{1} w_{0}: w_{1}: w_{2}: w_{3}\right], \\
& B_{1}\left(\left[w_{0}: w_{1}: w_{2}: w_{3}\right]\right)=\left[w_{0}: w_{1}: \rho_{n-1}^{q} w_{2}: w_{3}\right], \\
& C_{1}\left(\left[w_{0}: w_{1}: w_{2}: w_{3}\right]\right)=\left[w_{0}: \rho_{1} w_{1}: \rho_{n}^{p^{n-1}-1} w_{2}: w_{3}\right] .
\end{aligned}
$$

Notice that the elements $A=A_{1}$ and $B=C_{1}$ also generate $G$ as desired. As the branched covering map $Q: S \rightarrow S / G$ must satisfy $P=Q \circ F$, where $P: R \rightarrow R / H$ is (as in Theorem 9) given by

$$
P\left(\left[z_{0}: z_{1}: z_{2}: z_{3}\right]\right)=-\left(\frac{z_{1}^{p^{n-1}}}{z_{0}^{p} z_{3}^{p^{n-1}-p}}\right),
$$

and since

$$
-\left(\frac{z_{1}^{p^{n-1}}}{z_{0}^{p} z_{3}^{p^{n-1}-p}}\right)=-\left(\frac{y_{1} y_{4}^{p-1}}{y_{0}^{p}}\right)=\frac{y_{0}^{p}+y_{2}^{p}}{y_{0}^{p}}=\frac{w_{0}^{p}+w_{1}^{p}}{w_{0}^{p}},
$$

we obtain

$$
Q\left(\left[w_{0}: w_{1}: w_{2}: w_{3}\right]\right)=\frac{w_{0}^{p}+w_{1}^{p}}{w_{0}^{p}} .
$$

6.2.2. The case $\alpha \in\{1,2 \ldots, p-1\}$. Next, we search for polynomials of the form $z_{0}^{t} z_{1}^{u} z_{2}^{v} \in \mathbb{C}\left[z_{0}, z_{1}, z_{2}\right]^{K}$, where $t \in\{0,1, \ldots, p-1\}$ and $u, v \in\left\{0,1, \ldots, p^{n-1}\right\}$. The invariance property requires that the values $u$ and $v$ satisfy the relation

$$
t \alpha p^{n-2}+u+v q \equiv 0 \quad \bmod p^{n-1} .
$$

As $(p, q)=(\alpha, p)=1$, we have that some of those polynomials are given by

$$
z_{0}^{p}, \quad z_{1}^{p^{n-1}}, \quad z_{2}^{p^{n-1}}, \quad z_{1}^{q} z_{2}^{p^{n-1}-1}, \quad z_{0}^{p-1} z_{1}^{\alpha p^{n-2}} .
$$

Let us consider the holomorphic map

$$
\begin{gathered}
F: \mathbb{C}^{3} \rightarrow \mathbb{C}^{5}, \\
F\left(z_{0}, z_{1}, z_{2}\right)=\left(z_{0}^{p}, z_{1}^{p^{n-1}}, z_{2}^{p^{n-1}}, z_{1}^{q} z_{2}^{p^{n-1}-1}, z_{0}^{p-1} z_{1}^{\alpha p^{n-2}}\right)=\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right) .
\end{gathered}
$$

Let us note that $x_{4} / x_{3}=z_{1}^{q} / z_{2}$. As $\left(p^{n-1}, q\right)=1$, it follows that there exist integers $a, b$ so that $a q+b p^{n-1}=1$, from where $z_{1}=\left(z_{1}^{q}\right)^{a}\left(z_{1}^{p^{n-1}}\right)^{b}=\left(x_{4} / x_{3}\right)^{a} x_{2}^{b} z_{2}$. It follows that $z_{1}$ is uniquely determined by the tuple ( $x_{1}, x_{2}, x_{3}, x_{4}, x_{5}$ ) and a choice for $z_{2}$.

As $z_{0}^{p}$ is uniquely determined by $x_{1}$, and $z_{0}^{p-1} z_{1}^{\alpha p^{n-2}}$ is uniquely determined by $x_{2}, x_{3}, x_{4}, x_{5}$ and a choice of $z_{2}$, we have that $z_{0}$ is also uniquely determined by the previous data.

All the above permits us to see that the map $F$ has degree $p^{n-1}$ and it is $K$ invariant. In this way, an affine algebraic curve defining $F\left(C_{0}\right)$ is given by

$$
F\left(C_{0}\right)=\left\{\begin{aligned}
x_{1}+x_{2}+x_{3}^{p} & =0 \\
\lambda x_{1}+x_{2}+1 & =0 \\
x_{4}^{p^{n-1}}-x_{2}^{q} x_{3}^{p^{n-1}-1} & =0 \\
x_{5}^{p}-x_{1}^{p-1} x_{2}^{\alpha} & =0
\end{aligned}\right\} \subset \mathbb{C}^{5} .
$$

We may write $x_{2}=-\left(x_{1}+x_{3}^{p}\right)$. In this way, writing $u_{1}=x_{1}, u_{2}=x_{3}, u_{3}=x_{4}$ and $u_{4}=x_{5}$, the above curve is

$$
\left\{\begin{aligned}
(\lambda-1) u_{1}-u_{2}^{p}+1 & =0 \\
u_{3}^{p^{n-1}}+(-1)^{q+1}\left(u_{1}+u_{2}^{p}\right)^{q} u_{2}^{p^{n-1}-1} & =0 \\
u_{4}^{p}+(-1)^{\alpha+1} u_{1}^{p-1}\left(u_{1}+u_{2}^{p}\right)^{\alpha} & =0
\end{aligned}\right\} \subset \mathbb{C}^{4} .
$$

Now, we may write

$$
u_{1}=\frac{1}{\lambda-1}\left(u_{2}^{p}-1\right),
$$

and setting $y_{1}=u_{2}, y_{2}=u_{3}$ and $y_{3}=u_{4}$, the above curve is

$$
\left\{\begin{array}{r}
y_{2}^{p^{n-1}}+\frac{(-1)^{q+1}}{(\lambda-1)^{q}}\left(\lambda y_{1}^{p}-1\right)^{q} y_{1}^{p^{n-1}-1}=0 \\
y_{3}^{p}+\frac{(-1)^{\alpha+1}}{(\lambda-1)^{\alpha+p-1}}\left(y_{1}^{p}-1\right)^{p-1}\left(\lambda y_{1}^{p}-1\right)^{\alpha}=0
\end{array}\right\} \subset \mathbb{C}^{3}
$$

and $F$ is of the form

$$
F\left(z_{0}, z_{1}, z_{2}\right)=\left(z_{2}^{p^{n-1}}, z_{1}^{q} z_{2}^{p^{n-1}-1}, z_{0}^{p-1} z_{1}^{\alpha p^{n-2}}\right)=\left(y_{1}, y_{2}, y_{3}\right)
$$

Writing $y_{1}=v_{0} / v_{3}, y_{2}=v_{1} / v_{3}$ and $y_{3}=v_{2} / v_{3}$, we obtain the projective model

$$
\left\{\begin{array}{r}
v_{1}^{p^{n-1}} v_{3}^{p q-1}+\frac{(-1)^{q+1}}{(\lambda-1)^{q}}\left(\lambda v_{0}^{p}-v_{3}^{p}\right)^{q} v_{0}^{p^{n-1}-1}=0 \\
v_{2}^{p} v_{3}^{p^{2}+p(\alpha-2)}+\frac{(-1)^{\alpha+1}}{(\lambda-1)^{\alpha+p-1}}\left(v_{0}^{p}-v_{3}^{p}\right)^{p-1}\left(\lambda v_{0}^{p}-v_{3}^{p}\right)^{\alpha}=0
\end{array}\right\} \subset \mathbb{P}^{3}
$$

and for $n \geq 3$ we have that $\max \left\{p^{n-1}, p^{n-1}+q-1, \alpha p^{n-2}+p-1\right\}=p^{n-1}+q-1$ and therefore $F: \mathbb{P}^{3} \rightarrow \mathbb{P}^{3}$ is given as

$$
\begin{aligned}
& F\left(\left[z_{0}: z_{1}: z_{2}: z_{3}\right]\right) \\
&=\left[z_{2}^{p^{n-1}} z_{3}^{q-1}: z_{1}^{q} z_{2}^{p^{n-1}-1}: z_{0}^{p-1} z_{1}^{\alpha p^{n-2}} z_{3}^{p^{n-1}+q-p-\alpha p^{n-2}}: z_{3}^{p^{n-1}+q-1}\right] .
\end{aligned}
$$

In the case $n=2$ a similar formula may be given for $F$; the maximum value above is $p+q-1$ if $q \geq \alpha$ and $p+\alpha-1$ otherwise.

Continuing with $n \geq 3$, the group $G=H / K$ is generated by the transformations

$$
\begin{aligned}
& A_{2}\left(\left[v_{0}: v_{1}: v_{2}: v_{3}\right]\right)=\left[v_{0}: v_{1}: \rho_{1}^{p-1} v_{2}: v_{3}\right], \\
& B_{2}\left(\left[v_{0}: v_{1}: v_{2}: v_{3}\right]\right)=\left[v_{0}: \rho_{n-1}^{q} v_{1}: \rho_{1}^{\alpha} v_{2}: v_{3}\right], \\
& C_{2}\left(\left[v_{0}: v_{1}: v_{2}: v_{3}\right]\right)=\left[\rho_{1} v_{0}: \rho_{n}^{p^{n-1}-1} v_{1}: v_{2}: v_{3}\right] .
\end{aligned}
$$

Notice that the elements $A=A_{2}$ and $B=C_{2}$ also generate $G$ as desired. As the branched covering map $Q: S \rightarrow S / G$ must satisfy $P=Q \circ F$, where $P: R \rightarrow R / H$ is (as in Theorem 9) given by

$$
\begin{aligned}
P\left(\left[z_{0}: z_{1}: z_{2}: z_{3}\right]\right) & =-\left(\frac{z_{1}^{p^{n-1}}}{z_{0}^{p} z_{3}^{p^{n-1}-p}}\right)=-\left(\frac{x_{2}}{x_{1}}\right)=\frac{u_{1}+u_{2}^{p}}{u_{1}} \\
& =1+\frac{(\lambda-1) u_{2}^{p}}{\left(u_{2}^{p}-1\right)}=1+\frac{(\lambda-1) y_{1}^{p}}{\left(y_{1}^{p}-1\right)}=1+\frac{(\lambda-1) v_{0}^{p}}{v_{0}^{p}-v_{3}^{p}},
\end{aligned}
$$

we obtain

$$
Q\left(\left[v_{0}: v_{1}: v_{2}: v_{3}\right]\right)=\frac{\lambda v_{0}^{p}-v_{3}^{p}}{v_{0}^{p}+v_{3}^{p}} .
$$

6.3. The noncyclic case. In this case,

$$
K=\left\langle b_{0}^{-p} c_{0}^{p^{2} v}, a_{0} c_{0}^{\gamma p^{n-1}}\right\rangle,
$$

where $(p, v)=1$ and $\gamma \in\{1,2, \ldots, p-1\}$.

We have that

$$
\begin{aligned}
b_{0}^{-p} c_{0}^{p^{2} v}\left(z_{0}, z_{1}, z_{2}\right) & =\left(z_{0}, \rho_{n-2}^{-1} z_{1}, \rho_{n-2}^{v} z_{2}\right) \\
a_{0} c_{0}^{\gamma p^{n-1}}\left(z_{0}, z_{1}, z_{2}\right) & =\left(\rho_{1} z_{0}, z_{1}, \rho_{1}^{\gamma} z_{2}\right)
\end{aligned}
$$

Clearly, $z_{0}^{A} z_{1}^{B} z_{2}^{C} \in \mathbb{C}\left[z_{0}, z_{1}, z_{2}\right]^{K}$ if and only if

$$
\begin{cases}A+C \gamma \equiv 0 & \bmod p \\ C v-B \equiv 0 & \bmod p^{n-2}\end{cases}
$$

In this way,

$$
z_{0}^{p}, z_{1}^{p^{n-2}}, z_{0}^{p-\gamma} z_{1}^{v} z_{2} \in \mathbb{C}\left[z_{0}, z_{1}, z_{2}\right]^{K}
$$

Let us consider the map

$$
\begin{gathered}
F: \mathbb{C}^{3} \rightarrow \mathbb{C}^{3} \\
F\left(z_{0}, z_{1}, z_{2}\right)=\left(z_{0}^{p}, z_{1}^{p^{n-2}}, z_{0}^{p-\gamma} z_{1}^{v} z_{2}\right)=\left(x_{1}, x_{2}, x_{3}\right)
\end{gathered}
$$

If we fix $\left(x_{1}, x_{2}, x_{3}\right)$, then we have $p$ choices for $z_{0}\left(z_{0}^{p}=x_{1}\right)$ and $p^{n-2}$ choices for $z_{1}\left(z_{1}^{p^{n-2}}=x_{2}\right)$. Once we have made such choices, the value of $z_{2}$ is uniquely determined from $z_{0}^{p-\gamma} z_{1}^{v} z_{2}=x_{3}$. It follows that $F$ has degree $p^{n-1}$ and is $K$-invariant as desired.

The algebraic curve $F\left(C_{0}\right)$ is provided by

$$
F\left(C_{0}\right)=\left\{\begin{aligned}
x_{1}^{p^{n-1}(p-\gamma)} x_{2}^{p^{2} v}\left(x_{1}+x_{2}^{p}\right)+x_{3}^{p^{n}} & =0 \\
\lambda x_{1}+x_{2}^{p}+1 & =0
\end{aligned}\right\} \subset \mathbb{C}^{3}
$$

As

$$
x_{1}=-\frac{\left(1+x_{2}^{P}\right)}{\lambda}
$$

this curve is also represented by, taking $y_{1}=x_{2}$ and $y_{2}=x_{3}$,

$$
\left\{\frac{(-1)^{p^{n-1}(p-\gamma)}}{\lambda p^{n-1}(p-\gamma)}\left(1+y_{1}^{p}\right)^{p^{n-1}(p-\gamma)} y_{1}^{p^{2} v}\left(y_{1}^{p}-\frac{\left(1+y_{1}^{p}\right)}{\lambda}\right)+y_{2}^{p^{n}}=0\right\} \subset \mathbb{C}^{2}
$$

A projectivization of this plane curve is given by, using the projective coordinates $\left[u_{0}: u_{1}: u_{2}\right] \in \mathbb{P}^{2}$ and taking $y_{1}=u_{0} / u_{2}$ and $y_{2}=u_{1} / u_{2}$, the following one:

$$
\left\{\begin{aligned}
\frac{(-1)^{p^{n-1}(p-\gamma)}}{\lambda p^{n-1}(p-\gamma)+1}\left(u_{0}^{p}+u_{2}^{p}\right)^{p^{n-1}(p-\gamma)} u_{1}^{p^{2} v} & \left((\lambda-1) u_{0}^{p}-u_{2}^{p}\right) \\
& \left.+u_{1}^{p^{n}} u_{2}^{p^{n}(p-\gamma-1)+p+p^{2} v}=0\right\} \subset \mathbb{P}^{2}
\end{aligned}\right.
$$

In this case, the transformations $a_{0}, b_{0}$ and $c_{0}$ define the transformations

$$
\begin{gathered}
A_{3}\left(\left[u_{0}: u_{1}: u_{2}\right]\right)=\left[u_{0}: \rho_{1}^{p-\gamma} u_{1}: u_{2}\right], \quad B_{3}\left(\left[u_{0}: u_{1}: u_{2}\right]\right)=\left[\rho_{1} u_{0}: \rho_{n-1}^{v} u_{1}: u_{2}\right], \\
C_{3}\left(\left[u_{0}: u_{1}: u_{2}\right]\right)=\left[u_{0}: \rho_{n} u_{1}: u_{2}\right] .
\end{gathered}
$$

The elements $A=C_{3}^{-v p} B_{3}$ and $B=C_{3}$ also generate $G$ as desired. And since

$$
P\left(z_{0}, z_{1}, z_{2}\right)=-\left(\frac{z_{1}^{p^{n-1}}}{z_{0}^{p}}\right)=\frac{\lambda y_{1}^{p}}{1+y_{1}^{p}},
$$

we obtain

$$
Q\left(\left[u_{0}: u_{1}: u_{2}\right]\right)=\frac{\lambda u_{0}^{p}}{u_{0}^{p}+u_{1}^{p}} .
$$

## 7. Proof of Theorem 11

Proof. Let $C$ be a nonsingular projective algebraic curve admitting a $p$-group $H$ of conformal automorphisms of $C$ with $C / H$ of signature ( $0 ; p, p^{n-1}, p^{n}, p^{n}$ ) and let $P: C \rightarrow C / H=\widehat{\mathbb{C}}$ be a holomorphic branched covering with $H$ as deck group. We may assume the branch values of $P$ are given by $\infty$ or order $p, 0$ of order $p^{n-1}$, and 1 and $\lambda \in \mathbb{C}-\{0,1\}$ are the ones of order $p^{n}$. We notice that

$$
\operatorname{Aut}_{\text {orb }}(S / H)=\left\{\begin{array}{cc}
\{I\}, & \lambda \neq-1, \\
\langle J(z)=-z\rangle, & \lambda=-1 .
\end{array}\right.
$$

Let $K_{C}=\left\{\sigma \in \operatorname{Aut}(\mathbb{C} / \mathbb{Q}): C^{\sigma} \cong C\right\}$. For each $\sigma \in K_{C}$ there is a biholomorphism $f_{\sigma}: C \rightarrow C^{\sigma}$. As $H^{\sigma}$ is unique up to conjugation in $\operatorname{Aut}\left(C^{\sigma}\right)$, by Theorem 4, we may assume that $f_{\sigma} H f_{\sigma}^{-1}=H^{\sigma}$. It follows that there is a Möbius transformation $M_{\sigma}$ so that $P^{\sigma} \circ f_{\sigma}=M_{\sigma} \circ P$. The transformation $M_{\sigma}$ is uniquely determined by $f_{\sigma}$. As $M_{\sigma}$ must preserve the cone points and their orders, it follows that $M_{\sigma}(\infty)=\infty, M_{\sigma}(0)=0$ and that $\left\{1, \lambda_{\sigma}\right\}=\left\{M_{\sigma}(1), M_{\sigma}(\lambda)\right\}$, where $\lambda_{\sigma} \in \mathbb{C}-\{0,1\}$ is branch value of order $p^{n}$ of $P^{\sigma}: C^{\sigma} \rightarrow \widehat{\mathbb{C}}$ (in fact, $\lambda_{\sigma}=\sigma(\lambda)$ ). It follows that either (i) $M_{\sigma}=I$, in which case $\lambda_{\sigma}=\lambda$ or (ii) $M_{\sigma}(z)=z / \lambda$, in which case $\lambda_{\sigma}=1 / \lambda$.

### 7.1. Let us assume, from now on, that $\lambda \neq-1$.

Lemma 17. Let $\lambda \neq-1$ and $\sigma \in K_{C}$. If there is another biholomorphism $\widehat{f}_{\sigma}$ : $C \rightarrow C^{\sigma}$ such that $\widehat{f}_{\sigma} H \widehat{f}_{\sigma}^{-1}=H^{\sigma}$, then $\widehat{f}_{\sigma}=h \circ f_{\sigma}$, for some $h \in H$.
Proof. If there is another biholomorphism $\widehat{f}_{\sigma}: C \rightarrow C^{\sigma}$ such that $\widehat{f}_{\sigma} H \widehat{f}_{\sigma}^{-1}=H^{\sigma}$, then $f_{\sigma}^{-1} \circ \widehat{f}_{\sigma} \in \operatorname{Aut}(C)$ normalizes $H$. In this way, $f_{\sigma}^{-1} \circ \widehat{f}_{\sigma}$ induces an element of $\operatorname{Aut}_{\text {orb }}(S / H)$. As this last group is trivial, we obtain that $f_{\sigma}^{-1} \circ \widehat{f_{\sigma}} \in H$.

As a consequence of Lemma $17, M_{\sigma}$ is uniquely determined by $\sigma$ and, in particular, the collection $\left\{M_{\sigma}: \sigma \in K_{C}\right\}$ satisfies Weil's conditions in Theorem 2. Hence, there is an isomorphism $F: \widehat{\mathbb{C}} \rightarrow C_{1}$, where $C_{1}$ is defined over $\mathbb{M}(C)$, with the property that $F=F^{\sigma} \circ M_{\sigma}$ for every $\sigma \in K_{C}$.

Let us consider the Galois cover $Q: C \rightarrow B$, where $Q=F \circ P$. We note that, for $\sigma \in K_{C}$, we have (as $P^{\sigma}=P$ )

$$
Q^{\sigma} \circ f_{\sigma}=F^{\sigma} \circ P^{\sigma} \circ f_{\sigma}=F \circ M_{\sigma}^{-1} \circ M_{\sigma} \circ P \circ f_{\sigma}^{-1} \circ f_{\sigma}=R \circ P=Q .
$$

Now we follow Dèbes and Emsalem's arguments [1999]. Assume we are able to find a point $c_{1} \in C_{1}$ which is $\mathbb{M}(C)$-rational and so that $c_{1}$ is not a branch value of the Galois covering $Q$. Fix a point $c \in C$ so that $Q(c)=c_{1}$. It follows that the $H$-stabilizer of $c$ is trivial. We have the points $\sigma(c), f_{\sigma}(c) \in C^{\sigma}$. As

$$
Q^{\sigma}(\sigma(c))=\sigma(Q(c))=\sigma\left(c_{1}\right)=c_{1} \quad \text { and } \quad Q^{\sigma}\left(f_{\sigma}(c)\right)=Q(c)=c_{1},
$$

it follows that there is some $h_{\sigma} \in H$ so that $h_{\sigma}\left(f_{\sigma}(c)\right)=\sigma(c)$. Moreover, as a consequence of Lemma 17 and the fact that $c$ has trivial stabilizer in $H$, such $h_{\sigma} \in H$ is unique. In this way, we may assume that $f_{\sigma}(c)=\sigma(c)$ and, by the above, such an isomorphism is uniquely determined by $\sigma$. Again, by the uniqueness, this new family $\left\{f_{\sigma}: \sigma \in K_{\lambda}\right\}$ satisfies Weil's conditions and, by Theorem 2, $C$ is definable over its field of moduli.

In this way, in order to finish our proof, we only need find a $\mathbb{M}(C)$-rational point on $C_{1}$ outside the branch set. This is equivalent to finding a point $r \in$ $\widehat{\mathbb{C}}-\{\infty, 0,1, \lambda\}$ with the property that $F(r)=\sigma(F(r))$, for every $\sigma \in K_{C}$. As $\sigma(F(r))=F^{\sigma}(\sigma(r))=F\left(M_{\sigma}^{-1}(\sigma(r))\right)$, we need to find a point $r \in \mathbb{C}-\{0,1, \lambda\}$ such that

$$
M_{\sigma}(r)=\sigma(r) .
$$

In this way, we need to find a point $r \in \mathbb{C}-\{0,1, \lambda\}$ so that
(1) if $\sigma(\lambda)=\lambda$, then $\sigma(r)=r$; and
(2) if $\sigma(\lambda)=1 / \lambda$, then $\sigma(r)=r / \lambda$.

Condition (1) asserts that we need to find $r \in \mathbb{Q}(\lambda)$. Clearly, any point of the form $r=\alpha(1+\lambda)$, where $\alpha \in \mathbb{Q}$ satisfies (1) and (2).
7.2. Let us now consider the case $\lambda=-1$. We have (see Remark 5) that either
(i) $\operatorname{Aut}_{H}(C)=H$ or $($ ii $) \operatorname{Aut}(C)=\operatorname{Aut}_{H}(C)$ and $[\operatorname{Aut}(C): H]=2$.

In case (i) we may proceed as in the case $\lambda \neq-1$ as Lemma 17 is still valid in this situation (the normalizer of $H$ in $\operatorname{Aut}(C)$ is $H$ ).

In case (ii) we have that $C / \operatorname{Aut}(C)=(C / H) /\langle J\rangle$; that is, $C$ is quasiplatonic, so it is defined over its field of moduli.

## 8. Proof of Theorem 13

Proof. Since

$$
C_{\lambda}=\left\{\begin{array}{c}
z_{0}^{p} z_{3}^{p^{n}-p}+z_{1}^{p^{n-1}} z_{3}^{p^{n}-p^{n-1}}+z_{2}^{p^{n}}=0 \\
\lambda z_{0}^{p} z_{3}^{p^{n-1}-p}+z_{1}^{p^{n-1}}+z_{3}^{p^{n-1}}=0
\end{array}\right\} \subset \mathbb{P}^{3}
$$

and

$$
P\left(\left[z_{0}: z_{1}: z_{2}: z_{3}\right]\right)=-\left(\frac{z_{1}^{k^{n-1}}}{z_{0}^{k} z_{3}^{k^{n-1}-k}}\right),
$$

then, for each $\sigma \in \operatorname{Aut}(\mathbb{C} / \mathbb{Q})$, one has that $C_{\lambda}^{\sigma}=C_{\sigma(\lambda)}$ and $P^{\sigma}=P$.
Let $K_{\lambda}=\left\{\sigma \in \operatorname{Aut}(\mathbb{C} / \mathbb{Q}): C_{\lambda} \cong C_{\sigma(\lambda)}\right\}$, so $\mathbb{M}\left(C_{\lambda}\right)=\operatorname{Fix}\left(K_{\lambda}\right)$.
If $\sigma \in K_{\lambda}$, then there is an isomorphism $f_{\sigma}: C_{\lambda} \rightarrow C_{\sigma(\lambda)}$. As a consequence of Theorem 4, we may assume $f_{\sigma} H f_{\sigma}^{-1}=H$. So, there is a Möbius transformation $M_{\sigma}$ such that $M_{\sigma} \circ P=P^{\sigma} \circ f_{\sigma}$. As $M_{\sigma}$ must preserve the cone points and their orders, one has that

$$
M_{\sigma}(\infty)=\infty, \quad M_{\sigma}(0)=0, \quad M_{\sigma}\{1, \lambda\}=\{1, \sigma(\lambda)\} .
$$

It follows from the first two equalities above that $M_{\sigma}(z)=L z$, for a suitable $L \in \mathbb{C}-\{0\}$. The equality $M_{\sigma}\{1, \lambda\}=\{1, \sigma(\lambda)\}$ asserts that either (1) $L=1$ and $\sigma(\lambda)=\lambda$ or (2) $L=\sigma(\lambda)$ and $\sigma(\lambda)=1 / \lambda$. As a consequence, we have proved (1) and (2).

Part (3) is a consequence of Theorem 11.

## 9. Galois groups of order $\boldsymbol{p}^{\boldsymbol{n + 1}}$

In this section, we consider those groups $G$ of order $|G|=p^{n+1}$ acting on compact Riemann surfaces with signature ( $0 ; p, p^{n-1}, p^{n}, p^{n}$ ), for any odd prime $p$.

The algebraic structure for these groups is determined by the following result.
Proposition 18. Let $p$ be an odd prime number and let $G<\operatorname{Aut}(S)$ be a group of order $|G|=p^{n+1}$ acting on a compact Riemann surface $S$ with $S / G$ of signature ( $0 ; p, p^{n-1}, p^{n}, p^{n}$ ).

Then $G$ is isomorphic to either
(1) $\mathbb{Z}_{p^{n}} \times \mathbb{Z}_{p}$,or
(2) $\left\langle x, y: x^{p^{n}}=y^{p}=1, y^{-1} x y=x^{p^{n-1}+1}\right\rangle$.

Remark 19. in the first case we have provided, in Theorem 10, algebraic curves for $S$. In the second case explicit algebraic curves are more complicated, but we will study this problem elsewhere.

Proof. First notice that $G$ has a presentation of the form

$$
G=\left\langle x_{1}, x_{2}, x_{3}, x_{4}: x_{1}^{p^{n}}=x_{2}^{p^{n}}=x_{3}^{p^{n-1}}=x_{4}^{p}=x_{1} x_{2} x_{3} x_{4}=1, \mathscr{R}\right\rangle
$$

where $\mathscr{R}$ denotes other relations.
Therefore $G$ cannot be cyclic, since otherwise it could not be generated by elements of the given orders.

Moreover, $G$ has a cyclic subgroup of order $p^{n}$, which is normal because it has index $p$, and therefore $G$ is isomorphic to

$$
G \cong \mathbb{Z}_{p^{n}} \rtimes_{\sigma} \mathbb{Z}_{p}=\langle x\rangle \rtimes_{\sigma}\langle y\rangle
$$

where $\sigma(x)=x^{u}$ with $u^{p}=1 \bmod p^{n}$. The only solutions for $u$ are $u=1$ and the powers of $u=p^{n-1}+1$, and the result follows.
Remark 20. We will denote the groups appearing in Proposition 18 as follows:

$$
\begin{equation*}
G_{u}=\left\langle x, y: x^{p^{n}}=y^{p}=1, y^{-1} x y=x^{u}\right\rangle \tag{9-1}
\end{equation*}
$$

with $u=1$ or $u=1+p^{n-1}$, and we will study the families of algebraic curves admitting $G_{u}$ actions with signature ( $0 ; p^{n}, p^{n}, p^{n-1}, p$ ).

Lemma 21. Consider the groups $G_{u}$ given by (9-1) and

$$
\begin{equation*}
\Gamma=\left\langle a_{0}, b_{0}, c_{0} d_{0}: a_{0}^{p}=b_{0}^{p^{n-1}}=c_{0}^{p^{n}}=d_{0}^{p^{n}}=a_{0} b_{0} c_{0} d_{0}=1\right\rangle . \tag{9-2}
\end{equation*}
$$

Assume $\Phi: \Gamma \rightarrow G_{u}$ is an epimorphism such that $K=\operatorname{ker} \Phi$ is torsion-free. Then either
I) $K=\left\langle\left\langle b_{0} c_{0}^{-p q} a_{0}^{-\alpha}, a_{0}^{-1} c_{0} a_{0} c_{0}^{-u^{s}}\right\rangle\right.$, with $0 \leq \alpha \leq p-1,0<s<p$ and $(q, p)=1$, or
II) $K=\left\langle\left\langle a_{0} c_{0}^{-p^{n-1} v}, b_{0}^{p} c_{0}^{-p^{2} q}, b_{0}^{-1} c_{0} b_{0} c_{0}^{-u^{s}}\right\rangle\right\rangle$, with $1 \leq v \leq p-1,0<s<p$ and $(q, p)=1$,
where $\langle\langle\cdot\rangle$ denotes normal closure in $\Gamma$.
Proof. Since $K$ is torsion-free, we obtain that
a) $K \cap\left\langle a_{0}\right\rangle=\{1\}$, and it follows that $y_{1}=\Phi\left(a_{0}\right)$ has order $p$;
b) $K \cap\left\langle b_{0}\right\rangle=\{1\}$, and it follows that $y_{2}=\Phi\left(b_{0}\right)$ has order $p^{n-1}$;
c) $K \cap\left\langle c_{0}\right\rangle=\{1\}$, and it follows that $y_{3}=\Phi\left(c_{0}\right)$ has order $p^{n}$;
d) $K \cap\left\langle a_{0} b_{0} c_{0}\right\rangle=\{1\}$, and it follows that $y_{4}=\Phi\left(d_{0}\right)$ has order $p^{n}$.

Since $\Phi$ is an epimorphism, $\left\{y_{1}, y_{2}, y_{3}, y_{4}\right\}$ generate $G_{u}$. But clearly $y_{4}=$ $\left(y_{1} y_{2} y_{3}\right)^{-1}$, and therefore $\left\{y_{1}, y_{2}, y_{3}\right\}$ generate $G_{u}$.

We now examine the following two cases separately.

Case I) Suppose $\left\langle y_{1}, y_{3}\right\rangle=G_{u}$. We have $G_{u}=\left\langle y_{3}\right\rangle \rtimes_{u^{s}}\left\langle y_{1}\right\rangle$ for some $0<s<p$. Also $y_{2}=y_{1}^{\alpha} y_{3}^{p q}$ with $(q, p)=1$. Hence

$$
y_{2} y_{3}^{-p q} y_{1}^{-\alpha}=\Phi\left(b_{0} c_{0}^{-p q} a_{0}^{-\alpha}\right)=1
$$

and it follows that $b_{0} c_{0}^{-p q} a_{0}^{-\alpha} \in K$.
Furthermore $\Phi\left(a_{0}^{-1} c_{0} a_{0} c_{0}^{-u^{s}}\right)=y_{1}^{-1} y_{3} y_{1} y_{3}^{-u^{s}}=1$; hence $a_{0}^{-1} c_{0} a_{0} c_{0}^{-u^{s}} \in K$.
Then, checking the order of $\Gamma /\left\langle\left\langle b_{0} c_{0}^{-p q} a_{0}^{-\alpha}, a_{0} c_{0}^{-1} a_{0}^{-1} c_{0}^{-u^{s}}\right\rangle\right\rangle$, we obtain, as required,

$$
K=\left\langle\left\langle b_{0} c_{0}^{-p q} a_{0}^{-\alpha}, a_{0} c_{0}^{-1} a_{0}^{-1} c_{0}^{-u^{s}}\right\rangle\right\rangle .
$$

Case II) Suppose $\left\langle y_{1}, y_{3}\right\rangle<G_{u}$. Then

$$
y_{1}=y_{3}^{p^{n-1} v}
$$

with $(v, p)=1$, since $\left\langle y_{3}\right\rangle$ is a maximal subgroup of $G_{u}$. Hence $a_{0} c_{0}^{-p^{n-1} v} \in K$. In this case,

$$
\left\langle y_{2}, y_{3}\right\rangle=G_{u}=\left\langle y_{3}\right\rangle \rtimes_{u^{s}}\left\langle y_{2}\right\rangle
$$

for some $0<s<p$. Hence $y_{2}^{-1} y_{3} y_{2} y_{3}^{-u^{s}}=1$ from where $b_{0}^{-1} c_{0} b_{0} c_{0}^{-u^{s}} \in K$.
Finally, $y_{2}^{p}=y_{3}^{p^{2} q}$ with $(q, p)=1$, from where $b_{0}^{p} c_{0}^{-p^{2} q} \in K$.
Again, by checking the order of $\Gamma /\left\langle\left\langle a_{0} c_{0}^{-p^{n-1} v}, b_{0}^{p} c_{0}^{-p^{2} q}, b_{0}^{-1} c_{0} b_{0} c_{0}^{-u^{s}}\right\rangle\right\rangle$, we obtain

$$
K=\left\langle\left\langle a_{0} c_{0}^{-p^{n-1} v}, b_{0}^{p} c_{0}^{-p^{2} q}, b_{0}^{-1} c_{0} b_{0} c_{0}^{-u^{s}}\right\rangle\right\rangle .
$$

Considering the above notation for the elements $y_{1}=\Phi\left(a_{0}\right), y_{2}=\Phi\left(b_{0}\right)$, $y_{3}=\Phi\left(c_{0}\right)$ and $y_{4}=\Phi\left(d_{0}\right)$ in $G_{u}$, we have the following result, which states that examples for both cases of Proposition 18 exist, by the Riemann existence theorem.

Corollary 22. If the group $G_{u}$, with $u=1$ or $u=1+p^{n-1}$, acts on a compact Riemann surface with signature ( $0 ; p, p^{n-1}, p^{n}, p^{n}$ ), then a generating vector for the action may be chosen to be exactly of one of the following forms:
a) $\left(y_{1}, y_{1}^{\alpha} y_{3}^{p q}, y_{3}, y_{3}^{-1-p q} y_{1}^{-1-\alpha}\right)$, with $(q, p)=1$ and $1 \leq \alpha \leq p-2$;
b) $\left(y_{1}, y_{3}^{p q}, y_{3}, y_{3}^{-1-p q} y_{1}^{-1}\right)$, with $(q, p)=1$;
c) $\left(y_{1}, y_{1}^{-1} y_{3}^{p q}, y_{3}, y_{3}^{-1-p q}\right)$, with $(q, p)=1$;
d) $\left(y_{3}^{p^{n-1} v}, y_{2}, y_{3}, y_{3}^{-1-p^{n-1} v} y_{2}^{-1}\right)$.

In the first three cases the order of $y_{1}$ is $p$, the order of $y_{3}$ is $p^{n}$ and $y_{1}^{-1} y_{3} y_{1}=$ $y_{3}^{u^{s}}$ with $0<s<p$. In the last case $y_{2}$ has order $p^{n-1}, y_{3}$ has order $p^{n}, y_{2}^{p}=y_{3}^{q p^{2}}$ and $y_{2}^{-1} y_{3} y_{2}=y_{3}^{u^{s}}$ with $0<s<p$.

The following table gives the genera of some intermediate curves, where $g_{L}$ denotes the genus of the quotient of $S$ by the subgroup $L \leq \operatorname{Aut}(S)$ and where $V$ is any cyclic maximal subgroup acting freely:

| generating vector | $u=1+p^{n-1}$ | $u=1$ |
| :---: | :---: | :---: |
| $\begin{gathered} \left(y_{1}, y_{1}^{\alpha} y_{3}^{p q}, y_{3},\right. \\ \left.y_{3}^{-1-p q} y_{1}^{-1-\alpha}\right) \end{gathered}$ | $\begin{gathered} g_{\left\langle y_{3}\right\rangle}=\frac{p-1}{2} \\ g_{\left\langle y_{3}^{-1-p q} y_{1}^{-1-\alpha}\right\rangle}=\frac{p-1}{2} \\ g_{\left\langle y_{1}\right\rangle}=\frac{2 p^{n}-p^{n-2}(2 p-1)-p}{2} \\ g_{\left\langle y_{3}^{p}\right\rangle}=p^{2}-2 p+1 \\ g_{\left\langle y_{3}^{p}, y_{1}\right\rangle}=0 \\ g_{V}=p-1 \end{gathered}$ | $\begin{gathered} g_{\left\langle y_{3}\right\rangle}=\frac{p-1}{2} \\ g_{\left\langle y_{3}^{-1-p q} y_{1}^{-1-\alpha}\right\rangle}=\frac{p-1}{2} \\ g_{\left\langle y_{1}\right\rangle}=\frac{p^{n}-p}{2} \\ g_{\left\langle y_{3}^{p}\right\rangle}=p^{2}-2 p+1 \\ g_{\left\langle y_{3}^{p}, y_{1}\right\rangle}=0 \\ g_{V}=p-1 \end{gathered}$ |
| $\left(y_{1}, y_{3}^{p q}, y_{3}, y_{3}^{-1-p q} y_{1}^{-1}\right)$ | $\begin{gathered} g_{\left\langle y_{3}\right\rangle}=0 \\ g_{\left\langle y_{3}^{-1-p q} y_{1}^{-1}\right\rangle}=0 \\ g_{\left\langle y_{1}\right\rangle}=\frac{2 p^{n}-p^{n-2}(2 p-1)-p}{2} \\ g_{\left\langle y_{3}^{p}\right\rangle}=\frac{p^{2}-3 p}{2}+1 \\ g_{\left\langle y_{3}^{p}, y_{1}\right\rangle}=0 \\ g_{V}=\frac{p-1}{2} \end{gathered}$ | $\begin{gathered} g_{\left\langle y_{3}\right\rangle}=0 \\ g_{\left\langle y_{3}^{-1-p q} y_{1}^{-1}\right\rangle}=0 \\ g_{\left\langle y_{1}\right\rangle}=\frac{p^{n}-p}{2} \\ g_{\left\langle y_{3}^{p}\right\rangle}=\frac{p^{2}-3 p}{2}+1 \\ g_{\left\langle y_{3}^{p}, y_{1}\right\rangle}=0 \\ g_{V}=\frac{p-1}{2} \end{gathered}$ |
| $\left(y_{1}, y_{1}^{-1} y_{3}^{p q}, y_{3}, y_{3}^{-1-p q}\right)$ | $\begin{gathered} g_{\left\langle y_{3}\right\rangle}=0 \\ g_{\left\langle y_{3}^{-1-p q}\right\rangle}=0 \\ g_{\left\langle y_{1}\right\rangle}=\frac{2 p^{n}-p^{n-2}(2 p-1)-p}{2} \\ g_{\left\langle y_{3}^{p}\right\rangle}=p^{2}-2 p+1 \\ g_{\left\langle y_{3}^{p}, y_{1}\right\rangle}=0 \\ g_{V}=p-1 \end{gathered}$ | $\begin{gathered} g_{\left\langle y_{3}\right\rangle}=0 \\ g_{\left\langle y_{3}^{-1-p q}\right\rangle}=0 \\ g_{\left\langle y_{1}\right\rangle}=\frac{p^{n}-p}{2} \\ g_{\left\langle y_{3}^{p}\right\rangle}=p^{2}-2 p+1 \\ g_{\left\langle y_{3}^{p}, y_{1}\right\rangle}=0 \\ g_{V}=p-1 \end{gathered}$ |
| $\begin{aligned} & \left(y_{3}^{p^{n-1} v}, y_{2}, y_{3},\right. \\ & \left.y_{3}^{-1-p^{n-1} v} y_{2}^{-1}\right) \end{aligned}$ | $\begin{gathered} g_{\left\langle y_{3}\right\rangle}=0 \\ g_{\left\langle y_{3}^{-1-p^{n-1}} y^{-1}\right\rangle}=0 \\ g_{\left\langle y_{1}\right\rangle}=\frac{2 p^{n}-p^{n-1}-p}{2} \\ g_{\left\langle y_{3}^{p}\right\rangle}=\frac{p^{2}-3 p}{2}+1 \\ g_{\left\langle y_{3}^{p}, y_{1}\right\rangle}=0 \\ g_{V}=\frac{p-1}{2} \end{gathered}$ | $\begin{gathered} g_{\left\langle y_{3}\right\rangle}=0 \\ g_{\left\langle y_{3}^{-1-p^{n-1} v} y_{2}^{-1}\right\rangle}=0 \\ g_{\left\langle y_{1}\right\rangle}=\frac{2 p^{n}-p^{n-1}-p}{2} \\ g_{\left\langle y_{3}^{p}\right\rangle}=\frac{p^{2}-3 p}{2}+1 \\ g_{\left\langle y_{3}^{p}, y_{1}\right\rangle}=0 \\ g_{V}=\frac{p-1}{2} \end{gathered}$ |
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# EXPLICIT ISOGENY THEOREMS FOR DRINFELD MODULES 

Imin Chen and Yoonjin Lee


#### Abstract

Let $F=\mathbb{F}_{q}(T)$ and $A=\mathbb{F}_{q}[T]$. Given two nonisogenous rank- $r$ Drinfeld $A$-modules $\phi$ and $\phi^{\prime}$ over $K$, where $K$ is a finite extension of $F$, we obtain a partially explicit upper bound (dependent only on $\phi$ and $\phi^{\prime}$ ) on the degree of primes $\wp$ of $K$ such that $P_{\mathfrak{\wp}}(\phi) \neq P_{\wp}\left(\phi^{\prime}\right)$, where $P_{\wp}(*)$ denotes the characteristic polynomial of Frobenius at $\wp$ on a Tate module of $*$. The bounds are completely explicit in terms of the defining coefficients of $\phi$ and $\phi^{\prime}$, except for one term, which can be made explicit in the case of $r=2$. An ingredient in the proof of the partially explicit isogeny theorem for general rank is an explicit bound for the different divisor of torsion fields of Drinfeld modules, which detects primes of potentially good reduction.

Our results are a Drinfeld module analogue of Serre's work (1981), but the results we obtain are unconditional because the generalized Riemann hypothesis holds for function fields.


## 1. Introduction

Let $A=\mathbb{F}_{q}[T], F=\mathbb{F}_{q}(T)$, and let $\bar{F}$ be a fixed algebraic closure of $F, K$ a finite extension of $F$ in $\bar{F}, \bar{K}$ the algebraic closure of $K$ in $\bar{F}, \widehat{O}$ the ring of integers of $K$, and $\mathbb{F}_{q}$ a finite field of order $q$.

By a prime $\wp$ (or place) of $K$, we mean a discrete valuation ring $R$ with field of fractions $K$ and maximal ideal $\wp$, and $v$ denotes the discrete valuation associated to a prime $\wp$ of $K$. For each place $v$ of $K$, we fix a choice of $\bar{K}_{v}$ and extend $v$ to $\bar{K}_{v}$, which by abuse of notation we also call $v$. Also, when we speak of finite extensions of $K_{v}$, we assume they are initially given as subfields of $\bar{K}_{v}$.

Let $\infty$ be the infinite prime of $F$ with corresponding discrete valuation

$$
v_{\infty}(f / g)=\operatorname{deg} g-\operatorname{deg} f,
$$

where $f, g \in A$. Let $S_{\infty}^{K}$ be the set of the infinite primes of $K$ lying over $\infty$, and

[^7]let $\bar{\infty} \in S_{\infty}^{K}$ have corresponding discrete valuation $v_{\bar{\infty}}$.
Let $\tau$ be the map that raises an element to its $q$-th power. A Drinfeld A-module $\phi$ over $K$ is given by an $\mathbb{F}_{q}$-algebra homomorphism $i: A \rightarrow K$ and an $\mathbb{F}_{q}$-algebra homomorphism
$$
\phi: A \rightarrow K\{\tau\}
$$
such that $\phi_{a}$ has constant term $i(a)$ for any $a \in A$, and the image of $\phi$ is not contained in $K$.

A rank- $r$ Drinfeld $A$-module $\phi$ over $K$ is completely determined by

$$
\phi_{T}=i(T)+a_{1}(\phi) \tau+\cdots+a_{r-1}(\phi) \tau^{r-1}+\Delta(\phi) \tau^{r}
$$

where $a_{i}(\phi), a_{r}=\Delta(\phi) \in K$ for $1 \leq i \leq r-1$. We call $\Delta(\phi)$ the discriminant of $\phi$.
For any monic $a \in \mathbb{F}_{q}[T]$, we have

$$
\begin{equation*}
\phi_{a}=i(a)+\sum_{i=1}^{M-1} a_{i}(\phi, a) \tau^{i}+\Delta(\phi)^{\left(q^{M}-1\right) /\left(q^{r}-1\right)} \tau^{M} \tag{1}
\end{equation*}
$$

for some $a_{i}(\phi, a) \in K$, where $M=r \operatorname{deg}_{K} a$.
For any $a \in A, a \neq 0$, we define the $A$-module of $a$-torsion points as

$$
\phi[a]=\left\{\lambda \in \bar{K} \mid \phi_{a}(\lambda)=0\right\} .
$$

If $I$ is a nonzero ideal of $A$, we similarly define the $A$-module of $I$-torsion points:

$$
\phi[I]=\left\{\lambda \in \bar{K} \mid \phi_{a}(\lambda)=0 \text { for every } a \in I\right\}
$$

We have $\phi[a] \simeq(A / a A)^{r}$ if $\phi$ is of rank $r$ [Rosen 2002, Proposition 12.4]. Let $K_{\phi, a}:=K(\phi[a])$ be the field obtained by adjoining $a$-torsion points of $\phi$ to $K$, and let $K_{\phi, I}:=K(\phi[I])$.

In the following, we briefly explain the definition of good reduction of a Drinfeld module. For more details, refer to [Goss 1996; Thakur 2004]. Let $\phi$ be a rank-r Drinfeld $A$-module over $K$ and let $\wp$ be a prime of $K$. Let $\mathcal{O}_{\wp}$ be the valuation ring of $\wp$ with the maximal ideal $\wp$ and residue field $\mathbb{F}_{\wp}:=\mathcal{O}_{\wp} / \wp$. We say that $\phi$ has integral coefficients at $\wp$ if $\phi_{a}$ has coefficients in $\mathfrak{O}_{\wp}$ for all $a \in A$ and the reduction modulo $\wp$ of these coefficients defines a Drinfeld module over $\wp$. The reduced Drinfeld module is denoted by $\phi^{\wp}$.

Let $\phi$ and $\phi^{\prime}$ be Drinfeld $A$-modules over $K$. Then a morphism $f$ from $\phi$ to $\phi^{\prime}$ over $K$ is a polynomial $f$ in $K\{\tau\}$ with the property that $f \phi_{a}=\phi_{a}^{\prime} f$ for all $a \in A$. A nonzero morphism from $\phi$ to $\phi^{\prime}$ over $K$ is called an isogeny from $\phi$ to $\phi^{\prime}$ (over $K$ ). If there exists an isogeny from $\phi$ to $\phi^{\prime}$ over $K$, then we say that $\phi$ and $\phi^{\prime}$ are isogenous (over $K$ ). An isogeny $f$ from $\phi$ to $\phi^{\prime}$ over $K$ is called an isomorphism (over $K$ ) if there is an isogeny $g$ from $\phi^{\prime}$ to $\phi$ over $K$ such that $f g=I=g f$, where $I$ denotes the identity morphism. We note that $\phi$ and $\phi^{\prime}$ are
isomorphic (over $K$ ) if and only if there is a $c \in K^{*}$ such that $c \phi_{a}=\phi_{a}^{\prime} c$ for all $a \in A$ (for more details, refer to [Rosen 2002]).

We say that $\phi$ has good reduction at $\wp$ if there exists a Drinfeld module $\psi$ over $K$ that is isomorphic to $\phi$ over $K, \psi$ has integral coefficients at $\wp$, and $\psi^{\wp}$ is a Drinfeld module of rank $r$.

By [Takahashi 1982] (see [Goss 1996, Theorem 4.10.5]; also [Goss 1992, Theorem 3.2.3] for one direction), we have that $\phi$ has good reduction at $\wp$ if and only if the $G_{K}$-module $\phi\left[\mathfrak{L}^{\infty}\right]:=\bigcup_{m \geq 1} \phi\left[\mathfrak{L}^{m}\right]$ is unramified at $\wp$, where $G_{K}$ is the absolute Galois group of $K$ and $\mathfrak{L}$ is a prime ideal of $A$ different from $\wp$. This is the analogue for Drinfeld modules of the classical result of Ogg, Néron, and Shafarevich in the theory of abelian varieties.

If $\phi$ is a Drinfeld $A$-module defined over $K$ and all its defining coefficients $a_{i}(\phi)$ lie in $\mathbb{O}$, then we say that $\phi$ is integral over $\mathbb{O}$. If $\phi$ is integral over $\mathbb{O}$, then it has good reduction outside any set of primes $S$ of $K$ that includes the primes lying over $\infty$ and the primes dividing the discriminant $\Delta(\phi)$ of $\phi$. In particular, the $G_{K}$-modules $\phi\left[\mathfrak{L}^{\infty}\right]$ and $\phi[\mathfrak{L}]$ are unramified outside $S \cup\{$ primes of $K$ lying over $\mathfrak{L}\}$.

Let $\mathfrak{L}$ be a finite prime of $A$. The $\mathfrak{L}$-torsion points of $\phi$ in $\bar{K}$ give rise to a representation

$$
\rho_{\phi, \mathfrak{L}}: G_{K} \rightarrow \operatorname{Aut}_{A / \mathfrak{L}}(\phi[\mathfrak{L}]) \cong \operatorname{GL}_{r}(A / \mathfrak{L} A),
$$

where $G_{K}$ is the absolute Galois group of $K$. For a prime $\wp$ of $K$, if $\phi$ has good reduction at $\wp$, then $\rho_{\phi, \mathfrak{L}}$ is unramified at $\wp$ if $\wp$ does not lie over $\mathfrak{L}$.

For an unramified prime $\wp$ of $K$, let $\operatorname{Frob}_{\wp} \in G_{K}$ denote a Frobenius conjugacy class at $\wp$. Let $a_{\wp}(\phi)$ denote the trace of $\operatorname{Frob}_{\wp}$ on the $T_{\mathfrak{L}}(\phi)$, and $P_{\wp}(\phi)(X)$ the characteristic polynomial of $\operatorname{Frob}_{\wp}$ on the $T_{\mathfrak{L}}(\phi)$. It is known that $a_{\wp}(\phi)$ and $P_{\wp}(\phi)(X)$ are independent of $\mathfrak{L}$ [Goss 1996, Theorem 4.12.12].

Serre [1972] proved that if $E$ is an elliptic curve over a number field $L$ without complex multiplication, then there are only finitely many primes $p$ such that the Galois representation $\rho_{E, p}$ on the $p$-torsion points of $E$ is not surjective. The analogue of Serre's result [1972] for rank-2 Drinfeld $A$-modules was proved by Gardeyn [2001], that is, if $\phi$ is a rank-2 Drinfeld module over $K$ without complex multiplication, then there are only finitely many primes $\mathscr{L}$ such that $\rho_{\phi, \mathscr{L}}$ is not surjective. The case of general rank is proven in [Pink and Rütsche 2009a; 2009b].

The following theorem is the Tate conjecture for rank-r Drinfeld $A$-modules over $K$, and its generalization to $t$-motives can be found in [Tamagawa 1994].

Theorem 1.1 [Taguchi 1996]. Let $\phi, \phi^{\prime}$ be rank-r Drinfeld $A$-modules over $K$, and $A_{\mathfrak{L}}$ the $\mathfrak{L}$-adic completion of $A$. Then the natural homomorphism

$$
\operatorname{Hom}_{K}\left(\phi, \phi^{\prime}\right) \otimes_{A} A_{\mathfrak{L}} \rightarrow \operatorname{Hom}_{A_{\mathfrak{L}}\left[G_{K}\right]}\left(T_{\mathfrak{L}}(\phi), T_{\mathfrak{L}}\left(\phi^{\prime}\right)\right)
$$

is an isomorphism, where $T_{\mathfrak{L}}(*)$ is the $\mathfrak{L}$-adic Tate module of $*$.

A consequence of the Tate conjecture is the isogeny theorem [Taguchi 1992, Proposition 3.1] that states that two Drinfeld $A$-modules $\phi, \phi^{\prime}$ over $K$ are $K$ isogenous if and only if $P_{\wp}(\phi)(X)=P_{\wp}\left(\phi^{\prime}\right)(X)$ for all but finitely many primes $\wp$.

We prove the following partially explicit and effective version of the isogeny theorem for rank- $r$ Drinfeld $A$-modules over $K$. For a Drinfeld $A$-module $\phi$ and a place $\wp$ of $K$, define

$$
\tau_{K, \wp}(\phi)=\inf \left\{\frac{v_{\wp}\left(a_{i}(\phi)\right)}{q^{i}-1}: i=1, \ldots, r\right\} .
$$

For any extension $L / F$, let $\gamma_{L}=\left[\mathbb{F}_{L}: \mathbb{F}_{q}\right]$. It is known that the constant field of

$$
K_{\phi, \text { tor }}:=K(\phi[a]: a \in A \text { nonzero })
$$

is finite over $\mathbb{F}_{q}$ (see [David 2001, Lemma 3.2]), so we may define $\gamma_{\phi}=\gamma_{K_{\phi, \text { or }}}$. More precisely, let $g_{\phi, \bar{\infty}}=\left[K_{\bar{\infty}}\left(\Lambda_{\phi, \bar{\infty}}\right)\right.$ : $\left.K_{\bar{\infty}}\right]$, where $\Lambda_{\phi, \bar{\infty}}$ is the lattice associated to the uniformization of $\phi$ over $C_{\bar{\infty}}$. Then we have

$$
\gamma_{\phi} \leq g_{\phi}=\min \left\{g_{\phi, \bar{\infty}}: \bar{\infty} \mid \infty\right\} .
$$

One can bound $g_{\phi, \bar{\infty}}$ using knowledge of the successive minima of the lattices $\Lambda_{\phi, \bar{\infty}}$ associated to $\phi$ [Gardeyn 2002, Proposition 4(i)]. Unfortunately, an explicit bound for these successive minima is not currently known except in the case of rank $\leq 2$ [Chen and Lee 2013], so this term is currently inexplicit in general.

Throughout, $\ln x$ denotes the natural logarithm of $x, \log _{q} x$ denotes the logarithm of $x$ to base $q$, and $\log _{q}^{*} x=\log _{q} \max \{x, 1\}$.
Theorem 1.2. Let $\phi_{1}, \phi_{2}$ be rank-r Drinfeld A-modules that are integral over $\mathbb{O}$ and not $K$-isogenous. Let $S$ be the set consisting of the primes of $K$ lying over the prime $\infty$ and the primes dividing $\Delta\left(\phi_{1}\right) \Delta\left(\phi_{2}\right)$. Suppose $\wp \notin S$ is a prime of $K$ of least degree such that $P_{\wp}\left(\phi_{1}\right) \neq P_{\wp}\left(\phi_{2}\right)$. Then

$$
\begin{equation*}
\operatorname{deg}_{K} \wp \leq \max \left\{\frac{4}{m_{0}}\left(C_{q, r}+W+c_{r} s_{q, r} \log _{q} W\right), s \max \left\{1+2 \log _{q} s, 7\right\}\right\}, \tag{2}
\end{equation*}
$$

where
$s=$ the geometric extension degree of $K / F$,

$$
\begin{aligned}
& m_{0}=\gamma_{K}, \\
& c_{r}=2 r^{2}+r+1, \\
& d_{r}=c_{r}+\log _{q} 86 r s^{2}(g+1), \\
& s_{q, r}=\frac{\ln \left(q d_{r}\right)}{\ln \left(q d_{r}\right)-1}, \\
& C_{q, r}=\log _{q} 86 r s^{2}(g+1)+c_{r}\left(1+s_{q, r} \log _{q} \frac{4}{m_{0}}+\log _{q} d_{r}\right)+c_{r} s_{q, r} \log _{q} \log _{q} d_{r},
\end{aligned}
$$

$$
\begin{aligned}
& a_{r}\left(\phi_{i}\right)=\Delta\left(\phi_{i}\right), \quad i=1,2 \\
& W=\log _{q}^{*}\left(\Lambda_{K}\left(\phi_{1}, \phi_{2}\right)+2 D\left(\phi_{1}, \phi_{2}\right)\right)+g_{\phi_{1}} g_{\phi_{2}} m_{0} \\
& \quad \text { where } D\left(\phi_{1}, \phi_{2}\right)=\operatorname{deg}_{K} \operatorname{rad}_{K} \Delta\left(\phi_{1}\right)+\operatorname{deg}_{K} \operatorname{rad}_{K} \Delta\left(\phi_{2}\right), \\
& \Lambda_{K}\left(\phi_{1}, \phi_{2}\right)=-\sum_{v} \tau_{K, v}\left(\phi_{1}\right) \operatorname{deg}_{K} v-\sum_{v} \tau_{K, v}\left(\phi_{2}\right) \operatorname{deg}_{K} v, \\
& \operatorname{deg}_{K} \operatorname{rad}_{K} x=\sum_{v(x) \neq 0} \operatorname{deg}_{K} v .
\end{aligned}
$$

(The sums are over every place $v$ of $K$.)
Note that any Drinfeld $A$-module defined over $K$ is isomorphic over $K$ to a Drinfeld $A$-module that is integral over $\mathbb{O}$. In order to reduce the bounds given by the above theorem, in particular the quantity $\operatorname{deg}_{K} \operatorname{rad}_{K} \Delta\left(\phi_{1}\right) \Delta\left(\phi_{2}\right)$, one should use minimal models of $\phi_{1}$ and $\phi_{2}$ (see [Taguchi 1993, Section 2]).

The proof follows the strategy in [Serre 1981] adapted to the Drinfeld module situation, with the notable difference that the effective Chebotarev density theorem we use [Kumar Murty and Scherk 1994] is stronger and unconditional because the general Riemann hypothesis holds for function fields. Also, unlike in the number field case, it is necessary to deal with wild ramification when bounding the different divisor. The bound we obtain on the different divisor is completely explicit in terms of the defining coefficients of the Drinfeld modules involved, unlike the results in [Gardeyn 2002], which are effective but not explicit. Also, the bounds are sensitive to primes of potentially good reduction, unlike the bounds in [Taguchi 1992].

We discuss some of the differences between our method and that of [Gardeyn 2002] in more detail in Section 7. In the rank-2 case, it is possible to make explicit the quantities involved in Gardeyn's bounds for the different divisor of torsion fields by determining the Newton polygons of exponential functions attached to Drinfeld modules [Chen and Lee 2013]. However, the computation of Newton polygons grows in complexity for higher rank, so new techniques using weaker information will likely be required to obtain explicit bounds for successive minima so we can apply the bounds of [Gardeyn 2002] for the different divisor and $g_{\phi}$. Further remarks about this will be made in Section 7.

Cojocaru and David [2008] find upper bounds for the number of primes $\wp$ of degree $d$ such that the field extension of $F$ obtained by adjoining a root of the characteristic polynomial of the Frobenius endomorphism of $\phi$ over the finite field $A / \wp$ is the fixed field $K$, where $\phi$ is a Drinfeld module over $K$ of rank 2 and $K$ is an imaginary quadratic field over $F$. An ingredient in their proof requires the surjectivity results of Pink [1997] and Gardeyn [2001]. However, they do not require explicit versions of these in order to achieve their results; that is, they use the fact that the Galois representation $\rho_{\phi, \mathscr{L}}: \operatorname{Gal}\left(F^{\mathrm{sep}} / F\right) \rightarrow \mathrm{GL}_{2}(A / \mathscr{L} A)$ and its projection in $\mathrm{PGL}_{2}(A / \mathscr{L} A)$ are surjective for all but finitely many primes $\mathscr{L}$ in $A$, assuming
$\operatorname{End}_{\bar{F}}(\phi)=A$. As a method, they also use the effective version of the Chebotarev density theorem in [Kumar Murty and Scherk 1994], but for the different divisor bounds they only require the bounds in [Gardeyn 2002, Proposition 6].

## 2. Preliminaries

Let $L$ be a finite extension of $K$ and let $O_{L}$ be the maximal order of $L$, that is, the integral closure of $\mathbb{O}$ in $L$. The constant field $\mathbb{F}_{L}$ of $L$ is the algebraic closure of $\mathbb{F}_{q}$ in $L$. The geometric extension degree of $L / K$ is the degree of $L / K^{\prime}$, where $K^{\prime}$ is the maximal constant field extension of $K$ in $L$ (that is, $[L: K] /\left[\mathbb{F}_{L}: \mathbb{F}_{K}\right]$ ). We say $L / K$ is a geometric extension if $K=K^{\prime}$.

For a prime ideal $\mathfrak{B}$ of $\mathcal{O}_{L}$, we let $\operatorname{deg}_{L} \mathfrak{B}$ be the $\mathbb{F}_{L}$-dimension of the residue class field $\mathbb{F}_{L, \mathfrak{B}}:=\mathcal{O}_{L} / \mathfrak{B}$ of $\mathfrak{B}$, extending this to a general ideal $I$ of $\mathbb{O}_{L}$ by additivity on products. For $a$ in $\mathscr{O}_{L}$, we define the degree of $a$ by $\operatorname{deg}_{L} a:=\operatorname{deg}_{L}(a)$, where (a) is the principal ideal of $\mathcal{O}_{L}$ generated by $a$.

More generally, let $\mathfrak{B}$ be a prime of $L, \mathfrak{O}_{L, \mathfrak{B}}$ the valuation ring of $\mathfrak{B}$, and $\mathbb{F}_{L, \mathfrak{B}}:=\widehat{O}_{L, \mathfrak{B}} / \mathfrak{B}$ the residue class field of $\mathfrak{B}$. Then the degree of $\mathfrak{B}$ is defined to be $\operatorname{deg}_{L} \mathfrak{B}:=\left[\mathbb{F}_{L, \mathfrak{B}}: \mathbb{F}_{L}\right]$, the $\mathbb{F}_{L}$-dimension of $\mathbb{F}_{L, \mathfrak{B}}$. We extend the definition by linearity to a divisor $\mathfrak{D}=\sum_{\mathfrak{B}} n_{\mathfrak{B}} \mathfrak{B}$ of $L$ by $\operatorname{deg}_{L} \mathfrak{D}=\sum_{\mathfrak{B}} n_{\mathfrak{B}} \operatorname{deg}_{L} \mathfrak{B}$. The finite part $\mathfrak{D}_{0}$ of a divisor $\mathfrak{D}=\sum_{\mathfrak{B}} n_{\mathfrak{B}} \mathfrak{B}$ is the divisor $\sum_{\mathfrak{B} \nmid \infty} n_{\mathfrak{B}} \mathfrak{B}$.

Let $i_{L / K}: \operatorname{Div}(K) \rightarrow \operatorname{Div}(L)$ be the conorm map from divisors on $K$ to divisors on $L$, defined by

$$
i_{L / K}(\wp)=\sum_{\mathfrak{B} \mid \wp} e(\mathfrak{B} / \wp) \mathfrak{B}
$$

for every prime $\wp$ of $K$ and then extended by linearity, where $e(\mathfrak{B} / \wp)$ denotes the ramification index of $\mathfrak{B}$ over $\mathfrak{B}$.

For $\mathfrak{B}$ a prime of $L$ lying over the prime $\wp$ of $K$, denote by $f(\mathfrak{B} / \wp)$ the inertia degree of $\mathfrak{B}$ over $\wp$.

Lemma 2.1 [Rosen 2002, Proposition 7.7]. Let $L / K$ be a finite extension, $\mathfrak{D}$ a divisor of $K$, and $\mathfrak{B}$ a prime of $L$ lying over the prime $\wp$ of $K$. Then

$$
\operatorname{deg}_{L} i_{L / K} \mathfrak{D}=n^{\prime} \operatorname{deg}_{K} \mathfrak{D}, \quad \operatorname{deg}_{L} \mathfrak{B}=\frac{f(\mathfrak{B} / \wp)}{\left[\mathbb{F}_{L}: \mathbb{F}_{K}\right]} \operatorname{deg}_{K} \wp,
$$

where $n^{\prime}$ is the geometric extension degree of $L / K$.
Let $L / K$ be a finite extension. Writing divisors in terms of places instead of primes, the different divisor $\mathfrak{D}(L / K)$ of $L / K$ is defined as

$$
\mathfrak{D}(L / K)=\sum_{w} w\left(D\left(L_{w} / K_{v}\right)\right) w,
$$

and its degree is given by

$$
\operatorname{deg}_{L} \mathfrak{D}(L / K)=\sum_{w} w\left(D\left(L_{w} / K_{v}\right)\right) \operatorname{deg}_{L} w
$$

where $w$ ranges through all normalized places of $L$, and $D\left(L_{w} / K_{v}\right)$ is the different ideal of $L_{w} / K_{v}$.

For convenience, we also define the degree with respect to $K$ of $\mathfrak{D}(L / K)$ as

$$
\operatorname{deg}_{K} \mathfrak{D}(L / K)=\sum_{v} \max \left\{v\left(D\left(L_{w} / K_{v}\right)\right): w \mid v\right\} \operatorname{deg}_{K} v
$$

where $v$ ranges through all normalized places of $K$. Similarly, we define the degree with respect to $K$ of $\mathfrak{D}_{0}(L / K)$ as

$$
\operatorname{deg}_{K} \mathfrak{D}_{0}(L / K)=\sum_{v \nmid \infty} \max \left\{v\left(D\left(L_{w} / K_{v}\right)\right): w \mid v\right\} \operatorname{deg}_{K} v
$$

Lemma 2.2. Let $L / K$ be a finite extension. Then

$$
\operatorname{deg}_{L} \mathfrak{D}(L / K) \leq n^{\prime} \operatorname{deg}_{K} \mathfrak{D}(L / K)
$$

where $n^{\prime}$ is the geometric extension degree of $L / K$.
Proof. By the definition, we have

$$
\begin{aligned}
\operatorname{deg}_{L} \mathfrak{D}(L / K) & =\sum_{w} w\left(D\left(L_{w} / K_{v}\right)\right) \operatorname{deg}_{L} w \\
\quad & =\sum_{v} \sum_{w \mid v} w\left(D\left(L_{w} / K_{v}\right)\right) \operatorname{deg}_{L} w \\
\quad & =\sum_{v} \sum_{w \mid v} v\left(D\left(L_{w} / K_{v}\right)\right) e(w / v) f(w / v) \frac{1}{\left[\mathbb{F}_{L}: \mathbb{F}_{K}\right]} \operatorname{deg}_{K} v \\
& \leq \frac{1}{\left[\mathbb{F}_{L}: \mathbb{F}_{K}\right]} \sum_{v} \max \left\{v\left(D\left(L_{w} / K_{v}\right)\right): w \mid v\right\} \sum_{w \mid v} e(w / v) f(w / v) \operatorname{deg}_{K} v \\
& =n^{\prime} \sum_{v} \max \left\{v\left(D\left(L_{w} / K_{v}\right)\right): w \mid v\right\} \operatorname{deg}_{K} v=n^{\prime} \operatorname{deg}_{K} \mathfrak{D}(L / K)
\end{aligned}
$$

where $\mathbb{F}_{L}$ and $\mathbb{F}_{K}$ are the constant fields of $L$ and $K$ respectively, $f(w / v)$ denotes the relative degree of $w$ over $v$, and we use the identity

$$
[L: K]=\sum_{w \mid v} e(w / v) f(w / v)
$$

which is valid because our constant fields are finite and hence perfect [Rosen 2002, Proposition 7.4].

Lemma 2.3 [Serre 1979, Proposition 8, Chapter III.4]. Let $M / L / K$ be a tower of finite separable extensions. The different divisor satisfies the transitivity relation

$$
\mathfrak{D}(M / K)=\mathfrak{D}(M / L)+i_{M / L} \mathfrak{D}(L / K) .
$$

Lemma 2.4. Let $K$ be a local field with ring of integers $\mathbb{O}$, and let $L / K$ be a finite extension of $K$ with ring of integers $\mathbb{O}_{L}$. Let $\alpha \in \mathbb{O}_{L}$ be such that $L=K(\alpha)$, and suppose $f(X) \in \mathbb{O}[X]$ is the minimal polynomial of $\alpha$ over $K$. Then the different ideal $D\left(\mathcal{O}_{L} / \mathbb{O}\right)$ divides the ideal $\left(f^{\prime}(\alpha)\right)$, with equality holding if and only if $\mathbb{O}_{L}=\mathbb{O}[\alpha]$. Furthermore, we may replace $f(X)$ by any monic polynomial $g(X)$ in $\mathcal{O}[X]$ that $\alpha$ satisfies.
Proof. See [Serre 1979, Corollary 2, III.6]. For the final remark, note that $g(X)=$ $f(X) h(X)$ for some $g(X) \in \mathbb{O}[X]$, so $\left(g^{\prime}(\alpha)\right)=\left(f^{\prime}(\alpha) h(\alpha)\right) \subseteq\left(f^{\prime}(\alpha)\right)$.
Lemma 2.5. Let $E / K$ and $L / K$ be finite extensions of local fields, with 0 the ring of integers of $K, \mathcal{O}_{E}$ the ring of integers of $E, O_{E L}$ the ring of integers of $E L$, and $\mathrm{O}_{L}$ the ring of integers of $L$.

Then the different ideals satisfy $D(E L / L) \mid O_{E L} \cdot D(E / K)$.
Proof. Suppose that $\mathbb{O}_{E}=\mathbb{O}_{K}[x]$ for some $x \in B$, so that $E=K(x)$ (see [Serre 1979, Proposition 12, III.6]). Let $f \in \mathcal{O}_{K}[X]$ be the minimal polynomial of $x$ over $K$.

Now $E L=K(x) L=K(x)$ and $x \in \mathbb{O}_{E L}$.
As $f \in \mathbb{O}[X]$ is monic and $x \in \mathcal{O}_{E L}$ is a root of $f$, we may apply Lemma 2.4 to get that $D(E L / L) \mid \mathcal{O}_{E L} \cdot f^{\prime}(x)$. But as $\mathbb{O}_{E}=\mathbb{O}[x]$, we have $D(E / K)=\mathcal{O}_{E} \cdot f^{\prime}(x)$. Hence, $\mathbb{O}_{E L} \cdot f^{\prime}(x)=\mathbb{O} E L \cdot \mathcal{O}_{E} \cdot f^{\prime}(x)=\mathcal{O}_{E L} \cdot D(E / K)$. The result thus follows.

Lemma 2.6. Let $E / K$ and $L / K$ be finite extensions of global fields. Then

$$
\mathfrak{D}(E L / K) \leq i_{E L / E} \mathfrak{D}(E / K)+i_{E L / L} \mathfrak{D}(L / K) .
$$

Proof. This follows by localization and applying Lemma 2.3 and Lemma 2.5.

## 3. Effective Chebotarev density theorem

Lemma 3.1. Let $K$ be a finite extension of $F=\mathbb{F}_{q}(T)$ with constant field $\mathbb{F}_{q}$, where $\mathbb{F}_{q}$ is a finite field of order $q$, and let $g$ be the genus of $K$. Let $S(N)$ be the number of primes $\wp$ of $K$ with $\operatorname{deg}_{K} \wp=N$. Then

$$
\left|S(N)-\frac{q^{N}}{N}\right| \leq\left(2 g+1+\left(2 g+\frac{3}{2}\right) \frac{4}{q}\right) \frac{q^{N / 2}}{N} .
$$

Proof. From the prime number theorem for $L$ [Rosen 2002, Theorem 5.12], we have that

$$
S(N)=\frac{q^{N}}{N}+O\left(\frac{q^{N} / 2}{N}\right) .
$$

We recall the proof to make the constant explicit.

Let $Z_{K}(u)$ be the zeta function of $K$. Using the Euler product decomposition of $Z_{K}(u)$ and [Rosen 2002, Theorem 5.9], we obtain

$$
Z_{K}(u)=\frac{\prod_{i=1}^{2 g}\left(1-\pi_{i} u\right)}{(1-u)(1-q u)}=\prod_{d=1}^{\infty}\left(1-u^{d}\right)^{-S(d)} .
$$

Taking the logarithmic derivative of both sides, multiplying by $u$, and equating coefficients of $u^{N}$ yields the relation

$$
q^{N}+1-\sum_{i=1}^{2 g} \pi_{i}^{N}=\sum_{d \mid N} d S(d) .
$$

Using the Möbius inversion formula yields

$$
N S(N)=\sum_{d \mid N} \mu(d) q^{N / d}+0-\sum_{d \mid N} \mu(d)\left(\sum_{i=1}^{2 g} \pi_{i}^{N / d}\right) .
$$

Following the argument in [Rosen 2002, Theorem 2.2], we obtain

$$
\left|\sum_{d \mid N} \mu(d) q^{N / d}-q^{N}\right| \leq q^{N / 2}+N q^{N / 3}
$$

Similarly, using the Riemann hypothesis [Rosen 2002, Theorem 5.10], we obtain

$$
\left|\sum_{d \mid N} \mu(d)\left(\sum_{i=1}^{2 g} \pi_{i}^{N / d}\right)\right| \leq 2 g q^{N / 2}+2 g N q^{N / 4} .
$$

It follows that

$$
\left|N S(N)-q^{N}\right| \leq(2 g+1) q^{N / 2}+N q^{N / 3}+2 g N q^{N / 4},
$$

so

$$
\begin{align*}
\left|S(N)-\frac{q^{N}}{N}\right| & \leq \frac{2 g+1}{N} q^{N / 2}+q^{N / 3}+2 g q^{N / 4}  \tag{3}\\
& \leq \frac{q^{N / 2}}{N}\left(2 g+1+\frac{N}{q^{N / 6}}+2 g \frac{N}{q^{N / 4}}\right) .
\end{align*}
$$

Since $x / q^{x} \leq 1 / q$ for $x \geq 1$, (3) is less than or equal to

$$
\frac{q^{N / 2}}{N}\left(2 g+1+\left(2 g+\frac{3}{2}\right) \frac{4}{q}\right) .
$$

The next theorem follows from the effective Chebotarev density theorem in [Kumar Murty and Scherk 1994, Theorem 1].

Theorem 3.2. Let $K$ be a finite extension of $F=\mathbb{F}_{q_{0}}(T)$ with constant field $\mathbb{F}_{q}$ and genus $g$, where $q=q_{0}^{m_{0}}$. Let $E$ be a finite Galois extension of $K$ with Galois group $G, \mathbb{F}_{q^{m}}$ the algebraic closure of $\mathbb{F}_{q}$ in $E$, and $K^{\prime}=\mathbb{F}_{q^{m}} K$ the maximal constant field extension of $K$ in $E$.

Let $\mathscr{C} \subseteq G=\operatorname{Gal}(E / K)$ be a nonempty conjugacy class in $G$ whose restriction to $\mathbb{F}_{q^{m}} / \mathbb{F}_{q} \cong K^{\prime} / K$ is $\tau^{k}$, where $\tau$ is the Frobenius map $\tau(x)=x^{q}$, and let $\mathfrak{D}$ be the different divisor of $E / K^{\prime}$. Let $\Sigma$ be the divisor of $K$ that is the sum of the primes of $K$ that are ramified in $E$, and suppose $\Sigma^{\prime}$ is a divisor of $K$ such that $\Sigma^{\prime} \geq \Sigma$. Let $B=\max \left\{\operatorname{deg}_{K} \Sigma^{\prime}, \operatorname{deg}_{E} \mathfrak{D}, 2\left|\operatorname{Gal}\left(E / K^{\prime}\right)\right|-2,1\right\}$.
If

$$
N \geq \frac{2}{m_{0}} \log _{q_{0}} \frac{4}{3}\left(B^{2}+B\left(2 g+\frac{g}{m}+3\right)+2\left(5 g+\frac{g}{m}+3\right)\right)
$$

and $N \equiv k(\bmod m)$, there is a prime $\wp \notin \Sigma^{\prime}$ of $K$ such that $\operatorname{deg}_{K} \wp=N$ and Frob $_{\wp}=\mathscr{C}$.

Proof. The situation at the outset is that we start with $F=\mathbb{F}_{q_{0}}(T)$ and $K$ a finite extension of $F$ with possibly larger constant field $\mathbb{F}_{q}$, where $q=q_{0}^{n}$. Next, we replace $F=\mathbb{F}_{q_{0}}(T)$ by $F=\mathbb{F}_{q}(T)$, so that $K$ is a geometric extension of $F=\mathbb{F}_{q}(T)$. This allows us to use Lemma 3.1 without modification, but now $q_{0}$ is replaced by $q$.

Another remark is that if there exists a prime $\wp \notin \Sigma^{\prime}$ of $K$ such that $\operatorname{deg}_{K} \wp=N$ and $\operatorname{Frob}_{\wp}=\mathscr{C}$, then it follows that $\mathscr{C}$ restricted to $K^{\prime} / K \cong \mathbb{F}_{q^{m}} / \mathbb{F}_{q}$ is $\tau^{N}$ by [Kumar Murty and Scherk 1994, Lemma 1]. Since $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$ is cyclic of order $m$, we have that $\tau^{N}=\tau^{k}$ in $\operatorname{Gal}\left(\mathbb{F}_{q^{m}} / \mathbb{F}_{q}\right)$ if and only if $N \equiv k(\bmod m)$.

Let $\mathbb{F}_{q^{m}}$ be the algebraic closure of $\mathbb{F}_{q}$ in $E$, so $K^{\prime}:=\mathbb{F}_{q^{m}} K$ and $E / K^{\prime}$ is a geometric extension. Let $\mathscr{D}:=\operatorname{deg}_{E} \mathfrak{D}$ and $\delta^{\prime}=\operatorname{deg}_{K} \Sigma^{\prime}$. Let $\pi\left(N, \Sigma^{\prime}\right)$ be the number of primes $\wp \notin \operatorname{Supp} \Sigma^{\prime}$ of $K$ with $\operatorname{deg}_{K} \wp=N$, and let $\pi_{\varphi}\left(N, \Sigma^{\prime}\right)$ be the number of primes $\wp \notin \operatorname{Supp} \Sigma^{\prime}$ of $K$ such that $\operatorname{deg}_{K} \wp=N$ and Frob $_{\wp}=\mathscr{C}$.

It suffices to find a lower bound $N_{0}$ for $N$ such that for $N \geq N_{0}, \pi_{\varphi}\left(N, \Sigma^{\prime}\right)$ is positive.

In fact, the genus $g$ of $K$ over $\mathbb{F}_{q}$ is the same as that of $K^{\prime}$ over $\mathbb{F}_{q^{m}}$ (see [Rosen 2002, Proposition 8.9]). We know that the genus of $K^{\prime}$ over $\mathbb{F}_{q^{m}}$ and the genus of $E$ over $\mathbb{F}_{q^{m}}$ are related by the Riemann-Hurwitz theorem [Rosen 2002, Theorem 7.16]. Thus, letting $g_{E}$ be the genus of $E$, we have

$$
\begin{equation*}
g_{E}=1+\left|\operatorname{Gal}\left(E / K^{\prime}\right)\right|(g-1)+\frac{1}{2} \mathscr{D} . \tag{4}
\end{equation*}
$$

The effective Chebotarev density theorem in [Kumar Murty and Scherk 1994, Theorem 1] gives

$$
\frac{m|\mathscr{C}|}{|G|} \pi\left(N, \Sigma^{\prime}\right)-\alpha \leq \pi_{\mathscr{C}}\left(N, \Sigma^{\prime}\right) \leq \frac{m|\mathscr{C}|}{|G|} \pi\left(N, \Sigma^{\prime}\right)+\alpha,
$$

where

$$
\begin{equation*}
\alpha=\frac{|\mathscr{C}|}{N} q^{N / 2}\left(2 g_{E} \frac{1}{|G|}+2(2 g+1)+\frac{1+N /|\mathscr{C}|}{q^{N / 2}} \delta^{\prime}\right) \tag{5}
\end{equation*}
$$

The condition $N \equiv r(\bmod m)$ ensures $\mathscr{C}$ restricted to $\mathbb{F}_{q^{m}} / \mathbb{F}_{q}$ is $\tau^{N}$.
Remark 3.3. When $\Sigma^{\prime}=\Sigma$, this is what is proved in [Kumar Murty and Scherk 1994, Theorem 1]. However, the proof carries over with $\Sigma$ replaced by $\Sigma^{\prime}$. In particular, the key identity (2.1) still holds with $y \in Y_{r}$ unramified replaced by $y \in Y_{r}$ not in the support of $\Sigma^{\prime} \geq \Sigma$.

We have $\pi\left(N, \Sigma^{\prime}\right) \geq S(N)-\frac{\operatorname{deg}_{K} \Sigma^{\prime}}{N}$. Thus,

$$
\frac{m|\mathscr{C}|}{|G|}\left(S(N)-\frac{\operatorname{deg}_{K} \Sigma^{\prime}}{N}\right)-\alpha \leq \pi_{\mathscr{C}}\left(N, \Sigma^{\prime}\right)
$$

It is therefore enough to find a lower bound for $N$ such that

$$
\begin{equation*}
\frac{m|\mathscr{C}|}{|G|}\left(S(N)-\frac{\operatorname{deg}_{K} \Sigma^{\prime}}{N}\right)-\alpha>0 . \tag{6}
\end{equation*}
$$

From Lemma 3.1, we have

$$
\begin{align*}
\frac{q^{N}}{N}-\left(2 g+1+\left(2 g+\frac{3}{2}\right) \frac{4}{q}\right) \frac{q^{N / 2}}{N} & \leq S(N)  \tag{7}\\
& \leq \frac{q^{N}}{N}+\left(2 g+1+\left(2 g+\frac{3}{2}\right) \frac{4}{q}\right) \frac{q^{N / 2}}{N}
\end{align*}
$$

Since $|G| / m=\left|\operatorname{Gal}\left(E / L^{\prime}\right)\right|$ and $(1+N /|\mathscr{C}|) / q^{N / 2} \leq 2$, from (5) we have

$$
\begin{equation*}
\alpha \leq \frac{2 m|\mathfrak{C}|}{N|G|} q^{N / 2}\left(\left|\operatorname{Gal}\left(E / K^{\prime}\right)\right|\left(2 g+1+\delta^{\prime}\right)+\frac{g_{E}}{m}\right) \tag{8}
\end{equation*}
$$

Therefore, combining (6) through (8), we obtain
(9) $\frac{m|\mathscr{C}|}{|G|}\left(S(N)-\frac{\operatorname{deg}_{K} \Sigma^{\prime}}{N}\right)-\alpha$

$$
\geq \frac{m|\mathscr{C}|}{N|G|} q^{N / 2}\left(q^{N / 2}-\left(c_{0}+\frac{\operatorname{deg}_{K} \Sigma^{\prime}}{q^{N / 2}}+2\left|\operatorname{Gal}\left(E / K^{\prime}\right)\right|\left(2 g+1+\delta^{\prime}\right)+2 \frac{g_{E}}{m}\right)\right)
$$

where $c_{0}=2 g+1+\left(2 g+\frac{3}{2}\right) 4 / q$.
We thus need to find a lower bound of $N$ such that the right-hand side of the
inequality in (9) is positive, or equivalently,

$$
\begin{aligned}
& q^{N / 2}> c_{0}+\frac{\operatorname{deg}_{K} \Sigma^{\prime}}{q^{N / 2}}+2\left|\operatorname{Gal}\left(E / K^{\prime}\right)\right|\left(2 g+1+\delta^{\prime}\right)+2 \frac{g_{E}}{m} \\
&= c_{0}+\frac{\operatorname{deg}_{K} \Sigma^{\prime}}{q^{N / 2}}+2\left|\operatorname{Gal}\left(E / K^{\prime}\right)\right|(2 g+ \\
&\left.+1+\delta^{\prime}\right) \\
&+\frac{2}{m}\left(1+\left|\operatorname{Gal}\left(E / K^{\prime}\right)\right|(g-1)+\frac{1}{2} \mathscr{D}\right) \\
&= c_{0}+\frac{\operatorname{deg}_{K} \Sigma^{\prime}}{q^{N / 2}}+2\left|\operatorname{Gal}\left(E / K^{\prime}\right)\right|\left(2 g+1+\delta^{\prime}+\frac{g-1}{m}\right)+\frac{2}{m}\left(1+\frac{1}{2} \mathscr{D}\right)
\end{aligned}
$$

using (4).
Let $1 \leq B, \delta^{\prime} \leq B, \mathscr{D} \leq B$, and $\left|\operatorname{Gal}\left(E / K^{\prime}\right)\right| \leq \frac{1}{2} B+1$. Note that if $g=0$, it suffices to take $\delta^{\prime} \leq B$ and $\mathscr{D} \leq B$ only, as it is then automatic that $\left|\operatorname{Gal}\left(E / K^{\prime}\right)\right| \leq$ $\frac{1}{2} \mathscr{D}+1 \leq \frac{1}{2} B+1$. Therefore, we have

$$
\begin{aligned}
c_{0} & +\frac{\operatorname{deg}_{K} \Sigma^{\prime}}{q^{N / 2}}+2\left|\operatorname{Gal}\left(E / K^{\prime}\right)\right|\left(2 g+1+\delta^{\prime}+\frac{g-1}{m}\right)+\frac{2}{m}\left(1+\frac{1}{2} \mathscr{D}\right) \\
& \leq c_{0}+\frac{B}{q^{N / 2}}+(B+2)\left(2 g+1+B+\frac{g-1}{m}\right)+\frac{2}{m}\left(1+\frac{1}{2} B\right) \\
& \leq 2 g+1+\left(2 g+\frac{3}{2}\right) \frac{4}{q}+\frac{B}{q^{N / 2}}+(B+2)\left(2 g+1+B+\frac{g-1}{m}\right)+\frac{2}{m}\left(1+\frac{1}{2} B\right) \\
& \leq B^{2}+B\left(2 g+3+\frac{g}{m}\right)+6 g+3+\frac{2 g}{m}+\left(2 g+\frac{3}{2}\right) \frac{4}{q}+\frac{B}{q^{N / 2}} \\
& \leq B^{2}+B\left(2 g+3+\frac{g}{m}\right)+10 g+6+\frac{2 g}{m}+\frac{B}{q^{N / 2}}
\end{aligned}
$$

where the last inequality uses $4 / q \leq 2$. Therefore, it suffices to have

$$
q^{N / 2}>\left(B^{2}+B\left(2 g+3+\frac{g}{m}\right)+10 g+6+\frac{2 g}{m}\right)+\frac{B}{q^{N / 2}}
$$

This can be satisfied if the following two inequalities hold:

$$
\alpha q^{N / 2} \geq B^{2}+B\left(2 g+3+\frac{g}{m}\right)+10 g+6+\frac{2 g}{m}, \quad(1-\alpha) q^{N / 2}>\frac{B}{q^{N / 2}}
$$

where $0<\alpha<1$; equivalently,

$$
N \geq 2 \log _{q} \frac{1}{\alpha}\left(B^{2}+B\left(2 g+3+\frac{g}{m}\right)+10 g+6+\frac{2 g}{m}\right), \quad N>\log _{q} \frac{1}{1-\alpha} B
$$

Taking $\alpha=\frac{3}{4}$, the required inequalities become

$$
N \geq 2 \log _{q} \frac{4}{3}\left(B^{2}+B\left(2 g+3+\frac{g}{m}\right)+10 g+6+\frac{2 g}{m}\right), \quad N>\log _{q} 4 B
$$

So if

$$
N \geq \frac{2}{m_{0}} \log _{q_{0}} \frac{4}{3}\left(B^{2}+B\left(2 g+3+\frac{g}{m}\right)+2\left(5 g+3+\frac{g}{m}\right)\right)
$$

and $N \equiv k(\bmod m)$, then there is a prime $\wp \notin \Sigma^{\prime}$ of $K$ such that $\operatorname{deg}_{K} \wp=N$ and Frob $_{\wp}=\mathscr{C}$.
Corollary 3.4. Let the notation and hypotheses be as in Theorem 3.2. Then there exists a prime $\wp \notin \Sigma^{\prime}$ of $K$ such that $\operatorname{Frob}_{\wp}=\mathscr{C}$ and

$$
\begin{equation*}
\operatorname{deg}_{K} \wp \leq \frac{4}{m_{0}} \log _{q_{0}} \frac{4}{3}(B+3 g+3)+m . \tag{10}
\end{equation*}
$$

Proof. Let $M$ be the integer such that

$$
M=\frac{2}{m_{0}} \log _{q_{0}} \frac{4}{3}\left(B^{2}+B\left(2 g+\frac{g}{m}+3\right)+2\left(5 g+\frac{g}{m}+3\right)\right)+\delta,
$$

where $0 \leq \delta<1$. Let $N=M+k^{\prime}$, where $0 \leq k^{\prime} \leq m-1$ is chosen so that $N \equiv k(\bmod m)$. Then

$$
N \geq \frac{2}{m_{0}} \log _{q_{0}} \frac{4}{3}\left(B^{2}+B\left(2 g+\frac{g}{m}+3\right)+2\left(5 g+\frac{g}{m}+3\right)\right)
$$

and $N \equiv k(\bmod m)$. By Theorem 3.2, there exists a prime $\wp \notin \Sigma^{\prime}$ of $K$ such that $\operatorname{deg}_{K} \wp=N$ and Frob $_{\wp}=\mathscr{C}$. Now,

$$
\begin{aligned}
\operatorname{deg}_{K} \wp & =N=M+k^{\prime} \\
& \leq \frac{2}{m_{0}} \log _{q_{0}} \frac{4}{3}\left(B^{2}+B\left(2 g+3+\frac{g}{m}\right)+10 g+6+\frac{2 g}{m}\right)+m \\
& \leq \frac{2}{m_{0}} \log _{q_{0}} \frac{4}{3}\left(B+2 g+3+\frac{g}{m}\right)^{2}+m \\
& \leq \frac{4}{m_{0}} \log _{q_{0}} \frac{4}{3}(B+3 g+3)+m .
\end{aligned}
$$

## 4. Bounds for the different divisor

Proposition 4.1. Let $\phi$ be a rank-r Drinfeld A-module that is integral over $K$, and let $\mathfrak{L}=(a)$ be a finite prime of $A$ with a monic. Let $\mathfrak{D}_{0}\left(K_{\phi, \mathfrak{L}} / K\right)$ be the finite part of the different divisor $\mathfrak{D}\left(K_{\phi, \mathfrak{L}} / K\right)$. Then we have

$$
\begin{equation*}
\operatorname{deg}_{K} \mathfrak{D}_{0}\left(K_{\phi, \mathfrak{L}} / K\right) \leq r\left(\operatorname{deg}_{K} a+\frac{\left(\ell^{r}-2\right)\left(\ell^{r}-1\right)}{q^{r}-1} \operatorname{deg}_{K} \Delta(\phi)\right), \tag{11}
\end{equation*}
$$

where $\ell=q^{\operatorname{deg}_{F} \mathfrak{L}}$. In addition, if $v(a \Delta(\phi))=0$ for a finite place $v$ of $K$, then

$$
\begin{equation*}
v\left(D\left(K_{\phi, \mathfrak{L}, w} / K_{v}\right)\right)=0, \tag{12}
\end{equation*}
$$

where $D\left(K_{\phi, \mathfrak{L}, w} / K_{v}\right)$ is the different ideal of $K_{\phi, \mathfrak{L}, w} / K_{v}$, and $w \mid v$ is a place of $K_{\phi, \mathfrak{L}, w}$.

Proof. This is a slightly modified version of [David 2001, Lemma 4.2], derived from [Taguchi 1992].

Let $\alpha \in \bar{K}$ be a root of a separable polynomial

$$
f(X)=b_{0} X+b_{1} X^{q}+\cdots+b_{m} X^{q^{m}}
$$

with $b_{i} \in \mathcal{O}$ and $b_{0} b_{m} \neq 0$. Then

$$
\begin{aligned}
h(X) & =b_{m}^{q^{m}-1} f\left(X / b_{m}\right) \\
& =b_{0} b_{m}^{q^{m}-2} X+b_{1} b_{m}^{q^{m}-1-q} X^{q}+\cdots+b_{m-1} b_{m}^{q^{m}-1-q^{m-1}} X^{q^{m-1}}+X^{q^{m}} \in \mathbb{O}[X]
\end{aligned}
$$

is monic. Since $h\left(b_{m} \alpha\right)=0$ and $K(\alpha)=K\left(b_{m} \alpha\right)$, we may apply Lemma 2.4 to $b_{m} \alpha$ and $h(X)$ to show that the different ideal $D(K(\alpha) / K)$ divides the principal ideal $\left(b_{0} b_{m}^{q^{m}-2}\right)$.

Let $\mathfrak{L}=(a)$ and $f(X)=\phi_{a}(X)$. Then $f(X)=a X+\cdots+\Delta(\phi)^{\left(q^{m}-1\right) /\left(q^{r}-1\right)} X^{q^{m}}$, where $m=r \operatorname{deg}_{F} a$ (see [Rosen 2002, Proposition 13.8]). There are $r$ roots $\beta_{1}, \ldots, \beta_{r}$ of $\phi_{a}(X)$ that generate $K_{\phi, \mathfrak{L}}$ over $K$. Using the transitivity of the different (see Lemma 2.3), it follows that

$$
\begin{equation*}
D\left(K_{\phi, \mathfrak{L}} / K\right) \mid\left(b_{0} b_{m}^{q^{m}-2}\right)^{r}=\left(a(\Delta(\phi))^{\left(q^{m}-2\right)\left(q^{m}-1\right) /\left(q^{r}-1\right)}\right)^{r} . \tag{13}
\end{equation*}
$$

This shows that if $v(a \Delta(\phi))=0$ for a finite place $v$, then $v\left(D\left(K_{\phi, \mathfrak{L}, w} / K_{v}\right)\right)=0$. Furthermore, taking the degree with respect to $K$ of (13), we obtain

$$
\operatorname{deg}_{K} \mathfrak{D}_{0}\left(K_{\phi, \mathfrak{R}} / K\right) \leq r\left(\operatorname{deg}_{K} a+\frac{\left(\ell^{r}-2\right)\left(\ell^{r}-1\right)}{q^{r}-1} \operatorname{deg}_{K} \Delta(\phi)\right) .
$$

It is possible to obtain a bound on $\operatorname{deg}_{K} \mathfrak{D}\left(K_{\phi, \mathfrak{L}} / K\right)$ based on Proposition 4.1 and Lemma 4.2, but instead we find a slightly more refined bound in Proposition 4.3, using additional techniques.

Lemma 4.2. Let $\bar{\infty}$ be an infinite prime of $K, K_{\bar{\infty}}$ the completion of $K$ at $\bar{\infty}, \mathcal{O}_{\bar{\infty}}$ the valuation ring of $\bar{\infty}, v_{\bar{\infty}}$ the valuation associated to $\bar{\infty}$, and e the ramification index of $\bar{\infty}$ over $\infty$.

Let $\phi_{T}(X)=T X+a_{1} X^{q}+\cdots+a_{i} X^{q^{i}}+\cdots+a_{r} X^{q^{r}}$ be a rank-r Drinfeld $A$-module defined over $K$, and write

$$
\phi_{T^{n}}(X)=T^{n} X+b_{1} X^{q}+\cdots+b_{i} X^{q^{i}}+\cdots+b_{r n} X^{q^{r n}},
$$

where $n \geq 1$.
Let $\omega_{1}=\max \left\{e,-\frac{v_{\bar{\infty}}\left(a_{i}\right)}{q^{i}}: i=1, \ldots, r\right\}$ and $\omega_{n}=n \omega_{1}$. Then

$$
\omega_{n} \geq \max \left\{n e,-\frac{v_{\bar{\infty}}\left(b_{i}\right)}{q^{i}}: i=1, \ldots, r n\right\} .
$$

Proof. We use induction on $n$. First note that

$$
\phi_{T^{n}}\left(\lambda_{n} X\right)=T^{n} \lambda_{n} X+b_{1} \lambda_{n}^{q} X^{q}+\cdots+b_{i} \lambda_{n}^{q^{i}} X^{q^{i}}+\cdots+b_{r n} \lambda_{n}^{\lambda^{r n}} X^{q^{r n}},
$$

so taking $\lambda_{n} \in K$ with

$$
v_{\bar{\infty}}\left(\lambda_{n}\right)=\omega_{n} \geq \max \left\{n e,-\frac{v_{\bar{\infty}}\left(b_{i}\right)}{q^{i}}: i=1, \ldots, r n\right\}
$$

implies that $\phi_{T^{n}}\left(\lambda_{n} X\right) \in 0_{\bar{\infty}}[X]$.
The result is true for $n=1$, as

$$
\omega_{1}=\max \left\{e,-\frac{v_{\bar{\infty}}\left(a_{i}\right)}{q^{i}}: i=1, \ldots, r\right\} .
$$

Assume

$$
\omega_{n}=n \omega_{1} \geq \max \left\{n e,-\frac{v_{\bar{\infty}}\left(b_{i}\right)}{q^{i}}: i=1, \ldots, r n\right\} .
$$

Now consider the terms in the product

$$
\phi_{T^{n+1}}=\phi_{T^{n}} \circ \phi_{T}=\left(T^{n}+b_{1} \tau+\cdots+b_{r n} \tau^{r n}\right) \circ\left(T+a_{1} \tau+\cdots+a_{r} \tau^{r}\right),
$$

where there are $2(r+1)$ types of terms to consider:

$$
\begin{array}{cc}
b_{i} \tau^{i} T=b_{i} T^{q^{i}} \tau^{i}, & 1 \leq i \leq r n, \\
b_{i} \tau^{i} a_{1} \tau=b_{i} a_{1}^{q^{i}} \tau^{i+1}, & 1 \leq i \leq r n, \\
\vdots & \\
b_{i} \tau^{i} a_{r} \tau^{r}=b_{i} a_{r}^{q^{i}} \tau^{i+r}, & 1 \leq i \leq r n, \\
T^{n+1}, T^{n} a_{1} \tau, T^{n} a_{2} \tau^{2}, \ldots, T^{n} a_{r} \tau^{r} .
\end{array}
$$

We need to show that $\omega_{n+1}$ is greater than or equal to the valuations of the coefficients of each type of term, that is, for each $i$ with $1 \leq i \leq r n$,

$$
\begin{align*}
& \omega_{n+1} \geq-\frac{v_{\bar{\infty}}\left(b_{i}\right)}{q^{i}}+e,  \tag{14}\\
& \omega_{n+1} \geq-\frac{v_{\bar{\alpha}}\left(b_{i}\right)}{q^{i+j}}-\frac{v_{\bar{\infty}}\left(a_{j}\right)}{q^{j}}, \quad 1 \leq j \leq r,  \tag{15}\\
& \omega_{n+1} \geq n e+1, \\
& \omega_{n+1} \geq n e-\frac{v_{\bar{\infty}}\left(a_{j}\right)}{q^{j}}, \quad 1 \leq j \leq r .
\end{align*}
$$

As $\omega_{n} \geq-v_{\bar{\infty}}\left(b_{i}\right) / q^{i}$ for $1 \leq i \leq 2 n$, we have

$$
\omega_{n+1}=\omega_{n}+\omega_{1} \geq \frac{\omega_{n}}{q^{j}}+\omega_{1} \geq-\frac{v_{\bar{\infty}}\left(b_{i}\right)}{q^{i+j}}+\omega_{1}
$$

for $j=0,1, \ldots, r$ and $i=1,2, \ldots, r n$, so (14) and (15) are satisfied. Since $\omega_{1}=\max \left\{e,-v_{\bar{\infty}}\left(a_{j}\right) / q^{j}: j=1, \ldots, r\right\}$,

$$
\begin{aligned}
\omega_{n+1}=(n+1) \omega_{1} & =n \omega_{1}+\omega_{1} \geq n e+\omega_{1} \\
& \geq \max \left\{(n+1) e, n e-\frac{v_{\bar{\infty}}\left(a_{j}\right)}{q^{j}}: j=1, \ldots, r,\right\}
\end{aligned}
$$

so the last inequalities in (16) and (17) are satisfied.
In the following proposition, we obtain an upper bound on the degree of the different divisor of $K_{\phi, \mathfrak{L}} / K$ that uses mild information from the Newton polygons of $\phi_{a}(X)$ and takes into account primes of potentially good reduction.

Proposition 4.3. Let $\phi$ be a rank-r Drinfeld A-module that is integral over $K$, and let $\mathfrak{L}=(a)$ be a finite prime of $A$ with a monic. Let $\mathfrak{D}\left(K_{\phi, \mathfrak{L}} / K\right)$ be the different divisor of $K_{\phi, \mathfrak{L}} / K$. Then we have

$$
\operatorname{deg}_{K} \mathfrak{D}\left(K_{\phi, \mathfrak{L}} / K\right) \leq r\left(\frac{\ell^{r}-1}{q-1}\left(s \operatorname{deg}_{K} a+\Lambda(\phi)\right)+2 \operatorname{deg}_{K} a \operatorname{rad}_{K} \Delta(\phi)\right),
$$

where $s$ denotes the geometric extension degree of $K / F, \ell=q^{\operatorname{deg}_{F} \mathfrak{L}}, \Lambda(\phi)=$ $-\sum_{v} \tau_{v}(\phi) \operatorname{deg}_{K} v$, and for $x \in K$ we let $\operatorname{deg}_{K} \operatorname{rad}_{K} x:=\sum_{v(x) \neq 0} \operatorname{deg}_{K} v$ (the sums are over every place $v$ of $K$ ).

Proof. Let $\phi_{T}(X)=T X+a_{1} X^{q}+\cdots+a_{r} X^{q^{r}}$, where $a_{i} \in \mathbb{O}$. Let

$$
f(X)=\phi_{a}(X)=b_{0} X+b_{1} X^{q}+\cdots+b_{r n} X^{q^{r n}}=b_{r n} \prod_{i=1}^{q^{r n}}\left(X-\alpha_{i}\right),
$$

where $b_{0}=a, b_{r n}=a_{r}^{\left(q^{r n}-1\right) /\left(q^{r}-1\right)}$, and $n=\operatorname{deg}_{K} a=\operatorname{deg}_{K} \mathfrak{L}$. Let $\alpha$ be any one of the $\alpha_{i}$.

Let $\wp$ be a finite place of $K$ with corresponding discrete valuation $v_{\wp}$, and let

$$
\tau_{\wp}=\inf \left\{\frac{v_{\wp}\left(a_{i}\right)}{q^{i}-1}, i=1, \ldots, r .\right\}
$$

Note that $\tau_{\wp} \geq 0$. Let $K_{\wp}$ be the completion of $K$ at $\wp$, and $K_{\wp}^{\prime} / K_{\wp}$ a totally tamely ramified extension with ramification index $1 /\left(q^{r n}-1\right)$ and ring of integers $\mathbb{O}_{\wp}^{\prime}$.

Over $K_{\wp}^{\prime}, \phi_{T}$ is isomorphic to a Drinfeld $A$-module

$$
\phi_{T}^{\prime}(X)=T X+a_{1}^{\prime} X^{q}+\cdots+a_{r}^{\prime} X^{q^{r}},
$$

where $a_{i}^{\prime}=a_{i} / \lambda^{q^{i}-1}, v_{\wp}\left(a_{i}^{\prime}\right) \geq 0$ for $1 \leq i \leq r, v_{\wp}(\lambda)=\tau_{\wp}$, and $\lambda \in K_{\wp}^{\prime}$.
Let $\phi_{a}^{\prime}(X)=b_{0}^{\prime} X+b_{1}^{\prime} X^{q}+\cdots+b_{r n}^{\prime} X^{q^{r n}}$. As $b_{i}^{\prime}=b_{i} / \lambda^{q^{i}-1}$, we have

$$
v_{\wp}\left(b_{i}\right) \geq\left(q^{i}-1\right) v_{\wp}(\lambda)=\left(q^{i}-1\right) \tau_{\wp \wp} .
$$

From the Newton polygon of $f(X)$, we have

$$
v_{\wp}(\alpha) \geq-\frac{v_{\wp}\left(a_{r}\right) \frac{q^{r n}-1}{q^{r}-1}-\left(q^{r n-1}-1\right) \tau_{\wp}}{q^{r n}-q^{r n-1}}=:-\delta .
$$

Pick a $\mu \in K_{\wp}^{\prime}$ such that $v_{\wp}(\mu)=\delta+\epsilon$, where $0 \leq \epsilon<\frac{1}{q^{r n}-1}$. Now

$$
f(X / \mu)=b_{r n} / \mu^{q^{r n}} \prod_{i=1}^{q^{r n}}\left(X-\mu \alpha_{i}\right)
$$

and we know that $g(X)=\prod_{i}\left(X-\mu \alpha_{i}\right)$ is monic and lies in $\mathbb{O}_{\wp}^{\prime}[X]$, where $\mathbb{O}_{\wp}^{\prime}$ is the ring of integers of $K_{\wp}^{\prime}$. Thus, $g^{\prime}(X)=\mu^{q^{r n}-1} a / b_{r n}$. Hence,

$$
\begin{aligned}
& v_{\wp}\left(g^{\prime}(\mu \alpha)\right)=v_{\wp}(\mu)\left(q^{r n}-1\right)+v_{\wp}(a)-v_{\wp}\left(b_{r n}\right) \\
& \quad \leq \delta\left(q^{r n}-1\right)+1+v_{\wp}(a)-v_{\wp}\left(a_{r}\right) \frac{q^{r n}-1}{q^{r}-1} \\
& \quad \leq v_{\wp}\left(a_{r}\right) \frac{q^{r n}-1}{q^{r}-1}\left(\frac{q^{r n}-1}{q^{r n}-q^{r n-1}}-1\right)-\frac{\left(q^{r n-1}-1\right)\left(q^{r n}-1\right)}{q^{r n}-q^{r n-1}} \tau_{\wp}+1+v_{\wp}(a) \\
& \quad \leq v_{\wp}\left(a_{r}\right) \frac{q^{r n}-1}{q^{r}-1} \cdot \frac{1-q^{1-r n}}{q-1}-\frac{q^{2 r n-1}-q^{r n}-q^{r n-1}+1}{q^{r n}-q^{r n-1}} \tau_{\wp}+1+v_{\wp}(a) \\
& \quad=v_{\wp}\left(a_{r}\right) \frac{q^{r n}-1}{\left(q^{r}-1\right)(q-1)}-\frac{q^{r n}-q-1+q^{1-r n}}{q-1} \tau_{\wp}+1+v_{\wp}(a) .
\end{aligned}
$$

It follows that

$$
v_{\wp}\left(D\left(K_{\wp}^{\prime}(\mu \alpha) / K_{\wp}^{\prime}\right)\right) \leq v_{\wp}\left(a_{r}\right) \frac{q^{r n}-1}{\left(q^{r}-1\right)(q-1)}-\frac{q^{r n}-q-1+q^{1-r n}}{q-1} \tau_{\wp}+1+v_{\wp}(a)
$$

and

$$
\begin{aligned}
& v_{\wp}\left(D\left(K_{\wp}(\alpha) / K_{\wp}\right)\right) \\
& \leq v_{\wp}\left(D\left(K_{\wp}^{\prime}(\mu \alpha) / K_{\wp}^{\prime}\right)\right)+v_{\wp}\left(D\left(K_{\wp}^{\prime} / K_{\wp}\right)\right) \\
& \leq v_{\wp}\left(a_{r}\right) \frac{q^{r n}-1}{\left(q^{r}-1\right)(q-1)}-\frac{q^{r n}-q-1+q^{1-r n}}{q-1} \tau_{\wp}+2+v_{\wp}(a) .
\end{aligned}
$$

Since $\tau_{\wp} \leq v_{\wp}\left(a_{r}\right) /\left(q^{r}-1\right)$, we have

$$
\begin{gathered}
v_{\wp}\left(a_{r}\right) \frac{q^{r n}-1}{\left(q^{r}-1\right)(q-1)}-\frac{q^{r n}-q-1+q^{1-r n}}{q-1} \tau_{\wp}+2+v_{\wp}(a) \\
\geq v_{\wp}\left(a_{r}\right) \frac{q^{r n}-1}{\left(q^{r}-1\right)(q-1)}-\frac{q^{r n}-q-1+q^{1-r n}}{q-1} \frac{v_{\wp}\left(a_{r}\right)}{q^{r}-1}+2+v_{\wp}(a) \\
\quad=v_{\wp}\left(a_{r}\right) \frac{q-q^{1-r n}}{\left(q^{r}-1\right)(q-1)}+2+v_{\wp}(a) \geq 2 .
\end{gathered}
$$

From Proposition 4.1, we know that for a finite place $v_{\wp}$ of $K, v_{\wp}(D(K(\alpha) / K))=0$ if $v_{\wp}\left(a a_{r}\right)=0$. It follows that

$$
\begin{align*}
& v_{\wp}\left(D\left(K_{\wp}(\alpha) / K_{\wp}\right)\right)  \tag{18}\\
& \quad \leq v_{\wp}\left(a_{r}\right) \frac{q^{r n}-1}{\left(q^{r}-1\right)(q-1)}-\frac{q^{r n}-q-1+q^{1-r n}}{q-1} \tau_{\wp}+2 v+v_{\wp}(a),
\end{align*}
$$

where $v=1$ if $v_{\wp}\left(a a_{r}\right)>0$ and $v=0$ if $v_{\wp}\left(a a_{r}\right)=0$.
Let $\bar{\infty} \in S_{\infty}^{K}$ be an infinite prime of $K$ with corresponding valuation $v_{\bar{\infty}}$, and let $K_{\bar{\infty}}^{\prime} / K_{\bar{\infty}}$ be a totally tamely ramified extension with ramification index $1 /\left(q^{r n}-1\right)$ and ring of integers $0_{\bar{\infty}}^{\prime}$.

Let

$$
\tau_{\bar{\infty}}(\phi)=\inf \left\{\frac{v_{\bar{\infty}}\left(a_{i}\right)}{q^{i}-1}, i=1, \ldots, r .\right\}
$$

Note that $\tau_{\bar{\infty}} \leq 0$.
Over $K_{\bar{\infty}}^{\prime}, \phi_{T}$ is isomorphic to a Drinfeld $A$-module

$$
\phi_{T}^{\prime}(X)=T X+a_{1}^{\prime} X^{q}+\cdots+a_{r}^{\prime} X^{q^{r}}
$$

where $a_{i}^{\prime}=a_{i} / \lambda^{q^{i}-1}, v_{\bar{\infty}}\left(a_{i}^{\prime}\right) \geq 0$ for $1 \leq i \leq r, v_{\bar{\infty}}(\lambda)=\tau_{\bar{\infty}}$, and $\lambda \in K_{\bar{\infty}}^{\prime}$.
Let $\phi_{a}^{\prime}(X)=b_{0}^{\prime} X+b_{1}^{\prime} X^{q}+\cdots+b_{r n}^{\prime} X^{q^{r n}}$. Set

$$
\omega_{1}=\max \left\{e,-\frac{v_{\bar{\infty}}\left(a_{i}^{\prime}\right)}{q^{i}}: i=1, \ldots, r\right\}=1
$$

From Lemma 4.2, we know that

$$
\omega_{n}=n \omega_{1} \geq \max \left\{n e,-\frac{v_{\bar{\infty}}\left(b_{i}^{\prime}\right)}{q^{i}}: i=1, \ldots, r n\right\}
$$

Thus, $v_{\bar{\infty}}\left(b_{i}^{\prime}\right) \geq-q^{i} n e$ for $i=1, \ldots, r n$. As $b_{i}^{\prime}=b_{i} / \lambda^{q^{i}-1}$, we have

$$
v_{\bar{\infty}}\left(b_{i}\right) \geq-q^{i} n e+\left(q^{i}-1\right) v_{\bar{\infty}}(\lambda)=-q^{i} n e+\left(q^{i}-1\right) \tau_{\bar{\infty}}
$$

From the Newton polygon of $f(X)$, it follows that

$$
v_{\bar{\infty}}(\alpha) \geq-\frac{v_{\bar{\infty}}\left(a_{r}\right) \frac{q^{r n}-1}{q^{r}-1}+n e q^{r n-1}-\left(q^{r n-1}-1\right) \tau_{\bar{\infty}}}{q^{r n}-q^{r n-1}}=:-\delta_{\bar{\infty}}
$$

Let $\mu_{\bar{\infty}}$ be such that $v_{\bar{\infty}}\left(\mu_{\bar{\infty}}\right)=\delta_{\bar{\infty}}+\epsilon_{\infty}$, where $0 \leq \epsilon_{\infty}<1 /\left(q^{r n}-1\right)$. Now

$$
f\left(X / \mu_{\bar{\infty}}\right)=b_{r n} / \mu_{\bar{\infty}}^{q^{r n}} \prod_{i=1}^{q^{r n}}\left(X-\mu_{\bar{\infty}} \alpha_{i}\right)
$$

and we know that $g(X)=\prod_{i=1}^{q^{r n}}\left(X-\mu_{\bar{\infty}} \alpha_{i}\right)$ is monic and lies in ${\mathcal{O}_{\bar{\infty}}^{\prime}[X] \text {, where }}^{\prime}$ $O_{\bar{\infty}}^{\prime}$ is the ring of integers of $K_{\bar{\infty}}^{\prime}$. Thus, $g^{\prime}(X)=\mu_{\bar{\infty}}^{q^{r n}-1} a / b_{r n}$. Hence,

$$
\begin{aligned}
& v_{\bar{\infty}}\left(g^{\prime}\left(\mu_{\bar{\infty}} \alpha\right)\right) \\
& =v_{\bar{\infty}}\left(\mu_{\bar{\infty}}\right)\left(q^{r n}-1\right)+v_{\bar{\infty}}(a)-v_{\bar{\infty}}\left(b_{r n}\right) \\
& \leq \delta_{\bar{\infty}}\left(q^{r n}-1\right)+1+v_{\bar{\infty}}(a)-v_{\bar{\infty}}\left(a_{r}\right) \frac{q^{r n}-1}{q^{r}-1} \\
& \leq v_{\bar{\infty}}\left(a_{r}\right) \frac{q^{r n}-1}{q^{r}-1}\left(\frac{q^{r n}-1}{q^{r n}-q^{r n-1}}-1\right) \\
& \quad+n e \frac{q^{r n}-1}{q-1}-\frac{\left(q^{r n-1}-1\right)\left(q^{r n}-1\right)}{q^{r n}-q^{r n-1}} \tau_{\bar{\infty}}+1+v_{\bar{\infty}}(a) \\
& =v_{\bar{\infty}}\left(a_{r}\right) \frac{q^{r n}-1}{q^{r}-1} \cdot \frac{1-q^{1-r n}}{q-1}+n e \frac{q^{r n}-1}{q-1}-\frac{q^{2 r n-1}-q^{r n}-q^{r n-1}+1}{q^{r n}-q^{r n-1}} \tau_{\bar{\infty}}+1+v_{\bar{\infty}}(a) \\
& =v_{\bar{\infty}}\left(a_{r}\right) \frac{q^{r n}-1}{\left(q^{r}-1\right)(q-1)}+n e \frac{q^{r n}-1}{q-1}-\frac{q^{r n}-q-1+q^{1-r n}}{q-1} \tau_{\bar{\infty}}+1+v_{\bar{\infty}}(a) .
\end{aligned}
$$

It follows that

$$
\begin{align*}
& v_{\bar{\infty}}\left(D\left(K_{\bar{\infty}}(\alpha) / K_{\bar{\infty}}\right)\right) \leq v_{\bar{\infty}}\left(a_{r}\right) \frac{q^{r n}-1}{\left(q^{r}-1\right)(q-1)}+n e \frac{q^{r n}-1}{q-1}  \tag{19}\\
& \quad-\frac{q^{r n}-q-1+q^{1-r n}}{q-1} \tau_{\bar{\infty}}+2+v_{\bar{\infty}}(a) .
\end{align*}
$$

Let $\mathfrak{D}(K(\alpha) / K)$ be the different divisor of $K(\alpha)$ over $K$, and $\Omega_{P}$ the set of conjugates of $\alpha$ over $K_{P}$. Using (18) and (19), we obtain

$$
\begin{aligned}
& \operatorname{deg}_{K} \mathfrak{D}(K(\alpha) / K)= \sum_{P} \\
& \max \left\{v_{P}\left(D\left(K_{P}(\alpha) / K_{P}\right)\right): \alpha \in \Omega_{P}\right\} \operatorname{deg}_{K} P \\
& \leq n \frac{q^{r n}-1}{q-1} \sum_{\bar{\infty} \in S_{\infty}^{K}} e(\bar{\infty} / \infty) \operatorname{deg}_{K} \bar{\infty} \\
& \quad-\frac{q^{r n}-q-1+q^{1-r n}}{q-1} \sum_{v} \tau_{P} \operatorname{deg}_{K} P+2 \operatorname{deg}_{K} \operatorname{rad}_{K} a a_{r} \\
&=n \frac{q^{r n}-1}{q-1} \sum_{\bar{\infty} \in S_{\infty}^{K}} e(\bar{\infty} / \infty) \frac{f(\bar{\infty} / \infty)}{\left[\mathbb{F}_{K}: \mathbb{F}_{F}\right]} \operatorname{deg}_{F} \infty \\
& \quad-\frac{q^{r n}-q-1+q^{1-r n}}{q-1} \sum_{v} \tau_{P} \operatorname{deg}_{K} P+2 \operatorname{deg}_{K} \operatorname{rad}_{K} a a_{r} \\
& \leq n \frac{q^{r n}-1}{q-1} s-\frac{q^{r n}-q-1+q^{1-r n}}{q-1} \sum_{v} \tau_{P} \operatorname{deg}_{K} P+2 \operatorname{deg}_{K} \operatorname{rad}_{K} a a_{r},
\end{aligned}
$$

where the summation runs through all the primes $P$ of $K, s$ is the geometric extension degree of $K / F$, and we use the fact that $\sum_{P} v_{P}(x) \operatorname{deg}_{K} P=0$ for $x \in K$. Remark that $\sum_{P} \tau_{P} \operatorname{deg}_{K} P \leq 0$; so we finally get
$\operatorname{deg}_{K} \mathfrak{D}(K(\alpha) / K)$

$$
\begin{aligned}
& \leq n s \frac{q^{r n}-1}{q-1}+\frac{q^{r n}-q-1+q^{1-r n}}{q-1}\left(-\sum_{v} \tau_{P} \operatorname{deg}_{K} P\right)+2 \operatorname{deg}_{K} \operatorname{rad}_{K} a a_{r} \\
& \leq n s \frac{q^{r n}-1}{q-1}+\frac{q^{r n}-1}{q-1}\left(-\sum_{P} \tau_{P} \operatorname{deg}_{K} P\right)+2 \operatorname{deg}_{K} \operatorname{rad}_{K} a a_{r} \\
& \leq \frac{q^{r n}-1}{q-1}\left(n s-\sum_{v} \tau_{P} \operatorname{deg}_{K} P\right)+2 \operatorname{deg}_{K} \operatorname{rad}_{K} a a_{r} \\
& \leq \frac{\ell^{r}-1}{q-1}(n s+\Lambda(\phi))+2 \operatorname{deg}_{K} \operatorname{rad}_{K} a a_{r} \\
& \leq \frac{\ell^{r}-1}{q-1}\left(s \operatorname{deg}_{K} a+\Lambda(\phi)\right)+2 \operatorname{deg}_{K} \operatorname{rad}_{K} a \Delta(\phi) .
\end{aligned}
$$

Using transitivity of the different (see Lemma 2.3) and the fact that $K_{\phi, \mathfrak{L}}$ is generated by $r$ of the roots $\alpha_{i}$, the result follows.
Corollary 4.4. Assume the notation of Proposition 4.3. Let $\phi_{1}$ and $\phi_{2}$ be rank-r Drinfeld $A$-modules that are integral over $\mathbb{O}$. Let $\mathfrak{D}(\tilde{K} / K)$ be the different divisor of $\tilde{K} / K$, where $\tilde{K}=K_{\phi_{1}, \mathfrak{L}} K_{\phi_{2}, \mathfrak{L}}$. Then we have

$$
\operatorname{deg}_{K} \mathfrak{D}(\tilde{K} / K) \leq r\left(\frac{\ell^{r}-1}{q-1}\left(2 s \operatorname{deg}_{K} a+\Lambda\left(\phi_{1}, \phi_{2}\right)\right)+2 D\left(\phi_{1}, \phi_{2}\right)+4 \operatorname{deg}_{K} a\right),
$$

where $\Lambda\left(\phi_{1}, \phi_{2}\right)=\Lambda\left(\phi_{1}\right)+\Lambda\left(\phi_{2}\right)$.
Proof. The result follows from Lemma 2.6 and Proposition 4.3.

## 5. Proof of Theorem 1.2

We first recall some intermediate results, which are function field analogues of those found in [Serre 1981] (see [Gardeyn 2002]).

Lemma 5.1. We have

$$
\sum_{1 \leq \operatorname{deg}_{F} \mathfrak{L} \leq N} \operatorname{deg}_{F} \mathfrak{L} \geq q^{N}
$$

for all positive integers $N$, where the sum is over finite primes $\mathfrak{L}$ of $F$.
Proof. The product of all finite primes $\mathfrak{L}$ of $F$ such that $\operatorname{deg} \mathfrak{L}$ divides $N$ is equal to $T^{q^{N}}-T$, so the inequality follows.

Lemma 5.2. For any nonzero $n \in A$, there exists a finite prime $\mathfrak{L}$ of $F$ such that $n \not \equiv 0(\bmod \mathfrak{L})$ with $\operatorname{deg}_{F} \mathfrak{L} \leq 1+\log _{q} \operatorname{deg}_{F} n$.

Proof. Suppose $n \equiv 0(\bmod \mathfrak{L})$ for all the primes $\mathfrak{L}$ such that

$$
1 \leq \operatorname{deg}_{F} \mathfrak{L} \leq 1+\log _{q} \operatorname{deg}_{F} n .
$$

Choose $k:=\left\lfloor 1+\log _{q} \operatorname{deg}_{F} n\right\rfloor$, so that $k-1 \leq \log _{q} \operatorname{deg}_{F} n<k$, and hence $q^{k-1} \leq \operatorname{deg}_{F} n<q^{k}$.

Then $\prod_{1 \leq \operatorname{deg}_{F} \mathfrak{L} \leq k}$ divides $n$, so $q^{k} \leq \operatorname{deg}_{F} n$, by Lemma 5.1. But $\operatorname{deg}_{F} n<q^{k}$, which is a contradiction.

For the proof of Theorem 1.2, we will require an estimate of the form

$$
\begin{equation*}
\gamma x^{t} \leq \frac{x}{1+\log _{q} x}, \tag{20}
\end{equation*}
$$

for $x \geq C$.
Lemma 5.3. Let $c^{*} \geq 1$ be given and set $t^{*}=1-1 / \ln \left(q c^{*}\right)$. Then we have

$$
\begin{equation*}
\gamma x^{t^{*}} \leq \frac{x}{1+\log _{q} x} \tag{21}
\end{equation*}
$$

for $x \geq c^{*}$, where

$$
\gamma=\frac{\left(c^{*}\right)^{1-t^{*}}}{1+\log _{q} c^{*}}=\frac{\left(c^{*}\right)^{1} / \ln \left(q c^{*}\right)}{1+\log _{q} c^{*}} .
$$

Proof. The inequality

$$
\gamma x^{t} \leq \frac{x}{1+\log _{q} x}
$$

is equivalent to

$$
f(x, t)=\frac{x^{1-t}}{1+\log _{q} x} \geq \gamma .
$$

For a fixed $t$, taking the derivative of $f$ with respect to $x$,

$$
f^{\prime}(x, t)=x^{-t}\left((1-t)\left(1+\log _{q} x\right)-\frac{1}{\ln q}\right) / *^{2},
$$

where $*=\left(1+\log _{q} x\right)$. Hence, $f^{\prime}(x, t) \geq 0$ is equivalent to

$$
(1-t)\left(1+\log _{q} x\right)-\frac{1}{\ln q} \geq 0,
$$

or equivalently,

$$
\begin{equation*}
(1-t)(\ln q+\ln x) \geq 1 \text {. } \tag{22}
\end{equation*}
$$

Assuming $t<1$, (22) is equivalent to

$$
x \geq \frac{e^{1 /(1-t)}}{q}=: \beta(t)
$$

Thus, for a fixed $t<1, f(x, t)$ is increasing with respect to $x$, when $x \geq \beta(t)$; that is, $f(x, t) \geq f(\beta(t), t)$ if $x \geq \beta(t)$. Now, $\beta\left(t^{*}\right)=c^{*}$ and $t^{*}<1$, so we obtain

$$
x^{t^{*}} f\left(c^{*}, t^{*}\right) \leq \frac{x}{1+\log _{q} x}
$$

for $x \geq c^{*}$.

## Lemma 5.4.

$$
\begin{align*}
& \log _{q}(x+y) \leq \max \left\{\log _{q}(2 x), \log _{q}(2 y)\right\},  \tag{23}\\
& \log _{q}(x+y) \leq \log _{q} x+\log _{q} y \quad \text { if } x, y \geq 2 . \tag{24}
\end{align*}
$$

Proof. In order to have $z \geq \log _{q}(x+y)$, it suffices to have

$$
\frac{1}{2} q^{z} \geq x \quad \text { and } \quad \frac{1}{2} q^{z} \geq y
$$

which is equivalent to

$$
z \geq \log _{q}(2 x) \quad \text { and } \quad z \geq \log _{q}(2 y)
$$

Thus, taking $z=\max \left\{\log _{q}(2 x), \log _{q}(2 y)\right\}$, we have

$$
\log _{q}(x+y) \leq \max \left\{\log _{q}(2 x), \log _{q}(2 y)\right\} .
$$

Conclusion of the proof of Theorem 1.2. Let $\wp \notin S$ be a prime of $K$ with least degree such that $P_{\wp}\left(\phi_{1}\right) \neq P_{\wp}\left(\phi_{2}\right)$, where $S$ is the given finite set of primes of $K$ outside of which both $\phi_{1}$ and $\phi_{2}$ have good reduction. Let $\alpha_{0}$ be a nonzero coefficient of $P_{\wp}\left(\phi_{1}\right)-P_{\wp}\left(\phi_{2}\right)$.

It is known that a root $\gamma$ of $P_{\wp}\left(\phi_{1}\right)$ or $P_{\wp}\left(\phi_{2}\right)$ satisfies

$$
v_{\infty}(\gamma)=-\frac{1}{r} \operatorname{deg}_{K} \wp
$$

(see [Goss 1992, Theorem 3.2.3(c)(d); Gardeyn 2002, Proposition 9]). This implies that each coefficient $\beta$ of $P_{\wp}\left(\phi_{1}\right)$ and $P_{\wp}\left(\phi_{2}\right)$ satisfies $\operatorname{deg}_{F} \beta \leq \operatorname{deg}_{K} \wp$, and hence each coefficient $\alpha$ of $P_{\wp}\left(\phi_{1}\right)-P_{\wp}\left(\phi_{2}\right)$ also satisfies $\operatorname{deg}_{F} \alpha \leq \operatorname{deg}_{K} \wp$; in particular $\operatorname{deg}_{F} \alpha_{0} \leq \operatorname{deg}_{K} \wp$.

We choose a finite prime $\mathfrak{L}$ of $F$ by Lemma 5.2 such that

$$
\begin{equation*}
\alpha_{0} \not \equiv 0(\bmod \mathfrak{L}) \quad \text { and } \quad \operatorname{deg}_{F} \mathfrak{L} \leq 1+\log _{q} \operatorname{deg}_{K} \wp, \tag{25}
\end{equation*}
$$

and write $\mathfrak{L}=(a)$, where $a$ is monic in $A$.

Suppose $\wp$ lies above the prime $\mathfrak{p}$ of $F$. For $x \geq 7$, we have $\log _{q} x<\frac{1}{2}(x-1)$ (since if we let $f(x)=\frac{1}{2}(x-1)-\log _{q} x$, then $f^{\prime}(x)>0$ for $x \geq 7$ and $f(7)>0$ ). Hence, we obtain that $x<q^{(1 / 2)(x-1)}$, so $q^{(1 / 2)(x-1)} / x>1$; hence, $q^{x-1} / x>$ $q^{(1 / 2)(x-1)}$ for $x \geq 7$. Thus, noting that

$$
s \geq \frac{f(\wp / \mathfrak{p})}{\left[\mathbb{F}_{K}: \mathbb{F}_{F}\right]},
$$

if $x \geq \max \left\{1+2 \log _{q} s, 7\right\}$, we get that

$$
\frac{q^{x-1}}{x}>q^{(1 / 2)(x-1)} \geq s \geq \frac{f(\wp / \mathfrak{p})}{\left[\mathbb{F}_{K}: \mathbb{F}_{F}\right]} .
$$

But then if $\mathfrak{L}=\wp$, we would have

$$
\operatorname{deg}_{F} \mathfrak{p} \leq 1+\log _{q} \operatorname{deg}_{K} \wp=1+\log _{q} \frac{f(\wp / \mathfrak{p})}{\left[\mathbb{F}_{K}: \mathbb{F}_{F}\right]} \operatorname{deg}_{F} \mathfrak{p} ;
$$

in other words,

$$
\frac{q^{x-1}}{x} \leq \frac{f(\wp / \mathfrak{p})}{\left[\mathbb{F}_{K}: \mathbb{F}_{F}\right]},
$$

where $x=\operatorname{deg}_{F} \mathfrak{p}=\operatorname{deg}_{F} \mathfrak{L}$. Therefore, we either have that

$$
\operatorname{deg}_{F} \mathfrak{p} \leq \max \left\{1+2 \log _{q} s, 7\right\}
$$

or $\mathfrak{L} \neq \mathfrak{p}$ by the above inequality. In the former case, it follows that $\operatorname{deg}_{K} \wp \leq$ $s \max \left\{1+2 \log _{q} s, 7\right\}$.

Suppose we are now in the latter case, where $\mathfrak{L} \neq \mathfrak{p}$. Consider the representation

$$
\psi_{\mathfrak{L}}: G_{K} \rightarrow \operatorname{Aut}_{A / \mathfrak{L}}\left(\phi_{1}[\mathfrak{L}]\right) \times \operatorname{Aut}_{A / \mathfrak{L}}\left(\phi_{2}[\mathfrak{L}]\right) \cong \mathrm{GL}_{r}(A / \mathfrak{L}) \times \mathrm{GL}_{r}(A / \mathfrak{L})
$$

where $\psi_{\mathfrak{L}}=\rho_{\phi_{1}, \mathfrak{L}} \times \rho_{\phi_{2}, \mathfrak{L}}$. Let $G_{\mathfrak{L}}$ be the image of this homomorphism. Let $C_{\mathfrak{L}}$ be the subset of $G_{\mathfrak{L}}$ consisting of pairs ( $a, b$ ) such that the characteristic polynomials of $a$ and $b$ are not equal. Note that $C_{\mathfrak{L}}$ is invariant under conjugation, so it is a union of conjugacy classes in $G_{\mathfrak{L}}$. Since $\mathfrak{L} \neq \mathfrak{p}$, we have $C_{\mathfrak{L}} \neq \varnothing$; in particular, there is some conjugacy class $\mathscr{C} \subseteq C_{\mathfrak{L}}$ in $G_{\mathfrak{L}}$ with $\mathscr{C} \neq \varnothing$.

Let $S_{\mathfrak{L}}=S \cup\{$ primes $\mathfrak{l}$ of $K$ lying over $\mathfrak{L}\}$. Then the Galois representation $\psi_{\mathfrak{L}}$ is unramified outside $S_{\mathfrak{L}}$. We have $A / \mathfrak{L} \cong \mathbb{F}_{\ell}$, where $\ell=q^{\operatorname{deg}_{F} \mathfrak{L}}$.

Let $\tilde{K} / K$ be the field extension associated to $\psi_{\mathfrak{\Omega}}$, and let $n$ (resp. $n^{\prime}$ ) be its degree (resp. geometric extension degree). Applying Corollary 3.4 to $\tilde{K} / K$, and using Lemma 2.2 together with the bound for the degree with respect to $K$ of $\mathfrak{D}=\mathfrak{D}(\tilde{K} / K)$ given in Corollary 4.4, we deduce that there is a prime $P \notin S_{\mathfrak{L}}$ such that $\operatorname{Frob}_{P}=\mathscr{C} \subseteq C_{\mathfrak{L}}$ and

$$
\operatorname{deg}_{K} P \leq \frac{4}{m_{0}} \log _{q} \frac{4}{3}(B+3 g+3)+m,
$$

where

$$
\begin{aligned}
& \Sigma^{\prime}=\sum_{\mathfrak{p} \in S_{\mathfrak{L}}} \mathfrak{p} \geq \Sigma=\sum_{\mathfrak{p} \in S} \mathfrak{p}, \quad m=\left[\mathbb{F}_{\tilde{K}}: \mathbb{F}_{K}\right], \quad m_{0}=\left[\mathbb{F}_{K}: \mathbb{F}_{F}\right] \\
& \operatorname{deg}_{K} \Sigma^{\prime}=\operatorname{deg}_{K} \operatorname{rad}_{K} \Delta\left(\phi_{1}\right) \Delta\left(\phi_{2}\right)+\operatorname{deg}_{K} \mathfrak{L}, \\
& B=\max \left\{\operatorname{deg}_{K} \Sigma^{\prime}, \operatorname{deg}_{\tilde{K}} \mathfrak{D}, 2\left|\operatorname{Gal}\left(E / K^{\prime}\right)\right|-2,2\right\} \\
& \operatorname{deg}_{\tilde{K}} \mathfrak{D} \leq r n^{\prime}\left(\frac{\ell^{r}-1}{q-1}\left(2 s \operatorname{deg}_{K} a+\Lambda\left(\phi_{1}, \phi_{2}\right)\right)+2 D\left(\phi_{1}, \phi_{2}\right)+4 \operatorname{deg}_{K} a\right)
\end{aligned}
$$

Then
(26) $\operatorname{deg}_{K} P \leq \frac{4}{m_{0}} \log _{q} \frac{4}{3}(B+3 g+3)+m \leq \frac{4}{m_{0}}\left(\log _{q} \frac{4}{3} B+\log _{q} 4(g+1)\right)+m$, using $B \geq 2$ and Lemma 5.4. Note that regarding $B$, the terms $\operatorname{deg}_{K} \Sigma^{\prime}$ and $2\left|\operatorname{Gal}\left(E / K^{\prime}\right)\right|-2$ are less than the bound we use for $\operatorname{deg}_{\tilde{K}} \mathfrak{D}$, so we can ignore them later on when we bound $B$.

Using Lemma 5.4, we obtain

$$
\begin{aligned}
\log _{q} & \operatorname{deg}_{\tilde{K}} \mathfrak{D} \\
& =\log _{q} r n^{\prime}\left(\frac{\ell^{r}-1}{q-1} \Lambda\left(\phi_{1}, \phi_{2}\right)+2 D\left(\phi_{1}, \phi_{2}\right)+\left(2 s \frac{\ell^{r}-1}{q-1}+4\right) \operatorname{deg}_{K} a\right) \\
& \leq \log _{q} r n^{\prime}+\log _{q}\left(\frac{\ell^{r}-1}{q-1}\left(\Lambda\left(\phi_{1}, \phi_{2}\right)+2 D\left(\phi_{1}, \phi_{2}\right)\right)+\left(2 s \frac{\ell^{r}-1}{q-1}+4\right) \operatorname{deg}_{K} a\right) \\
& \leq \log _{q} r n^{\prime}+\max \left\{V_{1}, V_{2}\right\},
\end{aligned}
$$

where

$$
\begin{aligned}
V_{1} & :=\log _{q} 2 \frac{\ell^{r}-1}{q-1}\left(\Lambda\left(\phi_{1}, \phi_{2}\right)+2 D\left(\phi_{1}, \phi_{2}\right)\right) \\
& =\log _{q} 2+\log _{q} \frac{\ell^{r}-1}{q-1}+\log _{q}\left(\Lambda\left(\phi_{1}, \phi_{2}\right)+2 D\left(\phi_{1}, \phi_{2}\right)\right) \\
V_{2} & :=\log _{q} 2\left(2 s \frac{\ell^{r}-1}{q-1}+4\right) \operatorname{deg}_{K} a \\
& \leq \log _{q} 2+\log _{q} 8 s+\log _{q} \frac{\ell^{r}-1}{q-1}+\log _{q} \operatorname{deg}_{K} a \leq V_{1}+\log _{q} 8 s+\log _{q} \operatorname{deg}_{K} a
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \log _{q} B \\
& \leq \log _{q} r n^{\prime}+V_{1}+\log _{q} 8 s+\log _{q} \operatorname{deg}_{K} a \\
& =\log _{q} r n^{\prime}+\log _{q} 16 s+\log _{q} \frac{\ell^{r}-1}{q-1}+\log _{q} \operatorname{deg}_{K} a+\log _{q}\left(\Lambda\left(\phi_{1}, \phi_{2}\right)+2 D\left(\phi_{1}, \phi_{2}\right)\right)
\end{aligned}
$$

Since $n^{\prime} \leq n=\left|G_{\mathfrak{L}}\right|<\ell^{2 r^{2}}, \log _{q} \ell=\operatorname{deg}_{F} \mathfrak{L}=\operatorname{deg}_{F} a$, and $\operatorname{deg}_{K} a \leq s \operatorname{deg}_{F} a=$ $s \log _{q} \ell$, we finally obtain
(27) $\log _{q} B$

$$
\leq \log _{q} 16 r s^{2}+\left(2 r^{2}+r\right) \log _{q} \ell+\log _{q} \log _{q} \ell+\log _{q}\left(\Lambda\left(\phi_{1}, \phi_{2}\right)+2 D\left(\phi_{1}, \phi_{2}\right)\right) .
$$

Note that if $\log _{q}\left(\Lambda\left(\phi_{1}, \phi_{2}\right)+2 D\left(\phi_{1}, \phi_{2}\right)\right)=0$, the derivation of the bound (27) above can be modified so as to obtain

$$
\begin{equation*}
\log _{q} B \leq \log _{q} 16 r s^{2}+\left(2 r^{2}+r\right) \log _{q} \ell+\log _{q} \log _{q} \ell . \tag{28}
\end{equation*}
$$

Thus, we have
(29) $\log _{q} \frac{4}{3} B \leq \log _{q} \frac{64}{3} r s^{2}+\left(2 r^{2}+r+1\right) \log _{q} \ell+\log _{q}^{*}\left(\Lambda\left(\phi_{1}, \phi_{2}\right)+2 D\left(\phi_{1}, \phi_{2}\right)\right)$. Returning to (26), we obtain
(30) $\operatorname{deg}_{K} P \leq \frac{4}{m_{0}}\left(\log _{q} 86 r s^{2}(g+1)+\left(2 r^{2}+r+1\right) \log _{q} \ell\right.$

$$
\left.+\log _{q}^{*}\left(\Lambda\left(\phi_{1}, \phi_{2}\right)+2 D\left(\phi_{1}, \phi_{2}\right)\right)\right)+m .
$$

By construction of $C_{\mathfrak{L}}$, we have $P_{P}\left(\phi_{1}\right) \not \equiv P_{P}\left(\phi_{2}\right)(\bmod \mathfrak{L})$. Thus, $\operatorname{deg}_{K} \wp \leq$ $\operatorname{deg}_{K} P$, and from (25), it follows that

$$
\begin{align*}
\operatorname{deg}_{K} \wp \leq \frac{4}{m_{0}}\left(\log _{q} 86 r s^{2}(g+1)+\right. & \left(2 r^{2}+r+1\right) \log _{q} \ell  \tag{31}\\
& \left.+\log _{q}^{*}\left(\Lambda\left(\phi_{1}, \phi_{2}\right)+2 D\left(\phi_{1}, \phi_{2}\right)\right)\right)+m \\
\leq \frac{4}{m_{0}}\left(\log _{q} 86 r s^{2}(g+1)+\right. & \left(2 r^{2}+r+1\right)\left(1+\log _{q} \operatorname{deg}_{K} \wp\right) \\
& \left.+\log _{q}^{*}\left(\Lambda\left(\phi_{1}, \phi_{2}\right)+2 D\left(\phi_{1}, \phi_{2}\right)\right)\right)+m .
\end{align*}
$$

As $1+\log _{q} x \geq 1, \frac{\log _{q} x}{x} \leq 1$, we have

$$
\frac{\operatorname{deg}_{K} \wp}{1+\log _{q}\left(\operatorname{deg}_{K} \wp\right)} \leq \frac{4}{m_{0}}\left(d_{r}+W\right),
$$

where $c_{r}=2 r^{2}+r+1, d_{r}:=c_{r}+\log _{q} 86 r s^{2}(g+1)$, and

$$
W:=\log _{q}^{*}\left(\Lambda\left(\phi_{1}, \phi_{2}\right)+2 D\left(\phi_{1}, \phi_{2}\right)\right)+m m_{0} .
$$

If $x \geq d_{r}$, then using Lemma 5.3 with $c^{*}=d_{r}$ and $x=\operatorname{deg}_{K} \wp$, we obtain

$$
\gamma x^{t^{*}} \leq \frac{x}{1+\log _{q} x} \leq \frac{4}{m_{0}}\left(d_{r}+W\right),
$$

where $\gamma$ is as in Lemma 5.3. This implies that

$$
x^{t^{*}} \leq \frac{4}{m_{0}} \frac{\left(d_{r}+W\right)}{\gamma},
$$

so that
(32) $\log _{q} \operatorname{deg}_{K} \wp=\log _{q} x \leq \frac{1}{t^{*}} \log _{q} \frac{4}{m_{0}}\left(d_{r}+W\right) \cdot \frac{1+\log _{q} d_{r}}{\left(d_{r}\right)^{1 / \ln \left(q d_{r}\right)}}$

$$
\begin{aligned}
& \leq s^{*}\left(\log _{q} \frac{4}{m_{0}}+\log _{q}\left(d_{r}+W\right)+\log _{q}\left(1+\log _{q} d_{r}\right)-\frac{1}{\ln \left(q d_{r}\right)} \log _{q} d_{r}\right) \\
& \leq s^{*}\left(\log _{q} \frac{4}{m_{0}}+\log _{q} d_{r}+\log _{q} W+\log _{q}\left(1+\log _{q} d_{r}\right)-\frac{1}{\ln \left(q d_{r}\right)} \log _{q} d_{r}\right) \\
& \leq s^{*}\left(\log _{q} \frac{4}{m_{0}}+\log _{q} W+\log _{q} \log _{q} d_{r}\right)+\log _{q} d_{r}
\end{aligned}
$$

using $d_{r}, W \geq 2$, and where

$$
t^{*}=\frac{\ln \left(q d_{r}\right)-1}{\ln \left(q d_{r}\right)} \quad \text { and } \quad s^{*}=s_{q, r}^{*}=\frac{1}{t^{*}}=\frac{\ln \left(q d_{r}\right)}{\ln \left(q d_{r}\right)-1}
$$

We note that when $q$ or $r$ is large, $s_{q, r}^{*}$ tends to 1 from above.
Substitution of (32) into (31) yields

$$
\begin{align*}
\frac{1}{4} \operatorname{deg}_{K} \wp \leq & \log _{q} 86 r s^{2}(g+1)+c_{r}\left(1+\log _{q} \operatorname{deg}_{K} \wp\right)+W  \tag{33}\\
\leq & \log _{q} 86 r s^{2}(g+1) \\
& +c_{r}\left(1+s^{*}\left(\log _{q} \frac{4}{m_{0}}+\log _{q} W+\log _{q} \log _{q} d_{r}\right)+\log _{q} d_{r}\right)+W \\
= & \log _{q} 86 r s^{2}(g+1)+c_{r}\left(1+s^{*} \log _{q} \frac{4}{m_{0}}+\log _{q} d_{r}\right) \\
& +c_{r} s^{*} \log _{q} \log _{q} d_{r}+W+c_{r} s^{*} \log _{q} W \\
= & C_{q, r}+W+c_{r} s_{q, r}^{*} \log _{q} W
\end{align*}
$$

where

$$
C_{q, r}=\log _{q} 86 r s^{2}(g+1)+c_{r}\left(1+s_{q, r}^{*} \log _{q} \frac{4}{m_{0}}+\log _{q} d_{r}\right)+c_{r} s_{q, r}^{*} \log _{q} \log _{q} d_{r}
$$

Therefore, we either have the above upper bound (33) on $\operatorname{deg}_{K} \wp \operatorname{or~}_{\operatorname{deg}}^{K}{ }_{K} \wp \leq$ $d_{r} \leq C_{q, r}$, so in the end we get

$$
\begin{equation*}
\operatorname{deg}_{K} \wp \leq \frac{4}{m_{0}}\left(C_{q, r}+W+c_{r} s_{q, r} \log _{q} W\right) \tag{34}
\end{equation*}
$$

Finally, we note from the discussion in the introduction that $m \leq g_{\phi_{1}} g_{\phi_{2}}$.

## 6. The case of rank 2

In this section, we consider the case of rank 2 and $K=F$, and explain how to make all the terms explicit in our isogeny theorem.

For a Drinfeld $A$-module $\phi$ of rank 2 over $K=F=\mathbb{F}_{q}(T)$, the successive minima of the lattices associated to the uniformizations of $\phi$ are determined in [Chen and Lee 2013], and this is used to obtain an explicit bound for the valuation $v_{\infty}\left(D\left(K_{\infty}(\phi[a]) / K_{\infty}\right)\right)$ of the different of $K_{\phi, a}=K(\phi[a])$ over $K$ at the infinite prime $\infty$ of $K$ and $v_{\mathfrak{p}}\left(D\left(K_{\mathfrak{p}}(\phi[a]) / K_{\mathfrak{p}}\right)\right)$ at a finite prime $\mathfrak{p}$ of $K$, following the work of Goss [1996].

The infinite prime case is obtained using the explicit information about the Newton polygon of the exponential map $e_{\phi, \infty}$ attached to $\phi$ from its uniformization over $C_{\infty}$.

Assume the same notation as in the proof and statement of Proposition 4.3, taking $K=F=\mathbb{F}_{q}(T)$ and $\bar{\infty}=\infty$; the explicit bounds given in [Chen and Lee 2013] are as follows.

Let $\phi_{T}=T+a_{1} \tau+a_{2} \tau^{2}$ and $j(\phi)=a_{1}^{q+1} / a_{2}$, and let $m$ be the least positive integer such that $-v_{\infty}(j(\phi)) \leq q^{m+1}$. Then we have

$$
v_{\infty}\left(D\left(K_{\infty}(\phi[a]) / K_{\infty}\right)\right) \leq \begin{cases}1 & \text { if }-v_{\infty}(j(\phi)) \leq q, \\ 1+\kappa\left(q^{\kappa+1}-1\right) & \text { if } q<-v_{\infty}(j(\phi)) \leq q^{m+1}\end{cases}
$$

where

$$
\kappa=\frac{-v_{\infty}(j(\phi))-q^{m}}{q^{m}(q-1)}+m-1,
$$

and
$v_{\mathfrak{p}}\left(D\left(K_{\mathfrak{p}}(\phi[a]) / K_{\mathfrak{p}}\right)\right) \leq \begin{cases}2 v_{\mathfrak{p}}(a) & \begin{array}{l}\text { if } \phi \text { has good reduction } \\ \text { over } K_{\mathfrak{p}}, \\ 2 v_{\mathfrak{p}}(a)+1\end{array} \\ \begin{array}{l}\text { if } v_{\mathfrak{p}}(j(\phi)) \geq 0 \text { and } \phi \text { has } \\ 2 v_{\mathfrak{p}}(a)+1-\frac{2}{q-1} v_{\mathfrak{p}}(j(\phi)) \\ \text { bad reduction over } K_{\mathfrak{p}}, \\ \text { if } v_{\mathfrak{p}}(j(\phi))<0 .\end{array}\end{cases}$
Putting this together yields the following explicit bound on the different divisor of $F(\phi[a]) / F$ when $\phi$ has rank 2 , which can be used in place of the more general bound that we use in this paper. See Section 7 for a comparison of the two bounds in the context of our application.

Theorem 6.1. Let $\phi$ be a Drinfeld A-module of rank 2 over $F$, and $\mathfrak{D}(F(\phi[a]) / F)$ the different divisor of $F(\phi[a]) / F$. Then

$$
\begin{aligned}
\operatorname{deg}_{F} \mathfrak{D}(F(\phi[a]) / F) & \\
& \leq 2 \operatorname{deg}_{F} a+\operatorname{deg}_{F} \eta+\frac{2}{q-1} \operatorname{deg}_{F} \delta+v_{\infty}\left(D\left(F_{\infty}(\phi[a]) / F_{\infty}\right)\right),
\end{aligned}
$$

where $\delta$ is the (monic) denominator of $j(\phi)$ as represented by a fraction in reduced form, and $\eta$ is the product of finite primes $\mathfrak{p}$ such that $\phi$ has bad reduction over $F_{\mathfrak{p}}$.

Concerning the term $g_{\phi}$, we have from [Gardeyn 2002] that

$$
g_{\phi}=g_{\phi, \infty} \leq\left(q^{2}-1\right)\left(q^{2}-q\right) \nu_{2, \phi, \infty} / \nu_{1, \phi, \infty},
$$

where $v_{i, \phi, \infty}$ is the $i$-th successive minimum of $\phi$ associated to its uniformization over $C_{\infty}$. In [Chen and Lee 2013], the $\nu_{i, \phi, \infty}$ are determined as follows.
Case 1: If $-v(j(\phi)) \leq q$, then $\nu_{1, \phi, \infty}=\nu_{2, \phi, \infty}=-s_{1}$.
Case 2: If $q<-v(j(\phi)) \leq q^{m+1}$, then $\nu_{1, \phi, \infty}=-s_{1}, \nu_{2, \phi, \infty}=-s_{1}-\kappa$, where $s_{1}=\left(v\left(a_{2}\right)+q^{2}\right) /\left(q^{2}-1\right)$ in Case 1 and $s_{1}=\left(v\left(a_{1}\right)+q\right) /(q-1)$ in Case 2, and $m, \kappa$ are as above.

## 7. Comparison with work of Gardeyn

In this section we make some detailed comparisons with the work in [Gardeyn 2002], where an effective isogeny theorem is proven.

For the proof of our Theorem 1.2, an essential ingredient is the bound on the different divisor given in Proposition 4.3,

$$
\begin{align*}
& \operatorname{deg}_{K} \mathfrak{D}\left(K_{\phi, \mathfrak{L}} / K\right)  \tag{35}\\
& \leq r\left(\frac{\ell^{r}-1}{q-1}\left(s \operatorname{deg}_{K} a+\Lambda(\phi)\right)+2 \operatorname{deg}_{K} \operatorname{rad}_{K} \Delta(\phi)+2 \operatorname{deg}_{K} a\right)
\end{align*}
$$

where we recall that $\Lambda(\phi)=-\sum_{v} \tau_{v}(\phi) \operatorname{deg}_{K} v$. The counterpart of (35) in [Gardeyn 2002] is

$$
\begin{equation*}
\operatorname{deg}_{K} \mathfrak{D}\left(K_{\phi, \mathfrak{L}} / K\right) \leq r \operatorname{deg}_{K} a+\operatorname{deg}_{K} \Delta_{\phi}, \tag{36}
\end{equation*}
$$

where $\Delta_{\phi}$ is a divisor of $K$ that is determined from the Newton polygons of the exponential functions associated to uniformizations of $\phi$ over $C_{\wp}$, where $\wp$ is a prime of $K$.

Although there is a larger dependence on $\ell$ in our different bounds when we take degrees with respect to $K$, what is required in the application is the degree with respect to $K_{\phi, \mathfrak{L}}$, which necessitates multiplying the degree with respect to $K$ by $n^{\prime}<\ell^{r^{2}}$. This means both bounds end up being comparable in their dependence on $\ell$, as we later take the $\log _{q}$ of this degree with respect to $K_{\phi, \mathfrak{L}}$.

The quantity $\Delta_{\phi}$ is more difficult to make explicit and compare, as we saw in Section 6, where its determination in the case of rank 2 and $K=F=\mathbb{F}_{q}(T)$ is recalled from [Chen and Lee 2013]. The method in [Chen and Lee 2013] yields the entire Newton polygon and uses Gekeler's theory of Drinfeld modular forms as well as Rosen's theory of formal Drinfeld modules. It may be possible to obtain weaker information using the more elementary approach of Chen and Lee [2012] in the infinite prime case, and to generalize Rosen's work to higher rank in the finite prime case, in such a way that Gardeyn's bounds can be made explicit.

As for the terms $g_{\phi}$, it would seem that this also requires some knowledge relating to the successive minima of the lattices associated to the uniformization of $\phi$ over infinite primes.

Finally, two other places of difference are in our use of [Kumar Murty and Scherk 1994] for the Chebotarev density theorem instead of [Geyer and Jarden 1998], and in our analytic estimation methods, which differ slightly from [Gardeyn 2002; Serre 1981] because we have attempted to reduce the size of the constants in the different divisor bound, especially in front of the dominating terms.
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# TOPOLOGICAL PRESSURES FOR $\epsilon$-STABLE AND STABLE SETS 

Xianfeng Ma and Ercai Chen


#### Abstract

In this paper, topological pressures of the preimages of $\boldsymbol{\epsilon}$-stable sets and certain closed subsets of stable sets in positive entropy systems are investigated. It is shown that the topological pressure of any topological system can be calculated in terms of the topological pressure of the preimages of $\epsilon$-stable sets. For the constructed closed subset (W. Huang, Commun. Math. Phys. 279, 535-557 (2008)) of the stable set or the unstable set of any point in a measure-theoretic "rather big" set of a topological system with positive entropy, especially for the weakly mixing subset contained in the closure of the stable and unstable sets, it is proved that topological pressures of these subsets can be no less than the measure-theoretic pressure.


## 1. Introduction

Let $(X, T)$ be a topological dynamical system (TDS) in the sense that $X$ is a compact metric space with a compatible metric $d$ and $T: X \rightarrow X$ is a homeomorphism. A TDS is said to be noninvertible if the map is surjective and continuous but not one-to-one. For $x \in X$ and $\epsilon>0$, the $\epsilon$-stable set of $x$ under $T$ is the set of points whose forward orbit $\epsilon$-shadows that of $x$ :

$$
W_{\epsilon}^{s}(x, T)=\left\{y \in X: d\left(T^{n} x, T^{n} y\right) \leq \epsilon \text { for all } n \geq 0\right\}
$$

The preimages of these sets can be nontrivial and hence disperse at a nonzero exponent rate. the dispersal rate function $h_{s}(T, x, \epsilon)$ was introduced in [Fiebig et al. 2003]. The relationship between $h_{s}(T, x, \epsilon)$ and the topological entropy $h_{\text {top }}(T)$ was also investigated. It was proved that when $X$ has finite covering dimension, for all $\epsilon>0$,

$$
\sup _{x \in X} h_{s}(T, x, \epsilon)=h_{\text {top }}(T) .
$$

[^8]In [Huang 2008], the finite-dimensionality hypothesis turns out to be redundant. This equality is proved to be always true for any noninvertible TDS.

It is known that certain results concerning topological entropy can be generalized to topological pressure. For any $f \in C(X, \mathbb{R})$, consider the topological pressure of the preimages of the $\epsilon$-stable set of $x$ :

$$
P(T, f, x, \epsilon)=\lim _{\delta \rightarrow 0} \limsup _{n \rightarrow+\infty} \frac{1}{n} \log P_{n}\left(T, f, \delta, T^{-n} W_{\epsilon}^{s}(x, T)\right),
$$

where

$$
\begin{aligned}
& P_{n}\left(T, f, \delta, T^{-n} W_{\epsilon}^{s}(x, T)\right) \\
& \quad=\sup \left\{\sum_{x \in E} \exp f_{n}(x): E \text { is an }(n, \delta) \text {-separated subset of } T^{-n} W_{\epsilon}^{s}(x, T)\right\},
\end{aligned}
$$

and $f_{n}(x)=\sum_{i=0}^{n-1} f \circ T^{i}(x)$. We show that the topological pressure of any noninvertible TDS with positive metric entropy can be calculated in terms of the topological pressure of the preimages of $\epsilon$-stable sets. That is, for all $\epsilon>0$,

$$
\sup _{x \in X} P(T, f, x, \epsilon)=P(T, f),
$$

where $P(T, f)$ is the standard notion of the topological pressure. For the null function $f$, this equality is the above one for the topological entropy.

For $x \in X$, the stable set $W^{s}(x, T)$ and the unstable set $W^{u}(x, T)$ of $x$ are defined as

$$
\begin{aligned}
& W^{s}(x, T)=\left\{y \in X: \lim _{n \rightarrow+\infty} d\left(T^{n} x, T^{n} y\right)=0\right\}, \\
& W^{u}(x, T)=\left\{y \in X: \lim _{n \rightarrow+\infty} d\left(T^{-n} x, T^{-n} y\right)=0\right\} .
\end{aligned}
$$

For Anosov diffeomorphisms on a compact manifold, pairs belonging to the stable set are asymptotic under $T$ and tend to diverge under $T^{-1}$. However, Blanchard et al. [2002] showed that in most case, this phenomenon does not happen in a TDS with positive metric entropy. N. Sumi [2003] investigated the stable and unstable sets of $C^{2}$ diffeomorphisms of $C^{\infty}$ manifolds with positive metric entropy. He showed that the closure of the stable set $W^{s}(x, T)$ of "many points" is a perfect $*$-chaotic set and the closure of the unstable set $W^{u}(x, T)$ contains a perfect $*$-chaotic set. W. Huang [2008] got further information in the general noninvertible TDS with positive metric entropy. He proved that there exists a measure-theoretically "rather big" set such that the closure of the stable or unstable sets of points in the set contains a weakly mixing set. The Bowen entropies of these sets were also estimated there. It was proved that the lower bound is the usual metric entropy $h_{\mu}(T)$ for the ergodic invariant measure $\mu$.

By introducing the topological pressure for the closed subset and using the excellent partition formed in Lemma 4 of [Blanchard et al. 2002], we show that,
for the constructed closed subsets of stable and unstable sets in [Huang 2008], the topological pressure of these sets can also be estimated. More precisely, we prove that if $\mu$ is an ergodic invariant measure of a $\operatorname{TDS}(X, T)$ with $h_{\mu}(T)>0$, then, for $\mu$-a.e. $x \in X$, the closed subsets

$$
A(x) \subseteq W^{s}(x, T), \quad B(x) \subseteq W^{u}(x, T)
$$

and the weakly mixing subset

$$
E(x) \subseteq \overline{W^{s}(x, T)} \cap \overline{W^{u}(x, T)}
$$

constructed in [Huang 2008] have the following properties:
(a) $\lim _{n \rightarrow+\infty} \operatorname{diam} T^{n} A(x)=0$ and $P\left(T^{-1}, f, A(x)\right) \geq P_{\mu}(T, f)$,
(b) $\lim _{n \rightarrow+\infty} \operatorname{diam} T^{-n} B(x)=0$ and $P(T, f, B(x)) \geq P_{\mu}(T, f)$,
(c) $P(T, f, E(x)) \geq P_{\mu}(T, f)$ and $P\left(T^{-1}, f, E(x)\right) \geq P_{\mu}(T, f)$,
where $P_{\mu}(T, f)$ is the measure-theoretic pressure.
The paper is organized as follows. In Section 2, the topological pressure for the closed subset of a TDS is introduced. Some related notions and results about entropy are also listed. In Section 3, the topological pressure of the preimages of an $\epsilon$-stable set is introduced. Using the tool formed in [Blanchard et al. 2002], we show that the topological pressure of any TDS can be calculated in terms of the topological pressure of the preimages of an $\epsilon$-stable set. As a generalization of the entropy point, the notion of the pressure point is also introduced. In Section 4, results (a)-(c) above are proved. In Section 5, the results in sections 3 and 4 are stated and proved for the noninvertible TDS.

## 2. Preliminaries

Let $(X, T)$ be a TDS and $\mathscr{B}_{X}$ be the $\sigma$-algebra of all Borel subsets of $X$. Recall that a cover of $X$ is a finite family of Borel subsets of $X$ whose union is $X$, and a partition of $X$ is a cover of $X$ whose elements are pairwise disjoint. We denote the set of covers, partitions, and open covers, of $X$ by $\mathscr{C}_{X}, \mathscr{P}_{X}$, and $\mathscr{C}_{X}^{o}$. Given a partition $\alpha$ of $X$ and $x \in X$, denote by $\alpha(x)$ the atom of $\alpha$ containing $x$. For two given covers $\mathscr{U}, \mathscr{V} \in \mathscr{C}_{X}, \mathscr{U}$ is said to be finer than $\mathscr{V}$ (denoted by $\mathscr{U} \succeq \mathscr{V}$ ) if each element of $\mathscr{U}$ is contained in some element of $\mathscr{V}$. Let

$$
U \vee \mathscr{V}=\{U \cap V: U \in \mathscr{U}, V \in \mathscr{V}\} \text {. }
$$

Given integers $M, N$ with $0 \leq M \leq N$ and $\vartheta \in \mathscr{C}_{X}$, we set

$$
u_{M}^{N}=\bigvee_{n=M}^{N} T^{-n} \cup u .
$$

Given $\mathscr{U} \in \mathscr{C}_{X}$ and $K \subset X$, put

$$
N(थ, K)=\min \left\{\text { the cardinality of } \mathscr{F}: \mathscr{F} \subset \vartheta, \bigcup_{F \in \mathscr{F}} F \supset K\right\}
$$

and $H(U, K)=\log N(\ddots, K)$. Then the topological entropy of $U$ with respect to $T$ for the compact subset $K$ is

$$
h_{\text {top }}(T, \cup, K)=\lim _{n \rightarrow \infty} \frac{1}{n} H\left(थ_{0}^{n-1}, K\right)=\inf _{n \geq 1} \frac{1}{n} H\left(\cup_{0}^{n-1}, K\right) .
$$

The topological entropy of $T$ for the compact subset $K$ is defined by $h_{\text {top }}(T, K)=$ $\sup _{\ddots \in \mathscr{C}_{X}^{o}} h_{\text {top }}(T, \vartheta, K)$; and the topological entropy of $T$ is defined by $h_{\text {top }}(T)=$ $\sup _{K} h_{\text {top }}(T, K)$.

Let $(X, T)$ be a TDS, $K$ a closed subset of $X, \vartheta \in \mathscr{C}_{X}^{o}$, and $f \in C(X, \mathbb{R})$, where $C(X, \mathbb{R})$ is the Banach space of all continuous, real-valued functions on $X$ endowed with the supremum norm. We set

$$
\begin{equation*}
P_{n}(T, f, \mathscr{U}, K)=\inf \left\{\sum_{V \in \mathscr{V}} \sup _{x \in V \cap K} \exp f_{n}(x): \mathscr{V} \in \mathscr{C}_{X} \text { and } \mathscr{V} \geq \mathscr{U}_{0}^{n-1}\right\} \tag{1}
\end{equation*}
$$

where $f_{n}(x)=\sum_{j=0}^{n-1} f\left(T^{j} x\right)$. When $V \cap K=\varnothing$, we let $\sup _{x \in V \cap K} \exp f_{n}(x)=0$. Then the above definition is well defined. It is clear that if $f$ is the null function, $P_{n}(T, 0, \vartheta, K)=N\left(U_{0}^{n-1}, K\right)$.

For $\mathscr{V} \in \mathscr{C}_{X}$, we let $\alpha$ be the Borel partition generated by $\mathscr{V}$ and define $\mathscr{P}^{*}(\mathscr{V})=\left\{\beta \in \mathscr{P}_{X}: \beta \succeq \mathscr{V}\right.$ and each atom of $\beta$ is the union of some atoms of $\left.\alpha\right\}$.

Lemma 2.1 [Ma et al. 2010, Lemma 2.1]. Let $M$ be a compact subset of $X$ and let $f \in C(X, \mathbb{R}), \mathscr{V} \in \mathscr{C}_{X}$. Then

$$
\inf _{\substack{\beta \in \mathscr{C}_{X} \\ \beta \succeq \mathscr{V}}} \sum_{B \in \beta} \sup _{x \in B \cap M} f(x)=\min \left\{\sum_{B \in \beta} \sup _{x \in B \cap M} f(x): \beta \in \mathscr{P}^{*}(\mathscr{V})\right\}
$$

Let $\mathscr{K}(X)$ be the collection of all nonempty closed subsets of $X$. For any nonempty subset $A$ of $X$ and $\epsilon>0$, let $N(A, \epsilon)=\{x \in X: \operatorname{dist}(x, A)<\epsilon\}$, where $\operatorname{dist}(x, A)=\inf \{d(x, y): y \in A\}$. The Hausdorff metric $H_{d}$ on the space $\mathscr{K}(X)$ induced by the metric $d$ is defined as

$$
H_{d}(A, B)=\inf \{\epsilon: A \subset N(B, \epsilon) \text { and } B \subset N(A, \epsilon)\} \quad \text { for any } A, B \subset X
$$

Then $\left(\mathscr{K}(X), H_{d}\right)$ constitutes a compact metric space.
Lemma 2.2. Let $(X, T)$ be a $T D S, ~ U \in \mathscr{C}_{X}^{o}$, and $f \in C\left(X, \mathbb{R}^{+}\right)$. Then the function

$$
F: K \rightarrow \inf \left\{\sum_{V \in \mathscr{V}} \sup _{x \in V \cap K} f(x): \mathscr{V} \in \mathscr{C}_{X} \text { and } \mathscr{V} \geq \mathscr{U}\right\}
$$

is measurable from $\mathscr{K}(X)$ to $\mathbb{R}^{+}$, where $\sup _{x \in V \cap K} f(x)=0$ for $V \cap K=\varnothing$.

Proof. By Lemma 2.1 it suffices to prove that for each $B \in \beta$, where $\beta \in \mathscr{P}^{*}(थ)$, the function $F_{B}: K \rightarrow \sup _{x \in B \cap K} f(x)$ is measurable.

For each $r \in \mathbb{R}$, let $\mathscr{C}_{r}=\left\{K: \sup _{x \in B \cap K} f(x)>r\right\}$. Let $U=f^{-1}(r,+\infty)$. Then $U$ is an open subset of $X$. For $r \geq 0$, if $B \cap U=\varnothing, \mathscr{E}_{r}=\varnothing$. If $B \cap U \neq \varnothing$, $\mathscr{E}_{r}=\{K: K \cap(B \cap U) \neq \varnothing\}$. Let $\alpha$ be the Borel partition generated by the open cover $U=\left\{U_{i}\right\}_{i=1}^{s}$. Then each $A \in \alpha$ has the form $\left(\bigcap_{i \in L} U_{i}\right) \cap\left(\bigcap_{j \in M} U_{j}^{c}\right)$, where $L, M \subset\{1, \ldots, s\}$ and $L \cap M=\varnothing$. Note that, for each open subset $W$ of $X$, the sets $\{K: K \cap(W \cap U) \neq \varnothing\}$ and $\left\{K: K \cap\left(W^{c} \cap U\right) \neq \varnothing\right\}$ - which equals $\{K: K \cap U \neq \varnothing\} \cap(\mathscr{K}(X) \backslash\{K: K \subset W\})$ - are both measurable subsets of $\mathscr{K}(X)$. Then the set $\{K: K \cap(A \cap U) \neq \varnothing\}$ is measurable for each $A \in \alpha$. Since each atom $B$ of $\beta$ is the finite union of elements of $\alpha$, it follows that $\mathscr{E}_{r}$ is a measurable subset of $\mathscr{H}(X)$. For $r<0, \mathscr{C}_{r}=\mathscr{E}_{0} \cup\left\{K: \sup _{x \in B \cap K} f(x)=0\right\}=\mathscr{E}_{0} \cup\{K: B \cap K=\varnothing\}$. Since $\{K: B \cap K=\varnothing\}=\mathscr{K}(X) \backslash\{K: B \cap K \neq \varnothing\}$ and $\{K: B \cap K \neq \varnothing\}$ is measurable, $\mathscr{C}_{r}$ is also measurable. Thus $F_{B}$ is a measurable function.

Let $K \in \mathscr{K}(X), \vartheta \in \mathscr{C}_{X}^{o}$, and $f \in C(X, \mathbb{R})$. We define $P(T, f, \mathscr{U}, K)=$ $\lim \sup _{n \rightarrow \infty}(1 / n) \log P_{n}(T, f$, U, K).

Let $(X, T)$ be a TDS. Denote by $\mathcal{M}(X)$ the set of all Borel probability measures on $X$, by $\mathcal{M}(X, T)$ the set of $T$-invariant measures, and by $\mathcal{M}^{e}(X, T)$ the set of ergodic measures. Then $\mathcal{M}^{e}(X, T) \subset \mathcal{M}(X, T) \subset \mathcal{M}(X)$, and $\mathcal{M}(X), \mathcal{M}(X, T)$ are convex, compact metric spaces endowed with the weak*-topology.

Since the map $f$ is a homeomorphism, it induces in a natural way a homeomorphism $\widehat{T}: \mathscr{K}(X) \rightarrow \mathscr{K}(X)$ by $\widehat{T}(A)=T(A)$ for each $A \in \mathscr{K}(X)$. Then $(\mathscr{K}(X), \widehat{T})$ constitutes a TDS induced by $(X, T)$.

For each $\hat{\mu} \in \mathcal{M}(\mathscr{H}(X), \widehat{T})$, the following lemma shows that the limit superior in the above definition can be obtained by the limit for $\hat{\mu}$-a.e. $K \in \mathscr{K}(X)$.
Lemma 2.3. Let $(X, T)$ be a $T D S, ~ U \in \mathscr{C}_{X}^{o}, f \in C(X, \mathbb{R})$, and $\hat{\mu} \in \mathcal{M}(\mathscr{H}(X), \widehat{T})$. Then, for $\hat{\mu}$-a.e. $K \in \mathscr{K}(X), P(T, f, थ, K)=\lim _{n \rightarrow+\infty}(1 / n) \log P_{n}(T, f, थ, K)$ exists.

Proof. For any $n, m \in \mathbb{N}, \mathscr{V}_{1} \succeq U_{0}^{n-1}, \mathscr{V}_{2} \succeq \mathscr{U}_{0}^{m-1}$, we have $\mathscr{V}_{1} \vee T^{-n \mathscr{G}} \mathscr{V}_{2} \succeq \bigcup_{0}^{n+m-1}$. It follows that

$$
\begin{aligned}
P_{n+m}(T, f, \vartheta, K) & \leq \sum_{V_{1} \in \mathcal{V}_{1}} \sum_{V_{1} \in \mathcal{V}_{2}} \sup _{x \in V_{1} \cap T^{-n} V_{2} \cap K} \exp f_{n+m}(x) \\
& =\sum_{V_{1} \in \mathcal{V}_{1}} \sum_{V_{2} \in \mathscr{V}_{2}} \sup _{x \in V_{1} \cap T^{-n} V_{2} \cap K} \exp \left(f_{n}(x)+f_{m}\left(T^{n} x\right)\right) \\
& \leq \sum_{V_{1} \in \mathcal{V}_{1}} \sum_{V_{2} \in V_{2}}\left(\sup _{x \in V_{1} K} \exp f_{n}(x) . \sup _{z \in V_{2} \cap T^{n} K} \exp f_{m}(z)\right) \\
& =\left(\sum_{V_{1} \in V_{1}} \sup _{x \in V_{1} \cap K} \exp f_{n}(x)\right)\left(\sum_{V_{2} \in V_{2}} \sup _{z \in V_{2} \cap T^{n} K} \exp f_{m}(z)\right) .
\end{aligned}
$$

Since $\mathscr{V}_{i}, i=1,2$ is arbitrary,

$$
P_{n+m}(T, f, \text { थ, K }) \leq P_{n}\left(T, f, \text { थ, K) } \cdot P_{m}\left(T, f, \text { थ }, T^{n} K\right) .\right.
$$

By the definition of $\widehat{T}$ and Lemma 2.2, we have that

$$
\log P_{n}(T, f, थ, K): \mathscr{K}(X) \rightarrow \mathbb{R} \cup\{-\infty\}
$$

is a subadditive sequence of measurable functions. Then, by Kingman's subadditive ergodic theorem (see [Walters 1982]), we complete the proof.

When $K=X, P(T, f, \vartheta, X)=P(T, f, \vartheta)$, which is the local topological pressure defined by Huang and Yi [2007], clearly, $P(T, 0, \cup, K)=h_{\text {top }}(T, \vartheta, K)$.

Given a partition $\alpha \in \mathscr{P}(X), \mu \in \mathcal{M}(X)$ and a sub- $\sigma$-algebra $\mathscr{C} \subseteq \mathscr{B}_{\mu}$, let

$$
\begin{aligned}
H_{\mu}(\alpha) & =\sum_{A \in \alpha}-\mu(A) \log \mu(A), \\
H_{\mu}(\alpha \mid \mathscr{C}) & =\sum_{A \in \alpha} \int_{X}-\mathbb{E}\left(\left.1_{A}\right|^{\mathscr{C}}\right) \log \mathbb{E}\left(1_{A} \mid \mathscr{C}\right) d \mu,
\end{aligned}
$$

where $\mathbb{E}\left(1_{A} \mid \mathscr{C}\right)$ is the expectation of $1_{A}$ with respect to $\mathscr{C}$. One standard fact states that $H_{\mu}(\alpha \mid \mathscr{C})$ increases with respect to $\alpha$ and decreases with respect to $\mathscr{C}$. The measure-theoretic entropy of $\mu$ is defined as

$$
h_{\mu}(T)=\sup _{\alpha \in \mathscr{F}_{X}} h_{\mu}(T, \alpha),
$$

where

$$
h_{\mu}(T, \alpha)=\lim _{n \rightarrow+\infty} \frac{1}{n} H_{\mu}\left(\alpha_{0}^{n-1}\right)=\inf _{n \geq 1} H_{\mu}\left(\alpha_{0}^{n-1}\right) .
$$

For each $f \in C(X, \mathbb{R})$, the measure-theoretic pressure of $\mu$ is defined as

$$
P_{\mu}(T, f)=h_{\mu}(T)+\int_{X} f d \mu .
$$

For a given $ひ \in \mathscr{C}_{X}$, set

$$
H_{\mu}(थ)=\inf _{\beta \in \mathscr{P}_{X}, \beta \succeq थ} H_{\mu}(\beta) \quad \text { and } \quad H_{\mu}(\vartheta \mid \mathscr{C})=\inf _{\beta \in \mathscr{P}_{X}, \beta 乙 \cup} H_{\mu}(\beta \mid \mathscr{C}) \text {. }
$$

When $\mu \in \mathcal{M}(X, T)$ and $\mathscr{C}$ is $T$-invariant (that is, $\left.T^{-1} \mathscr{C}=\mathscr{C}\right), H_{\mu}\left(\vartheta_{0}^{n-1} \mid \mathscr{C}\right)$ is a nonnegative subadditive sequence for a given $U \in U$. Let

$$
h_{\mu}(T, \cup \mid \mathscr{C})=\lim _{n \rightarrow+\infty} \frac{1}{n} H_{\mu}\left(\vartheta_{0}^{n-1} \mid \mathscr{C}\right)=\inf _{n \geq 1} H_{\mu}\left(\vartheta_{0}^{n-1} \mid \mathscr{C}\right) .
$$

For $\mathscr{C}=\{\varnothing, X\}(\bmod \mu)$, we write $H_{\mu}(\mathscr{U} \mid \mathscr{C})$ and $h_{\mu}(T, \mathscr{U} \mid \mathscr{C})$ as $H_{\mu}(\vartheta)$ and $h_{\mu}(T, U)$, respectively. Romagnoli [2003] proved that

$$
h_{\mu}(T)=\sup _{\text {UUG }}^{\mathscr{C}_{X}^{o}}, ~ h_{\mu}(T, \text { थ). }
$$

It is well known that, for $\beta \in \mathscr{P}_{X}, h_{\mu}(T, \beta)=h_{\mu}\left(T, \beta \mid P_{\mu}(T)\right) \leq H_{\mu}\left(\beta \mid P_{\mu}(T)\right)$, where $P_{\mu}(T)$ is the Pinsker $\sigma$-algebra of $\left(X, \mathscr{B}_{\mu}, \mu, T\right)$.
Lemma 2.4 [Huang 2008, Lemma 2.1]. Let $(X, T)$ be a $T D S, \mu \in \mathcal{M}(X, T)$, and $\vartheta \in \mathscr{C}_{X}$. Then

$$
h_{\mu}(T, \cup)=h_{\mu}\left(T, \vartheta \mid P_{\mu}(T)\right) .
$$

For $U \in \mathscr{C}_{X}^{o}, \mu \in \mathcal{M}(X, T)$ and $f \in C(X, \mathbb{R})$, we define the measure-theoretic pressure for $T$ with respect to $U$ as

$$
P_{\mu}(T, f, \cup)=h_{\mu}(T, \cup)+\int_{X} f d \mu .
$$

Obviously,

$$
P_{\mu}(T, f)=h_{\mu}(T)+\int_{X} f d \mu=\sup _{\mathscr{U} \in \mathscr{C}_{X}^{o}} h_{\mu}(T, \vartheta)+\int_{X} f d \mu=\sup _{\mathscr{U} \in \mathscr{C}_{X}^{o}} P_{\mu}(T, f, \vartheta) .
$$

Let $(X, T)$ be a TDS, $\mu \in \mathcal{M}(X, T)$, and $\mathscr{B}_{\mu}$ be the completion of $\mathscr{B}_{X}$ under $\mu$. Then $\left(X, \mathscr{B}_{\mu}, \mu, T\right)$ is a Lebesgue system. If $\left\{\alpha_{i}\right\}_{i \in I}$ is a countable family of finite partitions of $X$, the partition $\alpha=\bigvee_{i \in I} \alpha_{i}$ is called a measurable partition. The sets $A \in \mathscr{B}_{\mu}$, which are unions of atoms of $\alpha$, form a sub- $\sigma$-algebra of $\mathscr{B}_{\mu}$ by $\hat{\alpha}$ or $\alpha$ if there is no ambiguity. Every sub- $\sigma$-algebra of $\mathscr{B}_{\mu}$ coincides with a $\sigma$-algebra constructed in this way $(\bmod \mu)$.

Given a measurable partition $\alpha$, put $\alpha^{-}=\bigvee_{n=1}^{\infty} T^{-n} \alpha$ and $\alpha^{T}=\bigvee_{n=-\infty}^{+\infty} T^{-n} \alpha$. Define in the same way $\mathscr{F}^{-}$and $\mathscr{F}^{T}$ if $\mathscr{F}$ is a sub- $\sigma$-algebra of $\mathscr{B}_{\mu}$. It is clear that for a measurable partition $\alpha$ of $X$, we have

$$
\widehat{\alpha^{-}}=(\hat{\alpha})^{-} \quad \text { and } \quad \widehat{\alpha^{T}}=(\hat{\alpha})^{T} \quad(\bmod \mu) .
$$

Let $\mathscr{F}$ be a sub- $\sigma$-algebra of $\mathscr{B}_{\mu}$ and $\alpha$ be the measurable partition of $X$ with $\alpha^{-}=\mathscr{F}(\bmod \mu) . \mu$ can be disintegrated over $\mathscr{F}$ as $\mu=\int_{X} \mu_{x} d \mu(x)$, where $\mu_{x} \in \mathcal{M}(X)$ and $\mu_{x}(\alpha(x))=1$ for $\mu$-a.e. $x \in X$. The disintegration is characterized by two properties:
(a) For every $f \in L^{1}\left(X, \mathscr{B}_{X}, \mu\right), f \in L^{1}\left(X, \mathscr{B}_{X}, \mu_{x}\right)$ for $\mu$-a.e. $x \in X$, and the map $x \mapsto \int_{X} f(y) d \mu_{x}(y)$ is in $L^{1}(X, \mathscr{F}, \mu)$.
(b) For every $f \in L^{1}\left(X, \mathscr{B}_{X}, \mu\right), \mathbb{E}_{\mu}(f \mid \mathscr{F})(x)=\int_{X} f d \mu_{x}$ for $\mu$ a.e. $x \in X$.

Then, for any $f \in L^{1}\left(X, \mathscr{B}_{X}, \mu\right)$,

$$
\int_{X}\left(\int_{X} f d \mu_{x}\right) d \mu(x)=\int_{X} f d \mu .
$$

Lemma 2.5 [Huang 2008, Lemma 2.2]. Let ( $X, T$ ) be a TDS, $\mu \in \mathcal{M}(X, T)$, and $\mathscr{F}$ be a sub- $\sigma$-algebra of $\mathscr{B}_{\mu}$. If $\mu=\int_{X} \mu_{x} d \mu(x)$ is the disintegration of $\mu$ over $\mathscr{F}$,
(a) for $\mathscr{V} \in \mathscr{C}_{X}, H_{\mu}(\mathscr{V} \mid \mathscr{F})=\int_{X} H_{\mu_{x}}(\mathscr{V}) d \mu(x)$,
(b) for $\mathscr{U}, \mathscr{V} \in \mathscr{C}_{X}, H_{\mu}(\vartheta \vee \mathscr{V} \mid \mathscr{F}) \leq H_{\mu}(\mathscr{U} \mid \mathscr{F})+H_{\mu}(\mathscr{V} \mid \mathscr{F})$.

Let $K$ be a nonempty closed subset of $X$. For $\epsilon>0$, a subset of $X$ is called an ( $n, \epsilon$ )-spanning set of $K$, if for any $x \in K$ there exists $y \in F$ with $d_{n}(x, y) \leq \epsilon$, where $d_{n}(x, y)=\max _{i=0}^{n-1} d\left(T^{i} x, T^{i} y\right)$; a subset $E$ of $K$ is called an ( $n, \epsilon$ )-separated set of $K$, if $x, y \in E, x \neq y$ implies $d_{n}(x, y)>\epsilon$. Let $r_{n}(d, T, \epsilon, K)$ denote the smallest cardinality of any $(n, \epsilon)$-spanning subset for $K$ and $s_{n}(d, T, \epsilon, K)$ denote the largest cardinality of any $(n, \epsilon)$-separated subset of $K$.

For each $\epsilon>0$ and $f \in C(X, \mathbb{R})$, we define

$$
P_{n}(T, f, \epsilon, K)=\sup \left\{\sum_{x \in E} \exp f_{n}(x): E \text { is an }(n, \epsilon) \text {-separated subset of } K\right\} .
$$

The topological pressure of $T$ for the closed subset $K$ is defined as

$$
P(T, f, K)=\lim _{\epsilon \rightarrow 0} \limsup _{n \rightarrow+\infty} \frac{1}{n} \log P_{n}(T, f, \epsilon, K) .
$$

Clearly, for $f \equiv 0$, we can write $P_{n}(T, 0, \epsilon, K)=s_{n}(d, T, \epsilon, K)$. It follows that $P(T, f, K)=h(T, K)$, where $h(T, K)$ is the Bowen entropy for the closed subset $K$ defined in [Walters 1982]; see also [Huang 2008]. When $K=X$, $P(T, f, X)=P(T, f)$, where $P(T, f)$ is the standard notion of topological pressure defined in [Walters 1982]. Moreover, it is not hard to verify that $P(T, f, K)=$ $\sup _{थ \in \mathscr{C}_{X}^{o}} P(T, f, थ, K)$.

## 3. $\epsilon$-stable sets

Let $(X, T)$ be a TDS with a compatible metric $d$. Given $\epsilon>0$, the $\epsilon$-stable set of $x$ under $T$ is the set of points whose forward orbit $\epsilon$-shadows that of $x$ :

$$
W_{\epsilon}^{s}(x, T)=\left\{y \in X: d\left(T^{n} x, T^{n} y\right) \leq \epsilon \text { for all } n=0,1, \ldots\right\} .
$$

Since the preimages of these sets can be nontrivial, we can consider the following function. For each $x \in X, f \in C(X, \mathbb{R})$, and $\epsilon>0$, let

$$
P_{s}(T, f, x, \epsilon):=\lim _{\delta \rightarrow 0} \limsup _{n \rightarrow+\infty} \frac{1}{n} \log P_{n}\left(T, f, \delta, T^{-n} W_{\epsilon}^{s}(x, T)\right) .
$$

$P_{s}(T, f, x, \epsilon)$ is called the topological pressure of the preimages of the $\epsilon$-stable sets of $x$. For $f \equiv 0, P_{s}(T, 0, x, \epsilon)=h_{s}(T, x, \epsilon)$, where the latter is the dispersal rate function defined in [Fiebig et al. 2003]. It was proved in [Huang 2008] that $\sup _{x \in X} h_{s}(T, x, \epsilon)=h_{\text {top }}(T)$ for all $\epsilon>0$. In the present section, we show that this is also true for the functions $P_{s}(T, f, x, \epsilon)$ and $P(T, f)$. By proving that, for any $\mu \in \mathcal{M}^{e}(X, T)$ with positive entropy, $\lim _{\epsilon \rightarrow 0} P_{s}(T, f, x, \epsilon) \geq P_{\mu}(T, f)$ for $\mu$-a.e. $x \in X$, we can obtain the result. We need the following lemmas.

Lemma 3.1. Let $(X, T)$ be a TDS, $f \in C(X, \mathbb{R})$, and $\left\{K_{n}\right\}$ be a sequence of nonempty closed subsets of $X$. Then

$$
\lim _{\delta \rightarrow 0} \limsup _{n \rightarrow+\infty} \frac{1}{n} \log P_{n}\left(T, f, \delta, K_{n}\right)=\sup _{\mathscr{U \in \mathscr { C } _ { X } ^ { 0 }}} \limsup _{n \rightarrow+\infty} \frac{1}{n} \log P_{n}\left(T, f, \text { थ, } K_{n}\right) .
$$

Proof. For a fixed $\delta>0$, choose $\mathscr{V} \in \mathscr{C}_{X}^{o}$ with diam $\mathscr{V}<\delta$. For $n \in \mathbb{N}$ let $A$ be an ( $n, \delta$ )-separated set of $K_{n}$. Since $B \cap K_{n}$ contains at most one element of $A$ for each $B$ of $\bigvee_{i=0}^{n-1} T^{-i} \mathscr{Q}$, for every $\mathscr{W} \in \mathscr{C}_{X}$ with $\mathscr{W} \succeq \mathscr{V}_{0}^{n-1}$, each element of $\mathscr{W}$ also contains at most one element of $A$. We get $\sum_{x \in A} \exp f_{n}(x) \leq P_{n}\left(T, f, \mathscr{V}, K_{n}\right)$. That is $P_{n}\left(T, f, \delta, K_{n}\right) \leq P_{n}\left(T, f, \mathscr{Q}, K_{n}\right)$. Then

$$
\begin{aligned}
& \limsup _{n \rightarrow+\infty} \frac{1}{n} \log P_{n}\left(T, f, \delta, K_{n}\right) \leq \limsup _{n \rightarrow+\infty} \frac{1}{n} \log P_{n}\left(T, f, \mathscr{Q}, K_{n}\right) \\
& \leq \sup _{\text {थ̛G }}^{X} \text { } \\
& \lim \sup \\
& n \rightarrow+\infty \\
& \frac{1}{n} \log P_{n}\left(T, f, \text { थ, } K_{n}\right) .
\end{aligned}
$$

Letting $\delta \rightarrow 0$, we get

$$
\lim _{\delta \rightarrow 0} \limsup _{n \rightarrow+\infty} \frac{1}{n} \log P_{n}\left(T, f, \delta, K_{n}\right) \leq \sup _{\text {UUG }} \operatorname{limsux}_{n \rightarrow+\infty} \frac{1}{n} \log P_{n}\left(T, f, \text { थ, } K_{n}\right) .
$$

In the following, we show the converse inequality. For any fixed $u \in \mathscr{C}_{X}^{o}$, let $\delta$ be the Lebesgue number of $\because$. For $n \in \mathbb{N}$, let $E$ be an ( $n, \delta / 2$ )-separated set of $K_{n}$ with the largest cardinality. Then $E$ is also an ( $n, \delta / 2$ )-spanning set of $K_{n}$. From the definition of spanning sets, we know that

$$
\bigcup_{x \in E} \bigcap_{i=0}^{n-1} T^{-i} \overline{B_{\delta / 2}\left(T^{i} x\right)} \supset K_{n}, \quad \text { where } \overline{B_{\delta / 2}\left(T^{i} x\right)}=\left\{y \in X: d\left(T^{i} x, y\right) \leq \frac{\delta}{2}\right\} .
$$

Now, for each $x \in E$ and $0 \leq i \leq n-1, \overline{B_{\delta / 2}\left(T^{i} x\right)}$ is contained in some element of $\vartheta$ since $\delta$ is the Lebesgue number of the open cover $U$. Hence, for each $x \in E$, the intersection $\bigcap_{i=0}^{n-1} T^{-i} \overline{B_{\delta / 2}\left(T^{i} x\right)}$ is contained in some element of $\bigvee_{i=0}^{n-1} T^{-i}$ U. Let $\mathscr{W}=\left\{\bigcap_{i=0}^{n-1} T^{-i} \overline{B_{\delta / 2}\left(T^{i} x\right)}: x \in E\right\}$. Then $\mathscr{W} \in \mathscr{C}_{X}$ and $\mathscr{W} \succeq U_{0}^{n-1}$. Let

$$
Q_{n}\left(T, f, \mathscr{U}, K_{n}\right)=\inf \left\{\sum_{V \in \mathscr{V}} \inf _{x \in V \cap K_{n}} \exp f_{n}(x): \mathscr{V} \in \mathscr{C}_{X} \text { and } \mathscr{V} \succeq \mathscr{U}_{0}^{n-1}\right\} .
$$

Then

$$
Q_{n}\left(T, f, \vartheta u, K_{n}\right) \leq \sum_{x \in E} f_{n}(x) \leq P_{n}\left(T, f, \frac{\delta}{2}, K_{n}\right) .
$$

Let $\tau_{\text {थu }}=\sup \{|f(x)-f(y)|: d(x, y) \leq \operatorname{diam} थ\}$. Then

$$
\exp \left(-n \tau_{u}\right) P_{n}\left(T, f, \text { U, } K_{n}\right) \leq Q_{n}\left(T, f, \text { U, } K_{n}\right) .
$$

So

$$
\begin{aligned}
-\tau_{\ddots}+\limsup _{n \rightarrow+\infty} \frac{1}{n} \log P_{n}\left(T, f, \vartheta, K_{n}\right) & \leq \limsup _{n \rightarrow+\infty} \frac{1}{n} \log P_{n}\left(T, f, \frac{\delta}{2}, K_{n}\right) \\
& \leq \lim _{\delta \rightarrow 0} \limsup _{n \rightarrow+\infty} \frac{1}{n} \log P_{n}\left(T, f, \frac{\delta}{2}, K_{n}\right) .
\end{aligned}
$$

Since $U$ is arbitrary, we get

$$
\sup _{\mathscr{U} \in \mathscr{C}_{X}^{0}} \limsup _{n \rightarrow+\infty} \frac{1}{n} \log P_{n}\left(T, f, \mathscr{U}, K_{n}\right) \leq \lim _{\delta \rightarrow 0} \limsup _{n \rightarrow+\infty} \frac{1}{n} \log P_{n}\left(T, f, \delta, K_{n}\right) .
$$

An immediate consequence of Lemma 3.1 is the following.
Lemma 3.2. Let $(X, T)$ be a TDS and $f \in C(X, \mathbb{R})$. Then, for each $x \in X$ and $\epsilon>0$,

$$
P_{S}(T, f, x, \epsilon)=\sup _{\mathscr{U} \in \mathscr{C}_{X}^{o}} \limsup _{n \rightarrow+\infty} \frac{1}{n} \log P_{n}\left(T, f, \vartheta, T^{-n} W_{\epsilon}^{s}(x, T)\right)
$$

Lemma 3.3 [Walters 1982, Lemma 9.9]. Let $a_{1}, \ldots, a_{k}$ be given real numbers. If $p_{i} \geq 0, i=1, \ldots, k$, and $\sum_{i=1}^{k} p_{i}=1$,

$$
\sum_{i=1}^{k} p_{i}\left(a_{i}-\log p_{i}\right) \leq \log \sum_{i=1}^{k} e^{a_{i}}
$$

and equality holds if and only if

$$
p_{i}=\frac{e^{a_{i}}}{\sum_{i=1}^{k} e^{a_{i}}} \quad \text { for all } i=1, \ldots, k
$$

Let $(X, T)$ be a TDS, $\mu \in \mathcal{M}(X, T)$, and $\mathscr{B}_{\mu}$ be the completion of $\mathscr{B}_{X}$ under $\mu$. The Pinsker $\sigma$-algebra $P_{\mu}(T)$ is defined as the smallest sub- $\sigma$-algebra of $\mathscr{B}_{\mu}$ containing $\left\{\xi \in \mathscr{P}_{X}: h_{\mu}(T, \xi)=0\right\}$. It is well known that $P_{\mu}(T)=P_{\mu}\left(T^{-1}\right)$ and $P_{\mu}(T)$ is $T$-invariant, that is, $T^{-1}\left(P_{\mu}(T)\right)=P_{\mu}(T)$.

Lemma 3.4 [Huang 2008, Lemma 3.5]. Let $(X, T)$ be a $T D S, \mu \in \mathcal{M}(X, T)$, and $\delta>0$. Then there exist $\left\{W_{i}\right\}_{i=1}^{\infty} \subset \mathscr{P}_{X}$ and $0=k_{1}<k_{2}<\cdots$ such that
(a) $\operatorname{diam} W_{1}<\delta$ and $\lim _{i \rightarrow+\infty} \operatorname{diam} W_{i}=0$,
(b) $\lim _{k \rightarrow+\infty} H_{\mu}\left(P_{k} \mid \mathscr{P}^{-}\right)=h_{\mu}(T)$, where $P_{k}=\bigvee_{i=1}^{k} T^{-k_{i}} W_{i}$ and $\mathscr{P}=\bigvee_{k=1}^{\infty} P_{k}$,
(c) $\bigcap_{n=0}^{\infty} \widehat{T^{-n \mathscr{P}}}=P_{\mu}(T)$.

Lemma 3.5. Let $(X, T)$ be a $T D S, ~ U \in \mathscr{C}_{X}^{o}, f \in C(X, \mathbb{R})$, and $K \in \mathscr{K}(X)$. Then, for each $n \in \mathbb{N}$,

$$
P_{n}\left(T, f, \vartheta, T^{-n} K\right)=P_{n}\left(T, f \circ T^{-n}, T^{n} \ddots, K\right) .
$$

Proof. For each $\mathscr{V} \in \mathscr{C}_{X}$ and $\mathscr{V} \succeq \bigvee_{i=1}^{n} T^{i} \mathscr{U}$, obviously, $T^{-n \mathscr{V}} \in \mathscr{C}_{x}$ and $T^{-n \mathscr{V}} \succeq$ $\bigvee_{i=0}^{n-1} T^{-i} U$.

Since for each $V \in \mathscr{V}$,

$$
\sup _{x \in T^{-n} V \cap T^{-n} K} \exp f_{n}(x)=\sup _{x \in V \cap K} \exp f_{n}\left(T^{-n} x\right),
$$

it is easy to see that $P_{n}\left(T, f, थ, T^{-n} K\right) \leq P_{n}\left(T, f \circ T^{-n}, T^{n} \ddots, K\right)$. From the homeomorphism of $T$, the inverse inequality holds. Then $P_{n}\left(T, f, थ, T^{-n} K\right)=$ $P_{n}\left(T, f \circ T^{-n}, T^{n} U, K\right)$.

Recall that a set-valued map $F$ from $X$ to $\mathscr{K}(X)$ is said to be measurable if $\{x \in X: F(x) \cap A \neq \varnothing\} \in \mathscr{B}_{X}$ for every Borel (open or closed) subset $A$ of $X$.

Lemma 3.6. Let $G: X \rightarrow \mathscr{K}(X)$ be a measurable set-valued map, $f \in C\left(X, \mathbb{R}^{+}\right)$, and $U \in \mathscr{C}_{X}^{o}$. Then

$$
F: x \rightarrow \inf \left\{\sum_{V \in \mathscr{V}} \sup _{y \in V \cap G(x)} f(y): \mathscr{V} \in \mathscr{C}_{X} \text { and } \mathscr{V} \succeq \mathscr{U}\right\}
$$

is Borel-measurable, where $\sup _{y \in V \cap G(x)} f(y)=0$ for $V \cap G(x)=\varnothing$.
Proof. By Lemma 2.1, for each $x \in X$, we have
$\inf \left\{\sum_{V \in \mathscr{V}} \sup _{y \in V \cap G(x)} f(y): \mathscr{V} \in \mathscr{C}_{X}, \mathscr{V} \geq \mathscr{U}\right\}=\min \left\{\sum_{V \in \mathscr{V}} \sup _{y \in V \cap G(x)} f(y): \mathscr{V} \in \mathscr{P}^{*}(\mathscr{U})\right\}$.
It is sufficient to prove that, for each $V \in \mathscr{V}$, where $\mathscr{V} \in \mathscr{P}^{*}(\mathscr{U})$, the function $H_{V}: x \rightarrow \sup _{y \in V \cap G(x)} f(y)$ is Borel-measurable.

For each $r \in \mathbb{R}$, let $E_{r}=\left\{x: \sup _{y \in V \cap G(x)} f(y)>r\right\}$. Note that $U=f^{-1}(r,+\infty)$ is an open subset of $X$. For $r \geq 0$, if $V \cap U=\varnothing, E_{r}=\varnothing$. If $V \cap U \neq \varnothing$, then $E_{r}=\{x: V \cap G(x) \cap U \neq \varnothing\}$. Since $V \cap U \in \mathscr{B}(X)$, by the set-valued measurability of $G$, it is clear that $E_{r}$ is a Borel subset of $X$. For $r<0, E_{r}=E_{0} \cup F$, where $F=\left\{x: \sup _{y \in V \cap G(x)} f(y)=0\right\}$. Since

$$
F=\{x: V \cap G(x)=\varnothing\}=X \backslash\{x: V \cap G(x) \neq \varnothing\}
$$

is Borel-measurable, $E_{r}$ is also a Borel subset of $X$; thus $H_{V}$ is Borel-measurable.

The next theorem clearly implies the main result of this paper.
Theorem 3.7. Let $(X, T)$ be a $T D S, f \in C(X, \mathbb{R})$, and $\mu \in \mathcal{M}^{e}(X, T)$ with $h_{\mu}(T)>0$. Then, for $\mu$-a.e. $x \in X, \lim _{\epsilon \rightarrow 0} P_{s}(T, f, x, \epsilon) \geq P_{\mu}(T, f)$.
Proof. It suffices to prove that, for a given $\epsilon>0, P_{s}(T, f, x, \epsilon) \geq P_{\mu}(T, f)$ for $\mu$-a.e. $x \in X$.

Fix $\epsilon>0$. Since $T$ is a homeomorphism on $X$, there exists $\delta \in(0, \epsilon)$ such that $d\left(T^{-1} x, T^{-1} y\right)<\epsilon$ when $d(x, y)<\delta$. By Lemma 3.4, there exists $\left\{P_{i}\right\}_{i=1}^{\infty} \subset \mathscr{P}_{X}$ satisfying diam $P_{1} \leq \delta, \bigcap_{n=0}^{\infty} \widehat{T^{-n P^{-}}}=P_{\mu}(T)$, and $H_{\mu}\left(P_{k} \mid \mathscr{P}^{-}\right) \rightarrow h_{\mu}(T)$ when
$k \rightarrow+\infty$, where $\mathscr{P}=\bigvee_{i=1}^{\infty} P_{i}$. Since diam $P_{1} \leq \delta$, it is clear that $\mathscr{P}^{-}(x) \subseteq W_{\epsilon}^{s}(x, T)$ for each $x \in X$.

Let $\mu=\int_{X} \mu_{x} d \mu(x)$ be the disintegration of $\mu$ over $\mathscr{P}^{-}$. Then

$$
\operatorname{supp}\left(\mu_{x}\right) \subseteq \overline{\mathscr{P}-(x)} \subseteq W_{\epsilon}^{s}(x, T) \quad \text { for } \mu \text {-a.e. } x \in X
$$

Let $k \in \mathbb{N}$. By inequality (3.3) in [Huang 2008], we know that there exists $\vartheta_{k} \in \mathscr{C}_{X}^{o}$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow+\infty} \frac{1}{n} H_{\mu}\left(\bigvee_{i=0}^{n-1} T^{-i} U_{k} \mid T^{-n} \mathscr{P}^{-}\right) \geq H_{\mu}\left(P_{k} \mid \mathscr{P}^{-}\right)-\frac{1}{k} \tag{2}
\end{equation*}
$$

For $n \in \mathbb{N}$, let $F_{n}(x)=(1 / n) \log P_{n}\left(T, f \circ T^{-n}, T^{n} U_{k}, W_{\epsilon}^{s}(x, T)\right)$. Noting that the map $x \rightarrow W_{\epsilon}^{s}(x, T)$ is upper semicontinuous, it follows from Lemma 3.6 that $F_{n}$ is a Borel-measurable function. Let $F(x)=\lim \sup _{n \rightarrow+\infty} F_{n}(x)$ for $x \in X$. Then $F$ is also Borel-measurable. Since $T W_{\epsilon}^{s}(x, T) \subseteq W_{\epsilon}^{s}(T x, T)$ for each $x \in X$, we have

$$
\begin{aligned}
P_{n}(T, & \left.f \circ T^{-n}, T^{n} U_{k}, W_{\epsilon}^{s}(x, T)\right) \\
& \leq \inf \left\{\sum_{V \in \mathscr{V}} \sup _{y \in V \cap T W_{\epsilon}^{s}(x, T)} \exp f_{n} \circ T^{-(n+1)}(y): \mathscr{V} \in \mathscr{C}_{X} \text { and } \mathscr{V} \succeq \bigvee_{i=2}^{n+1} T^{i} थ_{k}\right\} \\
& \leq \inf \left\{\sum_{V \in \mathcal{V}} \sup _{y \in V \cap W_{\epsilon}^{s}(T x, T)} \exp f_{n} \circ T^{-(n+1)}(y): \mathscr{V} \in \mathscr{C}_{X} \text { and } \mathscr{V} \succeq \bigvee_{i=1}^{n+1} T^{i} थ_{k}\right\} \\
& =P_{n+1}\left(T, f \circ T^{-(n+1)}, T^{n+1} U_{k}, W_{\epsilon}^{s}(T x, T)\right) .
\end{aligned}
$$

Then

$$
\begin{aligned}
F(x) & =\limsup _{n \rightarrow+\infty} \frac{1}{n} \log P_{n}\left(T, f \circ T^{-n}, T^{n} U_{k}, W_{\epsilon}^{s}(x, T)\right) \\
& \leq \limsup _{n \rightarrow+\infty} \frac{n+1}{n} \cdot \frac{1}{n+1} \log P_{n+1}\left(T, f \circ T^{-(n+1)}, T^{n+1} U_{k}, W_{\epsilon}^{s}(T x, T)\right) \\
& =F(T x) .
\end{aligned}
$$

Thus, $F(x) \leq F(T x)$ for each $x \in X$. Since $\mu \in \mathcal{M}(X, T), \int_{X} F(T x) d \mu(x)=$ $\int_{X} F(x) d \mu(x)$, we have, $F(T x)=F(x)$ for $\mu$-a.e. $x \in X$. Moreover, $F(x) \equiv a_{k}$ for $\mu$-a.e. $x \in X$ as $\mu$ is ergodic, where $a_{k} \geq 0$ is a constant.

From Lemma 2.1, there exists a finite partition

$$
\beta \in \mathscr{P}^{*}\left(\bigvee_{i=1}^{n} T^{i} U_{k}\right)
$$

such that

$$
P_{n}\left(T, f \circ T^{-n}, T^{n} \ddots_{k}, W_{\epsilon}^{s}(x, T)\right)=\sum_{B \in \beta} \sup _{x \in B \cap W_{\epsilon}^{s}(x, T)} \exp f_{n} \circ T^{-n}(x)
$$

It follows from Lemma 3.3 that

$$
\begin{aligned}
& \log P_{n}\left(T, f \circ T^{-n}, T^{n} u_{k}, W_{\epsilon}^{s}(x, T)\right) \\
& \quad=\log \sum_{B \in \beta} \sup _{x \in B \cap W_{\epsilon}^{s}(x, T)} \exp f_{n} \circ T^{-n}(x) \\
& \geq \sum_{B \in \beta} \mu_{x}\left(B \cap W_{\epsilon}^{s}(x, T)\right)\left(\sup _{x \in B \cap W_{\epsilon}^{s}(x, T)} \exp f_{n} \circ T^{-n}(x)-\log \mu_{x}\left(B \cap W_{\epsilon}^{s}(x, T)\right)\right) \\
& =H_{\mu_{x}}(\beta)+\sum_{B \in \beta} \sup _{x \in B \cap W_{\epsilon}^{s}(x, T)} f_{n} \circ T^{-n}(x) \cdot \mu_{x}(B) \quad\left(\operatorname{supp}\left(\mu_{x}\right) \subseteq W_{\epsilon}^{s}(x, T)\right. \\
& \geq H_{\mu_{x}}\left(\bigvee_{i=1}^{n} T^{i} U_{k}\right)+\int_{X} f_{n} \circ T^{-n} d \mu_{x}
\end{aligned}
$$

Then

$$
\begin{aligned}
a_{k} & =\int_{X} F(x) d \mu=\int_{X} \limsup _{n \rightarrow+\infty} F_{n}(x) d \mu \geq \limsup _{n \rightarrow+\infty} \int_{X} F_{n}(x) d \mu \\
& \geq \limsup _{n \rightarrow+\infty} \int_{X} \frac{1}{n}\left(H_{\mu_{x}}\left(\bigvee_{i=1}^{n} T^{i} U_{k}\right)+\int f_{n} \circ T^{-n} d \mu_{x}\right) d \mu(x) \\
& =\limsup _{n \rightarrow+\infty}\left(\int_{X} \frac{1}{n} H_{\mu_{x}}\left(\bigvee_{i=1}^{n} T^{i} U_{k}\right) d \mu(x)+\frac{1}{n} \int_{X} \int f_{n} \circ T^{-n} d \mu_{x} d \mu(x)\right) \\
& =\limsup _{n \rightarrow+\infty}\left(\int_{X} \frac{1}{n} H_{\mu_{x}}\left(\bigvee_{i=1}^{n} T^{i} U_{k}\right) d \mu(x)+\frac{1}{n} \int_{X} f_{n} \circ T^{-n} d \mu(x)\right) \\
& =\limsup _{n \rightarrow+\infty} \int_{X} \frac{1}{n} H_{\mu_{x}}\left(\bigvee_{i=1}^{n} T^{i} U_{k}\right) d \mu(x)+\int_{X} f d \mu(x) \quad(\text { since } \mu \in \mathcal{M}(X, T)) \\
& =\limsup _{n \rightarrow+\infty} \frac{1}{n} H_{\mu}\left(\bigvee_{i=1}^{n} T^{i} U_{k} \mid \mathscr{P}^{-}\right)+\int_{X} f d \mu(x) \quad(\text { by Lemma } 2.5(\mathrm{a})) \\
& =\limsup _{n \rightarrow+\infty} \frac{1}{n} H_{\mu}\left(\bigvee_{i=1}^{n-1} T^{-i} U_{k} \mid T^{-n} \mathscr{P}^{-}\right)+\int_{X} f d \mu(x) \\
& \geq H_{\mu}\left(P_{k} \mid \mathscr{P}^{-}\right)-\frac{1}{k}+\int_{X} f d \mu(x) \quad(\text { by inequality }(2)) .
\end{aligned}
$$

Since $P_{s}(T, f, x, \epsilon) \geq F(x)$ for each $x \in X$, we have

$$
\begin{aligned}
P_{s}(T, f, x, \epsilon) & \geq \lim _{k \rightarrow+\infty}\left(H_{\mu}\left(P_{k} \mid \mathscr{P}^{-}\right)-\frac{1}{k}+\int_{X} f d \mu(x)\right) \\
& =h_{\mu}(T)+\int_{X} f d \mu(x)=P_{\mu}(T, f)
\end{aligned}
$$

for $\mu$-a.e. $x \in X$.

We introduce the $\epsilon$-pressure point and pressure point for a TDS. Let ( $X, T$ ) be a TDS, $f \in C(X, \mathbb{R})$. For $\epsilon>0$, we call $x \in X$ an $\epsilon$-pressure point for $T$ if $P_{s}(T, f, x, \epsilon)=P(T, f)$, and we call it a pressure point if $\lim _{\epsilon \rightarrow o} P_{s}(T, f, x, \epsilon)=$ $P(T, f)$. The function $P_{s}(T, f, x, \epsilon)$ is decreasing in $\epsilon$. It follows that every pressure point is also an $\epsilon$-pressure point for each $\epsilon>0$. Note that, while the notion of an $\epsilon$-pressure point depends on the choice of the metric, that of pressure point does not. Denote by $\mathscr{P}(T, f)$ the set of all pressure points of $(X, T)$ for $f \in C(X, \mathbb{R})$. For $f \equiv 0$, the $\epsilon$-pressure point and pressure point are the $\epsilon$-entropy point and entropy point, respectively, which are introduced in [Fiebig et al. 2003]. Moreover, $\mathscr{P}(T, 0)=\mathscr{E}(T)$, where $\mathscr{E}$ is the set of all entropy points of $(X, T)$.

Remark 3.8. Let $(X, T)$ be a TDS, $f \in C(X, \mathbb{R})$. If there exists $\mu \in \mathcal{M}^{e}(X, T)$ such that $P(T, f)=P_{\mu}(T, f), \mathscr{P}(T, f) \neq \varnothing$.

## 4. Stable sets

The main results of the present section are Theorems 4.1 and 4.5. Recall that, for a TDS $(X, T)$ and $x \in X$,

$$
\begin{aligned}
& W^{s}(x, T)=\left\{y \in X: \lim _{n \rightarrow+\infty} d\left(T^{n} x, T^{n} y\right)=0\right\}, \\
& W^{u}(x, T)=\left\{y \in X: \lim _{n \rightarrow+\infty} d\left(T^{-n} x, T^{-n} y\right)=0\right\} .
\end{aligned}
$$

$W^{s}(x, T)$ is called the stable set of $x$ for $T$, and $W^{u}(x, T)$ is called the unstable set of $x$ for $T$. Obviously, $W^{s}(x, T)=W^{u}\left(x, T^{-1}\right)$ and $W^{u}(x, T)=W^{s}\left(x, T^{-1}\right)$.

Theorem 4.1. Let $(X, T)$ be a TDS, $f \in C(X, \mathbb{R})$, and $\mu \in \mathcal{M}^{e}(X, T)$ with $h_{\mu}(T)>$ 0 . Then, for $\mu$-a.e. $x \in X$,
(a) there exists a closed subset $A(x) \subseteq W^{s}(x, T)$ such that

$$
\lim _{n \rightarrow+\infty} \operatorname{diam} T^{n} A(x)=0 \quad \text { and } \quad P\left(T^{-1}, f, A(x)\right) \geq P_{\mu}(T, f) ;
$$

(b) there exists a closed subset $B(x) \subseteq W^{u}(x, T)$ such that

$$
\lim _{n \rightarrow+\infty} \operatorname{diam} T^{-n} B(x)=0 \quad \text { and } \quad P(T, f, B(x)) \geq P_{\mu}(T, f) .
$$

Proof. Since $\mu \in \mathcal{M}^{e}(X, T), P_{\mu}\left(T^{-1}, f\right)=P_{\mu}(T, f)$, and $W^{s}\left(x, T^{-1}\right)=W^{u}(x, T)$, (a) implies (b). It remains to prove (a).

By Lemma 3.4, there exist $\left\{W_{i}\right\}_{i=1}^{\infty} \subset \mathscr{P}_{X}$ and $0=k_{1}<k_{2}<\cdots$ satisfying
(a) diam $W_{1}<\delta$ and $\lim _{i \rightarrow+\infty} \operatorname{diam} W_{i}=0$,
(b) $\lim _{k \rightarrow+\infty} H_{\mu}\left(P_{k} \mid \mathscr{P}^{-}\right)=h_{\mu}(T)$, where $P_{k}=\bigvee_{i=1}^{k} T^{-k_{i}} W_{i}$ and $\mathscr{P}=\bigvee_{k=1}^{\infty} P_{k}$,
(c) $\bigcap_{n=0}^{\infty} \widehat{T^{-n \mathscr{P}^{-}}}=P_{\mu}(T)$.

Let $Q_{i}=\bigvee_{j=1}^{i} T^{-j}\left(P_{1} \vee P_{2} \vee \cdots \vee P_{i}\right)$ for $i \in \mathbb{N}$. Then $Q_{i} \in \mathscr{P}_{X}, Q_{1} \preceq Q_{2} \preceq \cdots$, and $\bigvee_{i=1}^{\infty} Q_{i}=\mathscr{P}^{-}$.

For $x \in X$, let $A(x)=\bigcap_{i=1}^{\infty} \overline{Q_{i}(x)}$. Then $A(x)$ is a closed set and $A(x) \supseteq \overline{\mathscr{P}-(x)}$. The set $A(x)$ also has the properties $\lim _{n \rightarrow+\infty} \operatorname{diam} T^{n} A(x)=0$ and $A(x) \subseteq$ $W^{s}(x, T)$ (see the proof of [Huang 2008, Theorem 4.2] for details).

Moreover, the set-valued map $A: x \rightarrow A(x)$ is measurable. In fact, for each open set $U$ of $X$,

$$
\left\{x: \bigcap_{n=1}^{\infty} \overline{Q_{i}(x)} \subseteq U\right\}=\bigcup_{n \geq 1} \bigcap \bigcap\left\{A \in Q_{k}: \bar{A} \subseteq U\right\}
$$

is a Borel set of $X$. Then, for each closed set $V$ of $X,\left\{x: \overline{Q_{i}(x)} \subseteq X \backslash V\right\}$ is a Borel set. It follows that $\left\{x: \overline{Q_{i}(x)} \cap V \neq \varnothing\right\}$ is Borel and then $A: x \rightarrow A(x)$ is set-valued measurable.

Let $\mu=\int_{X} \mu_{x} d \mu(x)$ be the disintegration of $\mu$ over $\mathscr{P}^{-}$. Then

$$
\begin{equation*}
\operatorname{supp}\left(\mu_{x}\right) \subseteq \overline{\mathscr{P}-(x)} \subseteq A(x) \quad \text { for } \mu \text {-a.e. } x \in X \tag{3}
\end{equation*}
$$

We now prove that, for $\mu$-a.e. $x \in X, P\left(T^{-1}, f, A(x)\right) \geq P_{\mu}(T, f)$. Since $\lim _{k \rightarrow+\infty} H_{\mu}\left(P_{k} \mid \mathscr{P}^{-}\right)=h_{\mu}(T)$, it is sufficient to prove that, for each $k \in \mathbb{N}$, $P\left(T^{-1}, f, A(x)\right) \geq H_{\mu}\left(P_{k} \mid \mathscr{P}^{-}\right)-1 / k+\int_{X} f d \mu(x)$ for $\mu$-a.e. $x \in X$.

For a given $k \in \mathbb{N}$, there exists $\vartheta_{k} \in \mathscr{C}_{X}^{o}$ such that
(4) $\limsup _{n \rightarrow+\infty} \frac{1}{n} H_{\mu}\left(\bigvee_{i=0}^{n-1} T^{-i} U_{k} \mid T^{-n} \mathscr{P}^{-}\right) \geq H_{\mu}\left(P_{k} \mid \mathscr{P}^{-}\right)-\frac{1}{k} \quad$ for each $n \in \mathbb{N}$ (see [Huang 2008] for details).

Let $F_{n}(x)=(1 / n) \log P_{n}\left(T^{-1}, f, \vartheta_{k}, A(x)\right)$, where

$$
\begin{aligned}
& P_{n}\left(T^{-1}, f, \mathscr{U}_{k}, A(x)\right) \\
& \quad=\inf \left\{\sum_{V \in \mathscr{V}} \sup _{y \in V \cap A(x)} \exp f_{n} \circ T^{-(n-1)}(y): \mathscr{V} \in \mathscr{C}_{X} \text { and } \mathscr{V} \succeq \bigvee_{i=0}^{n-1} T^{i} U_{k}\right\},
\end{aligned}
$$

and $f_{n}(z)=\sum_{i=0}^{n-1} f\left(T^{i} z\right)$. By Lemma 3.6, $F_{n}$ is a Borel-measurable function. Let $F(x)=\lim \sup _{n \rightarrow+\infty} F_{n}(x)$ for each $x \in X$. Then $F$ is also a Borel-measurable function on $X$.

For each $\mathscr{V} \succeq \bigvee_{i=0}^{n-1} T^{i} U_{k}, T^{-1} \mathcal{V} \succeq \bigvee_{i=0}^{n-1} T^{i} \vartheta_{k}$. Since $T(A(x)) \subseteq A(T(x))$ (see the proof of [Huang 2008, Theorem 4.2]), for each $V \in \mathscr{V}$,

$$
\begin{aligned}
\sup _{y \in T^{-1} V \cap A(x)} \sum_{i=0}^{n-1} f\left(T^{-i} y\right) & \leq \sup _{y \in T^{-1}(V \cap A(T x))} \sum_{i=0}^{n-1} f\left(T^{-i} y\right) \\
& =\sup _{y \in V \cap A(T x)} \sum_{i=1}^{n} f\left(T^{-i} y\right) \leq \sup _{y \in V \cap A(T x)} \sum_{i=0}^{n} f\left(T^{-i} y\right)
\end{aligned}
$$

it is not hard to see that $P_{n}\left(T^{-1}, f, थ_{k}, A(x)\right) \leq P_{n+1}\left(T^{-1}, f, थ_{k}, A(T x)\right)$. Hence

$$
\begin{aligned}
F(x) & =\limsup _{n \rightarrow+\infty} \frac{1}{n} \log P_{n}\left(T^{-1}, f, \varkappa_{k}, A(x)\right) \\
& \leq \limsup _{n \rightarrow+\infty} \frac{n+1}{n} \cdot \frac{1}{n+1} \log P_{n}\left(T^{-1}, f, \varkappa_{k}, A(T x)\right)=F(T x) .
\end{aligned}
$$

Thus $F(x) \leq F(T x)$ for each $x \in X$. Since $\mu \in \mathcal{M}(X, T)$, we have

$$
\int_{X}(f(T x)-f(x)) d \mu(x)=0 .
$$

Then $F(T x)=F(x)$ for $\mu$-a.e. $x \in X$. From the ergodicity of $\mu$, there exists a constant $a_{k} \geq 0$ such that $F(x) \equiv a_{k}$ for $\mu$-a.e. $x \in X$.

By Lemma 2.1, there exists a partition $\beta \in \mathscr{P}^{*}\left(\bigvee_{i=0}^{n-1} T^{i} U_{k}\right)$ such that, for $\mu$-a.e. $x \in X$,

$$
\begin{aligned}
& \log P_{n}\left(T^{-1}, f, U_{k}, A(x)\right) \\
& =\log \sum_{B \in \beta} \sup _{y \in B \cap A(x)} \exp \sum_{i=0}^{n-1} f\left(T^{-i} y\right) \\
& \geq \sum_{B \in \beta} \mu_{x}(B)\left(\sup _{y \in B \cap A(x)} \exp \sum_{i=0}^{n-1} f\left(T^{-i} y\right)-\log \mu_{x}(B)\right) \quad \text { (by (3) and Lemma 3.3) } \\
& =H_{\mu_{x}}(\beta)+\sum_{B \in \beta} \sup _{y \in B \cap A(x)} \exp \sum_{i=0}^{n-1} f\left(T^{-i} y\right) \cdot \mu_{x}(B) \\
& \geq H_{\mu_{x}}\left(\bigvee_{i=0}^{n-1} T^{i} U_{k}\right)+\int_{X} f_{n} \circ T^{-(n-1)} d \mu_{X} .
\end{aligned}
$$

Then

$$
\begin{aligned}
a_{k} & =\int_{X} F(x) d \mu=\int_{X} \limsup _{n \rightarrow+\infty} F_{n}(x) d \mu(x) \geq \limsup _{n \rightarrow+\infty} \int_{X} F_{n}(x) d \mu(x) \\
& \geq \limsup _{n \rightarrow+\infty} \frac{1}{n} \int_{X}\left(H_{\mu_{x}}\left(\bigvee_{i=0}^{n-1} T^{i} \ddots_{k}\right)+\int_{X} f_{n} \circ T^{-(n-1)} d \mu_{x}\right) d \mu(x) \\
& =\limsup _{n \rightarrow+\infty} \frac{1}{n}\left(\int_{X} H_{\mu_{x}}\left(\bigvee_{i=0}^{n-1} T^{i} \ddots_{k}\right) d \mu(x)+\int_{X} f_{n} \circ T^{-(n-1)} d \mu(x)\right) \\
& =\limsup _{n \rightarrow+\infty} \frac{1}{n} \int_{X} H_{\mu_{x}}\left(\bigvee_{i=0}^{n-1} T^{i} थ_{k}\right) d \mu(x)+\int_{X} f d \mu(x) \quad(\text { since } \mu \in \mathcal{M}(X, T))
\end{aligned}
$$

$$
\begin{aligned}
& =\limsup _{n \rightarrow+\infty} \frac{1}{n} H_{\mu}\left(\bigvee_{i=0}^{n-1} T^{i} \ddots_{k} \mid \mathscr{P}^{-}\right)+\int_{X} f d \mu(x) \quad(\text { by Lemma } 2.5(\mathrm{a})) \\
& =\limsup _{n \rightarrow+\infty} \frac{1}{n} H_{\mu}\left(\bigvee_{i=0}^{n-1} T^{i} \ddots_{k} \mid T^{-(n-1)} \mathscr{P}^{-}\right)+\int_{X} f d \mu(x) \\
& \geq H_{\mu}\left(P_{k} \mid \mathscr{P}^{-}\right)-\frac{1}{k}+\int_{X} f d \mu(x) \quad(\text { by }(4))
\end{aligned}
$$

Therefore, for $\mu$-a.e. $x \in X$,

$$
P\left(T^{-1}, f, A(x)\right) \geq P\left(T^{-1}, f, \mathscr{U}_{k}, A(x)\right)=F(x) \geq H_{\mu}\left(P_{k} \mid \mathscr{P}^{-}\right)-\frac{1}{k}+\int_{X} f d \mu(x)
$$ for each $k \in \mathbb{N}$.

Then

$$
\begin{aligned}
P\left(T^{-1}, f, A(x)\right) & \geq \lim _{n \rightarrow+\infty}\left(H_{\mu}\left(P_{k} \mid \mathscr{P}^{-}\right)-\frac{1}{k}\right)+\int_{X} f d \mu(x) \\
& =H_{\mu}(T)+\int_{X} f d \mu(x)=P_{\mu}(T, f)
\end{aligned}
$$

This completes the proof of Theorem 4.1.
A direct consequence of Theorem 4.1 is the following.
Corollary 4.2. Let $(X, T)$ be a $T D S, f \in C(X, \mathbb{R})$. If there exists $\mu \in \mathcal{M}^{e}(X, T)$ with $P_{\mu}(T, f)=P(T, f)$, there exists $x \in X$, a closed subset $A(x) \subseteq W^{s}(x, T)$, and a closed subset $B(x) \subseteq W^{u}(x, T)$ such that
(a) $\lim _{n \rightarrow+\infty} \operatorname{diam} T^{n} A(x)=0$ and $P\left(T^{-1}, f, A(x)\right)=P(T, f)$;
(b) $\lim _{n \rightarrow+\infty} \operatorname{diam} T^{-n} B(x)=0$ and $P(T, f, B(x))=P(T, f)$.

A TDS $(X, T)$ is transitive if, for each pair of nonempty open subsets $U$ and $V$ of $X$, there exists $n \geq 0$ such that $U \cap T^{-n} V \neq \varnothing$; and it is weakly mixing if $(X \times X, T \times T)$ is transitive. These notions describe the global properties of the whole TDS. Blanchard and Huang [2008] give a new criterion to picture "a certain amount of weakly mixing" in some consistent sense. The notion of a weakly mixing set was introduced as follows.

If $X, Y$ are topological spaces, denote by $\mathscr{C}(X, Y)$ the set of all continuous maps from $X$ to $Y$.

Definition 4.3. Let $(X, T)$ be a TDS and $A \in 2^{X}$. The set $A$ is said to be weakly mixing for $T$ if there exists $B \subset A$ satisfying
(a) $B$ is the union of countably many Cantor sets;
(b) the closure of $B$ equals $A$;
(c) for any $C \in B$ and $g \in \mathscr{C}(C, A)$, there exists an increasing sequence of natural numbers $\left\{n_{i}\right\} \subset \mathbb{N}$ such that $\lim _{i \rightarrow+\infty} T^{n_{i}} x=g(x)$ for any $x \in C$.

Denote by $W M_{s}(X, T)$ the family of weakly mixing subsets of $(X, T)$. The system $(X, T)$ itself is called partially mixing when it contains a weakly mixing set. The whole space $X$ is a weakly mixing set if and only if TDS $(X, T)$ is weakly mixing [Xiong and Yang 1991]. The following result (See [Blanchard and Huang 2008, Proposition 4.2]) gives an equivalent characterization of the weakly mixing set in another way.

Proposition 4.4. Let $(X, T)$ be a TDS and A be a nonsingleton closed subset of $X$. Then $A$ is a weakly mixing subset of $X$ if and only if, for any $k \in \mathbb{N}$ and any choice of nonempty open subsets $V_{1}, \ldots, V_{k}$ of $A$ and nonempty open subsets $U_{1}, \ldots, U_{k}$ of $X$ with $A \cap U_{i} \neq \varnothing, i=1,2, \ldots, k$, there exists $m \in \mathbb{N}$ such that $T^{m} V_{i} \cap U_{i} \neq \varnothing$ for each $1 \leq i \leq k$.

Now we prove the following theorem. Part (a) of Theorem 4.5 was already proved in [Huang 2008]. For completeness, we state it in the theorem.

Theorem 4.5. Let $(X, T)$ be a $T D S$ and $\mu \in \mathcal{M}^{e}(X, T)$ with $h_{\mu}(T)>0$. Then, for $\mu$-a.e. $x \in X$, there exists a closed subset

$$
E(x) \subseteq \overline{W^{s}(x, T)} \cap \overline{W^{u}(x, T)}
$$

such that
(a) $E(x) \in W M_{s}(X, T) \cap W M_{S}\left(X, T^{-1}\right)$, i.e., $E(x)$ is weakly mixing for $T, T^{-1}$;
(b) $P(T, f, E(x)) \geq P_{\mu}(T, f)$ and $P\left(T^{-1}, f, E(x)\right) \geq P_{\mu}(T, f)$.

Proof. Let $\mathscr{B}_{\mu}$ be the completion of $\mathscr{B}_{X}$ under $\mu$. Then $\left(X, \mathscr{B}_{\mu}, \mu, T\right)$ is a Lebesgue system. Let $P_{\mu}(T)$ be the Pinsker $\sigma$-algebra of $\left(X, \mathscr{B}_{\mu}, \mu, T\right)$. Let $\mu=\int_{X} \mu_{x} d \mu(x)$ be the disintegration of $\mu$ over $P_{\mu}(T)$. Then, for $\mu$-a.e. $x \in X$,

$$
\operatorname{supp}\left(\mu_{x}\right) \subseteq \overline{W^{s}(x, T)} \cap \overline{W^{u}(x, T)}
$$

and

$$
\operatorname{supp}\left(\mu_{x}\right) \in W M_{s}(X, T) \cap W M_{s}\left(X, T^{-1}\right)
$$

(see [Huang 2008, Theorem 4.6] for details).
We now prove that, for $\mu$-a.e. $x \in X$,

$$
P\left(T, f, \operatorname{supp}\left(\mu_{x}\right)\right) \geq P_{\mu}(T, f) \quad \text { and } \quad P\left(T^{-1}, f, \operatorname{supp}\left(\mu_{x}\right)\right) \geq P_{\mu}(T, f)
$$

By the symmetry of $T$ and $T^{-1}, P_{\mu}(T, f)=P_{\mu}\left(T^{-1}, f\right)$. It remains to prove that, for $\mu$-a.e. $x \in X, P\left(T, f, \operatorname{supp}\left(\mu_{x}\right)\right) \geq P_{\mu}(T, f)$. Since $P_{\mu}(T)$ is $T$-invariant, $T \mu_{x}=\mu_{T x}$ for $\mu$-a.e. $x \in X$. Therefore, there exists a $T$-invariant measurable set $X_{0} \subset X$ with $\mu\left(X_{0}\right)=1$ and $T \mu_{x}=\mu_{T x}$ for $x \in X_{0}$.

For each $U \in \mathscr{C}_{X}^{o}, x \in X_{0}$, and $n \in \mathbb{N}$, by Lemma 2.1, there exists a $\beta \in \mathscr{P}^{*}\left(\vartheta_{0}^{n-1}\right)$ such that
(5) $\log P_{n}\left(T, f, U, \operatorname{supp}\left(\mu_{x}\right)\right)$

$$
\begin{align*}
& =\log \inf \left\{\sum_{V \in \mathscr{V}} \sup _{y \in V \cap \operatorname{supp}\left(\mu_{x}\right)} \exp f_{n}(x): \mathscr{V} \in \mathscr{C}_{X} \text { and } \mathscr{V} \geq \mathscr{U}_{0}^{n-1}\right\} \\
& =\log \sum_{B \in \beta} \sup _{y \in B \cap \operatorname{supp}\left(\mu_{x}\right)} \exp f_{n}(x) \\
& \geq \sum_{B \in \beta} \mu_{x}(B)\left(\sup _{y \in B \cap \operatorname{supp}\left(\mu_{x}\right)} f_{n}(x)-\log \mu_{x}(B)\right) \quad \text { (by Lemma } 3.3  \tag{byLemma3.3}\\
& =H_{\mu_{x}}(\beta)+\sum_{B \in \beta} \mu_{x}(B) \sup _{y \in B \cap \operatorname{supp}\left(\mu_{x}\right)} f_{n}(x) \\
& \geq H_{\mu_{x}}\left(U_{0}^{n-1}\right)+\int_{X} f_{n} d \mu_{x}
\end{align*}
$$

Fix $\because \in \mathscr{C}_{X}^{o}$ and $n \in \mathbb{N}$. Denote $F_{n}(x)=H_{\mu_{x}}\left(\bigvee_{i=0}^{n-1} T^{-i} \ddots\right)+\int_{X} f_{n} d \mu_{x}$ for each $x \in X_{0}$. Then

$$
\begin{aligned}
F_{n+m}(x) & =H_{\mu_{x}}\left(\bigvee_{i=0}^{n+m-1} T^{-i} \vartheta\right)+\int_{X} f_{n+m} d \mu_{x} \\
& \leq H_{\mu_{x}}\left(\bigvee_{i=0}^{n-1} T^{-i} \ddots\right)+H_{\mu_{x}}\left(T^{-n} \bigvee_{i=0}^{m-1} T^{-i} \ddots\right)+\int_{X} f_{n} d \mu_{x}+\int_{X} f_{m} \circ T^{n} d \mu_{x} \\
& \leq F_{n}(x)+H_{T^{n} \mu_{x}}\left(\bigvee_{i=0}^{m-1} T^{-i} \ddots\right)+\int_{X} f_{m} \circ T^{n} d \mu_{x} \\
& =F_{n}(x)+H_{T^{n} \mu_{x}}\left(\bigvee_{i=0}^{m-1} T^{-i} \ddots\right)+\int_{X} f_{m} d T^{n} \mu_{x} \\
& =F_{n}(x)+H_{\mu_{T^{n}}}\left(\bigvee_{i=0}^{m-1} T^{-i} \ddots\right)+\int_{X} f_{m} d \mu_{T^{n} x} \\
& =F_{n}(x)+F_{m}\left(T^{n} x\right)
\end{aligned}
$$

that is, $\left\{F_{n}\right\}$ is subadditive. Since the map $x \rightarrow \mu_{x}(A)$ for each $A \in \mathscr{B}$ is measurable on $X_{0}$, it follows that $F_{n}(x)$ is measurable on $X_{0}$. By Kingman's subadditive ergodic theorem, $\lim _{n \rightarrow \infty}(1 / n) F_{n}(x) \equiv a_{\ddots}$ for $\mu$-a.e. $x \in X$, where $a_{\ddots}$ is a constant. Then, by (5),

$$
P\left(T, f, \vartheta, \operatorname{supp}\left(\mu_{x}\right)\right) \geq a_{\ddots}
$$

for each $U \in \mathscr{C}_{X}^{0}$ and $\mu$-a.e. $x \in X$. Therefore

$$
\begin{aligned}
a_{\ddots} & =\int_{X} \lim _{n \rightarrow \infty} \frac{1}{n} F_{n}(x) d \mu=\lim _{n \rightarrow \infty} \frac{1}{n} \int_{X} F_{n}(x) d \mu \\
& =\lim _{n \rightarrow \infty} \frac{1}{n} \int_{X}\left(H_{\mu_{x}}\left(\ddots_{0}^{n-1}\right)+\int_{X} f_{n} d \mu_{x}\right) d \mu(x) \\
& =\lim _{n \rightarrow \infty} \frac{1}{n} H_{\mu}\left(\varkappa_{0}^{n-1} \mid P_{\mu}(T)\right)+\int_{X} f d \mu \\
& =h_{\mu}\left(T, \vartheta \mid P_{\mu}(T)\right)+\int_{X} f d \mu \\
& =P_{\mu}(T, f, \vartheta) \quad \text { (by Lemma 2.4). }
\end{aligned}
$$

It follows that

$$
P\left(T, f, \vartheta, \operatorname{supp}\left(\mu_{x}\right)\right) \geq P_{\mu}(T, f, \vartheta)
$$

for each $ひ \in \mathscr{C}_{X}^{o}$ and $\mu$-a.e. $x \in X$.
Choose a sequence of open covers $\left\{U_{m}\right\}_{m=1}^{\infty}$ with $\lim \operatorname{diam}\left\{U_{m}\right\}=0$. Then

$$
\begin{aligned}
\lim _{n \rightarrow \infty} P_{\mu}\left(T, f, \ddots_{m}\right) & =\lim _{n \rightarrow \infty}\left(h_{\mu}\left(T, \varkappa_{m}\right)+\int_{X} f d \mu\right) \\
& =h_{\mu}(T)+\int_{X} f d \mu=P_{\mu}(T, f)
\end{aligned}
$$

Since for each $m \in \mathbb{N}$ and $\mu$-a.e. $x \in X, P\left(T, f, U_{m}, \operatorname{supp}\left(\mu_{x}\right)\right) \geq P_{\mu}\left(T, f, U_{m}\right)$, we have
$P\left(T, f, \operatorname{supp}\left(\mu_{x}\right)\right)=\sup _{m \in \mathbb{N}} P\left(T, f, \varkappa_{m}, \operatorname{supp}\left(\mu_{x}\right)\right) \geq \sup _{m \geq 1} P_{\mu}\left(T, f, \varkappa_{m}\right)=P_{\mu}(T, f)$
for each $\mu$-a.e. $x \in X$.

It is not hard to see that the following corollary holds.
Corollary 4.6. Let $(X, T)$ be a $T D S$ and $f \in C(X, \mathbb{R})$. Then
(a) $\sup _{x \in X} P\left(T, f, \overline{W^{s}(x, T)} \cap \overline{W^{u}(x, T)}\right)=P(T, f)$;
(b) if there exists $\mu \in \mathcal{M}^{e}(X, T)$ with $P_{\mu}(T, f)=P(T, f)$, then, for $\mu$-a.e. $x \in X$, there exists a closed subsets $E(x) \subseteq \overline{W^{s}(x, T)} \cap \overline{W^{u}(x, T)}$ such that
(i) $E(x) \in W M_{s}(X, T) \cap W M_{s}\left(X, T^{-1}\right)$,
(ii) $P(T, f, E(x))=P\left(T^{-1}, f, E(x)\right)=P(T, f)$.

## 5. Noninvertible case

In this section, we generalize the results in Sections 3 and 4 to the noninvertible case. Let ( $X, T$ ) be a noninvertible TDS, that is, $X$ is a compact metric space, and $T: X \rightarrow X$ is a surjective continuous map but not one-to-one.

Set $\widetilde{X}=\left\{\left(x_{1}, x_{2}, \ldots\right): T\left(x_{i+1}\right)=x_{i}, x_{i} \in X, i \in \mathbb{N}\right\}$. It is clear that $\tilde{X}$ is a subspace of the product space $\Pi_{i=1}^{\infty} X$ with the metric $d_{T}$ defined by

$$
d_{T}\left(\left(x_{1}, x_{2}, \ldots\right),\left(y_{1}, y_{2}, \ldots\right)\right)=\sum_{i=1}^{\infty} \frac{d\left(x_{i}, y_{i}\right)}{2^{i}}
$$

Let $\widetilde{T}: \widetilde{X} \rightarrow \widetilde{X}$ be the shift homeomorphism, that is,

$$
\widetilde{T}\left(x_{1}, x_{2}, \ldots\right)=\left(T\left(x_{1}\right), x_{1}, x_{2}, \ldots\right)
$$

We refer to the TDS $(\widetilde{X}, \widetilde{T})$ as the inverse limit of $(X, T)$. Let $\pi_{i}: \widetilde{X} \rightarrow X$ be the natural projection onto the $i$-th coordinate. Then $\pi_{i}:(\tilde{X}, \widetilde{T}) \rightarrow(X, T)$ is a factor map.

Lemma 5.1. Let $(X, T)$ be a noninvertible $T D S, f \in C(X, \mathbb{R})$. Then, for each $u \in \mathscr{C}_{X}^{o}$ and $K \in \mathscr{K}(X)$,

$$
P_{n+m}(T, f, \vartheta, K) \leq P_{m}(T, f, \vartheta, K) \cdot P_{n}\left(T, f \circ T^{m}, T^{-m} \ddots, K\right)
$$

for each $n, m \in \mathbb{N}$.
Proof. Since for each $\mathscr{V}_{1} \succeq U_{0}^{m-1}$ and $\mathscr{V}_{2} \succeq U_{0}^{n-1}$ we have $\mathscr{V}_{1} \vee T^{-m \mathscr{V}_{2}} \succeq \bigcup_{0}^{n+m-1}$, it follows that

$$
\begin{aligned}
P_{n+m}(T, f, \mathscr{U}, K) & \leq \sum_{V_{1} \in \mathscr{V}_{1}} \sum_{V_{2} \in \mathscr{V}_{2}} \sup _{x \in V_{1} \cap T^{-m}} \exp f_{n+m}(x) \\
& =\sum_{V_{2} \in \mathscr{V}_{1}} \sum_{V_{2} \in \mathscr{V}_{2}} \sup _{x \in V_{1} \cap T^{-m}} \exp \left(f_{m}(x)+f_{n}\left(T^{m} x\right)\right) \\
& \leq \sum_{V_{1} \in \mathscr{V}_{1}} \sum_{V_{2} \in \mathscr{V}_{2}} \sup _{x \in V_{1} \cap K} \exp f_{m}(x) \cdot \sup _{x \in T^{-m} V_{2} \cap K} \exp f_{n}\left(T^{m} x\right) \\
& =\sum_{V_{1} \in \mathscr{V}_{1}} \sup _{x \in V_{1} \cap K} \exp f_{m}(x) \cdot \sum_{V_{2} \in \mathscr{V}_{2}} \sup _{x \in T^{-m} V_{2} \cap K} \exp \left(f \circ T^{m}\right)_{n}(x) .
\end{aligned}
$$

By the arbitrariness of $\mathscr{V}_{1}$ and $\mathscr{V}_{2}$, we have

$$
P_{n+m}(T, f, \vartheta, K) \leq P_{m}(T, f, \vartheta, K) \cdot P_{n}\left(T, f \circ T^{m}, T^{-m} U, K\right) .
$$

Lemma 5.2. Let $(X, T)$ be a noninvertible $T D S, f \in C(X, \mathbb{R})$. Then, for each $U \in \mathscr{C}_{X}^{o}$ and $K \in \mathscr{K}(X)$,

$$
P_{n}\left(T, f \circ T^{m}, T^{-m} \ddots, T^{-m} K\right)=P_{n}(T, f, \vartheta, K) \quad \text { for each } n, m \in \mathbb{N} \text {. }
$$

Proof. Fix $n, m \in \mathbb{N}$. For each $\mathscr{V} \succeq\left(T^{-m} U\right)_{0}^{n-1}$,

$$
\begin{aligned}
\sum_{V \in \mathscr{V}} \sup _{x \in V \cap T^{-m} K} \exp \left(f \circ T^{m}\right)_{n}(x) & =\sum_{V \in V^{*}} \sup _{x \in V \cap T^{-m} K} \exp f_{n}\left(T^{m} x\right) \\
& =\sum_{V \in V^{*}} \sup _{x \in T^{m} V \cap K} \exp f_{n}(x) .
\end{aligned}
$$

Since $T^{m q} \succeq U_{0}^{n-1}$,

$$
P_{n}\left(T, f \circ T^{m}, T^{-m} \ddots, T^{-m} K\right) \leq P_{n}(T, f, थ, K) .
$$

Conversely, for each $\mathscr{V} \succeq U_{0}^{n-1}, T^{-m \mathscr{V}} \succeq\left(T^{-m} U\right)_{0}^{n-1}$ and

$$
\begin{aligned}
\sum_{V \in \mathcal{V}} \sup _{x \in V \cap K} \exp f_{n}(x) & =\sum_{V \in \mathcal{V}} \sup _{x \in T^{-m}(V \cap K)} \exp f_{n}\left(T^{m} x\right) \\
& =\sum_{V \in \mathcal{V}} \sup _{x \in T^{-m} V \cap T^{-m} K} \exp \left(f \circ T^{m}\right)_{n}(x) .
\end{aligned}
$$

Then

$$
P_{n}\left(T, f \circ T^{m}, T^{-m} \ddots, T^{-m} K\right) \geq P_{n}(T, f, \vartheta, K),
$$

which completes the proof.
Lemma 5.3. Let $(\widetilde{X}, \widetilde{T})$ be the inverse limit of a noninvertible $T D S(X, T)$. Let $f \in C(X, \mathbb{R})$ and let $\pi_{1}: \widetilde{X} \rightarrow X$ be the projection to the first coordinate. Then, for any sequence of nonempty closed subsets $K_{n}$ of $\widetilde{X}$,

$$
\lim _{\delta \rightarrow 0} \limsup _{n \rightarrow+\infty} \frac{1}{n} \log P_{n}\left(\widetilde{T}, f \circ \pi_{1}, \delta, K_{n}\right)=\lim _{\delta \rightarrow 0} \limsup _{n \rightarrow+\infty} \frac{1}{n} \log P_{n}\left(T, f, \delta, \pi_{1}\left(K_{n}\right)\right) .
$$

Proof. Let $\mathscr{U} \in \mathscr{C}_{X}^{o}$. For each $\mathscr{V} \in \mathscr{C}_{X}$ with $\mathscr{V} \succeq \mathscr{U}_{0}^{n-1}$ and $x \in V \cap \pi_{1}\left(K_{n}\right)$, obviously, $\pi_{1}^{-1 \mathscr{V}} \succeq\left(\pi_{i}^{-1} U\right)_{0}^{n-1}$ and

$$
\left(f \circ \pi_{1}\right)_{n}(\tilde{x})=\sum_{j=0}^{n-1}\left(f \circ \pi_{1}\right)\left(\widetilde{T}^{j}(\tilde{x})\right)=\sum_{j=0}^{n-1} f \circ T^{j}\left(\pi_{1} \tilde{x}\right)=f_{n}\left(\pi_{1} \tilde{x}\right)=f_{n}(x),
$$

where $x=\pi_{1} \tilde{x}$. Then

$$
\sum_{V \in \mathscr{V}} \sup _{\tilde{x} \in \pi_{1}^{-1} V \cap K_{n}} \exp \left(f \circ \pi_{1}\right)_{n}(\tilde{x})=\sum_{V \in \mathscr{V}} \sup _{x \in V \cap \pi_{1}\left(K_{n}\right)} \exp f_{n}(x) .
$$

It follows that

$$
\begin{equation*}
P_{n}\left(\widetilde{T}, f \circ \pi_{1}, \pi_{1}^{-1} \cup, K_{n}\right) \leq P_{n}\left(T, f, \vartheta, \pi_{1}\left(K_{n}\right)\right) . \tag{6}
\end{equation*}
$$

On the other hand, for each $\tilde{\mathscr{V}} \in \mathscr{C}_{X}^{\mathbb{N}}$ with $\tilde{\mathscr{V}} \succeq\left(\pi_{1}^{-1} \vartheta\right)_{0}^{n-1}, \tilde{x} \in \tilde{V} \cap K_{n}, \pi_{1} \tilde{V} \succeq \bigcup_{0}^{n-1}$, and

$$
\begin{aligned}
\sum_{\tilde{V} \in \tilde{Y}} \sup _{\tilde{x} \in \tilde{V} \cap K_{n}} \exp \left(f \circ \pi_{1}\right)_{n}(\tilde{x}) & =\sum_{\tilde{V} \in \tilde{V}} \sup _{x \in \pi_{1}\left(\tilde{V} \cap K_{n}\right)} \exp f_{n}(x) \\
& =\sum_{V \in \pi_{1} \tilde{V}} \sup _{x \in \pi_{1} \tilde{V} \cap \pi_{1} K_{n}} \exp f_{n}(x),
\end{aligned}
$$

where $x=\pi_{1} \tilde{x}$. Then we get the opposite part of the inequality of (6), and consequently

$$
\begin{equation*}
P_{n}\left(\widetilde{T}, f \circ \pi_{1}, \pi_{1}^{-1} \mho, K_{n}\right)=P_{n}\left(T, f, \vartheta, \pi_{i}\left(K_{n}\right)\right) . \tag{7}
\end{equation*}
$$

Now we have
$\limsup _{n \rightarrow \infty} \frac{1}{n} \log P_{n}\left(\widetilde{T}, f \circ \pi_{1}, \pi_{1}^{-1} \cup, K_{n}\right)=\limsup _{n \rightarrow \infty} \frac{1}{n} \log P_{n}\left(T, f\right.$, थ, $\left.\pi_{1}\left(K_{n}\right)\right)$.
From Lemma 3.1, we get
$\lim _{\delta \rightarrow 0} \limsup _{n \rightarrow \infty} \frac{1}{n} \log P_{n}\left(\widetilde{T}, f \circ \pi_{1}, \delta, K_{n}\right) \geq \lim _{\delta \rightarrow 0} \limsup _{n \rightarrow \infty} \frac{1}{n} \log P_{n}\left(T, f, \delta, \pi_{1}\left(K_{n}\right)\right)$.
Conversely, let $\pi_{i}: \widetilde{X} \rightarrow X$ be the projection to the $\mathrm{i}^{\text {th }}$ coordinate and $\tilde{\mathscr{U}} \in \mathscr{C}_{\tilde{X}}^{0}$. By the definition of $\widetilde{X}$, it is easy to see that there exists some $U \in \mathscr{C}_{X}^{o}$ such that $\pi_{i}^{-1}(U) \succeq \widetilde{U}$. Since for any two closed subsets $C$ and $D$ of $X, P_{n}(T, f, U, C) \leq$ $P_{n}(T, f, \vartheta, D)$ and $\pi_{i}\left(K_{n}\right) \succeq T^{-(i-1)} \pi_{i}\left(K_{n}\right)$, by (7), we have

$$
\limsup _{n \rightarrow \infty} \frac{1}{n} \log P_{n}\left(\widetilde{T}, f \circ \pi_{1}, \widetilde{\Omega}, K_{n}\right)
$$

$\leq \limsup _{n \rightarrow \infty} \frac{1}{n} \log P_{n}\left(\widetilde{T}, f \circ \pi_{1}, \pi_{i}^{-1} \ddots, K_{n}\right)$
$=\limsup _{n \rightarrow \infty} \frac{1}{n} \log P_{n}\left(T, f, थ, \pi_{i}\left(K_{n}\right)\right)$
$\leq \limsup _{n \rightarrow \infty} \frac{1}{n} \log P_{n}\left(T, f\right.$, थ, $\left.T^{-(i-1)} \pi_{i}\left(K_{n}\right)\right)$
$=\limsup _{n \rightarrow \infty} \frac{1}{n+i-1} \log P_{n+i-1}\left(T, f, U, T^{-(i-1)} \pi_{i}\left(K_{n}\right)\right)$
$\leq \limsup _{n \rightarrow \infty} \frac{1}{n+i-1} \log \left(P_{i-1}\left(T, f\right.\right.$, थ, $\left.T^{-(i-1)} \pi_{i}\left(K_{n}\right)\right)$

$$
\left.\cdot P_{n}\left(T, f \circ T^{i-1}, T^{-(i-1)} U, T^{-(i-1)} \pi_{i}\left(K_{n}\right)\right)\right) \quad(\text { by Lemma } 5.1)
$$

$=\limsup _{n \rightarrow \infty} \frac{1}{n} P_{n}\left(T, f\right.$, U, $\left.\pi_{1}\left(K_{n}\right)\right) \quad$ (by Lemma 5.2)
$\leq \lim _{\delta \rightarrow 0} \limsup _{n \rightarrow \infty} \frac{1}{n} P_{n}\left(T, f, \delta, \pi_{1}\left(K_{n}\right)\right)$.

By Lemma 3.1, we get
$\lim _{\delta \rightarrow 0} \limsup _{n \rightarrow \infty} \frac{1}{n} \log P_{n}\left(\widetilde{T}, f \circ \pi_{1}, \delta, K_{n}\right) \leq \lim _{\delta \rightarrow 0} \limsup _{n \rightarrow \infty} \frac{1}{n} \log P_{n}\left(T, f, \delta, \pi_{1}\left(K_{n}\right)\right) . \square$
Now we can prove the following theorem.
Theorem 5.4. Let $(X, T)$ be a noninvertible $T D S, f \in C(X, \mathbb{R})$, and $\mu \in \mathcal{M}^{e}(X, T)$ with $h_{\mu}(T)>0$. Then, for $\mu$-a.e. $x \in X, \lim _{\epsilon \rightarrow 0} P_{s}(T, f, x, \epsilon) \geq P_{\mu}(T, f)$.
Proof. Let $(\widetilde{X}, \widetilde{T})$ be the inverse limit of $(X, T)$. For $\epsilon>0, n \in \mathbb{N}$, and $\tilde{x} \in \widetilde{X}$, denote $K_{n}=\widetilde{T}^{-n} W_{\epsilon / 2}^{S}(\tilde{x}, \widetilde{T})$. Then, from the definitions of $d_{T}$ and $\widetilde{X}$, it is easy to see that $\pi_{1}\left(K_{n}\right) \subseteq T^{-n} W_{\epsilon}^{s}(x, T)$, where $x=\pi_{1}(\tilde{x})$. By Lemma 5.3, we have

$$
\begin{aligned}
P_{s}(T, f, x, \epsilon) & =\lim _{\delta \rightarrow 0} \limsup _{n \rightarrow+\infty} \frac{1}{n} \log P_{n}\left(T, f, \delta, T^{-n} W_{\epsilon}^{s}(x, T)\right) \\
& \geq \lim _{\delta \rightarrow 0} \limsup _{n \rightarrow+\infty} \log P_{n}\left(T, f, \delta, \pi_{1}\left(K_{n}\right)\right) \\
& =\lim _{\delta \rightarrow 0} \limsup _{n \rightarrow+\infty} \log P_{n}\left(\widetilde{T}, f \circ \pi_{1}, \delta, K_{n}\right) \\
& =P_{s}\left(\widetilde{T}, f \circ \pi_{1}, \tilde{x}, \frac{\epsilon}{2}\right) .
\end{aligned}
$$

It follows that, for each $\tilde{x} \in \tilde{X}$,

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} P_{s}\left(T, f, \pi_{1}(\tilde{x}), \epsilon\right) \geq \lim _{\epsilon \rightarrow 0} P_{s}\left(\widetilde{T}, f \circ \pi_{1}, \tilde{x}, \frac{\epsilon}{2}\right) . \tag{8}
\end{equation*}
$$

Let $\tilde{\mu} \in \mathcal{M}^{e}(\tilde{X}, \widetilde{T})$ with $\pi_{1}(\tilde{\mu})=\mu$. Then, by Theorem 3.7, there exists a Borel subset $\widetilde{X}_{0} \subseteq \widetilde{X}$ with $\tilde{\mu}\left(\widetilde{X}_{0}\right)=1$ such that, for any $\tilde{x} \in \widetilde{X}_{0}$,

$$
\begin{align*}
\lim _{\epsilon \rightarrow 0} P_{s}\left(\widetilde{T}, f \circ \pi_{1}, \tilde{x}, \frac{\epsilon}{2}\right) & \geq P_{\tilde{\mu}}\left(\widetilde{T}, f \circ \pi_{1}\right)=h_{\tilde{\mu}}(\widetilde{T})+\int_{\tilde{X}} f \circ \pi_{1} d \tilde{\mu}  \tag{9}\\
& \geq h_{\mu}(T)+\int_{X} f d \mu=P_{\mu}(T, f) .
\end{align*}
$$

Let $X_{0}=\pi_{1}\left(\tilde{X}_{0}\right)$. Then $X_{0} \in \mathscr{B}_{\mu}$ and $\mu\left(X_{0}\right)=1$. By the inequality (8) and (9), we have

$$
\lim _{\epsilon \rightarrow 0} P_{s}(T, f, x, \epsilon) \geq P_{\mu}(T, f) \quad \text { for each } x \in X_{0},
$$

Theorem 5.4 immediately leads to the following corollary.
Corollary 5.5. Let $(X, T)$ be a noninvertible TDS and $f \in C(X, \mathbb{R})$. If there exists $a \mu \in \mathcal{M}^{e}(X, T)$ such that $P_{\mu}(T, f)=P(T, f), \mathscr{P}(T, f) \neq \varnothing$.
Lemma 5.6. Let $(\widetilde{X}, \widetilde{T})$ be the inverse limit of a noninvertible $T D S(X, T)$. If $A \subseteq \widetilde{E}$ is weak mixing, so is $\pi_{1}(A)$ and $P\left(\widetilde{T}, f \circ \pi_{1}, A\right)=P\left(T, f, \pi_{1}(A)\right)$.

Proof. The fact that $\pi_{1}(A)$ is weak mixing follows from Lemma 4.8 in [Blanchard and Huang 2008]. The latter follows from Lemmas 5.3 and 3.1.

The following theorem shows that Theorem 4.5 also holds for noninvertible TDS.
Theorem 5.7. Let $(X, T)$ be a noninvertible $T D S$ and $\mu \in \mathcal{M}^{e}(X, T)$ with $h_{\mu}(T)>0$. Then, for $\mu$-a.e. $x \in X$, there exists a closed subset $E(x) \subseteq \overline{W^{s}(x, T)}$ such that $P(T, f, E(x)) \geq P_{\mu}(T, f)$ and $E(x) \in W M_{s}(X, T)$.

Proof. Let $(\tilde{X}, \tilde{T})$ be the inverse limit of $(X, T)$. Then there exists $\tilde{\mu} \in \mathcal{M}^{e}(\tilde{X}, \tilde{T})$ with $\pi_{1}(\tilde{\mu})=\mu$, where $\pi_{1}$ is the projection to the first coordinate. Obviously,

$$
P_{\tilde{\mu}}\left(\widetilde{T}, f \circ \pi_{1}\right)=h_{\tilde{\mu}}(\widetilde{T})+\int_{\tilde{X}} f \circ \pi_{1} d \tilde{\mu} \geq h_{\mu}(T)+\int_{X} f d \mu=P(T, f) .
$$

By Theorem 4.5, there exists a Borel set $\widetilde{X}_{0} \subseteq \tilde{X}$ with $\tilde{\mu}\left(\tilde{X}_{0}\right)=1$ such that, for each $\tilde{x} \in \widetilde{X}_{0}$, there exists a closed subset $E(\tilde{x}) \subseteq \overline{W^{s}(\tilde{x}, \widetilde{T})}$ such that

$$
P\left(\widetilde{T}, f \circ \pi_{1}, E(\tilde{x})\right) \geq P_{\tilde{\mu}}\left(\tilde{T}, f \circ \pi_{1}\right) \quad \text { and } \quad E(\tilde{x}) \in W M_{s}(\tilde{X}, \tilde{T})
$$

Let $\left(X_{0}\right)=\pi_{1}\left(\tilde{X}_{0}\right)$. Then $X_{0} \in \mathscr{B}_{\mu}$ and $\mu\left(X_{0}\right)=1$. For each $x \in X_{0}$ let $E(x)=\pi_{1}(E(\tilde{x}))$, where $x=\pi_{1}(\tilde{x})$. Then $E(x) \subseteq \pi_{1}\left(\overline{W^{s}(\tilde{x}, \widetilde{T})}\right) \subseteq \overline{W^{s}(x, T)}$. By Lemma 5.6, we have

$$
P(T, f, E(x))=P(\widetilde{T}, f \circ, E(\tilde{x})) \geq P_{\tilde{\mu}}\left(\widetilde{T}, f \circ \pi_{1}\right) \geq P_{\mu}(T, f)
$$

and $E(x) \in W M_{S}(X, T)$.
The following result is immediate.
Corollary 5.8. Let $(X, T)$ be a noninvertible TDS. Then
(a) $\sup _{x \in X} P\left(T, f, \overline{W^{s}(x, T)}\right)=P(T, f)$;
(b) if there exists $\mu \in \mathcal{M}^{e}(X, T)$ with $P_{\mu}(T, f)=P(T, f)$, then, for $\mu$-a.e. $x \in X$, there exists a closed subset $E(x) \subseteq \overline{W^{s}(x, T)}$ such that $E(x) \in W M_{s}(X, T)$ and $P(T, f, E(x))=P(T, f)$.

Remark 5.9. From the proof of Theorem 4.5, we know that $E(x)=\operatorname{supp}\left(\mu_{x}\right)$, where $\mu_{x}$ is a probability measure determined by the disintegration of $\mu \in \mathcal{M}^{e}(X, T)$ over the Pinsker $\sigma$-algebra $P_{\mu}(T)$.
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## LIPSCHITZ AND BILIPSCHITZ MAPS ON CARNOT GROUPS

William Meyerson


#### Abstract

Suppose $A$ is an open subset of a Carnot group $\boldsymbol{G}$ and $\boldsymbol{H}$ is another Carnot group. We show that a Lipschitz function from $\boldsymbol{A}$ to $\boldsymbol{H}$ whose image has positive Hausdorff measure in the appropriate dimension is bilipschitz on a subset of $A$ of positive Hausdorff measure. We also construct Lipschitz maps from open sets in Carnot groups to Euclidean space that do not decrease dimension. Finally, we discuss two counterexamples to explain why Carnot group structure is necessary for these results.


## 1. Introduction

Guy David [1988] proved that if $f$ is a Lipschitz function from the unit cube in $\mathbb{R}^{n}$ to a subset of some Euclidean space with positive $n$-dimensional Hausdorff measure, there exists a subset $K$ of the domain of $f$ with positive $n$-dimensional Hausdorff measure such that $f$ is bilipschitz on $K$.

Shortly thereafter, Peter Jones [1988] proved the following stronger result: if $f$ is a Lipschitz function from the unit cube in $\mathbb{R}^{n}$ to a subset of some Euclidean space, then the unit cube can be broken up into the union of a "garbage" set (whose image under $f$ has arbitrarily small $n$-dimensional Hausdorff content) and a finite number of sets $K_{1}, \ldots, K_{N}$ such that $f$ is bilipschitz on each $K_{i}$.

David [1991] later translated this proof into the language of wavelets, which are more readily generalizable to Heisenberg and other Carnot groups. The proof as written in [David 1991] only depends on a few general properties, all but one of which hold for Heisenberg (and other Carnot) groups.

This story has further generalizations: for example, [David and Semmes 1993] generalizes Jones' argument to work with Lipschitz functions that are only defined on Ahlfors $d$-regular subsets of a Euclidean space $\mathbb{R}^{N}$, with $d$ possibly less than $N$, while [Semmes 2000] allows the domain and range to be metric spaces subject to a specific condition.

In Section 2 we adapt some of the ideas in [David 1991; Jones 1988] to Carnot groups and prove that a Lipschitz function between such groups having an image of positive Hausdorff measure in the appropriate dimension is bilipschitz on a subset

[^9]of the domain of positive Hausdorff measure. Section 3 investigates how big, in terms of dimension, Lipschitz images of Carnot groups in Euclidean space can be. Finally, Section 4 explores two counterexamples explaining why Carnot group structure is necessary for these results. In particular, neither Ahlfors regularity nor subriemannian manifold structure would be sufficient.

## 2. Jones-type decomposition for Carnot groups

2A. Brief outline. This section is organized as follows. In Section 2B we give some definitions concerning Carnot groups and set up some notational conventions. In Section 2C we state the five properties of Euclidean space on which David's argument rests and show how the first four of them work for Heisenberg groups. In Section 2D we explain why these properties also work for other Carnot groups. In Section 2E, we prove our main result (Theorem 2.12): If $A$ is an appropriate subset of the $k$-th Heisenberg group $H_{k}$ corresponding roughly to the unit cube in $\mathbb{R}^{n}$, and $F$ is a Lipschitz function from $A$ to another Heisenberg group whose image has positive Hausdorff $(2 k+2)$-dimensional measure, then there exists $B \subset A$ with positive Hausdorff $(2 k+2)$-dimensional measure such that $F$ is bilipschitz on $B$. Finally, in Section 2F we derive some corollaries of Theorem 2.12.

Although our main focus is on the Heisenberg groups (especially $H_{1}$ ), all of the results in this paper apply equally well to Carnot groups in general. To exploit this fact, the results in Section 2E will be stated and proved in the more general context of Carnot groups.

## 2B. Definitions.

Definition 2.1. The $n$-th Heisenberg group $H_{n}$ is defined as the set

$$
\left\{\left(z_{1}, \ldots, z_{n}, t\right): z_{j} \in \mathbb{C}, t \in \mathbb{R}\right\}
$$

equipped with the following group law:

$$
\left(z_{1}, \ldots, z_{n}, t\right)\left(w_{1}, \ldots, w_{n}, s\right)=\left(z_{1}+w_{1}, \ldots, z_{n}+w_{n}, t+s+\Im \sum_{j=1}^{n} z_{j} \bar{w}_{j}\right)
$$

where $\mathfrak{\Im}$ denotes imaginary part.
For $n=1$, we often write $z_{1}$ in terms of its real components as $z_{1}=x+i y$ and refer to the point $\left(z_{1}, t\right)$ as $(x, y, t)$, so $H_{1}$ inherits a natural Euclidean coordinate structure from $\mathbb{R}^{3}$.

The Heisenberg group is a special example of a Carnot group:
Definition 2.2. A Carnot group $G$ is a connected, simply connected, nilpotent Lie group whose Lie algebra $\mathfrak{g}$ is graded, i.e.,

$$
\mathfrak{g}=\oplus_{j=1}^{d} \mathfrak{g}_{j},
$$

where

$$
\left[\mathfrak{g}_{1}, \mathfrak{g}_{j}\right]=\mathfrak{g}_{j+1} \quad \text { and } \quad \mathfrak{g}_{d+1}=\{0\} .
$$

We call $\mathfrak{g}_{1}$ the horizontal component of $\mathfrak{g}$.
By standard results of Lie group theory (see, for example, [Varadarajan 1984]), the exponential map gives a diffeomorphism between a Carnot group and its Lie algebra. Further, the standard definition of a Lie algebra in terms of vector fields provides a canonical identification between the tangent space of a Lie group at a given point and the Lie group itself. (When $g \in G$ is fixed, for every tangent vector $v$ there is a unique $X \in \mathfrak{g}$ such that $X(g)=v$ and we can identify $\exp (X)$ with $v$.)

We shall freely use these canonical identifications between a Carnot group, its Lie algebra, and its tangent space throughout this paper. For example, every Carnot group has a coordinate structure induced by its Lie algebra. For $H_{n}$, this coordinate structure was already mentioned in Definition 2.1, where $\mathfrak{g}_{1}$ consists of the points of the form $\left(z_{1}, \ldots, z_{n}, 0\right)$ with final coordinate equal to zero.

Every Carnot group has a family of dilation homomorphisms $\left\{\delta_{\lambda}: \lambda>0\right\}$ and a metric called the Carnot-Carathéodory metric. They are defined as follows:
Definition 2.3. Let $\lambda>0$, let $G$ be a Carnot group and let $g \in G$, where $g=\sum_{i} g_{i}$ with $g_{i} \in \mathfrak{g}_{i}$. Define the dilation

$$
\delta_{\lambda}(g)=\sum_{i} \lambda^{i} g_{i} .
$$

Definition 2.4. Let $G$ be a Carnot group, let $g, h \in G$, and let $\Gamma_{g, h}$ be the set of all curves

$$
\gamma:[0,1] \rightarrow G
$$

with $\gamma(0)=g, \gamma(1)=h$, and $\gamma^{\prime}(t) \in \mathfrak{g}_{1}$ for each $t \in[0,1]$. Define the CarnotCarathéodory distance between $g$ and $h$ to be

$$
d_{C C}(g, h)=\inf _{\gamma \in \Gamma_{g, h}} \int_{0}^{1}\left|\gamma^{\prime}(t)\right| d t,
$$

where $\left|\gamma^{\prime}(t)\right|$ is the length of $\gamma^{\prime}(t)$ in a fixed Euclidean metric on the real vector space $\mathfrak{g}_{1}$.

Because $\Gamma_{g, h}$ in this definition is nonempty - see [Montgomery 2002] - we have $d_{C C}(g, h)<\infty$ whenever $g, h \in G$.
Note 2.5. It is often easier to work with a comparable $L^{\infty}$ quasidistance function $d$ based on the Carnot metric. For the first Heisenberg group $H_{1}$, this is done by defining distance to the origin as

$$
d((x, y, z),(0,0,0))=\max \left(|x|,|y|,|z|^{1 / 2}\right)
$$

and for an arbitrary $g, h$ in this group, defining

$$
d(g, h)=d\left(h^{-1} g,(0,0,0)\right) .
$$

There is of course a completely analogous construction in an arbitrary Carnot group: if $G$ is a Carnot group, we use the grading of its Lie algebra $\mathfrak{g}$ as in the definition of Carnot groups:

$$
\mathfrak{g}=\bigoplus_{j=1}^{d} \mathfrak{g}_{j} .
$$

Because the identity element in a Carnot group is the image of the origin under the exponential map, we shall refer to it as 0 . Now, letting $g$ be an arbitrary point in $G$ we first define its quasidistance to the identity element, $d(g, 0)$, by recalling the direct sum decomposition

$$
\exp ^{-1}(g)=\sum_{j} g_{j}
$$

with $g_{j} \in \mathfrak{g}_{j}$ and setting

$$
d(g, 0)=\max _{1 \leq j \leq d}\left(\left\|g_{j}\right\|_{j}\right)^{1 / j}
$$

where $\|\cdot\|_{j}$ is a norm on $\mathfrak{g}_{j}$ for $j=1, \ldots, d$. Finally, for an arbitrary $g, h \in G$, we finish by setting

$$
d(g, h)=d\left(h^{-1} g, 0\right)
$$

For the duration of this paper, $d_{C C}$ shall refer to Carnot-Carathéodory distance and $d$ shall refer to quasidistance.

A fundamental operation for Carnot groups is the Pansu differential, defined as follows (see [Capogna et al. 2007], for example):

Definition 2.6. Let $F: G \rightarrow H$ be a function from one Carnot group $G$ to another Carnot group $H$. The Pansu differential $D F(g)$ of $F$ at $g \in G$ is the map

$$
D F(g): G \rightarrow H
$$

defined at $g^{\prime} \in G$ as the limit

$$
D F(g)\left(g^{\prime}\right)=\lim _{s \rightarrow 0} \delta_{s^{-1}}\left[F(g)^{-1} F\left(g \delta_{s} g^{\prime}\right)\right]
$$

whenever the limit exists.
Using the canonical identifications stated above, we can view the Pansu differential as a map between Lie algebras or as a map from the tangent space at $g \in G$ to the tangent space at $F(g)$. We shall take advantage of this fact throughout.

In the tangent vector interpretation, the Pansu differential $D F(g)$ induces a linear map between the horizontal component of the tangent space of $G$ at $g$ and the horizontal component of the tangent space of $H$ at $F(g)$ [Pansu 1989]. Calling this linear map $M F(g)$, we can view $M F$ as a matrix-valued map sending $g$ to $M F(g)$.

## 2C. Five key properties.

2C1. Dyadic decomposition. There exists a dyadic decomposition for Euclidean space defined as follows: For each nonnegative integer $k$ we let $2_{k}$ be the set of all cubes of the form

$$
\left(a_{1} \cdot 2^{-k},\left(a_{1}+1\right) \cdot 2^{-k}\right) \times \cdots \times\left(a_{n} \cdot 2^{-k},\left(a_{n}+1\right) \cdot 2^{-k}\right)
$$

contained in the unit cube, where the $a_{i}$ are all integers. Then the elements of $2_{k}$ are disjoint open sets. Further, each element of $2_{k}$ is (up to a set of measure zero) a disjoint union of elements of $2_{k+1}$, the $2_{k}$ are all translates of each other, and one can transform an arbitrary element of $2_{k}$ into an arbitrary element of $2_{k+1}$ by a dilation (by a factor of $2^{-1}$ ) followed by translation. Finally, fixing a cube $Q \in 2_{k}$ and letting $d$ be its diameter (i.e., $d=\sqrt{n} 2^{-k}$ ), the number of cubes in $2_{k}$ whose distance from $Q$ is at most $d$ is bounded above by a constant depending only on $n$.

Our immediate goal is to generalize this decomposition to the Heisenberg group $H_{1}$. To do this we loosely follow Christ's construction of Theorem 11 in [Christ 1990]. First we let $B_{0}$ denote the discrete subgroup of $H_{1}$ generated by $(1,0,0)$ and $(0,1,0)$ and call it the discrete Heisenberg group. We then define $B_{n}$, for each positive integer $n$, to be the image of $B_{0}$ under the dilation $\delta_{10^{-n}}$ (in particular, the first 2 coordinates are multiplied by $10^{-n}$; the final coordinate is multiplied by $10^{-2 n}$ ). Equivalently, $B_{n}$ is the subgroup of the first Heisenberg group generated by $\left(10^{-n}, 0,0\right)$ and $\left(0,10^{-n}, 0\right)$. If $x$ is a point in $B_{n}$, we give it the label $(x, n)$ and note that $x$ has a different label for each $B_{n}$ containing $x$. We form a tree by defining an order relation $\leq$ on the set of all such pairs $(x, n)$. We start this procedure with the following definition.

Definition 2.7. We say that $(x, \alpha)$ is a parent of $(y, \beta)$ if $\beta=\alpha+1$ and $y=x g$, where the first two components of $g$ all lie in $\left(-\frac{1}{2} 10^{-\alpha}, \frac{1}{2} 10^{-\alpha}\right]$ and the final component lies in $\left(-\frac{1}{2} \cdot 10^{-2 \alpha}, \frac{1}{2} \cdot 10^{-2 \alpha}\right]$.

Using the obvious analogies from family trees ("ancestor", "descendant", "grandparent", "sibling", etc.) for both the tree points and corresponding dyadic cubes (to be defined momentarily), we say $(x, \alpha) \leq(y, \beta)$ if $(y, \beta)$ is an ancestor of $(x, \alpha)$. Following along exactly as in Definition 14 of [Christ 1990], we create from this tree a family of dyadic "cubes". In particular, we define

$$
Q(x, \alpha)=\bigcup_{(y, \beta) \leq(x, \alpha)} B_{C C}\left(y, \frac{1}{10} 10^{-\beta}\right),
$$

where $B_{C C}(z, \epsilon)$ is the ball centered at $z$ of radius $\epsilon$ with respect to CarnotCarathéodory distance. We will say that each cube $Q(x, \alpha)$ is a cube at scale $\alpha$ and we define $2_{\alpha}$ to be the set of all the cubes of scale $\alpha$. All the cubes in $2_{\alpha}$ are translates of each other by elements of the discrete Heisenberg group of
the appropriate scale; further, each member of each $2_{\alpha}$ is an open set while each element of $2_{\alpha}$ is (up to a set of measure zero) the disjoint union of elements of $2_{\alpha+1}$. Also, one can transform an arbitrary element of $2_{\alpha}$ into an arbitrary element of $2_{\alpha+1}$ by a dilation (by a factor of $10^{-1}$ ) followed by translation. Finally, the number of cubes in $2_{\alpha}$ within $\operatorname{diam}(Q(x, \alpha))$ of $Q(x, \alpha)$ is bounded by a constant independent of $\alpha$.

Analogously, for the $k$-th Heisenberg group, we begin by rewriting the elements of $H_{k}$ to mirror the above construction for $H_{1}$ : in other words, writing $z_{j}=x_{2 j-1}+i x_{2 j}$ where $x_{2 j-1}, x_{2 j} \in \mathbb{R}$, we let $B_{0}$ be the subgroup of $H_{k}$ generated by

$$
\left\{\left(x_{1}, \ldots, x_{2 k}, 0\right): x_{j}= \pm \delta_{j, l}, 1 \leq l \leq 2 k\right\}
$$

where $\delta_{j, l}$ is the Kronecker delta. In this setting, $B_{n}$ would be the subgroup of $H_{k}$ generated by

$$
\left\{\left(x_{1}, \ldots, x_{2 k}, 0\right): x_{j}= \pm 10^{-n} \delta_{j, l}, 1 \leq l \leq 2 k\right\}
$$

and the construction for $H_{1}$ goes through for $H_{k}$ with only minor changes. In particular, the definition of $(x, \alpha)$ being a parent of $(y, \beta)$ would now require $y=x g$ where the first $2 k$ components of $g$ all lie in $\left(-\frac{1}{2} 10^{-\alpha}, \frac{1}{2} 10^{-\alpha}\right]$ and the final component lies in $\left(-\frac{1}{2} \cdot 10^{-2 \alpha}, \frac{1}{2} \cdot 10^{-2 \alpha}\right]$.

In this construction, the analogue to the unit cube in Euclidean space is the unique cube of scale 0 containing the identity element; according to the notation defined in the preceding paragraph, the name for this cube is $Q(0,0)$.

Remark. In making this decomposition we are saying nothing about the boundaries of the elements of the $2_{\alpha}$ other than that they are closed sets of Hausdorff measure zero in the appropriate dimension. Also, this decomposition is not the same as the decomposition of the Heisenberg group found in [Strichartz 1992].

2C2. Orthogonal decomposition of $L^{2}$. Looking back at Euclidean space $\mathbb{R}^{n}$ for inspiration, we note that the Hilbert space $L^{2}\left([0,1]^{n}\right)$ of square-integrable functions on the unit cube can be decomposed into orthogonal subspaces as follows: if $\beta$ is a positive integer, we define $C_{\beta} \subset L^{2}\left([0,1]^{n}\right)$ as

$$
\left\{f \in L^{2}\left([0,1]^{n}\right):\left.f\right|_{Q} \text { is constant for } Q \in 2_{\beta} \text { and } \int_{Q} f=0 \text { for } Q \in \mathscr{2}_{\beta-1}\right\},
$$

while $C_{0} \subset L^{2}\left([0,1]^{n}\right)$ is defined as

$$
\left\{f \in L^{2}\left([0,1]^{n}\right): f \text { is constant }\right\} .
$$

This yields the orthogonal decomposition

$$
L^{2}\left([0,1]^{n}\right)=\bigoplus_{\beta=0}^{\infty} C_{\beta}
$$

In other words, if $f \in C_{\beta}, g \in C_{\gamma}$ with $\beta \neq \gamma, \int_{[0,1]^{n}} f g=0$ while for each $h \in L^{2}\left([0,1]^{n}\right)$ there exists $h_{\beta} \in C_{\beta}$ for $\beta$ a nonnegative integer with $h=\sum_{\beta=0}^{\infty} h_{\beta}$, the sum in question converging in $L^{2}\left([0,1]^{n}\right)$ to $h$.

For the Heisenberg groups we can mimic this procedure as follows: here, our "base" cube shall be denoted as $Q(0,0)$ where the first zero denotes the origin and the second zero denotes scale. Similarly, we define the $C_{\beta}$ (as subspaces of the Hilbert space $L^{2}(Q(0,0))$ of real-valued, square-integrable functions) identically to the way we did with Euclidean space. In other words, if $\beta$ is a positive integer, we define $C_{\beta} \subset L^{2}(Q(0,0))$ as

$$
\left\{f \in L^{2}(Q(0,0)):\left.f\right|_{Q} \text { is constant for } Q \in \mathscr{2}_{\beta} \text { and } \int_{Q} f=0 \text { for } Q \in \mathscr{2}_{\beta-1}\right\}
$$

while $C_{0} \subset L^{2}(Q(0,0))$ is defined as

$$
\left\{f \in L^{2}(Q(0,0)): f \text { is constant }\right\} .
$$

This yields the orthogonal decomposition

$$
L^{2}(Q(0,0))=\bigoplus_{\beta=0}^{\infty} C_{\beta}
$$

For $\beta>0, C_{\beta}$ has a spanning set consisting of the functions $f_{Q, Q^{\prime}}$ for $Q, Q^{\prime}$ sibling cubes in $2_{\beta}$ defined as follows: $f_{Q, Q^{\prime}}$ is equal to 1 on $Q,-1$ on $Q^{\prime}$, and 0 everywhere else; we shall call this spanning set $S_{\beta}$. $S_{\beta}$ is approximately orthogonal in the following sense: there exists some universal constant $K$ (independent of $\beta$ ) such that for each $f \in S_{\beta}$ we have

$$
\#\left\{g \in S_{\beta}: \int_{Q(0,0)} f g \neq 0\right\} \leq K,
$$

where the \# symbol denotes cardinality.
When we proceed to the proof, we will wish to find a fixed $Y>0$ such that if $g, g^{\prime} \in Q(0,0)$ with $g \neq g^{\prime}$, there exists some dyadic cube $Q$ such that

$$
\operatorname{diam}(Q)<Y d_{C C}\left(g, g^{\prime}\right) \text { and } g, g^{\prime} \in Q .
$$

This is arranged by considering not just the cube families $2_{\alpha}$ discussed in the previous section but expanding each cube family $2_{\alpha}$ to a larger family $\mathscr{2}_{\alpha}^{\prime}$.

If $\alpha>0$, we define $\mathscr{2}_{\alpha}^{\prime}$ to consist of the cubes of the form

$$
\left\{g Q: Q \in 2_{\alpha}, g \in B_{\alpha+2}\right\} ;
$$

remember that $B_{\alpha+2}$ was defined in the previous subsection as the discrete Heisenberg group of scale $\alpha+2$.

This does not cause the number of dyadic cubes of a given scale to multiply unreasonably because writing $g \in B_{\alpha+2}$ in coordinate form as $\left(z_{1}, \ldots, z_{n}, t\right)$, every
element of $\mathscr{Q}_{\alpha}^{\prime}$ can be written as $g Q$ for some $Q \in \mathscr{2}_{\alpha}$ and $g \in B_{\alpha+2}$ with

$$
z_{1}, \ldots, z_{n} \in\left[-10^{-\alpha}, 10^{-\alpha}\right] \text { and } t \in\left[-10^{-2 \alpha}, 10^{-2 \alpha}\right] .
$$

Letting $L_{g}$ denote left translation by $g$ whenever $g \in H^{k}$, we then define

$$
C_{\beta}^{\prime}=\left\{f \circ L_{g^{-1}}: f \in C_{\beta}, g \in B_{\beta+2}\right\} .
$$

In fact, writing $g \in B_{\beta+2}$ in coordinate form as $\left(z_{1}, \ldots, z_{n}, t\right)$, every element of $C_{\beta}^{\prime}$ can be written as $f \circ L_{g^{-1}}$ for some $f \in C_{\beta}$ and $g \in B_{\beta+2}$ with

$$
z_{1}, \ldots, z_{n} \in\left[-10^{-\beta}, 10^{-\beta}\right] \quad \text { and } t \in\left[-10^{-2 \beta}, 10^{-2 \beta}\right] .
$$

Fixing $\beta$, we can construct an approximately orthogonal basis for $C_{\beta}^{\prime}$ analogously to the way we did for each $C_{\beta}$ : we simply construct an approximately orthogonal basis for $C_{\beta} \circ L_{g^{-1}}$ for each $g$ separately.

Finally, for both Euclidean space and the Heisenberg group, it is occasionally necessary to work with sets on a slightly larger scale than the unit cube. To do this, one fixes some integer $k \leq 0$, denotes our base cube to be the cube of scale $k$ which contains $Q(0,0)$, and then defines $C_{\beta}$ and $C_{\beta}^{\prime}$ appropriately for $\beta \leq 0$ (for example, $C_{k}$ will consist of the constant functions on our new base cube here).

2C3. Differentiability. On the Euclidean unit cube, there exists a Jacobian map that sends each Lipschitz function $f$ (which may be either scalar-valued or Euclidean vector-valued) on the unit cube to the almost-everywhere-defined function $J f$, the Jacobian of $f$. At almost every point, the Jacobian is a linear map from the tangent space of the domain to the tangent space of the image. Further, the partial derivative of each component is bounded above by the Lipschitz coefficient of $f$. Finally, a Lipschitz function $f$ with almost everywhere constant Jacobian defined on a connected open set is uniquely determined by this Jacobian and its value at a single point: if $J f$ is equal to the linear map $T$ almost everywhere and $f\left(x_{0}\right)=y_{0}$ then

$$
f(x)=T\left(x-x_{0}\right)+y_{0} \text { for all } x \text { where } f(x) \text { is defined. }
$$

Similarly, if $G$ and $H$ are two Heisenberg groups and $F: G \rightarrow H$ is Lipschitz, then by [Pansu 1989] the Pansu differential $D F$ (which, for almost every $g \in G$ induces a map $D F(g): G \rightarrow H$ ) satisfies these three properties:
(i) At almost every $g \in G$, the differential of the Lie group map $D F(g)$ at the identity induces a Lie algebra homomorphism from the tangent space of $G$ at $g$ to the tangent space of $H$ at $F(g)$.
(ii) The magnitude of each component of $D F$ is bounded above (up to a constant depending on normalization) by the Lipschitz coefficient of $F$.
(iii) If for almost every $g$ with respect to Haar measure on $G, D F(g)$ (which was defined as an $H$-valued function defined on $G$ ) is equal to the Lie group homomorphism $\phi: G \rightarrow H$ and $g_{0} \in G, h_{0} \in H$ with $F\left(g_{0}\right)=h_{0}$ then

$$
F(g)=h_{0} \phi\left(g_{0}^{-1} g\right) \quad \text { for all } g \text { where } F(g) \text { is defined. }
$$

Of the properties, only (iii) is not a simple consequence of [Pansu 1989]. However, (iii) is a direct consequence of this fact concerning uniqueness of Lipschitz maps:

Fact 2.8. Suppose $G$ and $H$ are Carnot groups, $U \subset G$ is connected and open, $g_{0} \in U$ and $F_{1}: U \rightarrow G$ and $F_{2}: U \rightarrow G$ are two Lipschitz maps such that $D F_{1}(g)=$ $D F_{2}(g)$ for almost all $g \in U$ with respect to Haar measure and $F_{1}\left(g_{0}\right)=F_{2}\left(g_{0}\right)$. Then $F_{1}=F_{2}$.

Proof. Suppose there exists $u \in U$ with $F_{1}(u) \neq F_{2}(u)$. Fix $\epsilon>0$ such that

$$
d_{C C}\left(F_{1}(u), F_{2}(u)\right)>\epsilon .
$$

Let $\gamma$ be a piecewise horizontal curve in $U$ joining $g_{0}$ to $u$. There exists $g^{\prime} \in G$ sufficiently close to the identity such that the left translation of $\gamma$ by $g^{\prime}$ lies in $U$ (which implies that $g^{\prime} g_{0}, g^{\prime} u \in U$ ) with $d_{C C}\left(F_{1}\left(g^{\prime} g_{0}\right), F_{2}\left(g^{\prime} u\right)\right)>\epsilon$ and almost everywhere on this translation, $D F_{1}=D F_{2}$. However, integration then implies

$$
F_{1}\left(g^{\prime} u\right) F_{1}\left(g^{\prime} g_{0}\right)^{-1}=F_{2}\left(g^{\prime} u\right) F_{2}\left(g^{\prime} g_{0}\right)^{-1}
$$

Therefore, we know that $d_{C C}\left(F_{1}\left(g^{\prime} u\right), F_{2}\left(g^{\prime} u\right)\right)=d_{C C}\left(F_{1}\left(g^{\prime} g_{0}\right), F_{2}\left(g^{\prime} g_{0}\right)\right)>\epsilon$; since $g^{\prime}$ can be made arbitrarily close to the identity this gives us that

$$
\epsilon \leq d_{C C}\left(F_{1}(u), F_{2}(u)\right)=d_{C C}\left(F_{1}\left(g_{0}\right), F_{2}\left(g_{0}\right)\right)=0
$$

producing a contradiction, so we conclude that $F_{1}=F_{2}$ as desired.
In fact, because each linear map $\psi$ from the horizontal component of $G$ to the horizontal component of $H$ has at most one extension (which we call $\tilde{\psi}$ ) to a Lie group homomorphism from $G$ to $H$, we can go one step further and say that if $M F$ is equal to the linear map $\psi$ almost everywhere and $g_{0} \in G, h_{0} \in H$ with $F\left(g_{0}\right)=h_{0}$ then

$$
F(g)=h_{0} \tilde{\psi}\left(g_{0}^{-1} g\right)
$$

for all $g$ where $F(g)$ is defined.
2C4. Weak convergence. If a sequence $f_{n}$ of uniformly Lipschitz functions on a bounded Euclidean region converges uniformly to some function $f$ then $f$ is Lipschitz, and moreover the Jacobians $J f_{n}$ converge weakly in $L^{2}$ to the Jacobian of $f$. In other words:

Fact 2.9. Let $U \subset \mathbb{R}^{k}$ be a bounded open set and let $\left\{f_{n}\right\}: U \rightarrow \mathbb{R}^{m}$ be a sequence of uniformly Lipschitz functions which converges uniformly to the function $f: U \rightarrow \mathbb{R}^{m}$. If $g: U \rightarrow \mathbb{R}$ is an $L^{2}$ function and $D$ represents partial differentiation with respect to a fixed vector in $\mathbb{R}^{k}$ then

$$
\int_{U}\left(D f_{n}\right) g \rightarrow \int_{U}(D f) g
$$

where the integrals are with respect to Lebesgue measure and the derivatives in question are defined almost everywhere.

As will be stated shortly, Fact 2.9 generalizes to Heisenberg groups when the map $M F$ induced by the Pansu differential (see the definitions section) is used in place of the Jacobian. In particular, one notes that because $M F$ consists of derivatives of horizontal components of $F$ with respect to horizontal tangent vectors, $M F$ can be viewed as an array of horizontal derivatives of real-valued Lipschitz functions (after postcomposing with the appropriate coordinate functions). Then, the weak convergence in question is the following fact:
Fact 2.10. Let $U \subset H_{k}$ be a bounded open set and let $\left\{f_{n}\right\}: U \rightarrow H_{m}$ be a sequence of uniformly Lipschitz functions which converges uniformly to the function $f: U \rightarrow H_{m}$. If $g: U \rightarrow \mathbb{R}$ is an $L^{2}$ function (with respect to Haar measure) and $D$ represents partial differentiation with respect to a fixed left-invariant horizontal vector field in $H_{k}$ then

$$
\int_{U}\left(D f_{n}\right) g \rightarrow \int_{U}(D f) g
$$

where the integrals are with respect to Haar measure and the derivatives in question are defined almost everywhere.

Facts 2.9 and 2.10 have the same classical proof, which involves approximating $g$ by sufficiently smooth test functions with compact support and integrating by parts.

2C5. Lipschitz extension. If $A$ is a subset of the unit cube of $\mathbb{R}^{n}$ and $f$ is a Lipschitz function from $A$ to some Euclidean space, then $f$ can be extended to a Lipschitz function on the entire unit cube (or, in fact, to all of $\mathbb{R}^{n}$ for that matter). It is not known whether this extension property also holds for maps from a subset of a Heisenberg group $G$ into the same group $G$ [Balogh and Fässler 2009; Brudnyi and Brudnyi 2007], and for that reason we assume the Lipschitz map in Corollary 2.17 below is defined on an open subset of $G$. It has been shown recently in [Balogh and Fässler 2009] that this extension property does not hold for maps from $\mathbb{R}^{k}$ to $H_{n}$ with $n<k$. Also, [Rigot and Wenger 2010] shows that the property does not hold for maps from $\mathbb{R}^{k}$ to any jet space on $H_{n}$ whenever $n<k$. However, this property does hold for maps from any Carnot group to any $\mathbb{R}^{k}$. It also holds for maps from $\mathbb{R}^{2}$ to $H_{n}$ for $n \geq 2$, as was shown in [Fässler 2007; Magnani 2010].

More generally, based on recent results in [Wenger and Young 2010] the Lipschitz extension property holds for maps from any set with Assouad-Nagata dimension less than or equal to $n$ to any jet space group on $\mathbb{R}^{n}$. Notably, this implies the Lipschitz extension property for maps from $H_{k}$ to $H_{2 k+1}$.

2D. General Carnot groups. We now explain how the constructions performed in Section 2C on the Heisenberg group can be generalized to work on other Carnot groups. We need a notion of discretization (already used implicitly in the decomposition in Section 2C1).

Definition 2.11. Let $G$ be a Carnot group whose Lie algebra $\mathfrak{g}$ is graded as

$$
\mathfrak{g}=\bigoplus_{j=1}^{d} \mathfrak{g}_{j} .
$$

Write $m_{j}$ as the vector space dimension of $\mathfrak{g}_{j}$ for $1 \leq j \leq d$. We say that $G$ is discretizable if for $1 \leq j \leq d$ there exist collections

$$
\left\{X_{(j, i)}\right\}_{i=1}^{m_{j}} \in \mathfrak{g}_{j} \quad \text { and } \quad\left\{g_{(j, i)}\right\}_{i=1}^{m_{j}} \in G, \quad \text { with } \quad \exp \left(X_{(j, i)}\right)=g_{(j, i)},
$$

and subgroups

$$
H_{j} \leq G, \quad \text { where } H_{j}=\left\langle\left\{g_{\left(j^{\prime}, i\right)}\right\}_{1 \leq i \leq m_{j^{\prime}}, j \leq j^{\prime} \leq d}\right\rangle,
$$

such that $\left\{X_{(j, i)}\right\}_{i=1}^{m_{j}}$ spans $\mathfrak{g}_{j}$ as a vector space and, writing $G^{\prime}=\left\langle\left\{g_{(1, i)}\right\}_{i=1}^{m_{1}}\right\rangle$ and $G_{j}=\left\langle\left\{\exp \left(\mathfrak{g}_{j^{\prime}}\right)\right\}_{j^{\prime} \geq j}\right\rangle$,

$$
G^{\prime} \text { is a discrete subgroup with } G^{\prime} \cap G_{j}=H_{j} \text {. }
$$

In this setting, we say that $G^{\prime}$ is the discretization of $G$.
Examples of discretizable Carnot groups include Heisenberg groups, Euclidean spaces, and jet spaces. For example, we can take the discrete Heisenberg groups as the discretization of the Heisenberg groups.

If $G$ is discretizable, the method in [Christ 1990] can be followed as in Section 2C1 to create a dyadic decomposition, with $B_{0}$ now defined to be the discretization $G^{\prime}$. Although the scaling constant used to create $B_{n}$ from $B_{0}$ (which was $10^{-n}$ in the case of Heisenberg groups) depends on the specific Carnot group itself (in particular, it depends on the relationship between the coordinates of an arbitrary point $g$ and $d_{C C}(g, 0)$; compare Theorem 2.10 in [Montgomery 2002]), the procedure for Heisenberg groups can otherwise be copied exactly to create a dyadic decomposition for $G$ into dyadic "cubes". Because the base cube for our construction will still be a cube based at the origin of scale zero, we can still refer to it as $Q(0,0)$. With our new dyadic decomposition in hand, we can also copy the construction of the $C_{\beta}$ and $C_{\beta}^{\prime}$ in Section 2C2 in the setting of our discretizable group $G$.

Finally, we observe that the results in Sections 2C3 and 2C4 (which involved differentiability and weak convergence) used no properties specific to Heisenberg groups. Therefore, the results in Sections 2C3 and 2C4 carry over just as well to maps from one Carnot group to another. Actually, Fact 2.8 in Section 2C3 was already stated and proved in terms of Carnot groups.

2E. Proof of main theorem. In what follows, $H^{k}$ and $h^{k}$ shall refer to Hausdorff $k$-dimensional measure and Hausdorff $k$-dimensional content, respectively (both of which we define with respect to Carnot-Carathéodory distance).

Our goal is to prove the following theorem.
Theorem 2.12. Let $G$ be a discretizable Carnot group of homogeneous dimension $k$ and let $H$ be another Carnot group. Suppose $F: Q(0,0) \subset G \rightarrow H$ is Lipschitz. If $\delta>0$, there exists a positive integer $N$ and subsets $Z, X_{1}, \ldots, X_{N}$ of $Q(0,0)$ such that

$$
\begin{gathered}
h^{k}(F(Z))<\delta, \\
Z \cup X_{1} \cup \cdots \cup X_{N}=Q(0,0),
\end{gathered}
$$

and $F$ is bilipschitz on each $X_{i}$. Furthermore, $N$ and the bilipschitz coefficients of the $F \mid X_{i}$ depend only on the groups $G$ and $H, \delta$, and the Lipschitz coefficient of $F$, and not on the map $F$ itself.

Before beginning the proof, we shall introduce two notions of nearness.
Definition 2.13. Suppose $Q(x, \alpha)$ and $Q(y, \alpha)$ are elements of the decomposition from 2C1 of a discretizable Carnot group into cubes of the same scale. We say that $Q(x, \alpha)$ and $Q(y, \alpha)$ are adjacent if the distance from $Q(x, \alpha)$ to $Q(y, \alpha)$ is bounded above by the diameter of $Q(x, \alpha)$.

Note that two coincident cubes of the same scale are considered adjacent.
Definition 2.14. Suppose $Q(x, \alpha)$ and $Q(y, \alpha)$ are elements of the decomposition of a discretizable Carnot group into cubes of the same scale. We say that $Q(x, \alpha)$ and $Q(y, \alpha)$ are semiadjacent if $Q(x, \alpha)$ and $Q(y, \alpha)$ are not adjacent and the parents of $Q(x, \alpha)$ and $Q(y, \alpha)$ are not adjacent, but the grandparents of $Q(x, \alpha)$ and $Q(y, \alpha)$ are adjacent.

Turning to the proof of Theorem 2.12, we begin by establishing some further notation and normalizations.

Let $E$ be the ratio of the diameter of an arbitrary "cube" to the diameter of one of its "children" using Carnot-Carathéodory distance. For example, if $G$ is a Heisenberg group (using exactly the "cube" decomposition from Section 2C1), then $E=10$.

Using the Carnot-Carathéodory distance, we set

$$
\theta=\operatorname{diam}(Q(0,0)) .
$$

Also, we let $0<L_{1}<L_{2}<\infty$ be constants such that if $Q$ and $Q^{\prime}$ are semiadjacent,

$$
L_{1} \operatorname{diam}(Q)<d\left(Q, Q^{\prime}\right)<L_{2} \operatorname{diam}(Q) .
$$

We note that $L_{1}$ and $L_{2}$ only depend on $G$, not $Q$ or $Q^{\prime}$.
In addition, we may assume that $F$ is 1 -Lipschitz and that there exists $\eta>0$ such that $F$ is defined on the dilation $\delta_{1+\eta} Q(0,0)$. For convenience we scale Hausdorff measure so that $|Q(0,0)|=1$ where $|S|$ denotes the Hausdorff measure of $S$.

Finally, we let $W$ be a positive integer such that every cube $Q^{\prime}$ of scale $W-10$ such that $Q^{\prime} \cap Q(0,0) \neq \varnothing$ satisfies $Q^{\prime} \subset \delta_{1+\eta} Q(0,0)$. Throughout this proof, we will be focusing primarily on subcubes of $Q(0,0)$ of scale at least $W$.

With our notation and normalizations set up, we prove the following proposition, which provides a partial wavelet decomposition of the linear map $M F$ induced by the Pansu differential $D F$ of $F$.

Proposition 2.15. Suppose $1 \geq \epsilon>0$. There exists $n, C>0$ such that if $\alpha \geq W$ and $Q:=Q(a, \alpha)$ and $Q^{\prime}:=Q(b, \alpha)$ are semiadjacent cubes with

$$
\begin{equation*}
h^{k}(F(Q))>\epsilon E^{-k \alpha} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
h^{k}\left(F\left(Q^{\prime}\right)\right)>\epsilon E^{-k \alpha} \tag{2}
\end{equation*}
$$

but

$$
\begin{equation*}
d_{C C}\left(F(Q), F\left(Q^{\prime}\right)\right) \leq \frac{1}{2} \epsilon L_{1} \theta E^{-\alpha} \tag{3}
\end{equation*}
$$

then there exists $\beta \in[\alpha-4, \alpha+n]$ and $f_{Q, Q^{\prime}} \in C_{\beta}^{\prime}$ and integers $i, j$ such that

$$
\begin{equation*}
\frac{\left|\left\langle(M F)_{i, j}, f_{Q, Q^{\prime}}\right\rangle\right|}{\left|\left\langle f_{Q, Q^{\prime}}, f_{Q, Q^{\prime}}\right\rangle\right|} \geq C|Q|^{1 / 2} \tag{4}
\end{equation*}
$$

where $C_{\beta}^{\prime}$ is the space defined in Section 2C2 and MF is the matrix of horizontal components of the Pansu differential DF.

Further, C only depends on $G, H$, and $\epsilon$ (and, in particular, not on the specific choice of $F$ ).

Also, the inner product in (4) is taken with respect to $L^{2}(G)$; it equals

$$
\int_{G}(M F)_{i, j} f_{Q, Q^{\prime}} d \mu
$$

where $\mu$ is Haar measure on $G$ scaled so that $\mu(Q(0,0))=1$.

We also note that the number of possible candidates for $f_{Q, Q^{\prime}}$ for a given $Q$ is uniformly bounded, with a bound that depends only on the specific groups $G$ and $H$. Proof. Assume the contrary. Then, for each $n$ there exists a 1-Lipschitz map $F_{n}$ and semiadjacent cubes $Q\left(a_{n}, \alpha_{n}\right)$ and $Q\left(b_{n}, \alpha_{n}\right)$ such that

- $h^{k}\left(F_{n}\left(Q\left(a_{n}, \alpha_{n}\right)\right)\right)>\epsilon E^{-k \alpha_{n}}$,
- $h^{k}\left(F_{n}\left(Q\left(b_{n}, \alpha_{n}\right)\right)\right)>\epsilon E^{-k \alpha_{n}}$,
- $d_{C C}\left(F_{n}\left(Q\left(a_{n}, \alpha_{n}\right)\right), F_{n}\left(Q\left(b_{n}, \alpha_{n}\right)\right)\right)<\frac{1}{2} \epsilon L_{1} \theta E^{-\alpha_{n}}$, and
- $\int_{Q(0,0)} \psi f \leq 2^{-n}\left|Q\left(a_{n}, \alpha_{n}\right)\right|^{1 / 2}\|f\|_{L^{2}(Q(0,0))}^{2}$ whenever $\psi$ is a matrix entry of $M F_{n}$ and $f \in C_{\beta}^{\prime}$, where $\beta \in\left[\alpha_{n}-4, \alpha_{n}+n\right]$.
By rescaling and translating we may suppose

$$
Q\left(a_{n}, \alpha_{n}\right)=Q(a, \alpha)
$$

for all $n$ and by passing to a subsequence we suppose

$$
Q\left(b_{n}, \alpha_{n}\right)=Q(b, \alpha)
$$

for all $n$. Further, the Arzelà-Ascoli theorem lets us pass to another subsequence such that $F_{n}$ converges uniformly on $Q(0,0)$ to some Lipschitz map $F$. Moreover, by translation (we can do this because of the expanded $C^{\prime}$ families) we can suppose $Q(a, \alpha)$ and $Q(b, \alpha)$ have the same great-great-grandparent $Q(z, \alpha-4)$. By weak-star convergence, the restriction of each component of $M F$ to $Q(z, \alpha-4)$ is orthogonal to $C_{\beta}$ for $\beta>\alpha-4$ which implies that $M F$ is constant almost everywhere on $Q(z, \alpha-4)$. From this, the discussion in Section 2C3 lets us conclude that there exists a Lie group homomorphism $\phi$ such that $D F=\phi$ on $Q(z, \alpha-4)$ and further, there exist elements $g_{0} \in G, h_{0} \in H$ such that

$$
\begin{equation*}
F(g)=h_{0} \phi\left(g_{0}^{-1} g\right) \tag{5}
\end{equation*}
$$

for all $g \in Q(z, \alpha-4)$. Further,

$$
h^{k}\left(F(Q(a, \alpha)) \geq \liminf _{n} h^{k}\left(F_{n}(Q(a, \alpha))\right) \geq \epsilon E^{-k \alpha}\right.
$$

because $F_{n}(\underline{Q}(a, \alpha))$ is eventually contained in an arbitrarily small neighborhood of the closure $\overline{F(Q(a, \alpha))}$; such a neighborhood can have Hausdorff content arbitrarily close to $h^{k}(F(Q(a, \alpha)))$.

Working towards a contradiction, we next define the sequences of points $\left\{X_{n}\right\}$ and $\left\{Y_{n}\right\}$ such that

$$
X_{n} \in Q(a, \alpha), Y_{n} \in Q(b, \alpha)
$$

and

$$
d_{C C}\left(F_{n}\left(X_{n}\right), F_{n}\left(Y_{n}\right)\right) \leq \frac{1}{2} \epsilon L_{1} \theta E^{-\alpha} .
$$

By the definition of sequential compactness, there exist points $a^{\prime} \in Q(a, \alpha), b^{\prime} \in$ $Q(b, \alpha)$ such that

$$
d_{C C}\left(F\left(a^{\prime}\right), F\left(b^{\prime}\right)\right) \leq \frac{1}{2} \epsilon L_{1} \theta E^{-\alpha} .
$$

However, because $Q(a, \alpha)$ and $Q(b, \alpha)$ are semiadjacent,

$$
d_{C C}\left(a^{\prime}, b^{\prime}\right) \geq L_{1} \theta E^{-\alpha} .
$$

Therefore, since (5) implies that the Pansu differential $D F$ of $F$ is defined everywhere and, in fact, is constant, the image of the Pansu differential $D F$ of $F$ in the direction of the tangent vector from $a^{\prime}$ to $b^{\prime}$ has magnitude at most $\frac{1}{2} \epsilon$. As $F$ is Lipschitz with coefficient 1 , this implies that

$$
\begin{equation*}
h^{k}(F(Q(a, \alpha))) \leq|F(Q(a, \alpha))| \leq \frac{1}{2} \epsilon E^{-k \alpha} . \tag{6}
\end{equation*}
$$

The first inequality in (6) follows immediately from the fact that Hausdorff content is bounded above by Hausdorff measure. The second inequality is a direct consequence of the change-of-variables formula for Carnot groups (see the proof of Theorem 7 of [Vodopyanov and Ukhlov 1996], which can be directly adapted to this case).

As (6) contradicts our hypotheses, the proposition follows.
Armed with this proposition, our next goal is to show that a sufficiently large portion of our domain lies in finitely many such semiadjacent pairs.

Proposition 2.16. Let $\Omega$ be the set of all pairs of cubes which satisfy the hypotheses of Proposition 2.15 and let

$$
\phi(x)=\#\left\{\omega=\left(Q, Q^{\prime}\right) \in \Omega: x \in Q \cup Q^{\prime}\right\} .
$$

Suppose $N>0$, then there exists a constant $K^{\prime}$ depending only $G, H$, and $\epsilon$ such that

$$
|\{x: \phi(x) \geq N\}| \leq K^{\prime} N^{-1} .
$$

Proof. If $\left(Q, Q^{\prime}\right) \in \Omega$, Proposition 2.15 gives us a wavelet function $f_{Q, Q^{\prime}}$ corresponding to ( $Q, Q^{\prime}$ ) such that the projection of $M F$ onto $f_{Q, Q^{\prime}}$ had $L^{2}$ magnitude at least $C \epsilon|Q|^{1 / 2}$. However, only a bounded number of pairs of cubes can be assigned a given wavelet function in this way. This is because of the control that Proposition 2.15 gives to both the scale and support of $f_{Q, Q^{\prime}}$ in terms of the scale and location of $Q$. Now, we seek to show that

$$
1 \succeq \sum_{\left(Q, Q^{\prime}\right) \in \Omega}|Q|
$$

where the implied multiplicative constant only depends on $G, H$, and $\epsilon$.
Because $F$ is 1-Lipschitz, we can replace the constant 1 on the left hand side with $\|M F\|_{2}^{2}$. Next, for any specific pair $\left(Q, Q^{\prime}\right)$ in our sum, we let $\pi_{\left(Q, Q^{\prime}\right)}(M F)$
be the orthogonal projection of $M F$ onto $f_{Q, Q^{\prime}}$. By Proposition 2.15,

$$
\left\|\pi_{\left(Q, Q^{\prime}\right)}(M F)\right\|_{2} \geq C \epsilon|Q|^{1 / 2} ;
$$

in other words,

$$
\int\left|\pi_{\left(Q, Q^{\prime}\right)}(M F)\right|^{2} \geq C^{2} \epsilon^{2}|Q| .
$$

Summing this over $\Omega$ gives us indeed that

$$
1 \succeq\|M F\|_{2}^{2} \succeq \sum_{\left(Q, Q^{\prime}\right) \in \Omega}|Q|
$$

because the $f_{Q, Q^{\prime}}$ are approximately orthogonal and a given wavelet function can only appear in the sum a bounded number of times. However,

$$
\int \phi=\sum_{\left(Q, Q^{\prime}\right) \in \Omega}|Q|,
$$

so Chebyshev's inequality therefore tells us that

$$
S_{N}=\{x: \phi(x) \geq N\}
$$

has

$$
\left|S_{N}\right| \leq N^{-1},
$$

which proves the proposition.
Proof of theorem. We complete the theorem through an infinite series of iterations as in [Jones 1988]. This process is divided into stages (indexed by $\alpha \geq 0$ ); at stage $\alpha$ we assign each point $x$ of each subcube of $Q(0,0)$ of scale $\alpha$ a label $x_{\alpha}$, i.e., a finite string of zeroes and ones, such that every point in a fixed cube of scale $\alpha$ has the same label.

At stage 0 we apply a leading digit of 0 to every point in the base cube. In other words, for each $x \in Q(0,0)$, we set $x_{0}=0$. Also, we define $Z_{0}=\varnothing$ for future reference.

For $0<\alpha$, we begin by defining the garbage set $Z_{\alpha}$ by letting $S_{\alpha}$ be the collection of all cubes $Q$ of scale $\alpha+W$ such that

$$
|F(Q)| \leq \delta E^{-k(\alpha+W)}
$$

and set $Z_{\alpha}=S_{\alpha} \cup Z_{\alpha-1}$.
Next, we run through each pair of cubes at scale $\alpha+W$ which lie in $Q(0,0) \backslash Z_{\alpha}$ and which satisfy the hypotheses of Proposition 2.16 with $\epsilon=\frac{1}{100} \delta$. Supposing that there are $n_{\alpha}$ such pairs $\left(Q_{1}, Q_{1}^{\prime}\right), \ldots,\left(Q_{n_{\alpha}}, Q_{n_{\alpha}}^{\prime}\right)$, we will inductively define the labels $x_{(\alpha, m)}$ for $m=0,1, \ldots, n_{\alpha}$ as follows:

First, $x_{(\alpha, 0)}=x_{\alpha-1}$ for each $x \in Q(0,0) \backslash Z_{\alpha}$. Then, for $m>0$ we define $x_{(\alpha, m)}=x_{(\alpha, m-1)}$ for $x \notin Q_{m} \cup Q_{m}^{\prime}$. We note that $x_{(\alpha, m-1)}$, when viewed as a
function on $Q(0,0) \backslash Z_{\alpha}$, is constant at a value (call it $z_{1}$, and let $y_{1}$ be its length) on $Q_{m}$ and at a possibly different value (call it $z_{2}$, and let $y_{2}$ be its length) on $Q_{m}^{\prime}$; without loss of generality we may assume that $y_{1} \geq y_{2}$. There are several cases to consider:
(I) If $y_{1}=y_{2}$ and $z_{1} \neq z_{2}$ we simply define $x_{(\alpha, m)}=x_{(\alpha, m-1)}$ on both $Q_{m}$ and $Q_{m}^{\prime}$.
(II) If $y_{1}=y_{2}$ and $z_{1}=z_{2}$ we then let $x_{(\alpha, m)}$ be equal to the string created by adding a 0 to the end of $x_{(\alpha, m-1)}$ on $Q_{m}$ and the string created by adding a 1 to the end of $x_{(\alpha, m-1)}$ on $Q_{m}^{\prime}$.
(III) If $y_{1}>y_{2}$ and $z_{2}$ is not the first $y_{2}$ digits of $z_{1}$ we simply define $x_{(\alpha, m)}=x_{(\alpha, m-1)}$ on both $Q_{m}$ and $Q_{m}^{\prime}$.
(IV) If $y_{1}>y_{2}$ and $z_{2}$ is the first $y_{2}$ digits of $z_{1}$, we let define $x_{(\alpha, m)}=x_{(\alpha, m-1)}$ on $Q_{m}$; on $Q_{m}^{\prime}$ we let $y^{\prime}$ be the element of $\{0,1\}$ that is not the $\left(y_{2}+1\right)$-th digit of $z_{1}$ and define $x_{(\alpha, m)}$ on $Q_{m}^{\prime}$ to be the string created by adding $y^{\prime}$ to the end of $x_{(\alpha, m-1)}$.
Once we have finished this process for each cube, we define $x_{\alpha}=x_{\left(\alpha, n_{\alpha}\right)}$ on $Q(0,0) \backslash Z_{\alpha}$.

Now, defining $Y_{n}$ to be the set of all points $x$ such that $x_{\alpha}$ has length at least $n$ for some $\alpha$, we conclude from Proposition 2.16 that there exists $N$ such that

$$
\left|\left\{x \in Q(0,0) \backslash \bigcup_{\alpha} Z_{\alpha}: x \in Y_{N}\right\}\right|<\frac{1}{100} \delta ;
$$

we now define the set $Z=\bigcup_{\alpha} Z_{\alpha} \cup Y_{N}$.
If $x \in Q(0,0) \backslash Z$, the sequence $\left\{x_{\alpha}\right\}$ is eventually constant; denote its limiting value by $x_{\infty}$. Since there are at most $2^{n}$ strings of length $n$, there are at most $2^{N}$ possible values of $x_{\infty}$.

We finish by setting

$$
X_{w}=\left\{x \in Q(0,0) \backslash Z: x_{\infty}=w\right\}
$$

whenever $w$ is a string of zeroes and ones of length less than $N$. For each such $w, F \mid X_{w}$ must be bilipschitz (if not, there exist $x_{1}, x_{2} \in X_{w}$ and a pair of cubes ( $Q, Q^{\prime}$ ) satisfying the hypotheses of Proposition 2.15 such that $x_{1} \in Q, x_{2} \in Q^{\prime}$, contradicting the definition of $X_{w}$ ), proving the theorem.

## 2F. Consequences.

Corollary 2.17. Suppose $A$ is an open subset of a discretizable Carnot group $G$ (with homogeneous dimension $k$ ), $H$ is another Carnot group, and $F: A \rightarrow H$ is Lipschitz, and $H^{k}(F(A))>0$. Then there exists a subset $B \subset A$ of positive $k$-dimensional Hausdorff measure such that $F$ restricted to $B$ is bilipschitz.

Proof. We can express $A$ as a countable union of translates and dilates of the base cube $Q(0,0)$; by countable additivity of Hausdorff measure one of these cubes, which we call $C$, is sent by $F$ to a set $F(C)$ with $H^{k}(F(C))>0$. By rescaling we can suppose $C$ is the base cube $Q(0,0)$. The previous theorem divides this cube into the union of a "garbage" set $Z$ (consisting of those cubes whose image has measure too small, as well as those cubes which are in too many bad pairs), where $F(Z)$ can be taken to be arbitrarily small (say, with $h^{k}(F(Z))<\frac{1}{2} h^{k}(F(A))$ ) and a finite union of sets $F_{j}$ such that $F \mid F_{j}$ is bilipschitz for each $j$. Since $H^{k}\left(F\left(\bigcup_{j} F_{j}\right)\right)>0$, there exists some $j$ where $\left|F_{j}\right|>0$ and we let $B=F_{j}$.

If one assumed that $H^{k}(A)<\infty$, looking closely at the shape of $A$ would allow us to conclude above that the measure of $B$ and the bilipschitz constant of $F$ would depend only on $G, H, A$, the Lipschitz coefficient of $F$, and the $k$ dimensional Hausdorff content of $F(A)$.

Restricting attention to the first Heisenberg group $H_{1}$, we use this corollary to show that if we only consider maps whose domains are open, two questions from [Heinonen and Semmes 1997] are equivalent. To begin we need two more definitions.

Definition 2.18. Suppose $Q_{1}$ and $Q_{2}$ are metric spaces with Hausdorff dimension $k$. We say that $Q_{1}$ looks down on $Q_{2}$ if there exists a Lipschitz function $f$ from some subset of $Q_{1}$ to $Q_{2}$ such that the image of $f$ has nonzero Hausdorff $k$-measure.
Definition 2.19. Suppose $Q$ is a metric space with Hausdorff dimension $k$. We say that $Q$ is minimal in looking down if whenever $Q^{\prime}$ is a metric space with Hausdorff dimension $k$ such that $Q$ looks down on $Q^{\prime}, Q^{\prime}$ also looks down on $Q$.
(Note that this definition is formulated differently from the one in [Heinonen and Semmes 1997].)

Question 22 in [Heinonen and Semmes 1997] asks whether the first Heisenberg group is minimal in looking down and Question 24 asks if every Lipschitz map from $H_{1}$ to a metric space with nontrivial Hausdorff 4-measure is bilipschitz on some subset with positive Hausdorff 4-measure.

Clearly 24 implies 22 . However, we now know from the corollary that 22 implies 24 when only looking at maps from open sets. This is true because (assuming $H_{1}$ is minimal in looking down) if $F: E \subset H_{1} \rightarrow X$ is Lipschitz and $H^{4}(F(E))>0$ then, letting $G: X \rightarrow H_{1}$ be another Lipschitz map with $H^{4}(G(X))>0$ (and supposing, by restricting images, that $X=F(E)), G \circ F$ satisfies the conditions of the corollary and therefore is bilipschitz on some subset $E^{\prime} \subset E$ with $\left|E^{\prime}\right|>0$. On this set, we therefore have that $F$ is invertible with inverse $(G \circ F)^{-1} \circ G$, which is clearly Lipschitz, which therefore implies that $F \mid E^{\prime}$ is bilipschitz. Because $F$ was arbitrary, we can conclude that Question 24, when restricted to maps defined on open sets, is equivalent to Question 22.

Raanan Schul recently proved a statement corresponding to Question 24 for maps where the domain is Euclidean in [Schul 2009]. In particular, he showed that if $F$ is a Lipschitz function from the $k$-dimensional unit cube $[0,1]^{k}$ into a general metric space, one has the decomposition

$$
[0,1]^{k}=G \cup \bigcup_{j=1}^{n} F_{j}
$$

where $F(G)$ has arbitrarily small $k$-dimensional Hausdorff content and $F$ is bilipschitz on each of the $F_{j}$. The main reason why Schul's argument does not generalize to this setting is the dearth of rectifiable curves passing through a given point in a general Carnot group. For example, although the first Heisenberg group has Hausdorff dimension 4, the space of horizontal tangents to rectifiable curves through a given point in that group has dimension two.

We finish this section by discussing the question of Jones-style decompositions for Lipschitz maps on Carnot groups. Just as in [Jones 1988], my argument for the main theorem actually implies the following stronger statement:

Corollary 2.20. Suppose $U$ is a bounded open subset of a discretizable Carnot group $G$ with Hausdorff dimension $Q, H$ is another Carnot group, $F: U \rightarrow H$ is Lipschitz, and $\epsilon>0$. Then there exists a finite collection $\left\{A_{i}\right\}$ of subsets of $U$ such that each restriction $F \mid A_{i}$ is bilipschitz and

$$
h^{Q}\left(F\left(U \backslash \bigcup_{i} A_{i}\right)\right)<\epsilon
$$

For unbounded open subsets of discretizable Carnot groups a diagonalization argument yields the following.

Corollary 2.21. Suppose $U$ is an open subset of a discretizable Carnot group $G$ with Hausdorff dimension $Q, H$ is another Carnot group and $F: U \rightarrow H$ is Lipschitz. Then there exists a countable collection $\left\{A_{i}\right\}$ of subsets of $U$ such that each restriction $F \mid A_{i}$ is bilipschitz and

$$
h^{Q}\left(F\left(U \backslash \bigcup_{i} A_{i}\right)\right)=0
$$

A natural generalization of the above results is in the setting of subriemannian manifolds, defined below.

Definition 2.22. A subriemannian manifold is a triple $(M, \Delta, g)$ where $M$ is a smooth manifold, $\Delta$ is a distribution (i.e., subbundle of the tangent bundle $T M$ ) on $M$ which is smooth and satisfies the property that for each $p \in M,(T M)_{p}$ is generated as a Lie algebra by $\Delta_{p}$, and $g$ is a smooth section of positive-definite quadratic forms on $\Delta$ (i.e., $g_{p}$ defines an inner product on $\Delta_{p}$ which varies smoothly in $p$ ).

Recall [Varadarajan 1984] that the set $S$ is said to generate a Lie algebra $\mathfrak{g}$ if the set of finite Lie brackets of elements of $S$ spans $\mathfrak{g}$ as a vector space.

We shall consider $M$ to be naturally equipped with a metric $d_{C C}$ defined as follows: for $x, y \in M$,

$$
d_{C C}(x, y)=\inf _{\gamma \in \Gamma_{x, y}} \int_{0}^{1} \sqrt{g\left(\gamma^{\prime}(t), \gamma^{\prime}(t)\right)} d t
$$

where $\Gamma_{x, y}$ is the family of all curves

$$
\gamma:[0,1] \rightarrow M
$$

with $\gamma(0)=x, \gamma(1)=y$, and $\gamma^{\prime}(t) \in \Delta_{\gamma(t)}$ for all $t$.
Now, suppose $M$ and $N$ are subriemannian manifolds such that $M$ is locally bilipschitz equivalent to a discretizable Carnot group $G$ and $N$ is locally bilipschitz equivalent to a Carnot group $H$. Then Corollary 2.21 still holds if $G$ is replaced by $M$ and $H$ is replaced by $N$.

For example, $M$ and $N$ could both be ordinary riemannian manifolds. Because riemannian manifolds are locally bilipschitz equivalent to Euclidean spaces, where we have all five properties from Section 2, we can consider arbitrary subsets of $M$ instead of just open subsets. Thus we have the following corollary: if $M$ is a riemannian manifold, $A \subset M$ has Hausdorff dimension $k, N$ is another riemannian manifold, and $F: A \rightarrow N$ is Lipschitz with $H^{k}(F(A))>0$, then there exists a subset $B \subset A$ with $H^{k}(B)>0$ such that $f \mid B$ is bilipschitz.

Not all subriemannian manifolds are locally bilipschitz equivalent to Carnot groups, and hence we cannot replace $G$ and $H$ by arbitrary subriemannian manifolds in Corollary 2.21. In particular, we will show in Section 4B that Corollary 2.21 becomes false if $G$ and $H$ are replaced by the Grushin plane and the Euclidean plane, respectively.

## 3. Hausdorff dimension of Lipschitz images

We begin by observing the following corollary of the results in Section 2.
Corollary 3.1. Assume A is an open subset of a discretizable Carnot group $G$ with homogeneous dimension $k$, assume $H$ is another Carnot group, and let $f: A \rightarrow H$ be a Lipschitz map such that $H^{k}(f(A))>0$. Then there exists an injective Lie group homomorphism from $G$ to $H$.

Proof. By the preceding results, $f$ is bilipschitz on some $B \subset A$ with positive $k$-dimensional Hausdorff measure. Then the Pansu differential of $f$ at any Lebesgue point of $B$ gives the desired homomorphism.

Because the converse of this result is trivial (the Lie group homomorphism in question is locally Lipschitz), Corollary 3.1 reduces the question of whether one Carnot group "looks down" on another to a question about the groups' Lie algebras.

An easy consequence of Corollary 3.1 is that if $G$ is a discretizable nonabelian Carnot group with homogeneous dimension $k$ and $U \subset G$ then every Lipschitz image of $U$ in any Euclidean space has zero $k$-dimensional Hausdorff measure. This follows because there are no injective group homomorphisms from a nonabelian group to an abelian group. In fact, for this consequence we need not assume $U$ is open here because the image space, Euclidean space, has the Lipschitz extension property.

Despite having Hausdorff measure $k$-measure zero, the Lipschitz image of $U$ in $\mathbb{R}^{k}$ can still be quite large. For example, we have the following theorem, which answers a question asked by Le Donne (personal communication, 2009):

Theorem 3.2. Suppose that $G$ is a discretizable Carnot group with homogeneous dimension $k$, and let $\epsilon>0$. There exists a bounded open $U \subset G$ and a Lipschitz map $F: U \rightarrow \mathbb{R}^{k}$ such that $H^{k-\epsilon}(F(U))>0$.

Proof. As in our results in Section 2, we illustrate the case $G=H^{1}$ in detail and remark that the construction is analogous for the general case. The construction is based on the procedure from [Kaufman 1979].
We begin by setting

$$
\gamma=16^{1 /(\epsilon-4)}
$$

which tells us that $\gamma<\frac{1}{2}$ and $\log _{\gamma^{-1}} 16=4-\epsilon$. We next fix $\beta \in\left[\gamma, \frac{1}{2}\right)$ and define

$$
\lambda=\frac{20}{\frac{1}{4}-\beta^{2}}
$$

in particular,

$$
\lambda\left(\frac{1}{4}-\beta^{2}\right)=20>10
$$

With this data, we then set our initial box

$$
I^{0}=[-1,1] \times[-1,1] \times[-\lambda, \lambda] \subset H^{1}
$$

and define $I^{1}$ to be the union of the sixteen boxes

$$
(a, b, c) \cdot \delta_{\beta} I^{0}
$$

where

$$
a \in\left\{-\frac{1}{2}, \frac{1}{2}\right\}, \quad b \in\left\{-\frac{1}{2}, \frac{1}{2}\right\}, \quad c \in\left\{-\frac{3}{4} \lambda,-\frac{1}{4} \lambda, \frac{1}{4} \lambda, \frac{3}{4} \lambda\right\} .
$$

We arbitrarily label these boxes $I_{j}^{1}$ for $j=1, \ldots, 16$.

The point of this construction is to find $\eta>0$ such that

$$
d_{C C}\left(I_{j}^{1}, I_{k}^{1}\right)>\eta \quad \text { for } j \neq k
$$

and

$$
d_{C C}\left(I_{j}^{1}, \delta\left(I^{0}\right)\right)>\eta \quad \text { for all } j .
$$

Clearly, if two of the boxes in $I^{1}$ have different horizontal components, then they are at least $1-2 \beta$ apart; similarly, every box in $I^{1}$ is at a distance of exactly $\frac{1}{2}-\beta$ away from the nearest horizontal edge of $I^{0}$.

The only issue is vertical distance. To find the minimum distance between a vertical edge of $I^{0}$ and a box in $I^{1}$, it suffices to consider a box in $I^{1}$ where $c=-\frac{3}{4} \lambda$ and look at the bottom edge of $I^{0}$. Every point on the bottom edge of such a box has a vertical coordinate which is at least

$$
-\frac{3}{4} \lambda-\beta^{2} \lambda-2 \cdot \frac{1}{2} \beta>-\lambda+10-2=-\lambda+8 .
$$

Now, we recall that if $g=\left(x_{1}, y_{1}, 0\right)$ and $h=\left(x_{2}, y_{2}, 0\right)$ are points in $H^{1}$ with $x_{1}, y_{1}, x_{2}, y_{2} \in[-1,1]$, then writing the product $g^{-1} h$ as $\left(x_{3}, y_{3}, z_{3}\right)$ we note that $\left|z_{3}\right|<2$.

Consequently, if $p=\left(p_{1}, p_{2}, p_{3}\right)$ is a point in $I^{1}$ and $q=\left(q_{1}, q_{2},-\lambda\right)$ is a point on the bottom edge of $I^{0}$, we note that the vertical coordinate of $p^{-1} q$ is at most

$$
-(-\lambda+8)-\lambda+2=-6,
$$

which implies that vertical edges of $I^{0}$ will be separated from boxes in $I^{1}$ by at least 6 units.

Similarly, looking at two boxes in $I^{1}$ with the same horizontal component (e.g., let $A$ be such a box with $c=-\frac{3}{4} \lambda$ and $B$ be such a box with $c=-\frac{1}{4} \lambda$ ), the vertical coordinate of points in $A$ are at most $-\frac{1}{2} \lambda-8$ and the vertical coordinate of points in $B$ are at least $-\frac{1}{2} \lambda+8$. Therefore, whenever $a \in A$ and $b \in B$, the vertical coordinate of $a^{-1} b$ is at least

$$
\left(-\frac{1}{2} \lambda+8\right)-\left(-\frac{1}{2} \lambda-8\right)-2=14,
$$

implying a separation of 14 between any two such boxes.
In subsequent stages we replace each box of the form

$$
p \cdot \delta_{\mu} I^{0}
$$

(there are $16^{k}$ such boxes in stage $k$; at this stage $\mu=\beta^{k}$ ) with the sixteen boxes

$$
p \cdot \delta_{\mu}(a, b, c) \cdot \delta_{\beta \mu}\left(I^{0}\right)
$$

and denote by $I^{k}$ the union of all the boxes produced in stage $k$.

In stage $k$, each box has a label of the form $I_{\left(a_{1}, \ldots, a_{k}\right)}^{k}$ where each $a_{i}$ ranges from 1 to 16 ; we extend this process to stage $k+1$ by labeling the subboxes from $I_{\left(a_{1}, \ldots, a_{k}\right)}^{k}$ as $I_{\left(a_{1}, \ldots, a_{k}, v\right)}^{k+1}$ where $v=1,2, \ldots, 16$. The intersection of the $I^{k}$ 's, to be defined as $I$, is a Cantor set in $H^{1}$ of dimension

$$
\log _{\beta^{-1}} 16 \geq 4-\epsilon
$$

Each point $x \in I$ has a unique label of the form $\left(a_{1}, \ldots, a_{n}, \ldots\right)$ (where each $a_{i}$ ranges from 1 to 16) such that for each $n \in \mathbb{N}, x \in I_{\left(a_{1}, \ldots, a_{n}\right)}^{n}$; if $v=\left(a_{1}, \ldots, a_{n}, \ldots\right)$ and $w=\left(b_{1}, \ldots, b_{n}, \ldots\right)$ with $m$ being the smallest integer where $a_{m} \neq b_{m}$, the distance between the points corresponding to $v$ and $w$ is (up to a multiplicative constant independent of $m$ ) equal to $\beta^{m}$.

Similarly, we set $J^{0}$ to be the box $[-1,1]^{4}$ in Euclidean space $\mathbb{R}^{4}$ and $J^{1}$ to be the union of the sixteen boxes

$$
(a, b, c, d)+\gamma I^{0}
$$

where $a, b, c, d$ can each equal $-\frac{1}{2}$ or $\frac{1}{2}$. We arbitrarily label these boxes $J_{j}^{1}$ for $j=1, \ldots, 16$.

The point of this construction is now to find $\eta^{\prime}>0$ such that

$$
d\left(J_{j}^{1}, J_{k}^{1}\right)>\eta^{\prime} \quad \text { for } j \neq k
$$

and

$$
d\left(J_{j}^{1}, \delta\left(J^{0}\right)\right)>\eta^{\prime} \quad \text { for all } j
$$

where the distance above is Euclidean.
Clearly, any two of the boxes in $J^{1}$ are at least $1-2 \gamma$ apart; similarly, each such box is at a distance of exactly $\frac{1}{2}-\gamma$ away from the boundary of $J^{0}$.

In subsequent stages we replace the box

$$
p+v J^{0}
$$

with the sixteen boxes

$$
p+v\left((a, b, c, d)+\gamma J^{0}\right)
$$

and denote by $J^{k}$ the union of all boxes produced in stage $k$. Note that at stage $k$, $v=\gamma^{k}$.

In stage $k$, each box has a label of the form $J_{\left(a_{1}, \ldots, a_{k}\right)}^{k}$ where each $a_{i}$ ranges from 1 to 16 ; we extend this process to stage $k+1$ by labeling the subboxes from $J_{\left(a_{1}, \ldots, a_{k}\right)}^{k}$ as $J_{\left(a_{1}, \ldots, a_{k}, v\right)}^{k+1}$ where $v=1,2, \ldots, 16$. The intersection of the $J^{k}$ 's, to be defined as $J$, is a Cantor set in $\mathbb{R}^{4}$ of dimension

$$
\log _{\gamma^{-1}} 16=4-\epsilon
$$

Each point $x \in J$ has a unique label of the form $\left(a_{1}, \ldots, a_{n}, \ldots\right)$ (where each $a_{i}$ ranges from 1 to 16) such that for each $n \in \mathbb{N}, x \in J_{\left(a_{1}, \ldots, a_{n}\right)}^{n}$; if $v=\left(a_{1}, \ldots, a_{n}, \ldots\right)$ and $w=\left(b_{1}, \ldots, b_{n}, \ldots\right)$ with $m$ being the smallest integer where $a_{m} \neq b_{m}$, the distance between the points corresponding to $v$ and $w$ is (up to a multiplicative constant independent of $m$ ) equal to $\gamma^{m}$.

We can define a Lipschitz map $F$ from $I^{0} \subset H^{1}$ to $\mathbb{R}^{4}$ whose image contains $J$ (and therefore has Hausdorff dimension $\left.\log _{\gamma^{-1}}(16)\right)$ via the following three-step process.
Step 1. Map $I$ to $J$. This is done by mapping a point in $I$ with a label of the form $\left.\overline{\left(a_{1}, \ldots\right.}, a_{n}, \ldots\right)$ to the point with the same label in $J$. By construction, one notes that if $\beta=\gamma$ then this map is bilipschitz.
Step 2. For each ordered $n$-tuple ( $a_{1}, \ldots, a_{n}$ ) with each $a_{i}$ in $\{1, \ldots, 16\}$ (this includes the zero-tuple, where we would be mapping the boundary of $I^{0}$ ) we choose a point $p_{\left(a_{1}, \ldots, a_{n}\right)}$ in $J_{\left(a_{1}, \ldots, a_{n}\right)}^{n}$ and then send all of the points in the boundary of $I_{\left(a_{1}, \ldots, a_{n}\right)}^{n}$ to $p_{\left(a_{1}, \ldots, a_{n}\right)}$.
Step 3. The remaining region of $I^{0}$ consists of sets of the form $S_{\left(a_{1}, \ldots, a_{n}\right)}^{n}$ defined as the set of all points in $I_{\left(a_{1}, \ldots, a_{n}\right)}^{n}$ which do not lie in $I_{\left(a_{1}, \ldots, a_{n}, v\right)}^{n+1}$ for $v=1,2, \ldots, 16$. The closure of this region includes the boundary of $I_{\left(a_{1}, \ldots, a_{n}\right)}^{n}$ and of $I_{\left(a_{1}, \ldots, a_{n}, v\right)}^{n+1}$ for $v=1, \ldots, 16$. Fixing $\left(a_{1}, \ldots, a_{n}\right)$ (we may work on each $S_{\left(a_{1}, \ldots, a_{n}\right)}^{n}$ separately) we define the map $f$ from the interval $[0,16]$ to $\mathbb{R}^{4}$ to be a smooth function sending 0 to $p_{\left(a_{1}, \ldots, a_{n}\right)}$ and $v=1, \ldots, 16$ to $p_{\left(a_{1}, \ldots, a_{n}, v\right)}$. We can suppose $f$ has Lipschitz norm comparable to $\gamma^{n}$. We then define $g$ to be a smooth, real-valued, Lipschitz function (with Lipschitz coefficient comparable to $\beta^{-n}$ ) on the closure of $S_{\left(a_{1}, \ldots, a_{n}\right)}^{n}$ which sends the boundary of $I_{\left(a_{1}, \ldots, a_{n}\right)}^{n}$ to 0 and the boundary of $I_{\left(a_{1}, \ldots, a_{n}, v\right)}^{n+1}$ to $v$. We can create such a $g$ by the Whitney extension theorem (the construction is more straightforward if we do not require smoothness). On the closure of $S_{\left(a_{1}, \ldots, a_{n}\right)}^{n}$ (the construction merely repeats the existing one on the boundary) set $F=f \circ g$; then $F \mid \overline{S_{\left(a_{1}, \ldots, a_{n}\right)}^{n}}$ has Lipschitz norm comparable to $\left(\frac{\gamma}{\beta}\right)^{n}$.

Note that if $\gamma<\beta,\left(\frac{\gamma}{\beta}\right)^{n}$ goes to zero as $n$ goes to infinity, which means that $F$ is differentiable (in the Pansu sense) at each point of $I$ with derivative zero. Further, by construction $F$ is $C^{1}$ outside of $I$ where the Pansu differential always has rank zero or one (and this differential approaches zero as we approach points of $I$ ); in fact, it is locally constant near the boundaries of the relevant cubes if we use the Whitney extension, so the construction here is indeed an appropriate analogue of [Kaufman 1979].

In fact, because the constructed map is constant on the boundary of $I^{0}$, nesting appropriately rescaled examples of this form inside each other yield the following corollary.

Corollary 3.3. Suppose that $G$ is a discretizable Carnot group with homogeneous dimension $k$. There exists a bounded open $U \subset G$ and a Lipschitz map $F: U \rightarrow \mathbb{R}^{k}$ such that $F(U)$ has Hausdorff dimension $k$.

## 4. Counterexamples

In this section we develop two counterexamples to show why Carnot group structure, or something close to it, is necessary for the results of the previous two sections.

## 4A. A space-filling curve.

Theorem 4.1. There exists an Ahlfors 2-regular metric space $X$ and a Lipschitz map $F: X \rightarrow \mathbb{R}^{2}$ such that $F(X)$ has positive 2-dimensional Hausdorff measure but $F$ is not bilipschitz on any set of positive 2-dimensional measure.

Proof. The function in question will be the space-filling curve $F$ from $[0,1]$ (equipped with the square root distance metric) to the unit square in $\mathbb{R}^{2}$ mentioned in Section 7.3 of [Stein and Shakarchi 2005]. Although this function is a surjective map of spaces with Hausdorff dimension 2 and Lipschitz, it is not bilipschitz on any subset with positive Hausdorff 2-measure. To see this, suppose that the space-filling curve $F$ is bilipschitz on a set $A$ with $H^{2}(A)>0$. As $F(A)$ has positive Lebesgue measure, it contains a point $x$ of Lebesgue density one. Letting $\epsilon>0$ there exists $\delta>0$ such that

$$
|B(x ; \delta) \cap F(A)|>(1-\epsilon)|B(x ; \delta)| .
$$

Writing out the binary expansion of the components of $x$ and of $\delta, B(x ; \delta)$ contains a dyadic cube $Q$ of side at least $\frac{1}{10} \delta$; since $\epsilon|B(x ; \delta)| \leq 1000 \epsilon|Q|$, we have

$$
|Q \cap F(A)|>(1-1000 \epsilon)|Q| .
$$

As $F$ is measure-preserving, letting $J$ be the preimage of $Q$ we conclude

$$
|J \cap A|>(1-1000 \epsilon)|J| .
$$

By rescaling and translating we can suppose $F$ is therefore bilipschitz on a set $A$ of Hausdorff 2-measure arbitrarily close to 1 (although the rescaled $F$ is not identical to our space-filling curve, it preserves all the relevant properties, such as being Lipschitz in the appropriate metric, measure-preserving, and sending a pair of points whose "square root" distance is at least $\frac{1}{2}$ to the same point).

Let $x, x^{\prime}$ be two points which are at least $\frac{1}{4}$ apart in Euclidean distance (and therefore $\frac{1}{2}$ away with respect to square root distance) such that $F(x)=F\left(x^{\prime}\right)$. We can suppose that $y, y^{\prime} \in A$ are arbitrarily close to $x, x^{\prime}$ respectively; therefore, $\left|y-y^{\prime}\right| \geq \frac{1}{4}$; however,

$$
\left|F(y)-F\left(y^{\prime}\right)\right| \leq|F(x)-F(y)|+\left|F\left(x^{\prime}\right)-F\left(y^{\prime}\right)\right|
$$

which can be made arbitrarily small by the Lipschitz property (all distances use the square root metric in the domain and the Euclidean metric in the image) showing that $F$ cannot be bilipschitz on $A$ with any coefficient.

In this example, the third and fourth properties (involving differentiability) from Section 2C fail. This suggests that some notion of differentiability is necessary for the results in [Jones 1988] to extend to other spaces.

## 4B. The Grushin plane.

Theorem 4.2. There exists a 2-dimensional subriemannian manifold $M$ with Hausdorff dimension 2 , an open $U \subset M$, and a Lipschitz map

$$
F: U \rightarrow \mathbb{R}^{2}
$$

which is not decomposable in the following sense: There does not exist a countable collection $\left\{A_{i}\right\}$ of sets such that

$$
H^{2}\left(F\left(U \backslash \bigcup_{i} A_{i}\right)\right)=0
$$

and $F \mid A_{i}$ is bilipschitz for each $i$.
Proof. We use the Grushin plane $M$ as our subriemannian manifold.
To construct the Grushin plane we define a riemannian metric on the following region of $\mathbb{R}^{2}:\{(x, y): y \neq 0\}$.

This metric is defined as $d s^{2}=d x^{2}+x^{-2} d y^{2}$. We then use this metric to induce a geodesic structure on all of $\mathbb{R}^{2}$, where a rectifiable curve must have horizontal tangent at each point that it crosses the $y$-axis.

One can observe that off of the vertical axis, the Grushin plane is locally bilipschitz to Euclidean space (but with a constant that blows up as we get closer to the axis). However, the distance between two points on the vertical axis is proportional to the square root of their Euclidean distance.

In other words, the Grushin plane is a union of a (disconnected) riemannian manifold and a line of Hausdorff dimension two, making it a subriemannian manifold of both Euclidean and Hausdorff dimension two.

To construct our counterexample, we consider an open neighborhood of the segment $S$ joining $(0,0)$ to $(0,1)$, say: $U_{\epsilon}=(-\epsilon, \epsilon) \times(-\epsilon, 1+\epsilon)$ for $\epsilon>0$. The space-filling curve previously constructed as in Chapter 7 of [Stein and Shakarchi 2005] has already been shown to be Lipschitz when defined as a function from a set which is bilipschitz to $S$ with image the unit square. We can extend this mapping to a Lipschitz mapping $F$ from $U_{\epsilon}$ to $\mathbb{R}^{2}$ by standard constructions (note the importance of having a Euclidean target space here).

However, there does not exist a countable collection of sets $A_{1}, \ldots, A_{n}, \ldots$ such that $G:=U_{\epsilon} \backslash \bigcup_{n} A_{n}$ is sent to a set of arbitrarily small Hausdorff content by $F$ and
$F$ is bilipschitz when restricted to the $A_{n}$. This is because $A_{n} \cap S$ must be a nullset (by the previous arguments concerning the space-filling curve for each $G$ ) which implies that $G$ must contain almost all of $S$, in the sense of Hausdorff measure. Therefore, $F(G)$ must contain almost all of the unit square in the sense of Hausdorff measure (or Hausdorff content, which is equivalent in this case), producing our desired contradiction.

In this example, the first and second properties (involving homogeneity) from Section 2C fail, which suggests that some notion of homogeneity is also necessary for the results in [Jones 1988] to extend to other spaces.
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## 1. Introduction

During the last years there has been an increasing interest in studying analysis and geometric measure theory in metric spaces (see [Ambrosio 2001; Ambrosio and Kirchheim 2000a; 2000b; Cheeger and Kleiner 2010; David and Semmes 1997; Garofalo and Nhieu 1996; Varopoulos et al. 1992] and bibliographic references therein, but this list is far from being exhaustive). In this regard, important examples of highly noneuclidean geometries are represented by the so-called Carnot-Carathéodory (or subriemannian) geometries; see [Capogna et al. 1994; Gromov 1996; Montgomery 2002; Pansu 1982; 1989; 2005; Strichartz 1986; Vershik and Gershkovich 1994]. In this context, Carnot groups play the role of modeling the tangent space (in a suitable generalized sense, which is related to the Gromov-Hausdorff convergence) of a subriemannian manifold; see [Gromov 1996; Montgomery 2002]. For this and many other reasons, Carnot groups are an intriguing field of research; see [Ambrosio et al. 2006; Balogh 2003; Balogh et al. 2009; Capogna et al. 2010; Cheng et al. 2005; Danielli et al. 2007; 2010; Franchi

[^10]et al. 2001; 2003a; 2003b; 2007; Hladky and Pauls 2008; Magnani 2002; Magnani and Vittone 2008; Montefalcone 2005; 2007a; Ritoré and Rosales 2008].

A $k$-step Carnot group $(\mathbb{G}, \bullet)$ is an $n$-dimensional, connected, simply connected, nilpotent, stratified Lie group (with respect to the group multiplication •) whose Lie algebra $\mathfrak{g} \cong \mathbb{R}^{n}$ satisfies

$$
\mathfrak{g}=H_{1} \oplus \cdots \oplus H_{k}, \quad\left[H_{1}, H_{i-1}\right]=H_{i} \quad(i=2, \ldots, k), \quad H_{k+1}=\{0\} .
$$

We assume that $h_{i}=\operatorname{dim} H_{i}(i=1, \ldots, k)$ so that $n=\sum_{i=1}^{k} h_{i}$. Any Carnot group $\mathbb{G}$ has a 1-parameter family of dilations, adapted to the stratification, that makes it a homogeneous group, in the sense of Stein's definition [1993]. We refer the reader to Section 1.1 for a more detailed introduction to Carnot groups.

In this paper, we shall prove some geometric inequalities concerning smooth hypersurfaces immersed in a subriemannian $k$-step Carnot group $\mathbb{G}$ of homogeneous dimension $Q:=\sum_{i=1}^{k} i h_{i}$. We have to stress that hypersurfaces will be endowed with the so-called $H$-perimeter measure $\sigma_{H}^{n-1}$, which is a natural substitute for the intrinsic ( $Q-1$ )-dimensional CC Hausdorff measure. In Section 1.2, we will discuss some preliminary notions concerning homogeneous measures and the horizontal geometry of hypersurfaces. Then we will recall some tools which will be important in the sequel, such as a coarea-type formula and the horizontal integration by parts theory; see Section 1.3.

In Section 2 we will extend to this setting some isoperimetric-type constants, introduced in [Cheeger 1970] for compact riemannian manifolds and later studied in [Yau 1975].

In particular, we shall prove the validity of some global inequalities for smooth compact hypersurfaces with (or without) boundary, immersed into $\mathbb{G}$. Here, we would like to remark that there is a strong relationship between these inequalities and some eigenvalue problems related to the second-order differential operator $\mathscr{L}_{H S}$ (which is nothing but a horizontal version of the Laplace-Beltrami operator); see, more precisely, Definition 21 in Section 1.2.

Roughly speaking, after defining the isoperimetric constants (in purely geometric terms), we will show that they are equal to the infimum of some Rayleigh quotients. More precisely, let $S \subset \mathbb{G}$ be a smooth hypersurface and assume $\partial S \neq \varnothing$. Furthermore, set

$$
\operatorname{Isop}(S):=\inf \frac{\sigma_{H}^{n-2}(N)}{\sigma_{H}^{n-1}\left(S_{1}\right)}
$$

where $N \subset S$ is a smooth hypersurface of $S$ such that $N \cap \partial S=\varnothing$ and $S_{1}$ is the unique ( $n-2$ )-dimensional submanifold of $S$ such that $N=\partial S_{1}$. We have to stress that $\sigma_{H}^{n-1}$ and $\sigma_{H}^{n-2}$ denote homogeneous measures on $S_{1}$ and $N$, respectively. These measures can be thought of, respectively, as the ( $Q-1$ )-dimensional and
the ( $Q-2$ )-dimensional CC Hausdorff measures on $S_{1}$ and $N$; see Section 1.2. Then, it will be shown that

$$
\operatorname{Isop}(S)=\inf \frac{\int_{S}\left|\operatorname{grad}_{H S} \psi\right| \sigma_{H}^{n-1}}{\int_{S}|\psi| \sigma_{H}^{n-1}}
$$

where the infimum is taken over suitably smooth functions on $S$ such that $\left.\psi\right|_{\partial S}=0$. As mentioned, this constant is related to the first nonzero eigenvalue $\lambda_{1}$ of the following Dirichlet-type problem:

$$
\left\{\begin{aligned}
-\mathscr{L}_{H S} \psi & =\lambda \psi, \\
\left.\psi\right|_{\partial S} & =0 ;
\end{aligned}\right.
$$

see Definition 21. Indeed, we shall see that

$$
\lambda_{1} \geq \frac{(\operatorname{Isop}(S))^{2}}{4} ;
$$

see Corollary 28. Some similar results concerning another isoperimetric constant will be proved; see Theorem 30 and Corollary 31. The proofs of these results follow the scheme of the riemannian case, for which we refer the reader to [Yau 1975]; see also [Cheeger 1970] and [Chavel 1984; 1993]. We also remark that the main technical tool in the original proofs is the coarea formula.

In Section 3 we shall prove two geometric inequalities involving volume, $H$ perimeter and the first eigenvalue of the operator $\mathscr{L}_{H S}$ on $S$. These results generalize an inequality of Chavel [1978] and an inequality of Reilly [1977], respectively.

In Section 4 we will extend to the Carnot setting some classical differentialgeometric results (such as linear isoperimetric inequalities); see, for instance, [Burago and Zalgaller 1988] and references therein. The starting point is an integral formula very similar to the euclidean Minkowski formula; see Corollary 20 for a precise statement. In particular, we will show that

$$
(h-1) \sigma_{H}^{n-1}(S) \leq R\left(\int_{S}\left(\left|\mathscr{H}_{H}\right|+\left|C_{H} v_{H}\right|\right) \sigma_{H}^{n-1}+\sigma_{H}^{n-2}(\partial S)\right),
$$

where $S \subset \mathbb{G}$ is a compact hypersurface with boundary and $R$ denotes the radius of a homogeneous $\varrho$-ball circumscribed about $S$. From this linear (isoperimetric) inequality, it is possible to infer some geometric consequences and, among them, we prove a weak monotonicity inequality for the $H$-perimeter; see Section 4.1, Proposition 38.

Section 5 contains a theorem about nonhorizontal graphs in 2-step Carnot groups. This generalizes a classical result of Heinz [1955]; see also [Chern 1965].

Let us describe this result in the simpler case of the Heisenberg group $\mathbb{H}^{1}$. So let $S \subset \mathbb{H}^{1}$ be a $T$-graph associated with a function $t=f(x, y)$ of class $C^{2}$ over the
$x y$-plane. If the horizontal mean curvature $\mathscr{H}_{H}$ of $S$ satisfies a bound $\left|\mathscr{H}_{H}\right| \geq C>0$, then

$$
C \mathscr{H}_{\mathrm{Eu}}^{2}\left(\mathscr{P}_{x y}(\vartheta)\right) \leq \mathscr{H}_{\mathrm{Eu}}^{1}\left(\mathscr{P}_{x y}(\partial \bigcup)\right)
$$

for every $C^{1}$-smooth relatively compact open set $U \subset S$, where $\mathscr{H}_{\mathrm{Eu}}^{i}(i=1,2)$ is the usual $i$-dimensional euclidean Hausdorff measure and $\mathscr{P}_{x y}$ is the orthogonal projection onto the $x y$-plane. Hence, taking $u:=S \cap C_{r}(\mathscr{T})$, where $C_{r}(\mathscr{T})$ denotes a vertical cylinder of radius $r$ around the $T$-axis of $\mathbb{H}^{1}$, yields

$$
r \leq \frac{2}{C}
$$

for every $r>0$. It follows that any entire $x y$-graph of class $C^{2}$, having either constant or only bounded horizontal mean curvature $\mathscr{H}_{H}$, must be necessarily a $H$-minimal surface. An analogous result holds true in the framework of step 2 Carnot groups; see Theorem 42.

In Section 6 we shall study some (local) Poincaré-type inequalities, depending on the local geometry of the hypersurface $S$ and, more precisely, on its characteristic set $C_{S}$; see Theorems 44 and 45 .

For instance, let $S \subset \mathbb{G}$ be a $C^{2}$-smooth hypersurface with bounded horizontal mean curvature $\mathscr{H}_{H}$. Then, we shall prove that for every $x \in S$ there exists $R_{0} \leq$ $\operatorname{dist}_{\varrho}(x, \partial S)$ (which explicitly depends on $C_{S}$ ) such that

$$
\left(\int_{S_{R}}|\psi|^{p} \sigma_{H}^{n-1}\right)^{\frac{1}{p}} \leq C_{p} R\left(\int_{S_{R}}\left|\operatorname{grad}_{H S} \psi\right|^{p} \sigma_{H}^{n-1}\right)^{\frac{1}{p}}, \quad p \in[1,+\infty[,
$$

for all $\psi \in C_{0}^{1}\left(S_{R}\right)$ and all $R \leq R_{0}$, where $S_{R}:=S \cap B_{\varrho}(x, R)$.
These results are obtained by means of elementary "linear" estimates starting from the horizontal integration by parts formula, together with a simple analysis of the role played by the characteristic set. Finally, in Section 6.1 we will prove the validity of a Caccioppoli-type inequality for weak solutions of the operator $\mathscr{L}_{H S}$.
1.1. Carnot groups. A $k$-step Carnot group $(\mathbb{G}, \bullet)$ is a finite-dimensional connected, simply connected, nilpotent and stratified Lie group with respect to a polynomial group law $\bullet$. The Lie algebra $\mathfrak{g} \cong \mathbb{R}^{n}$ fulfills the conditions $\mathfrak{g}=H_{1} \oplus \cdots \oplus H_{k}$, $\left[H_{1}, H_{i-1}\right]=H_{i}$ for all $i=2, \ldots, k+1, H_{k+1}=\{0\}$, where $[\cdot, \cdot]$ denotes the Lie bracket and each $H_{i}$ is a vector subspace of $\mathfrak{g}$. In particular, we denote by 0 the identity of $\mathbb{G}$ and assume that $\mathfrak{g} \cong T_{0} \mathbb{G}$. We also use the notation $H:=H_{1}$ and $V:=H_{2} \oplus \cdots \oplus H_{k}$. The subspaces $H$ and $V$ are smooth subbundles of $T \mathbb{G}$ called horizontal and vertical, respectively.

Notation 1. Throughout this paper, we denote by $\mathscr{P}_{H_{i}}: T \mathbb{G} \rightarrow H_{i}$ the orthogonal projection map from $T \mathbb{G}$ onto $H_{i}$ for any $i=1, \ldots, k$. In particular, we set
$\mathscr{P}_{H}:=\mathscr{P}_{H_{i}}$. Analogously, we set $\mathscr{P}_{V}: T \mathbb{G} \rightarrow V$ to denote the orthogonal projection map from $T \mathbb{G}$ onto $V$.

Let $h_{i}:=\operatorname{dim} H_{i}$ for any $i=1, \ldots, k$. Set $n_{0}:=0$ and $n_{i}:=\sum_{j=1}^{i} h_{j}$ for any $i=1, \ldots, k$. Note that $n_{1}=h_{1}, n_{2}=h_{1}+h_{2}, \ldots$, and $n_{k}=n$.

Notation 2. Throughout this paper, we set $I_{H_{i}}:=\left\{n_{i-1}+1, \ldots, n_{i}\right\}$ for any $i=1, \ldots, k$. We also set $I_{V}:=\left\{h_{1}+1, \ldots, n\right\}$ and use Greek letters $\alpha, \beta, \gamma, \ldots$, for indices in $I_{V}$. For the sake of simplicity, we set $h:=h_{1}$ and $I_{H}:=I_{H_{1}}$.

The horizontal bundle $H$ is generated by a frame $X_{H}:=\left\{X_{1}, \ldots, X_{h}\right\}$ of leftinvariant vector fields. This frame can be completed to a global graded, left-invariant frame $\underline{X}:=\left\{X_{1}, \ldots, X_{n}\right\}$ for $T \mathbb{G}$. Note that the standard basis $\left\{\mathrm{e}_{i}: i=1, \ldots, n\right\}$ of $\mathbb{R}^{n}$ can be relabeled to be graded or adapted to the stratification. Any leftinvariant vector field of the frame $\underline{X}$ is given by $X_{i}(x)=L_{x *} \mathrm{e}_{i}(i=1, \ldots, n)$, where $L_{x *}$ denotes the differential of the left-translation $L_{x}$, defined by $L_{x} y:=x \bullet y$ for all $y \in \mathbb{G}$. We also fix a euclidean metric on $\mathfrak{g}=T_{0} \mathbb{G}$ such that $\left\{\mathrm{e}_{i}: i=1, \ldots, n\right\}$ is an orthonormal basis. This metric $g=\langle\cdot, \cdot\rangle$ extends to the whole tangent bundle by left-translations and makes $\underline{X}$ an orthonormal left-invariant frame. Therefore $(\mathbb{G}, g)$ is a riemannian manifold.

Let exp: $\mathfrak{g} \rightarrow \mathbb{G}$ be the exponential map. Hereafter, we will use exponential coordinates of the first kind; see [Varadarajan 1974, Chapter 2, p. 88].

As for the case of nilpotent Lie groups, the multiplication $\bullet$ of $\mathbb{G}$ is uniquely determined by the "structure" of the Lie algebra $\mathfrak{g}$. This is the content of the Baker-Campbell-Hausdorff formula; see [Corwin and Greenleaf 1990]. More precisely,

$$
\exp (X) \cdot \exp (Y)=\exp (X \star Y) \quad \text { for all } X, Y \in \mathfrak{g}
$$

where $\star: \mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}$ denotes the Baker-Campbell-Hausdorff product, given by

$$
\left.\begin{array}{rl}
X \star Y=X+Y+\frac{1}{2}[ & X, Y]+\frac{1}{12}[X,[
\end{array} \quad \begin{array}{rl} 
& , Y]]-\frac{1}{12}[Y, \tag{1}
\end{array} \quad[X, Y]\right] .
$$

Using exponential coordinates and (1), the group multiplication • turns out to be polynomial and explicitly computable; see [Corwin and Greenleaf 1990]. Moreover, $0=\exp (0, \ldots, 0)$ and the inverse of $x \in \mathbb{G}\left(x=\exp \left(x_{1}, \ldots, x_{n}\right)\right)$ is $x^{-1}=\exp \left(-x_{1}, \ldots,-x_{n}\right)$.

A subriemannian metric $g_{H}$ is a symmetric positive bilinear form on the horizontal bundle $H$. The CC-distance $d_{\mathrm{CC}}(x, y)$ between $x, y \in \mathbb{G}$ is given by

$$
d_{\mathrm{CC}}(x, y):=\inf \int \sqrt{g_{H}(\dot{\gamma}, \dot{\gamma})} d t
$$

where the infimum is taken over all piecewise-smooth horizontal paths $\gamma$ joining $x$ to $y$. Later, we shall choose $g_{H}:=g_{\mid H}$.

Carnot groups are homogeneous groups; that is, they admit a 1-parameter group of automorphisms $\delta_{t}: \mathbb{G} \rightarrow \mathbb{G}(t \geq 0)$ defined by $\delta_{t} x:=\exp \left(\sum_{j, i_{j}} t^{j} x_{i_{j}} \mathrm{e}_{i_{j}}\right)$, where $x=\exp \left(\sum_{j, i_{j}} x_{i_{j}} \mathrm{e}_{i_{j}}\right) \in \mathbb{G}$. As already said, the homogeneous dimension of $\mathbb{G}$ is the integer $Q:=\sum_{i=1}^{k} i h_{i}$ coinciding with the Hausdorff dimension of $\left(\mathbb{G}, d_{\mathrm{CC}}\right)$ as a metric space; see [Montgomery 2002].

We recall that a continuous distance $\varrho: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{R}_{+} \cup\{0\}$ is a homogeneous distance if, and only if,
$\varrho(x, y)=\varrho(z \bullet x, z \bullet y)$ for all $x, y, z \in \mathbb{G} ; \quad \varrho\left(\delta_{t} x, \delta_{t} y\right)=t \varrho(x, y)$ for all $t \geq 0$.
The structural constants of $\mathfrak{g}$ (see [Chavel 1993]) associated with the frame $\underline{X}$ are defined by $C_{i j}^{r}:=\left\langle\left[X_{i}, X_{j}\right], X_{r}\right\rangle$ for all $i, j, r=1, \ldots, n$. They are skewsymmetric and satisfy Jacobi's identity. The stratification of the Lie algebra $\mathfrak{g}$ implies a fundamental "structural" property of Carnot groups: if $X_{i} \in H_{l}, X_{j} \in H_{m}$, then $\left[X_{i}, X_{j}\right] \in H_{l+m}$. Note that, if $i \in I_{H_{s}}$ and $j \in I_{H_{r}}$, then

$$
\begin{equation*}
C_{i j}^{m} \neq 0 \Longrightarrow m \in I_{H_{s+r}} \tag{2}
\end{equation*}
$$

Equivalently, if $C_{i j}^{r} \neq 0$, then $\operatorname{ord}(i)+\operatorname{ord}(j)=\operatorname{ord}(r)$, where ord : $\{1, \ldots, n\} \rightarrow$ $\{1, \ldots, k\}$ is the function defined as $\operatorname{ord}(l)=i \Longleftrightarrow l \in I_{H_{i}}$.
Notation 3. Henceforth, we shall set

- $C_{H}^{\alpha}:=\left[C_{i j}^{\alpha}\right]_{i, j=1, \ldots, h} \in \mathcal{M}_{h \times h}(\mathbb{R})$ for all $\alpha \in I_{H_{2}}=\left\{h+1, \ldots, h+h_{2}\right\} ;$
- $C^{\alpha}:=\left[C_{i j}^{\alpha}\right]_{i, j=1, \ldots, n} \in \mathcal{M}_{n \times n}(\mathbb{R})$ for all $\alpha \in I_{V}=\{h+1, \ldots, n\}$.

Remark 4. It is important to observe that (2) immediately implies that the matrices just defined are the only ones which can be nonzero.

Let us define the left-invariant coframe $\underline{\omega}:=\left\{\omega_{i}: i=1, \ldots, n\right\}$ dual to $\underline{X}$; i.e., $\omega_{i}=X_{i}^{*}$ for every $i=1, \ldots, n$. The left-invariant 1 -forms $\omega_{i}$ for $i=1, \ldots, n$ are uniquely determined by the condition $\omega_{i}\left(X_{j}\right)=\left\langle X_{i}, X_{j}\right\rangle=\delta_{i}^{j}$ for all $i, j=1, \ldots, n$, where $\delta_{i}^{j}$ denotes Kronecker delta.
Definition 5. We shall denote by $\nabla$ the unique left-invariant Levi-Civita connection on $\mathbb{G}$ associated with the left-invariant metric $g=\langle\cdot, \cdot\rangle$. Moreover, if $X, Y \in$ $\mathfrak{X}(H):=C^{\infty}(\mathbb{G}, H)$, we shall set

$$
\nabla_{X}^{H} Y:=\mathscr{P}_{H}\left(\nabla_{X} Y\right) .
$$

Let $\underline{X}=\left\{X_{1}, \ldots, X_{n}\right\}$ be the global left-invariant frame on $T \mathbb{G}$. Then

$$
\begin{equation*}
\nabla_{X_{i}} X_{j}=\frac{1}{2} \sum_{r=1}^{n}\left(C_{i j}^{r}-C_{j r}^{i}+C_{r i}^{j}\right) X_{r} \quad \text { for all } i, j=1, \ldots, n \tag{3}
\end{equation*}
$$

see, for instance, [Milnor 1976, Section 5, pp. 310-311]. Furthermore, we stress
that $\nabla^{H}$ is a partial connection, called horizontal $H$-connection; see [Ge 1992] or [Koiller et al. 2001]; see also [Montefalcone 2007a] and references therein. Using Definition 5 together with (3) and (2), it is not difficult to show the following:

- $\nabla^{H}$ is flat; i.e.,

$$
\nabla_{X_{i}}^{H} X_{j}=0 \quad \text { for all } i, j \in I_{H}
$$

- $\nabla^{H}$ is compatible with the subriemannian metric $g_{H}$; i.e.,

$$
X\langle Y, Z\rangle=\left\langle\nabla_{X}^{H} Y, Z\right\rangle+\left\langle Y, \nabla_{X}^{H} Z\right\rangle \quad \text { for all } X, Y, Z \in \mathfrak{X}(H)
$$

- $\nabla^{H}$ is torsion-free; i.e.,

$$
\nabla_{X}^{H} Y-\nabla_{Y}^{H} X-\mathscr{P}_{H}[X, Y]=0 \quad \text { for all } X, Y \in \mathfrak{X}(H)
$$

Definition 6. If $\psi \in C^{\infty}(\mathbb{G})$ we define the horizontal gradient of $\psi$ as the unique horizontal vector field $\operatorname{grad}_{H} \psi$ such that $\left\langle\operatorname{grad}_{H} \psi, X\right\rangle=d \psi(X)=X \psi$ for every $X \in \mathfrak{X}(H)$. The horizontal divergence of $X \in \mathfrak{X}(H), \operatorname{div}_{H} X$, is defined, at each point $x \in \mathbb{G}$, by

$$
\operatorname{div}_{H} X(x):=\operatorname{Trace}\left(Y \rightarrow \nabla_{Y}^{H} X\right)(x) \quad\left(Y \in H_{x}\right)
$$

For any $Y=\sum_{j \in I_{H}} y_{j} X_{j} \in \mathfrak{X}(H)$, we denote by $\mathscr{\mathscr { F }}_{H} Y$ the horizontal Jacobian matrix of $Y$; i.e.,

$$
\mathscr{I}_{H} Y:=\left[X_{i}\left(y_{j}\right)\right]_{j, i \in I_{H}} .
$$

Example 7 (Heisenberg group $\mathbb{H}^{n}(n \geq 1)$ ). The Lie algebra $\mathfrak{h}_{n} \cong \mathbb{R}^{2 n+1}$ of the $n$-th Heisenberg group $\mathbb{M}^{n}$ can be described by means of a left-invariant frame $\underline{Z}:=$ $\left\{X_{1}, Y_{1}, \ldots, X_{i}, Y_{i}, \ldots, X_{n}, Y_{n}, T\right\}$, where, at each $p=\exp \left(x_{1}, y_{1}, x_{2}, y_{2}, \ldots\right.$, $\left.x_{n}, y_{n}, t\right) \in \mathbb{H}^{n}$, we have set $X_{i}(p):=\partial / \partial x_{i}-\frac{1}{2} y_{i} \partial / \partial t, Y_{i}(p):=\partial / \partial y_{i}+\frac{1}{2} x_{i} \partial / \partial t$ for every $i=1, \ldots, n ; T(p):=\partial / \partial t$. One has $\left[X_{i}, Y_{i}\right]=T$ for every $i=1, \ldots, n$, and all other commutators vanish, so that $T$ is the center of $\mathfrak{h}_{n}$ and $\mathfrak{h}_{n}$ turns out to be a nilpotent and stratified Lie algebra of step 2; i.e., $\mathfrak{h}_{n}=H \oplus H_{2}$. The structural constants of $\mathfrak{h}_{n}$ are described by the skew-symmetric $(2 n \times 2 n)$-matrix

$$
C_{H}^{2 n+1}:=\left|\begin{array}{rrrrr}
0 & 1 & \cdot & 0 & 0 \\
-1 & 0 & \cdot & 0 & 0 \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
0 & 0 & \cdot & 0 & 1 \\
0 & 0 & \cdot & -1 & 0
\end{array}\right|
$$

1.2. Hypersurfaces. The (riemannian) left-invariant volume form of any Carnot group $\mathbb{G}$ is defined as $\sigma_{R}^{n}:=\bigwedge_{i=1}^{n} \omega_{i} \in \bigwedge^{n}\left(T^{*} \mathbb{G}\right)$. By integration of the $n$-form $\sigma_{R}^{n}$, one obtains the Haar measure of $\mathbb{G}$, which equals the push-forward of the $n$ dimensional Lebesgue measure $\mathscr{L}^{n}$ on $\mathfrak{g} \cong \mathbb{R}^{n}$. The symbols $\mathscr{H}_{\mathrm{CC}}^{s}$, $\mathscr{H}_{\mathrm{Eu}}^{s}$ will denote
the intrinsic CC $s$-dimensional Hausdorff measure and the euclidean $s$-dimensional Hausdorff measure, respectively. (Sometimes we will use the notation $\sigma_{R}^{n}=\mathscr{V}^{n}{ }^{n}$ ). Let $S \subset \mathbb{G}$ be a hypersurface (i.e., a codimension 1 submanifold of $\mathbb{G}$ ) of class $C^{i}$ ( $i \geq 1$ ). Let $v$ denote the (riemannian) unit normal vector along $S$. Then $x \in S$ is a characteristic point if and only if $\operatorname{dim} H_{x}=\operatorname{dim}\left(H_{x} \cap T_{x} S\right)$. The characteristic set of $S$ is given by $C_{S}:=\left\{x \in S: \operatorname{dim} H_{x}=\operatorname{dim}\left(H_{x} \cap T_{x} S\right)\right\}$. In other words, a point $x \in S$ is noncharacteristic (hereafter abbreviated as NC) if and only if $H$ is transversal to $S$ at $x$. Hence, one has $C_{S}:=\left\{x \in S:\left|\mathscr{P}_{H} \nu(x)\right|=0\right\}$, where $\mathscr{P}_{H}$ denotes orthogonal projection onto $H$. It is of fundamental importance that the ( $Q-1$ )-dimensional CC Hausdorff measure of the characteristic set $C_{S}$ vanishes; i.e., $\mathscr{H}_{\mathrm{CC}}^{Q-1}\left(C_{S}\right)=0$; see, for instance, Theorem 6.6.2 in [Magnani 2002]. We also stress that if $S$ is a hypersurface of class $C^{2}$, then precise estimates of the riemannian Hausdorff dimension of $C_{S}$ can be found in [Balogh et al. 2010]; see also [Balogh 2003] for the case of the Heisenberg group $\mathbb{H}^{n}(n \geq 1)$.

The ( $n-1$ )-dimensional riemannian measure along $S$ is defined by integration of the $(n-1)$-differential form $\sigma_{R}^{n-1}\left\llcorner S:=\left.\left(\nu \perp \sigma_{R}^{n}\right)\right|_{S}\right.$, where $\lrcorner$ denotes the "contraction" operator on differential forms; see [Federer 1969]. We recall that $\lrcorner: \bigwedge^{k}\left(T^{*} \mathbb{G}\right) \rightarrow \bigwedge^{k-1}\left(T^{*} \mathbb{G}\right)$ is defined, for $X \in T \mathbb{G}$ and $\alpha \in \bigwedge^{k}\left(T^{*} \mathbb{G}\right)$, by setting $(X \perp \alpha)\left(Y_{1}, \ldots, Y_{k-1}\right):=\alpha\left(X, Y_{1}, \ldots, Y_{k-1}\right)$.

At each NC point $x \in S \backslash C_{S}$ the unit H-normal is defined as

$$
\nu_{H}:=\frac{\mathscr{P}_{H} \nu}{\left|\mathscr{P}_{H} \nu\right|}
$$

Similarly to the riemannian case, we define an $(n-1)$-differential form $\sigma_{H}^{n-1} \in$ $\bigwedge^{n-1}\left(T^{*} S\right)$ by setting

$$
\left.\sigma_{H}^{n-1}\left\llcorner S:=\left(v_{H}\right\lrcorner \sigma_{R}^{n}\right)\right|_{S}
$$

By integration of $\sigma_{H}^{n-1} L S$, one gets a left-invariant and ( $Q-1$ )-homogeneous measure, which is called $H$-perimeter measure. This measure can be extended to the whole of $S$ by setting $\sigma_{H}^{n-1}\left\llcorner C_{S}=0\right.$. Note that $\sigma_{H}^{n-1}\left\llcorner S=\left|\mathscr{P}_{H} \nu\right| \sigma_{R}^{n-1}\llcorner S\right.$. Furthermore, denoting by $\mathscr{Y}_{\mathrm{CC}}^{Q-1}$ the $(Q-1)$-dimensional spherical intrinsic CC Hausdorff measure (i.e., associated with the CC-distance $d_{\mathrm{CC}}$ ), then

$$
\sigma_{H}^{n-1}(S \cap B)=k\left(v_{H}\right) \mathscr{S}_{\mathrm{CC}}^{Q-1}\llcorner(S \cap B) \quad \text { for all } B \in \mathscr{B} \operatorname{or}(\mathbb{G})
$$

where the density-function $k\left(v_{H}\right)$, called metric factor, explicitly depends on $v_{H}$ and $d_{\mathrm{CC}}$; see [Magnani 2002].

At each NC point $x \in S \backslash C_{S}$, the horizontal tangent bundle $H S:=H \cap T S \subset T S$ and the horizontal normal bundle $\nu_{H} S \subset H$ split the horizontal bundle $H$ into an orthogonal direct sum; i.e., $H=v_{H} \oplus H S$. The stratification of $\mathfrak{g}$ induces a
stratification of $T S:=\oplus_{i=1}^{k} H_{i} S$, where we have set $H S:=H_{1} S$; see [Gromov 1996]. Note that at any characteristic point $x \in C_{S}$ one has $H_{x}=H_{x} S$, so that

$$
\operatorname{dim}\left(H_{x} S\right)=\left\{\begin{array}{cl}
h-1 & \text { if } x \in S \backslash C_{S}, \\
h & \text { if } x \in C_{S} .
\end{array}\right.
$$

Notation 8. Throughout this paper, we denote by $\mathscr{P}_{H S}: T S \rightarrow H S$ the orthogonal projection map from $T S$ onto $H S$.

Now let $S \subset \mathbb{G}$ be a hypersurface of class $C^{2}$ and let $\nabla^{T S}$ denote the induced connection on $S$ from $\nabla$. The tangential connection $\nabla^{T S}$ induces a partial connection on $H S$ defined by

$$
\nabla_{X}^{H S} Y:=\mathscr{P}_{H S}\left(\nabla_{X}^{T S} Y\right) \quad \text { for all } X, Y \in \mathfrak{X}^{1}(H S):=C^{1}(S, H S)
$$

It turns out that

$$
\nabla_{X}^{H S} Y=\nabla_{X}^{H} Y-\left\langle\nabla_{X}^{H} Y, v_{H}\right\rangle v_{H} \quad \text { for every } X, Y \in \mathfrak{X}^{1}(H S) ;
$$

see [Montefalcone 2007a].
Definition 9 (see [Montefalcone 2007a]). We call $H S$-gradient of $\psi \in C^{1}(S)$ the unique horizontal tangent vector field $\operatorname{grad}_{H S} \psi$ such that

$$
\left\langle\operatorname{grad}_{H S} \psi, X\right\rangle=d \psi(X)=X \psi \quad \text { for all } X \in \mathfrak{X}^{1}(H S)
$$

We denote by $\operatorname{div}_{H S}$ the $H S$-divergence; i.e., if $X \in \mathfrak{X}^{1}(H S)$ and $x \in S$, then

$$
\operatorname{div}_{H S} X(x):=\operatorname{Trace}\left(Y \rightarrow \nabla_{Y}^{H S} X\right)(x) \quad\left(Y \in H_{x} S\right)
$$

The HS-Laplacian $\Delta_{H S}$ is the second-order differential operator defined as

$$
\Delta_{H S} \psi:=\operatorname{div}_{H S}\left(\operatorname{grad}_{H S} \psi\right) \quad \text { for every } \psi \in C^{2}(S)
$$

The horizontal second fundamental form of $S \backslash C_{S}$ is the map given by

$$
B_{H}(X, Y):=\left\langle\nabla_{X}^{H} Y, v_{H}\right\rangle \quad \text { for all } X, Y \in \mathfrak{X}^{1}(H S) .
$$

The horizontal mean curvature $\mathscr{H}_{H}$ is the trace of $B_{H}$; i.e., $\mathscr{H}_{H}:=\operatorname{Tr} B_{H}=-\operatorname{div}_{H} v_{H}$.
It is worth observing that the $H S$-connection admits, in general, a nonzero torsion because $B_{H}$ is not symmetric; see [Montefalcone 2007a].
Definition 10. Let $U \subseteq S$ be an open set. We shall denote by $C_{H S}^{i}(\vartheta)(i=1,2)$ the space of functions whose $H S$-derivatives up to $i$-th order are continuous on $\vartheta$.

We stress that the previous definitions concerning the horizontal second fundamental form $B_{H}(\cdot, \cdot)$ and the $H S$-connection can also be reformulated by using the function space $C_{H S}^{i}(\vartheta)(i=1,2)$ and, more precisely, by replacing $\mathfrak{X}^{1}(H S)=C^{1}(S, H S)$ with $\mathfrak{X}_{H S}^{1}(H S):=C_{H S}^{1}(S, H S)$.

Let $S \subset \mathbb{G}$ be a hypersurface of class $C^{i}(i \geq 1)$ and let $v$ be the outward-pointing unit normal vector field along $S$. We need to define some important geometric objects. To this end, we first note that $v=\mathscr{P}_{H} \nu+\mathscr{P}_{V} \nu$. By using the left-invariant frame $\underline{X}=\left\{X_{1}, \ldots, X_{n}\right\}$, we see that $\mathscr{P}_{V} \nu=\sum_{\alpha \in I_{V}} \nu_{\alpha} X_{\alpha}$, where $\nu_{\alpha}:=\left\langle\nu, X_{\alpha}\right\rangle$; see Notation 2.

Notation 11. Hereafter we shall set

- $\omega_{\alpha}:=\frac{v_{\alpha}}{\left|\mathscr{P}_{H} \nu\right|}$ for all $\alpha \in I_{V}$;
- $\varpi:=\sum_{\alpha \in I_{V}} \varpi_{\alpha} X_{\alpha} ;$
- $C_{H}:=\sum_{\alpha \in I_{H_{2}}} \varpi_{\alpha} C_{H}^{\alpha}$;
see, for instance, Notation 3 and Remark 4.
1.3. Other tools. Let $S \subset \mathbb{G}$ be a hypersurface of class $C^{i}(i \geq 1)$. Let $\partial S$ be an ( $n-2$ )-dimensional submanifold of $S$ of class $C^{1}$, oriented by the outward pointing unit normal vector $\eta \in T S \cap \operatorname{Nor}(\partial S)$. We shall denote by $\sigma_{R}^{n-2}$ the riemannian measure on $\partial S$; i.e., $\left.\sigma_{R}^{n-2}\left\llcorner\partial S=(\eta\lrcorner \sigma_{R}^{n-1}\right)\right|_{\partial S}$. In particular, note that $\left.(X\lrcorner \sigma_{H}^{n-1}\right)\left.\right|_{\partial S}=\langle X, \eta\rangle\left|\mathscr{P}_{H} \nu\right| \sigma_{R}^{n-2}\left\llcorner\partial S\right.$ for every $X \in \mathfrak{X}^{1}(T S):=C^{1}(S, T S)$. The unit $H S$-normal along $\partial S$ is given by $\eta_{H S}:=\mathscr{P}_{H S} \eta /\left|\mathscr{P}_{H S} \eta\right|$. In this way, we can define a homogeneous ( $n-2$ )-dimensional measure $\sigma_{H}^{n-2} \in \bigwedge^{n-2}\left(T^{*} \partial S\right)$ by setting $\left.\sigma_{H}^{n-2}\left\llcorner\partial S:=\left(\eta_{H S}\right\lrcorner \sigma_{H}^{n-1}\right)\right|_{\partial S}$. It follows that

$$
\sigma_{H}^{n-2}\left\llcorner\partial S=\left|\mathscr{P}_{H} \nu\right|\left|\mathscr{P}_{H S} \eta\right| \sigma_{R}^{n-2}\llcorner\partial S\right.
$$

and that $\left.(X\lrcorner \sigma_{H}^{n-1}\right)\left.\right|_{\partial S}=\left\langle X, \eta_{H S}\right\rangle \sigma_{H}^{n-2}\left\llcorner\partial S\right.$ for all $X \in \mathfrak{X}^{1}(H S):=C^{1}(S, H S)$.
Now let $v \wedge \eta \in \Lambda^{2}(T S)$ be a unit 2 -vector orienting $\partial S$, where $v \in \operatorname{Nor}(S)$ and $\eta \in T S \cap \operatorname{Nor}(\partial S)$. Then, the characteristic set of $\partial S$ is defined as

$$
C_{\partial S}:=\left\{p \in \partial S:\left|\mathscr{P}_{H}(\nu \wedge \eta)\right|=0\right\},
$$

where the orthogonal projection operator $\mathscr{P}_{H}$ is extended to 2 -vectors in the standard way.

Proposition 12. Let $S \subset \mathbb{G}$ be a compact hypersurface of class $C^{1}$ and let $\phi \in$ $C_{H S}^{1}(S)$. Then

$$
\begin{equation*}
\int_{S}\left|\operatorname{grad}_{H S} \phi(x)\right| \sigma_{H}^{n-1}(x)=\int_{\mathbb{R}} \sigma_{H}^{n-2}\left\{\phi^{-1}[s] \cap S\right\} d s \tag{4}
\end{equation*}
$$

Proof. This formula follows from the riemannian coarea formula; see [Burago and Zalgaller 1988], [Chavel 2001] or [Montefalcone 2009]. We have

$$
\int_{S} \phi(x)\left|\operatorname{grad}_{T S} \varphi(x)\right| \sigma_{R}^{n-1}(x)=\int_{\mathbb{R}} d s \int_{\varphi^{-1}[s] \cap S} \phi(y) \sigma_{R}^{n-2}(y)
$$

for every $\phi \in L^{1}\left(S, \sigma_{R}^{n-1}\right)$; see [Burago and Zalgaller 1988; Chavel 2001]. Choosing

$$
\phi=\frac{\left|\operatorname{grad}_{H S} \varphi\right|}{\left|\operatorname{grad}_{T S} \varphi\right|}\left|\mathscr{P}_{H} \nu\right|
$$

yields

$$
\int_{S} \phi\left|\operatorname{grad}_{T S} \varphi\right| \sigma_{R}^{n-1}=\int_{S} \frac{\left|\operatorname{grad}_{H S} \varphi\right|}{\left|\operatorname{grad}_{T S} \varphi\right|}\left|\operatorname{grad}_{T S} \varphi\right| \underbrace{\left|\mathscr{P}_{H} \nu\right| \sigma_{R}^{n-1}}_{=\sigma_{H}^{n-1}}=\int_{S}\left|\operatorname{grad}_{H S} \varphi\right| \sigma_{H}^{n-1} .
$$

The (riemannian) unit normal $\eta$ along $\varphi^{-1}[s]$ is given by $\eta=\operatorname{grad}_{T S} \varphi /\left|\operatorname{grad}_{T S} \varphi\right|$. Hence $\left|\mathscr{P}_{H S} \eta\right|=\left|\operatorname{grad}_{H S} \varphi\right| /\left|\operatorname{grad}_{T S} \varphi\right|$ and it turns out that

$$
\begin{aligned}
\int_{\mathbb{R}} d s \int_{\varphi^{-1}[s] \cap S} \phi(y) \sigma_{R}^{n-2} & =\int_{\mathbb{R}} d s \int_{\varphi^{-1}[s] \cap S} \frac{\left|\operatorname{grad}_{H S} \varphi\right|}{\left|\operatorname{grad}_{T S} \varphi\right|}\left|\mathscr{P}_{H} v\right| \sigma_{R}^{n-2} \\
& =\int_{\mathbb{R}} d s \int_{\varphi^{-1}[s] \cap S} \underbrace{\left|\mathscr{P}_{H S} \eta\right|\left|\mathscr{P}_{H} v\right| \sigma_{R}^{n-2}}_{=\sigma_{H}^{n-2}} \\
& =\int_{\mathbb{R}} d s \int_{\varphi^{-1}[s] \cap S} \sigma_{H}^{n-2} .
\end{aligned}
$$

Below, we recall a basic integration by parts formula for horizontal vector fields; see [Montefalcone 2007a].

Definition 13. Let $\mathscr{D}_{H S}: \mathfrak{X}_{H S}^{1}(H S) \rightarrow C(S)$ be the first-order differential operator given by

$$
\mathscr{D}_{H S} X:=\operatorname{div}_{H S} X+\left\langle C_{H} v_{H}, X\right\rangle \quad \text { for all } X \in \mathfrak{X}_{H S}^{1}(H S)\left(:=C_{H S}^{1}(S, H S)\right) .
$$

Furthermore, let $\mathscr{L}_{H S}: C_{H S}^{2}(S) \rightarrow C(S)$ be the second-order differential operator given by

$$
\mathscr{L}_{H S} \varphi:=\Delta_{H S} \varphi+\left\langle C_{H} \nu_{H}, \operatorname{grad}_{H S} \varphi\right\rangle \quad \text { for all } \varphi \in C_{H S}^{2}(S) ;
$$

see Definition 9 and Notation 11.
The horizontal matrix $C_{H}$ is a key object, related to the skew-symmetric part of the horizontal second fundamental form $B_{H}$. Note that $\mathscr{D}_{H S}(\varphi X)=\varphi \mathscr{D}_{H S} X+$ $\left\langle\operatorname{grad}_{H S} \varphi, X\right\rangle$ for every $X \in \mathfrak{X}_{H S}^{1}(H S)$ and every $\varphi \in C_{H S}^{1}(S)$. Moreover, one has $\mathscr{L}_{H S} \varphi=\mathscr{D}_{H S}\left(\operatorname{grad}_{H S} \varphi\right)$ for every $\varphi \in C_{H S}^{2}(S)$. These definitions are motivated by Theorem 3.17, Corollary 3.18 and Corollary 3.19 in [Montefalcone 2007a].
Theorem 14 (see [Montefalcone 2007a]). Let $S$ be a compact NC hypersurface of class $C^{2}$ with boundary $\partial S$ of class $C^{1}$. Then

$$
\begin{equation*}
\int_{S} \mathscr{D}_{H S} X \sigma_{H}^{n-1}=-\int_{S} \mathscr{H}_{H}\left\langle X, v_{H}\right\rangle \sigma_{H}^{n-1}+\int_{\partial S}\left\langle X, \eta_{H S}\right\rangle \sigma_{H}^{n-2} \quad \text { for all } X \in \mathfrak{X}^{1}(H) . \tag{5}
\end{equation*}
$$

Remark 15. We note that, in general, $\mathscr{H}_{H} \notin L_{\text {loc }}^{1}\left(S ; \sigma_{R}^{n-1}\right)$; see [Danielli et al. 2012]. However, it is always true that $\mathscr{H}_{H} \in L_{\text {loc }}^{1}\left(S ; \sigma_{H}^{n-1}\right)$; see, for instance, [Montefalcone 2012].

Remark 16. Let $S \subset \mathbb{G}$ be a hypersurface of class $C^{2}$ and $v$ the outward-pointing unit normal vector along $S$. For any $X \in \mathfrak{X}(\mathbb{G})$ let us set $X^{\perp}:=\langle X, \nu\rangle \nu$ and $X^{\top}:=X-X^{\perp}$ to denote the riemannian normal and tangential components of $X$ at any point of $S$. We would like to stress that formula (5) can be seen as a particular case of a general integral formula, the so-called first variation formula of the H -perimeter. More precisely, the first variation formula is given by

$$
\begin{equation*}
I_{S}\left(X, \sigma_{H}^{n-1}\right)=\int_{S}\left(-\mathscr{H}_{H}\left\langle X^{\perp}, \nu\right\rangle+\operatorname{div}_{T S}\left(X^{\top}\left|\mathscr{P}_{H} \nu\right|-\left\langle X^{\perp}, v\right\rangle v_{H}^{\top}\right)\right) \sigma_{R}^{n-1} \tag{6}
\end{equation*}
$$

where $I_{S}\left(X, \sigma_{H}^{n-1}\right)$ denotes the first derivative of the $H$-perimeter under a smooth variation of $S$ with initial velocity $X$; see [Montefalcone 2012, Theorem 4.6]. Formula (6) also holds if $C_{S} \neq \varnothing$, but in this case we need to assume $\mathscr{H}_{H} \in$ $L_{\mathrm{loc}}^{1}\left(S ; \sigma_{R}^{n-1}\right)$. We observe that, in the case of the first Heisenberg group $\mathbb{H}^{1}$, this formula coincides with that of Ritoré and Rosales [2008, Lemma 4.3, p. 14]. Note that, if $X=X_{H} \in \mathfrak{X}(H)$, then

$$
\begin{aligned}
X_{H}^{\top}\left|\mathscr{P}_{H} \nu\right|-\left\langle X_{H}^{\perp}\right. & , \nu\rangle \nu_{H}^{\top} \\
& =\left(X_{H}-\left|\mathscr{P}_{H} \nu\right|\left\langle X_{H}, v_{H}\right\rangle \nu\right)\left|\mathscr{P}_{H} \nu\right|-\left|\mathscr{P}_{H} \nu\right|\left\langle X_{H}, v\right\rangle\left(\nu_{H}-\left|\mathscr{P}_{H} \nu\right| \nu\right) \\
& =\left(X_{H}-\left\langle X_{H}, v\right\rangle v_{H}\right)\left|\mathscr{P}_{H} \nu\right|=\mathscr{P}_{H S}\left(X_{H}\right)\left|\mathscr{P}_{H} \nu\right|,
\end{aligned}
$$

where we have used the fact that $v=\left|\mathscr{P}_{H} \nu\right| \nu_{H}+\sum_{\alpha \in I_{V}} \nu_{\alpha} X_{\alpha}$ at each NC point. Finally, inserting this into (6), we obtain an equivalent form of (5). In particular, for any $X \in \mathfrak{X}(H)$ the function $\mathscr{D}_{H S} X$ turns out to be the Lie derivative of the differential ( $n-1$ )-form $\sigma_{H}^{n-1}\llcorner S$ with respect to the initial velocity $X$ of a smooth variation of $S$. Roughly speaking, this can be rephrased by saying that the differential ( $n-1$ )-form ( $\left.\mathscr{D}_{H S} X\right) \sigma_{H}^{n-1} \in \Lambda^{n-1}\left(T^{*} S\right)$ is the "infinitesimal" first variation of $S$.

Formula (5) holds true even if $C_{S} \neq \varnothing$, at least under suitable assumptions.
Definition 17. Let $X \in C^{1}\left(S \backslash C_{S}, H S\right)$ and set $\left.\alpha_{X}:=(X\lrcorner \sigma_{H}^{n-1}\right) \mid S$. We say that $X$ is admissible (for the horizontal divergence formula) if the differential forms $\alpha_{X}$ and $d \alpha_{X}$ are continuous on all of $S$, or, more generally, if $\alpha, d \alpha \in L^{\infty}(S)$ and $\imath_{S}^{*} \alpha \in L^{\infty}(\partial S)$. We say that $\phi \in C_{H S}^{2}\left(S \backslash C_{S}\right)$ is admissible if $\operatorname{grad}_{H S} \phi$ is admissible for the horizontal divergence formula.

We stress that, if the differential forms $\alpha_{X}$ and $d \alpha_{X}$ are continuous on all of $S$ (or, more generally, if $\alpha, d \alpha \in L^{\infty}(S)$ and $l_{S}^{*} \alpha \in L^{\infty}(\partial S)$, where $l_{S}: \partial M \rightarrow \bar{M}$ is the natural inclusion), then Stokes' formula holds true; see, for instance, [Taylor 2006]. This fact motivates the following:

Corollary 18. Let $S \subset \mathbb{G}$ be a compact hypersurface of class $C^{2}$ with boundary $\partial S$ of class $C^{1}$. Then:
(i) $\int_{S} \mathscr{D}_{H S} X \sigma_{H}^{n-1}=\int_{\partial S}\left\langle X, \eta_{H S}\right\rangle \sigma_{H}^{n-2}$ for every admissible $X \in C^{1}\left(S \backslash C_{S}, H S\right)$.
(ii) $\int_{S} \mathscr{L}_{H S} \phi \sigma_{H}^{n-1}=\int_{\partial S}\left\langle\operatorname{grad}_{H S} \phi, \eta_{H S}\right\rangle \sigma_{H}^{n-2}$ for every admissible $\phi \in C_{H S}^{2}\left(S \backslash C_{S}\right)$.
(iii) If $\partial S=\varnothing$, then

$$
-\int_{S} \varphi \mathscr{L}_{H S} \varphi \sigma_{H}^{n-1}=\int_{S}\left|\operatorname{grad}_{H S} \varphi\right|^{2} \sigma_{H}^{n-1}
$$

for every $\varphi \in C_{H S}^{2}\left(S \backslash C_{S}\right)$ such that $\varphi^{2}$ is admissible.
The last formula holds even if $\partial S \neq \varnothing$, but for compactly supported functions. One can show that $\varphi^{2}$ is admissible if and only if $\varphi \in C_{H S}^{2}\left(S \backslash C_{S}\right) \cap W_{H S}^{1,2}\left(S, \sigma_{H}^{n-1}\right)$, where we have set $W_{H S}^{1,2}\left(S, \sigma_{H}^{n-1}\right):=\left\{\varphi \in L^{2}\left(S, \sigma_{H}^{n-1}\right):\left|\operatorname{grad}_{H S} \varphi\right| \in L^{2}\left(S, \sigma_{H}^{n-1}\right)\right\}$. We also remark that any vector field $X \in C^{1}(S, H S)$ turns out to be admissible. Analogously, any $\varphi \in C_{H S}^{2}(S)$ is admissible.

Lemma 19. Let $x_{H}:=\sum_{i \in I_{H}} x_{i} X_{i}$ be the "horizontal position vector" and let $g_{H}$ denote its component along the $H$-normal $\nu_{H}$; i.e., $g_{H}:=\left\langle x_{H}, \nu_{H}\right\rangle$. In the sequel, the function $g_{H}$ will be called "horizontal support function" of $x_{H}$. Then, we have:
(i) $\operatorname{div}_{H} x_{H}=h$;
(ii) $\mathscr{D}_{H S}\left(x_{H S}\right)=(h-1)+g_{H} \mathscr{H}_{H}+\left\langle C_{H} v_{H}, x_{H S}\right\rangle$ at each NC point $x \in S \backslash C_{S}$, where $x_{H S}:=x_{H}-g_{H} v_{H}$.
Proof. We have $\operatorname{div}_{H} x_{H}=\sum_{i=1}^{h}\left\langle\nabla_{X_{i}} x_{H}, X_{i}\right\rangle=\sum_{i, j=1}^{h}\left(X_{i}\left(x_{j}\right)+\left\langle\nabla_{X_{i}} X_{j}, X_{i}\right\rangle\right)=$ $\sum_{i, j=1}^{h} \delta_{i}^{j}=h$, where $\delta_{i}^{j}$ denotes Kronecker's delta; here we have used $\mathscr{\mathscr { F }}_{H}\left(x_{H}\right)=$ $\mathbf{I d}_{h}$ and $\left\langle\nabla_{X_{i}} X_{j}, X_{i}\right\rangle=0$ for all $i, j \in I_{H}$; see Definition 6 and formula (6). Furthermore, by definition, one has $\operatorname{div}_{H S} x_{H}=\operatorname{div}_{H} x_{H}-\left\langle\nabla_{v_{H}} x_{H}, v_{H}\right\rangle$. Hence $\operatorname{div}_{H S} x_{H}=h-\left\langle v_{H}, v_{H}\right\rangle=h-1$. Furthermore, by definition, we have

$$
\begin{equation*}
\operatorname{div}_{H S} x_{H S}=\sum_{i=2}^{h}\left\langle\nabla_{\tau_{i}}\left(x_{H}-g_{H} v_{H}\right), \tau_{i}\right\rangle, \tag{7}
\end{equation*}
$$

where we have used an orthonormal horizontal frame $\underline{\tau}_{H}:=\left\{\tau_{1}, \ldots, \tau_{h}\right\}$ in an open neighborhood $U \subset \mathbb{G}$ of $S$ such that $\tau_{1}(x)=v_{H}(x)$ at any $x \in S \backslash C_{S}$; see, for instance, Definition 3.4 in [Montefalcone 2007a]. Starting from (7), we compute

$$
\operatorname{div}_{H S} x_{H S}=\sum_{i=2}^{h}\left(\left\langle\tau_{i}, \tau_{i}\right\rangle-g_{H}\left\langle\nabla_{\tau_{i}}^{H} \nu_{H}, \tau_{i}\right\rangle\right)=(h-1)-g_{H} \operatorname{div}_{H} v_{H}=(h-1)+g_{H} \mathscr{\mathscr { H }}_{H}
$$

for every $x \in S \backslash C_{S}$. The thesis easily follows from the definition of $\mathscr{D}_{H S}$.
A simple consequence of Corollary 18 and Lemma 19 is given by the following:

Corollary 20 (Minkowski-type formula). Let $S \subset \mathbb{G}$ be a compact hypersurface of class $C^{2}$. Let $x_{H}=\sum_{i \in I_{H}} x_{i} X_{i}$ be the horizontal position vector. Furthermore, set $g_{H}=\left\langle x_{H}, v_{H}\right\rangle$ and $x_{H S}=x-g_{H} v_{H}$ for every $x \in S \backslash C_{S}$. Then

$$
\int_{S}\left((h-1)+g_{H} \mathscr{H}_{H}+\left\langle C_{H} v_{H}, x_{H S}\right\rangle\right) \sigma_{H}^{n-1}=0 .
$$

Proof. It is enough to apply Corollary 18 to the horizontal tangent vector field $x_{H S} \in$ $C^{1}\left(S \backslash C_{S}, H S\right)$. Using Remark 15 and Lemma 19 the thesis easily follows.
Definition 21 (eigenvalue problems for $\mathscr{L}_{H S}$ ). Let $S \subset \mathbb{G}$ be a compact hypersurface of class $C^{2}$ without boundary. Then we look for solutions of class $C_{H S}^{2}\left(S \backslash C_{S}\right) \cap$ $W_{H S}^{1,2}\left(S, \sigma_{H}^{n-1}\right)$ to the problem

$$
\left(\mathrm{P}_{1}\right) \quad\left\{\begin{aligned}
-\mathscr{L}_{H S} \psi & =\lambda \psi ; \\
\int_{S} \psi \sigma_{H}^{n-1} & =0 .
\end{aligned}\right.
$$

If $\partial S \neq \varnothing$, we look for solutions of class $C_{H S}^{2}\left(S \backslash C_{S}\right) \cap W_{H S}^{1,2}\left(S, \sigma_{H}^{n-1}\right)$ to the problems

$$
\left(\mathrm{P}_{2}\right) \quad\left\{\begin{array} { r l } 
{ - \mathscr { L } _ { H S } \psi } & { = \lambda \psi ; } \\
{ \psi | _ { \partial S } } & { = 0 ; }
\end{array} \quad ( \mathrm { P } _ { 3 } ) \quad \left\{\begin{array}{rl}
-\mathscr{L}_{H S} \psi & =\lambda \psi ; \\
\left.\frac{\partial \psi}{\partial \eta_{H S}}\right|_{\partial S} & =0 .
\end{array}\right.\right.
$$

We explicitly remark that $\partial \psi / \partial \eta_{H S}=\left\langle\operatorname{grad}_{H S} \psi, \eta_{H S}\right\rangle$.
The problems $\left(\mathrm{P}_{1}\right),\left(\mathrm{P}_{2}\right)$ and $\left(\mathrm{P}_{3}\right)$ generalize to our context the classical closed, Dirichlet and Neumann eigenvalue problems for the Laplace-Beltrami operator on riemannian manifolds; see [Chavel 1984; 1993].

Finally, we recall a recent general result about the size of horizontal tangencies to noninvolutive distributions, which applies to our Carnot setting; see Theorem 4.5 in [Balogh et al. 2010].

Theorem 22 (generalized Derridj's theorem). Let $\mathbb{G}$ be a $k$-step Carnot group.
(i) If $S \subset \mathbb{G}$ is a hypersurface of class $C^{2}$, the euclidean-Hausdorff dimension of the characteristic set $C_{S}$ of $S$ satisfies $\operatorname{dim}_{\text {Eu-Hau }}\left(C_{N}\right) \leq n-2$.
(ii) If $V=H^{\perp} \subset T \mathbb{G}$ satisfies $\operatorname{dim} V \geq 2$ and $N \subset \mathbb{G}$ is an ( $n-2$ )-dimensional submanifold of class $C^{2}$, then the euclidean-Hausdorff dimension of the characteristic set $C_{N}$ of $N$ satisfies $\operatorname{dim}_{\text {Eu-Hau }}\left(C_{N}\right) \leq n-3$.
Remark 23. Let $N \subset \mathbb{G}$ be an $(n-2)$-dimensional submanifold of class $C^{2}$. This smoothness condition is sharp; see [Balogh et al. 2010]. Moreover, we stress that $\operatorname{dim} V=1$ just for Heisenberg groups and 2-step Carnot groups having 1dimensional center. For Heisenberg groups $\mathbb{\Perp}^{n}, n>1$, using Frobenius' theorem yields $\operatorname{dim}_{\text {Eu-Hau }}\left(C_{N}\right) \leq n$, where $n=\frac{1}{2} \operatorname{dim} H$; see also [Balogh et al. 2010]. On the contrary, 1-dimensional curves in $\mathbb{-}^{1}$ can be horizontal or transversal to $H$. For

2-step groups having 1-dimensional center (or, equivalently, horizontal bundle $H$ of codimension 1) a simple analysis shows that $\operatorname{dim}_{\text {Eu-Hau }}\left(C_{N}\right)=n-2$ if, and only if, $\mathbb{G}$ reduces to the direct product of $\mathbb{H}^{1}$ and of a euclidean space $\mathbb{R}^{h-2}$.

## 2. Isoperimetric constants and the first eigenvalue of $\mathscr{L}_{H S}$ on compact hypersurfaces

As a consequence of the coarea formula (4) we may generalize to the Carnot groups setting some results about isoperimetric constants and global Poincaré inequalities for which we refer the reader to [Chavel 1984; 1993]; see also [Cheeger 1970; Yau 1975].

Let $S \subset \mathbb{G}$ be a compact hypersurface of class $C^{2}$ with (or without) boundary. Similarly as in the riemannian setting (see [Cheeger 1970; Yau 1975]), we may give the following:

Definition 24. The isoperimetric constant $\operatorname{Isop}(S)$ of $S$ is defined as follows:

- If $\partial S=\varnothing$, we set

$$
\operatorname{Isop}(S):=\inf \frac{\sigma_{H}^{n-2}(N)}{\min \left\{\sigma_{H}^{n-1}\left(S_{1}\right), \sigma_{H}^{n-1}\left(S_{2}\right)\right\}}
$$

where the infimum is taken over all $C^{2}$-smooth ( $n-2$ )-dimensional submanifolds $N$ of $S$ which divide $S$ into two hypersurfaces $S_{1}, S_{2}$ with common boundary $N=\partial S_{1}=\partial S_{2}$.

- If $\partial S \neq \varnothing$, we set

$$
\operatorname{Isop}(S):=\inf \frac{\sigma_{H}^{n-2}(N)}{\sigma_{H}^{n-1}\left(S_{1}\right)},
$$

where $N \subset S$ is a smooth hypersurface of $S$ such that $N \cap \partial S=\varnothing$ and $S_{1}$ is the unique $C^{2}$-smooth ( $n-2$ )-dimensional submanifold of $S$ such that $N=\partial S_{1}$.

Here $\partial S, S_{1}, S_{2}$ and $N=\partial S_{i}(i=1,2)$ are not assumed to be connected.
This definition requires some comments. As recalled in the introduction, in the riemannian setting analogous isoperimetric constants were introduced in [Cheeger 1970], in order to give a geometric lower bound for the smallest eigenvalue of the Laplace-Beltrami operator on smooth compact riemannian manifolds. This definition was somewhat motivated by an example of Calabi, the so-called dumbbell manifold, homeomorphic to $\mathbf{S}^{\mathbf{2}}$. Actually, an analysis of this example shows that, in order to bound $\lambda$ from below, the diameter and the volume are not enough.

We also have to recall that these isoperimetric constants turn out to be strictly positive. Although this claim turns out to be (more or less) elementary in dimension
$n=2$, it becomes a bit more difficult when $n>2$; see [Cheeger 1970]. Some years after Cheeger's result, Yau [1975] reconsidered the isoperimetric constants and demonstrated that $\lambda$ has a bound in terms of volume, diameter and (of a lower bound of the) Ricci curvature. See the survey [Li 1982] for a glimpse on this topic.

Below we shall generalize some of the results of [Yau 1975]. Our results will follow the original scheme, which is based mainly on a suitable use of the coarea formula for smooth functions. Note also that, instead of $C^{\infty}$-smooth hypersurfaces, here we are considering hypersurfaces of class $C^{2}$. We have to observe that all the results could also be stated for $C^{1}$ hypersurfaces. But the delicate matter here is that in our setting, new difficulties come from the presence of characteristic points and, in the $C^{1}$ case, it is not simple to prove that isoperimetric constants are strictly positive. Actually, the following further hypothesis seems to be unavoidable in order to have nonzero isoperimetric constants:
(H) Every $C^{2}$-smooth ( $n-2$ )-dimensional submanifold $N \subset S$ satisfies

$$
\operatorname{dim} C_{N}<n-2
$$

This assumption can be overcome by using the generalized Derridj's theorem, (Theorem 22); see also Remark 23. As a consequence, the results of this section are "meaningful" (in the sense that the isoperimetric constants do not vanish) at least for any Carnot group $\mathbb{G}$ such that $\operatorname{dim} V \geq 2$ and for all Heisenberg groups $\mathbb{H}^{n}$, with $n>1$.
Theorem 25. Let $S \subset \mathbb{G}$ be a compact hypersurface of class $C^{2}$.
(i) If $\partial S=\varnothing$, then

$$
\operatorname{Isop}(S)=\inf \frac{\int_{S}\left|\operatorname{grad}_{H S} \psi\right| \sigma_{H}^{n-1}}{\int_{S}|\psi| \sigma_{H}^{n-1}}
$$

where the infimum is taken over all $C^{2}$-smooth functions on $S$ such that $\int_{S} \psi \sigma_{H}^{n-1}=0$.
(ii) If $\partial S \neq \varnothing$, then

$$
\operatorname{Isop}(S)=\inf \frac{\int_{S}\left|\operatorname{grad}_{H S} \psi\right| \sigma_{H}^{n-1}}{\int_{S}|\psi| \sigma_{H}^{n-1}}
$$

where the infimum is taken over all $C^{2}$-smooth functions on $S$ such that $\left.\psi\right|_{\partial S}=0$.

Warning 26. The definition of $\operatorname{Isop}(S)$ can be weakened. For instance, part (i) of Definition 24 can be given by assuming $S$ of class $C^{1}$ and then by taking the infimum over all ( $n-2$ )-dimensional submanifolds $N$ of $S$ of class $C^{1}$ which divide $S$ into two hypersurfaces $S_{1}, S_{2}$ with common boundary $N=\partial S_{1}=\partial S_{2}$.

In this case, Theorem 25(i) holds, without modifications, by taking the infimum over $C_{H S}^{1}$-smooth functions. If $\partial S \neq \varnothing$ an analogous claim holds, for the other isoperimetric constant. Furthermore, equivalent remarks can be given for all the results of this section. Nevertheless, as already said, this weaker formulation seems to be less meaningful because of the presence of characteristic points.

Warning 27. Throughout this section, we shall fix a homogeneous distance $\varrho$ on $\mathbb{G}$ of class $C^{1}$ outside the diagonal of $\mathbb{G}$.

Proof of Theorem 25. The proof repeats almost verbatim the arguments of Theorem 1 in [Yau 1975]. We just prove the theorem for $\partial S=\varnothing$ since the other case is analogous. First, let us prove the inequality

$$
\operatorname{Isop}(S) \leq \inf \frac{\int_{S}\left|\operatorname{grad}_{H S} \psi\right| \sigma_{H}^{n-1}}{\int_{S}|\psi| \sigma_{H}^{n-1}}
$$

where $\psi \in C^{2}(S)$ and $\int_{S} \psi \sigma_{H}^{n-1}=0$. To prove this inequality let us consider the auxiliary functions $\psi^{+}=\max \{0, \psi\}, \psi^{-}=\max \{0,-\psi\}$. By applying the coarea formula (4) and the definition of $\operatorname{Isop}(S)$ we get that

$$
\int_{S}\left|\operatorname{grad}_{H S} \psi^{ \pm}\right| \sigma_{H}^{n-1}=\int_{0}^{+\infty} \sigma_{H}^{n-2}\left\{x \in S: \psi^{ \pm}=t\right\} d t \geq \operatorname{Isop}(S) \int_{S}\left|\psi^{ \pm}\right| \sigma_{H}^{n-1} .
$$

Now we shall prove the reversed inequality. So let us assume that $\sigma_{H}^{n-1}\left(S_{1}\right) \leq$ $\sigma_{H}^{n-1}\left(S_{2}\right)$ and let $\epsilon>0$. By making use of the fixed homogeneous distance $\varrho$ on $\mathbb{G}$, we now define a function $\psi_{\epsilon}: S \rightarrow \mathbb{R}$ by setting

$$
\begin{align*}
& \left.\psi_{\epsilon}(x)\right|_{S_{1}}:=\left\{\begin{array}{cl}
\frac{\varrho(x, N)}{\epsilon} & \text { if } \varrho(x, N) \leq \epsilon, \\
1 & \text { if } \varrho(x, N)>\epsilon,
\end{array}\right.  \tag{8}\\
& \left.\psi_{\epsilon}(x)\right|_{S_{2}}:=\left\{\begin{array}{cc}
-\alpha \frac{\varrho(x, N)}{\epsilon} & \text { if } \varrho(x, N) \leq \epsilon, \\
-\alpha & \text { if } \varrho(x, N)>\epsilon,
\end{array}\right.
\end{align*}
$$

where the constant $\alpha$ depends on $\epsilon$ and is chosen in a way that $\int_{S} \psi_{\epsilon} \sigma_{H}^{n-1}=0$. Obviously

$$
\lim _{\epsilon \rightarrow 0} \alpha=\frac{\sigma_{H}^{n-1}\left(S_{1}\right)}{\sigma_{H}^{n-1}\left(S_{2}\right)} .
$$

Since

$$
\begin{aligned}
\int_{S}\left|\operatorname{grad}_{H S} \psi_{\epsilon}\right| \sigma_{H}^{n-1} & =\frac{1+\alpha}{\epsilon} \int_{N_{\epsilon}:=\{x \in S: \varrho(x, N) \leq \epsilon\}}\left|\operatorname{grad}_{H S} \varrho(x, N)\right| \sigma_{H}^{n-1} \\
& =\frac{1+\alpha}{\epsilon} \int_{0}^{\epsilon} \sigma_{H}^{n-2}\left\{x \in N_{\epsilon}: \varrho(x, N)=t\right\} d t
\end{aligned}
$$

one gets

$$
\lim _{\epsilon \rightarrow 0} \int_{S}\left|\operatorname{grad}_{H S} \psi_{\epsilon}\right| \sigma_{H}^{n-1}=(1+\alpha) \sigma_{H}^{n-2}(N)
$$

Moreover $\lim _{\epsilon \rightarrow 0} \int_{S}\left|\psi_{\epsilon}\right| \sigma_{H}^{n-1}=\sigma_{H}^{n-1}\left(S_{1}\right)+\alpha \sigma_{H}^{n-1}\left(S_{2}\right)$. Putting it all together we get

$$
\inf _{\psi} \frac{\int_{S}\left|\operatorname{grad}_{H S} \psi\right| \sigma_{H}^{n-1}}{\int_{S}|\psi| \sigma_{H}^{n-1}} \leq \lim _{\epsilon \rightarrow 0} \frac{\int_{S}\left|\operatorname{grad}_{H S} \psi \epsilon\right| \sigma_{H}^{n-1}}{\int_{S}\left|\psi_{\epsilon}\right| \sigma_{H}^{n-1}} \leq \frac{\sigma_{H}^{n-1}(N)}{\sigma_{H}^{n-2}\left(S_{1}\right)}
$$

If we take the infimum over $N$ and $S_{1}$, the inequality follows.
Corollary 28. Let $\lambda_{1}$ be the first nonzero eigenvalue of either the closed eigenvalue problem or the Dirichlet eigenvalue problem (see Definition 21). Then we have $\lambda_{1} \geq \frac{1}{4}(\operatorname{Isop}(S))^{2}$.

Proof. We just prove the first claim, as the second claim is similar. Let $\psi$ be an eigenfunction of $\mathscr{L}_{H S}$ corresponding to $\lambda_{1}$. Then

$$
\begin{aligned}
\lambda_{1} & =-\frac{\int_{S} \psi \mathscr{L}_{H S} \psi \sigma_{H}^{n-1}}{\int_{S}|\psi|^{2} \sigma_{H}^{n-1}}=\frac{\int_{S}\left|\operatorname{grad}_{H S} \psi\right|^{2} \sigma_{H}^{n-1}}{\int_{S}|\psi|^{2} \sigma_{H}^{n-1}}=\frac{\int_{S}\left|\operatorname{grad}_{H S} \psi\right|^{2} \sigma_{H}^{n-1}}{\left(\int_{S}|\psi|^{2} \sigma_{H}^{n-1}\right)^{2}} \int_{S}|\psi|^{2} \sigma_{H}^{n-1} \\
& \geq \frac{\left(\int_{S}|\psi|\left|\operatorname{grad}_{H S} \psi\right| \sigma_{H}^{n-1}\right)^{2}}{\left(\int_{S}|\psi|^{2} \sigma_{H}^{n-1}\right)^{2}}=\frac{1}{4} \frac{\left(\int_{S}\left|\operatorname{grad}_{H S} \psi^{2}\right| \sigma_{H}^{n-1}\right)^{2}}{\left(\int_{S} \psi^{2} \sigma_{H}^{n-1}\right)^{2}} \geq \frac{(\operatorname{Isop}(S))^{2}}{4},
\end{aligned}
$$

where we have used Theorem 25 together with the Cauchy-Schwarz inequality.
We now extend, to Carnot groups, another isoperimetric constant and some related facts which, in the riemannian case, were studied in [Yau 1975].

Definition 29. The isoperimetric constant $\operatorname{Isop}_{0}(S)$ of any $C^{2}$-smooth compact hypersurface $S \subset \mathbb{G}$ with boundary $\partial S$ is given by

$$
\operatorname{Isop}_{0}(S):=\inf \left\{\frac{\sigma_{H}^{n-2}\left(\partial S_{1} \cap \partial S_{2}\right)}{\min \left\{\sigma_{H}^{n-1}\left(S_{1}\right), \sigma_{H}^{n-1}\left(S_{2}\right)\right\}}\right\}
$$

where the infimum is taken over all decompositions $S=S_{1} \cup S_{2}$ such that $\sigma_{H}^{n-1}\left(S_{1} \cap S_{2}\right)=0$.

Theorem 30. Let $S \subset \mathbb{G}$ be a compact hypersurface of class $C^{2}$ with boundary. Then

$$
\operatorname{Isop}_{0}(S)=\inf \left\{\frac{\int_{S}\left|\operatorname{grad}_{H S} \psi\right| \sigma_{H}^{n-1}}{\inf _{\beta \in \mathbb{R}} \int_{S}|\psi-\beta| \sigma_{H}^{n-1}}\right\}
$$

where the infimum is taken over all $C^{2}$-functions defined on $S$.

Proof. The proof is analogous to that of Theorem 6 in [Yau 1975]. First, let us prove the inequality

$$
\operatorname{Isop}(S) \leq \inf \frac{\int_{S}\left|\operatorname{grad}_{H S} \psi\right| \sigma_{H}^{n-1}}{\int_{S}|\psi| \sigma_{H}^{n-1}}
$$

To this end, let us define the functions $\psi^{+}:=\max \{0, \psi-k\}, \psi^{-}:=-\min \{0, \psi-k\}$, where $k \in \mathbb{R}$ is any constant such that

$$
\sigma_{H}^{n-1}\left\{x \in S: \psi^{+}>0\right\} \leq \frac{1}{2} \sigma_{H}^{n-1}(S), \quad \sigma_{H}^{n-1}\left\{x \in S: \psi^{-}>0\right\} \leq \frac{1}{2} \sigma_{H}^{n-1}(S) .
$$

By using again the coarea formula (4) together with the definition of $\operatorname{Isop}_{0}(S)$ we get that
$\int_{S}\left|\operatorname{grad}_{H S} \psi^{ \pm}\right| \sigma_{H}^{n-1}=\int_{0}^{+\infty} \sigma_{H}^{n-2}\left\{x \in S: \psi^{ \pm}=t\right\} d t \geq \operatorname{Isop}(S) \int_{S}\left|\psi^{ \pm}\right| \sigma_{H}^{n-1}$.
We prove the other inequality. Assuming $\sigma_{H}^{n-1}\left(S_{1}\right) \leq \sigma_{H}^{n-1}\left(S_{2}\right)$ and $\epsilon>0$, we define the function
(9) $\left.\psi_{\epsilon}(x)\right|_{S_{1}}:=1,\left.\quad \psi_{\epsilon}(x)\right|_{S_{2}}:=\left\{\begin{array}{cl}1-\frac{\varrho\left(x, \partial S_{1} \cap \partial S_{2}\right)}{\epsilon} & \left.\text { if } \varrho\left(x, \partial S_{1} \cap \partial S_{2}\right)\right) \leq \epsilon, \\ 0 & \left.\text { if } \varrho\left(x, \partial S_{1} \cap \partial S_{2}\right)\right)>\epsilon .\end{array}\right.$

Furthermore, one can find a constant $k(\epsilon)$ satisfying

$$
\int_{S}\left|\psi_{\epsilon}-k(\epsilon)\right| \sigma_{H}^{n-1}=\inf _{\beta \in \mathbb{R}} \int_{S}\left|\psi_{\epsilon}-\beta\right| \sigma_{H}^{n-1}
$$

and such that $k(\epsilon) \rightarrow 0$ for $\epsilon \rightarrow 0^{+}$. Hence

$$
\lim _{\epsilon \rightarrow 0}\left\{\frac{\int_{S}\left|\operatorname{grad}_{H S} \psi_{\epsilon}\right| \sigma_{H}^{n-1}}{\inf _{\beta \in \mathbb{R}} \int_{S}\left|\psi_{\epsilon}-\beta\right| \sigma_{H}^{n-1}}\right\} \leq \frac{\sigma_{H}^{n-2}\left(\partial S_{1} \cap \partial S_{2}\right)}{\min \left\{\sigma_{H}^{n-1}\left(S_{1}\right), \sigma_{H}^{n-1}\left(S_{2}\right)\right\}} .
$$

Corollary 31. Let $S \subset \mathbb{G}$ be a compact hypersurface of class $C^{2}$. Then

$$
\begin{equation*}
\int_{S}|\psi-k|^{2} \sigma_{H}^{n-1} \leq \frac{4}{\left(\operatorname{Isop}_{0}(S)\right)^{2}} \int_{S}\left|\operatorname{grad}_{H S} \psi\right|^{2} \sigma_{H}^{n-1} \tag{10}
\end{equation*}
$$

for every $\psi \in C^{2}(S)$ and every $k \in \mathbb{R}$ such that

$$
\sigma_{H}^{n-1}\{x \in S: \psi \geq k\} \geq \frac{1}{2} \sigma_{H}^{n-1}(S), \quad \sigma_{H}^{n-1}\{x \in S: \psi \leq k\} \geq \frac{1}{2} \sigma_{H}^{n-1}(S) .
$$

Furthermore, if $\psi \in C^{2}(S)$ and $\int_{S} \psi \sigma_{H}^{n-1}=0$, then

$$
\begin{equation*}
\int_{S}|\psi|^{2} \sigma_{H}^{n-1} \leq \frac{4}{\left(\operatorname{Isop}_{0}(S)\right)^{2}} \int_{S}\left|\operatorname{grad}_{H S} \psi\right|^{2} \sigma_{H}^{n-1} . \tag{11}
\end{equation*}
$$

Proof. One has $\int_{S}\left(\psi^{+} \cdot \psi^{-}\right) \sigma_{H}^{n-1}=0$, where the functions $\psi^{ \pm}$are defined as in the proof of Theorem 30. Moreover, by using once more coarea formula, we get

$$
\begin{aligned}
\int_{S}|\psi-k|^{2} \sigma_{H}^{n-1} & =\int_{S}\left|\psi^{+}+\psi^{-}\right|^{2} \sigma_{H}^{n-1} \leq \int_{S}\left|\psi^{+}\right|^{2} \sigma_{H}^{n-1}+\int_{S}\left|\psi^{-}\right|^{2} \sigma_{H}^{n-1} \\
& \leq \frac{1}{\operatorname{Isop}_{0}(S)}\left(\int_{S}\left|\operatorname{grad}_{H S}\left(\psi^{+}\right)^{2}\right| \sigma_{H}^{n-1}+\int_{S}\left|\operatorname{grad}_{H S}\left(\psi^{-}\right)^{2}\right| \sigma_{H}^{n-1}\right) \\
& \leq \frac{2}{\operatorname{Isop}_{0}(S)} \int_{S}\left(\psi^{+}+\psi^{-}\right)\left|\operatorname{grad}_{H S} \psi\right| \sigma_{H}^{n-1} \\
& \leq \frac{2}{\operatorname{Isop}_{0}(S)}\left\|\psi^{+}+\psi^{-}\right\|_{L^{2}\left(S ; \sigma_{H}^{n-1}\right)}\left\|\operatorname{grad}_{H S} \psi\right\|_{L^{2}\left(S ; \sigma_{H}^{n-1}\right)}
\end{aligned}
$$

This proves (10). In order to prove (11) we note that the hypothesis $\int_{S} \psi \sigma_{H}^{n-1}=0$ actually implies that

$$
\int_{S} \psi^{2} \sigma_{H}^{n-1}=\inf _{k \in \mathbb{R}} \int_{S}(\psi-k)^{2} \sigma_{H}^{n-1}
$$

which, together with (10), implies the thesis of the theorem.

## 3. Two upper bounds on $\lambda_{1}$

Below we shall extend two (nowadays classical) inequalities obtained, respectively, by Chavel and Reilly in the euclidean/riemannian setting. An important feature of these results is that they give explicit upper bounds for the first nontrivial eigenvalue (of the Laplacian) of a compact submanifold of $\mathbb{R}^{n}$. For further details we refer to [Chavel 1978] and [Reilly 1977]; see also [Heintze 1988]. To begin with, let $\Omega \subsetneq \mathbb{G}$ be a bounded domain and assume that $S:=\partial \Omega$ is a connected hypersurface of class $C^{2}$, with orientation given by the outward normal vector $v$. Moreover, let $x_{H}$ be the horizontal position vector field and let us apply the usual divergence formula. We also set $\sigma_{R}^{n}=\mathscr{V}$ ol $^{n}$. We have

$$
h \mathscr{V o l}^{n}(\Omega)=\int_{\Omega} \operatorname{div}_{H} x_{H} \sigma_{R}^{n}=\int_{\partial \Omega}\left\langle x_{H}, v\right\rangle \sigma_{R}^{n-1}=\int_{S}\left\langle x_{H}, v_{H}\right\rangle \sigma_{H}^{n-1},
$$

where we have used Lemma 19(i). Furthermore, we may further assume that the "center of mass" of $\partial \Omega$ (with respect to the $H$-perimeter) is placed at the identity $0 \in \mathbb{G}$. In other words, let us assume that $\int_{S} x_{i} \sigma_{H}^{n-1}=0$ for every $i \in I_{H}=\{1, \ldots, h\}$, where $x_{H} \equiv\left(x_{1}, \ldots, x_{i}, \ldots, x_{h}\right)$ is the horizontal position vector; see Lemma 19.

The last assumption is justified by the following:
Lemma 32. Let $S \subset \mathbb{G}$ be a compact hypersurface of class $C^{i}(i \geq 1)$. We can always choose a system of exponential coordinates $x=\exp \left(x_{1}, \ldots, x_{n}\right)$ on $\mathbb{G}$ such that $\int_{S} x_{i} \sigma_{H}^{n-1}(x)=0$ for every $i \in I_{H}=\{1, \ldots, h\}$.

Proof. Let

$$
a_{i}:=\frac{\int_{S} x_{i} \sigma_{H}^{n-1}(x)}{\sigma_{H}^{n-1}(S)} \quad \text { for all } i \in I_{H}=\{1, \ldots, h\}
$$

and $a_{H} \equiv\left(a_{1}, \ldots, a_{i}, \ldots, a_{h}\right)$. Set $a:=\exp \left(a_{H}, 0_{V}\right)$, where the symbol $0_{V}$ denotes the origin of $V \subset \mathfrak{g}$. Consider the change of variables $y:=\Phi(x)=a^{-1} \cdot x(x \in \mathbb{G})$. Equivalently, we have $\Phi(x)=L_{a^{-1}}(x)$, where $L_{a^{-1}}$ is the left-translation by $a^{-1}=-a$; see Section 1.1. The usual change of variables formula together with standard properties of the pull-back imply the following chain of equalities:

$$
\begin{align*}
\int_{\Phi(S)} f(y) \sigma_{H}^{n-1}(y) & =\int_{S} f(\Phi(x)) \mathscr{F a c}(\Phi)(x) \sigma_{H}^{n-1}(x)  \tag{12}\\
& =\int_{S} \Phi^{*}\left(f \sigma_{H}^{n-1}\right)=\int_{S}(f \circ \Phi)\left(\Phi^{*} \sigma_{H}^{n-1}\right)
\end{align*}
$$

for every smooth function $f: S \rightarrow \mathbb{R}$; see, for instance, [Lee 2003, Lemma 9.11, p. 214]. Using the left-invariance of the $H$-perimeter yields $\mathscr{F a c}(\Phi)=1$, or equivalently, $\Phi^{*} \sigma_{H}^{n-1}=\sigma_{H}^{n-1}$. Now, let us assume that $f(y):=y_{i}$ for any $i \in I_{H}$. Equivalently, let $f$ be the $i$-th exponential coordinate of the variable $y \in \mathbb{G}$. Note also that $(f \circ \Phi)(x)=\Phi_{i}(x)=-a_{i}+x_{i}$ for any $i \in I_{H}$. Actually, this follows from the fact that the group law • acts linearly on the horizontal layer; see (1). Then, using (12) yields

$$
\int_{\Phi(S)} y_{i} \sigma_{H}^{n-1}(y)=\int_{S}\left(-a_{i}+x_{i}\right) \sigma_{H}^{n-1}(x)=0 \quad \text { for all } i \in I_{H}
$$

which achieves the proof.
We therefore get that

$$
\begin{aligned}
h \mathscr{V o l}^{n}(\Omega) & =\int_{S}\left\langle x_{H}, v_{H}\right\rangle \sigma_{H}^{n-1} \leq \int_{S}\left|x_{H}\right| \sigma_{H}^{n-1} \leq \sqrt{\sigma_{H}^{n-1}(S)} \sqrt{\int_{S}\left|x_{H}\right|^{2} \sigma_{H}^{n-1}} \\
& =\sqrt{\sigma_{H}^{n-1}(S)} \sqrt{\int_{S} \sum_{i \in I_{H}} x_{i}^{2} \sigma_{H}^{n-1}} \leq \sqrt{\frac{\sigma_{H}^{n-1}(S)}{\lambda_{1}}} \sqrt{\int_{S} \sum_{i \in I_{H}}\left|\operatorname{grad}_{H S} x_{i}\right|^{2} \sigma_{H}^{n-1}}
\end{aligned}
$$

where the last identity follows from Lord Rayleigh's characterization of the first nontrivial eigenvalue $\lambda_{1}$ of the operator $\mathscr{L}_{H S}$ on $S$. Now a direct computation gives the pointwise identity $\sum_{i \in I_{H}}\left|\operatorname{grad}_{H S} x_{i}\right|^{2}=h-1$. Hence, putting it all together, we have shown the following:
Theorem 33. Let $\Omega \subsetneq \mathbb{G}$ be a bounded domain with $C^{2}$ boundary $S=\partial D$. Let $\lambda_{1}$ be the first (nontrivial) eigenvalue of the operator $\mathscr{L}_{H S}$ on $S$. Then

$$
\sqrt{\lambda_{1}} \frac{\mathscr{V o l}^{n}(\Omega)}{\sigma_{H}^{n-1}(S)} \leq \frac{\sqrt{h-1}}{h}
$$

We now discuss another geometric inequality, which looks very similar to the last one. More precisely, let $S$ be a $C^{2}$-smooth compact hypersurface without boundary. So let us make use of Rayleigh's principle:

$$
\lambda_{1} \int_{S} \varphi^{2} \sigma_{H}^{n-1} \leq \int_{S}\left|\operatorname{grad}_{H S} \varphi\right|^{2} \sigma_{H}^{n-1}
$$

for any function $\varphi \in C^{2}\left(S \backslash C_{S}\right) \cap W^{1,2}{ }_{H S}\left(S, \sigma_{H}^{n-1}\right)$ satisfying $\int_{S} \varphi \sigma_{H}^{n-1}=0$. Again, we assume that the center of mass of $S=\partial \Omega$ is placed at $0 \in \mathbb{G}$ so that $\int_{S} x_{i} \sigma_{H}^{n-1}=0$ for every $i \in I_{H}$. Hence, similarly as above, we get that
$\lambda_{1} \int_{S}\left|x_{H}\right|^{2} \sigma_{H}^{n-1}=\lambda_{1} \sum_{i \in I_{H}} \int_{S} x_{i}^{2} \sigma_{H}^{n-1} \leq \lambda_{1} \sum_{i \in I_{H}} \int_{S}\left|\operatorname{grad}_{H S} x_{i}\right|^{2} \sigma_{H}^{n-1}=(h-1) \sigma_{H}^{n-1}(S)$.
At this point, we reformulate Corollary 20 as follows:

$$
\int_{S}\left((h-1)+\left\langle\left(\mathscr{H}_{H} \nu_{H}+C_{H} v_{H}\right), x_{H}\right\rangle\right) \sigma_{H}^{n-1}=0 .
$$

From this identity and the Cauchy-Schwarz inequality, we easily get that

$$
\begin{aligned}
(h-1) \sigma_{H}^{n-1}(S) & \leq \sqrt{\int_{S}\left|x_{H}\right|^{2} \sigma_{H}^{n-1}} \sqrt{\int_{S}\left|\mathscr{H}_{H} v_{H}+C_{H} v_{H}\right|^{2} \sigma_{H}^{n-1}} \\
& \leq \sqrt{\int_{S}\left|x_{H}\right|^{2} \sigma_{H}^{n-1}} \sqrt{\int_{S}\left(\mathscr{H}_{H}^{2}+\left|C_{H} v_{H}\right|^{2}\right) \sigma_{H}^{n-1}} .
\end{aligned}
$$

Therefore

$$
\frac{\left((h-1) \sigma_{H}^{n-1}(S)\right)^{2}}{\int_{S}\left(\mathscr{H}_{H}^{2}+\left|C_{H} v_{H}\right|^{2}\right) \sigma_{H}^{n-1}} \leq \int_{S}\left|x_{H}\right|^{2} \sigma_{H}^{n-1}
$$

and hence

$$
\lambda_{1} \frac{\left((h-1) \sigma_{H}^{n-1}(S)\right)^{2}}{\int_{S}\left(\mathscr{H}_{H}^{2}+\left|C_{H} v_{H}\right|^{2}\right) \sigma_{H}^{n-1}} \leq(h-1) \sigma_{H}^{n-1}(S),
$$

which proves the following:
Theorem 34. Let $\Omega \subsetneq \mathbb{G}$ be a bounded domain with $C^{2}$ boundary $S=\partial D$ and $v$ the outward-pointing unit normal vector along $S$. Let $\lambda_{1}$ be the first eigenvalue of the operator $\mathscr{L}_{H S}$ on $S$. The following upper bound for $\lambda_{1}$ holds:

$$
\lambda_{1} \leq \frac{\int_{S}\left(\mathscr{H}_{H}^{2}+\left|C_{H} v_{H}\right|^{2}\right) \sigma_{H}^{n-1}}{(h-1) \sigma_{H}^{n-1}(S)}=\frac{f_{S}\left(\mathscr{H}_{H}^{2}+\left|C_{H} v_{H}\right|^{2}\right) \sigma_{H}^{n-1}}{h-1} .
$$

## 4. Horizontal linear isoperimetric inequalities

Let $S \subset \mathbb{G}$ be a compact hypersurface of class $C^{2}$ with (or without) boundary. Let $x_{H}$ be the horizontal position vector of $S$ and set $x_{H S}:=x_{H}-g_{H} \nu_{H}$ where $g_{H}=\left\langle x_{H}, v_{H}\right\rangle$ is the horizontal support function of $S$; see Lemma 19. We recall that

$$
\begin{equation*}
\int_{S}\left((h-1)+g_{H} \mathscr{\mathscr { H }}_{H}+\left\langle C_{H} v_{H}, x_{H S}\right\rangle\right) \sigma_{H}^{n-1}=\int_{\partial S}\left\langle x_{H}, \eta_{H S}\right\rangle \sigma_{H}^{n-2} ; \tag{13}
\end{equation*}
$$

see Corollary 20. Note that, if $\partial S=\varnothing$, then the boundary integral vanishes. From this we easily get that

$$
\begin{equation*}
(h-1) \sigma_{H}^{n-1}(S) \leq \int_{S}\left(\left|g_{H}\right|\left|\mathscr{H}_{H}\right|+\left|\left\langle C_{H} v_{H}, x_{H S}\right\rangle\right|\right) \sigma_{H}^{n-1}+\int_{\partial S}\left|\left\langle x_{H}, \eta_{H S}\right\rangle\right| \sigma_{H}^{n-2} . \tag{14}
\end{equation*}
$$

Remark 35 (assumptions on $\varrho$ ). Let $\varrho(x)=\varrho(0, x)=\|x\|_{\varrho}$ be a homogeneous norm on $\mathbb{G}$ and let $\varrho(x, y)=\left\|y^{-1} \bullet x\right\|_{\varrho}$ be the associated (homogeneous) distance on $\mathbb{G}$. In this section we assume the following:
(i) $\varrho$ is piecewise $C^{1}$ outside the diagonal of $\mathbb{G}$;
(ii) $\left|\operatorname{grad}_{H} \varrho\right| \leq 1$ at each regular point of $\varrho$;
(iii) $\left|x_{H}\right| \leq \varrho(x, 0)$ for all $x \in \mathbb{G}$.

Example 36. On the Heisenberg group $\mathbb{H}^{n}$, the CC-distance $d_{\mathrm{CC}}$ satisfies these assumptions. Another example is the distance associated with the Koranyi norm defined by $\|x\|_{\varrho}:=\varrho(x)=\sqrt[4]{\left|x_{H}\right|^{4}+16 t^{2}}$ for $x=\exp \left(x_{H}, t\right) \in \mathbb{H}^{n}$. This norm is homogeneous and $C^{\infty}$-smooth out of $0 \in \mathbb{H}^{n}$ and satisfies conditions (ii) and (iii). This example can easily be generalized to any Carnot group having step 2 and satisfying $C_{H}^{\alpha} C_{H_{2}}^{\beta}=-\mathbf{1}_{H_{i}} \delta_{\alpha}^{\beta},\left(\alpha, \beta \in I_{H_{2}}\right)$. Actually, in this case, one can show that the homogeneous norm $\|\cdot\|_{\varrho}$, defined by $\|x\|_{\varrho}:=\sqrt[4]{\left|x_{H}\right|^{4}+16\left|x_{H_{2}}\right|^{2}}$ for all $x=\exp \left(x_{H}, x_{H_{2}}\right)$ satisfies all the conditions in Remark 35 .

Let $R$ be the radius of the $\varrho$-ball $B_{\varrho}(0, R)$, centered at the identity 0 of the group $\mathbb{G}$ and circumscribed about $S$. It is important to remark that, because of the left-invariance of the $H$-perimeter, we may replace 0 with any $x \in \mathbb{G}$. Below, we shall estimate (by the Cauchy-Schwarz inequality) the right-hand side of (14). To this aim, note that $g_{H} \leq\left|x_{H}\right| \leq\|x\|_{\varrho}$. So we have

$$
\begin{equation*}
(h-1) \sigma_{H}^{n-1}(S) \leq R\left(\int_{S}\left(\left|\mathscr{H}_{H}\right|+\left|C_{H} \nu_{H}\right|\right) \sigma_{H}^{n-1}+\sigma_{H}^{n-2}(\partial S)\right), \tag{15}
\end{equation*}
$$

which is a linear inequality. Obviously, if $S$ is $H$-minimal, i.e., $\mathscr{H}_{H}=0$, we have

$$
\begin{equation*}
(h-1) \sigma_{H}^{n-1}(S) \leq R\left(\int_{S}\left|C_{H} v_{H}\right| \sigma_{H}^{n-1}+\sigma_{H}^{n-2}(\partial S)\right) \tag{16}
\end{equation*}
$$

Furthermore, if $\mathscr{H}_{H}^{0}:=\max \left\{\mathscr{H}_{H}(x) \mid x \in S\right\}$, one gets

$$
\begin{equation*}
\sigma_{H}^{n-1}(S)\left((h-1)-R \mathscr{H}_{H}^{0}\right) \leq R\left(\int_{S}\left|C_{H} v_{H}\right| \sigma_{H}^{n-1}+\sigma_{H}^{n-2}(\partial S)\right) \tag{17}
\end{equation*}
$$

Equivalently, we have

$$
\begin{equation*}
R \geq \frac{(h-1) \sigma_{H}^{n-1}(S)}{\mathscr{H}_{H}^{0} \sigma_{H}^{n-1}(S)+\left(\int_{S}\left|C_{H} v_{H}\right| \sigma_{H}^{n-1}+\sigma_{H}^{n-2}(\partial S)\right)}, \tag{18}
\end{equation*}
$$

and, by assuming $R \mathscr{H}_{H}^{0}<h-1$, we also get

$$
\begin{equation*}
\sigma_{H}^{n-1}(S) \leq \frac{R\left(\int_{S}\left|C_{H} v_{H}\right| \sigma_{H}^{n-1}+\sigma_{H}^{n-2}(\partial S)\right)}{(h-1)-R \mathscr{H}_{H}^{0}} \tag{19}
\end{equation*}
$$

Here, we just remark that there are no closed compact $H$-minimal hypersurfaces immersed in Carnot groups. This fact can be proved by using the first variation formula of the $H$-perimeter; see [Montefalcone 2012]. The previous formulae have been proved for hypersurfaces with boundary, but they hold even if $\partial S=\varnothing$. More precisely:

Proposition 37. Let $S \subset \mathbb{G}$ be a compact hypersurface of class $C^{2}$ without boundary. Let $R$ be the radius of the $\varrho$-ball $B_{\varrho}(0, R)$, centered at the identity 0 of the group $\mathbb{G}$ and circumscribed about $S$. Then

$$
\begin{align*}
(h-1) \sigma_{H}^{n-1}(S) & \leq R \int_{\mathscr{U}}\left(\left|\mathscr{H}_{H}\right|+\left|C_{H} v_{H}\right|\right) \sigma_{H}^{n-1} ;  \tag{20}\\
R & \geq \frac{(h-1) \sigma_{H}^{n-1}(S)}{\mathscr{H}_{H}^{0} \sigma_{H}^{n-1}(S)+\int_{S}\left|C_{H} v_{H}\right| \sigma_{H}^{n-1}} ;  \tag{21}\\
\sigma_{H}^{n-1}(S) & \leq \frac{R \int_{S}\left|C_{H} v_{H}\right| \sigma_{H}^{n-1}}{(h-1)-R \mathscr{X}_{H}^{0}} . \tag{22}
\end{align*}
$$

4.1. Application: a weak monotonicity formula. In the sequel, we shall set $S_{t}=$ $S \cap B_{\varrho}(x, t)$. The "natural" monotonicity formula which can be deduced from the inequality (15) is contained in:

Proposition 38. The following inequality holds for $\mathscr{L}^{1}$-a.e. $t>0$ :

$$
\begin{equation*}
-\frac{d}{d t} \frac{\sigma_{H}^{n-1}\left(S_{t}\right)}{t^{h-1}} \leq \frac{1}{t^{h-1}}\left(\int_{S_{t}}\left(\left|\mathscr{H}_{H}\right|+\left|C_{H} v_{H}\right|\right) \sigma_{H}^{n-1}+\sigma_{H}^{n-2}\left(\partial S \cap B_{\varrho}(x, t)\right)\right) . \tag{23}
\end{equation*}
$$

Proof. Since we are assuming that the homogeneous distance $\varrho$ is smooth (at least piecewise $C^{1}$ ), by applying the classical Sard's theorem we get that $S_{t}$ is a $C^{2}$-smooth manifold with boundary for $\mathscr{L}^{1}$-a.e. $t>0$ (or, equivalently, this claim
follows by intersecting $S$ with the boundary of a $\varrho$-ball $B_{\varrho}(x, t)$ centered at $x$ and of radius $t$ ). So let us apply formula (13) for the set $S_{t}$. We have

$$
(h-1) \sigma_{H}^{n-1}\left(S_{t}\right) \leq t\left(\int_{S_{t}}\left(\left|\mathscr{H}_{H}\right|+\left|C_{H} v_{H}\right|\right) \sigma_{H}^{n-1}+\sigma_{H}^{n-2}\left(\partial S_{t}\right)\right),
$$

where $t$ is the radius of a $\varrho$-ball centered at $x$ and intersecting $S$. Since

$$
\partial S_{t}=\left\{\partial S \cap B_{\varrho}(x, t)\right\} \cup\left\{\partial B_{\varrho}(x, t) \cap S\right\},
$$

we get

$$
\begin{align*}
(h-1) \sigma_{H}^{n-1}\left(S_{t}\right) \leq t(\underbrace{\int_{S_{t}}\left(\left|\mathscr{H}_{H}\right|+\left|C_{H} v_{H}\right|\right) \sigma_{H}^{n-1}}_{=: \mathscr{A}(t)} & +\underbrace{\sigma_{H}^{n-2}\left(\partial S \cap B_{\varrho}(x, t)\right)}_{=: \mathscr{B}(t)}  \tag{24}\\
& \left.+\sigma_{H}^{n-2}\left(\partial B_{\varrho}(x, t) \cap S\right)\right) .
\end{align*}
$$

Now let us consider the function $\psi(y):=\left\|y^{-1} \bullet x\right\|_{\varrho}$ for all $y \in S$. By hypothesis, $\psi$ is a $C^{1}$-smooth function - at least piecewise - satisfying $\left|\operatorname{grad}_{H} \psi\right| \leq 1$; see Remark 35. So we may apply the coarea formula to this function. Since $\left|\operatorname{grad}_{H S} \psi\right| \leq$ $\left|\operatorname{grad}_{H} \psi\right|$, we easily get that

$$
\begin{aligned}
\sigma_{H}^{n-1}\left(S_{t_{1}}\right)-\sigma_{H}^{n-1}\left(S_{t}\right) & \geq \int_{S_{t_{1}} \backslash S_{t}}\left|\operatorname{grad}_{H S} \psi\right| \sigma_{H}^{n-1}=\int_{t}^{t_{1}} \sigma_{H}^{n-2}\left\{\psi^{-1}[s] \cap S\right\} d s \\
& =\int_{t}^{t_{1}} \sigma_{H}^{n-2}\left(\partial B_{\varrho}(x, s) \cap S\right) d s
\end{aligned}
$$

From the last inequality we infer that

$$
\frac{d}{d t} \sigma_{H}^{n-1}\left(S_{t}\right) \geq \sigma_{H}^{n-2}\left(\partial B_{\varrho}(x, t) \cap S\right)
$$

for $\mathscr{L}^{1}$-a.e. $t>0$. Hence, from this inequality and (24), we obtain

$$
(h-1) \sigma_{H}^{n-1}\left(S_{t}\right) \leq t\left(\mathscr{A}(t)+\mathscr{B}(t)+\frac{d}{d t} \sigma_{H}^{n-1}\left(S_{t}\right)\right),
$$

which is an equivalent form of (23).
We have to notice however that, in order to prove an "intrinsic" isoperimetric inequality, the number $(h-1)$ in the previous differential inequality is not the correct one, which is $(Q-1)$. This fact motivates a further study, made by the author in [Montefalcone 2009; 2010].

## 5. A theorem about nonhorizontal graphs in 2-step Carnot groups

We begin by describing our result in the simpler setting of the first Heisenberg group $\mathbb{H}^{1}$; see also [Montefalcone 2007b]. For the notation, see Example 7.

Theorem 39 (Heinz's estimate for $T$-graphs). Let $S=\left\{p=\exp (x, y, t) \in \mathbb{\Vdash}^{1}\right.$ : $t=f(x, y)$ for all $\left.(x, y) \in \mathbb{R}^{2}\right\}$ be a $T$-graph of class $C^{2}$ over the xy-plane. If $\left|\mathscr{H}_{H}\right| \geq C>0$, then

$$
C \mathscr{H}_{\mathrm{Eu}}^{2}\left(\mathscr{P}_{x y}(\vartheta)\right) \leq \mathscr{H}_{\mathrm{Eu}}^{1}\left(\mathscr{P}_{x y}(\partial \vartheta)\right)
$$

for every $C^{1}$-smooth relatively compact open set $\cup \subset S$. Hence, taking $\cup u:=$ $S \cap C_{r}(\mathscr{T})$, where $C_{r}(\mathscr{T})$ denotes a vertical cylinder of radius $r$ around the $T$-axis $\mathscr{T}:=\left\{p=\exp (0,0, t) \in \mathbb{H}^{1}, t \in \mathbb{R}\right\}$, yields, for every $r>0$,

$$
r \leq \frac{2}{C}
$$

It follows that any entire $x y$-graph of class $C^{2}$ having constant (or just bounded) horizontal mean curvature $\mathscr{H}_{H}$ must be necessarily a $H$-minimal surface. To see this fact, it is enough to send $r \rightarrow+\infty$. The proof of the previous theorem is elementary. More precisely, one uses the following identity:

$$
\left.-\int_{\text {U }} \mathscr{H}_{H} \varpi \sigma_{H}^{2}=\int_{\partial u} \nu_{H}\right\lrcorner d \theta,
$$

where $\theta=T^{*}=d t+\frac{y d x-x d y}{2}$ denotes the dual 1-form to the vertical direction $T$. We also have to remark that $\varpi \sigma_{H}^{2}=-d \theta=d x \wedge d y$. The previous theorem is a generalization to our context of a classical result obtained in [Heinz 1955]. This was generalized in [Chern 1965] and then by other authors in a number of different directions.

Below, we shall restrict ourselves to consider only 2-step Carnot groups.
Definition 40 (nonhorizontal graphs in 2 -step Carnot groups). Let $\mathbb{G}$ be a 2 -step Carnot group and let $Z=\sum_{\alpha \in I_{V}} z_{\alpha} X_{\alpha} \in V$ be a constant vertical vector. In this case, for the sake of simplicity, we reorder the variables in $\mathfrak{g}$ as $x \equiv\left(x_{Z^{\perp}}, x_{Z}\right)$, where $x_{Z}:=\langle x, Z\rangle \in \mathbb{R}$ and $x_{Z^{\perp}}:=x-x_{Z} Z \in Z^{\perp}$. Then, we say that $S \subset \mathbb{G}$ is a $Z$-graph (over the hyperplane $Z^{\perp}$ ) if there exists a function $\psi: Z^{\perp} \rightarrow \mathbb{R}$ such that $S=\left\{p=\exp \left(x_{Z^{\perp}}, \psi\left(x_{Z^{\perp}}\right)\right) \in \mathbb{G}, x_{Z^{\perp}} \in Z^{\perp}\right\}$.

Let us fix a constant vertical vector $Z \in V$ and let $S=\left\{p=\exp \left(x_{Z^{\perp}}, \psi\left(x_{Z^{\perp}}\right)\right) \in\right.$ $\left.\mathfrak{G}, x_{Z \perp} \in Z^{\perp}\right\}$ be a $Z$-graph of class $C^{2}$ over the $Z^{\perp}$-hyperplane. For the sake of simplicity and without loss of generality, we may take $Z=X_{\alpha}$ for a fixed index $\alpha \in I_{V}=\{h+1, \ldots, n\}$.

Now let us define a differential ( $n-2$ )-form on $S \subset \mathbb{G}$ by setting

$$
\left.\left.\xi^{\alpha}:=\left(v_{H}\right\lrcorner X_{\alpha}\right\lrcorner \sigma_{R}^{n}\right)\left.\right|_{S \backslash C_{S}} \in \Lambda^{2}\left(T^{*} S\right) .
$$

This differential $(n-2)$-form $\xi^{\alpha}$ is well-defined out of $C_{S}$ and we have to compute its exterior derivative. Below we will briefly sketch a proof, which can also be found in [Montefalcone 2007a]; see Claim 3.22.

Lemma 41. At each NC point,

$$
\left.d \xi^{\alpha}\right|_{S \backslash C_{S}}=-\left.\mathscr{H}_{H} \varpi_{\alpha} \sigma_{H}^{n-1}\right|_{S \backslash C_{S}}
$$

Proof. Let us set $\left.\left.\zeta_{j}:=\left(X_{\alpha}\right\lrcorner X_{j}\right\lrcorner \sigma_{R}^{n}\right)\left.\right|_{S}$ for any $\alpha \in I_{V}$ and $j \in I_{H}$ and compute $\left.\left.d \zeta_{j}:=d\left(X_{\alpha}\right\lrcorner X_{j}\right\lrcorner \sigma_{R}^{n}\right)\left.\right|_{S}$. Let $\mathbb{G}$ be a $k$-step Carnot group. We claim that

$$
\begin{equation*}
\left.d \zeta_{j}\right|_{S \backslash C_{S}}=\left.\sum_{k=\alpha+1}^{n} C_{\alpha j}^{k}\left(X_{k} \perp \sigma_{R}^{n}\right)\right|_{S \backslash C_{S}}=\left.\sum_{k=\alpha+1}^{n} C_{\alpha j}^{k} v_{k} \sigma_{R}^{n-1}\right|_{S \backslash C_{S}} \tag{25}
\end{equation*}
$$

The proof of this claim is just a long, but elementary, calculation. Since we are assuming that $\mathbb{G}$ has step 2 , using the properties of the Carnot structural constants yields $C_{\alpha j}^{k}=0$ whenever $j, k \in I_{H}$ and $\alpha \in I_{V}$. Hence $d \zeta_{j}=0$ for every $j \in I_{H}$. By linearity $\xi^{\alpha}=-\sum_{j \in I_{H}} v_{H}^{j} \zeta_{j}$, where $v_{H}^{j}=\left\langle v_{H}, X_{j}\right\rangle$ for any $j \in I_{H}$. It follows easily that $d \xi^{\alpha}=-\mathscr{H}_{H} \varpi_{\alpha} \sigma_{H}^{n-1}$, as wished.

Theorem 42 (Heinz's estimate for nonhorizontal graphs in 2-step Carnot groups). Let $\mathbb{G}$ be a 2-step Carnot group and let $Z \in V$ be a constant vertical vector. Furthermore, let $S$ be a $Z$-graph of class $C^{2}$ over the $Z^{\perp}$-hyperplane. If $\left|\mathscr{H}_{H}\right| \geq$ $C>0$, then

$$
\begin{equation*}
C \mathscr{H}_{\mathrm{Eu}}^{n-1}\left(\mathscr{P}_{Z \perp}(\mathscr{U})\right) \leq \mathscr{H}_{\mathrm{Eu}}^{n-2}\left(\mathscr{P}_{Z}{ }^{\perp}(\partial \mathscr{U})\right) \tag{26}
\end{equation*}
$$

for every $C^{1}$-smooth relatively compact open set $\cup \subset S$. Hence, taking $\cup:=$ $S \cap C_{r}(\mathscr{L})$, where $C_{r}(\mathscr{L})$ denotes a euclidean cylinder of radius $r$ around the $Z$-axis given by $\mathscr{L}:=\left\{p=\exp \left(0_{Z \perp}, t\right) \in \mathbb{G}, t \in \mathbb{R}\right\}$, yields, for every $r>0$,

$$
\begin{equation*}
r \leq \frac{n-1}{C} \tag{27}
\end{equation*}
$$

Proof. Without loss of generality, we may assume $-\mathscr{H}_{H} \geq C>0$ and take $Z=X_{\alpha}$ for some fixed index $\alpha \in I_{V}$. In this case, one has

$$
\left.\left.\varpi_{\alpha} \sigma_{H}^{n-1}\right|_{S}=\left.v_{\alpha} \sigma_{R}^{n-1}\right|_{S}=\left(X_{\alpha}\right\lrcorner \sigma_{R}^{n}\right)\left.\right|_{S}=d \mathscr{H}_{\mathrm{Eu}}^{n-1}\left\llcorner X_{\alpha}^{\perp}\right.
$$

where the last identity follows from our assumption that $S$ is a $X_{\alpha}$-graph. By using Lemma 41 and Stokes' formula, we obtain the integral identity

$$
\left.\left.-\int_{\ddots} \mathscr{H}_{H} \varpi_{\alpha} \sigma_{H}^{n-1}=\int_{\partial \cup} \nu_{H}\right\lrcorner X_{\alpha}\right\lrcorner \sigma_{R}^{n}
$$

Furthermore, we have

$$
\begin{aligned}
-\int_{\mathscr{U}} \mathscr{H}_{H} \varpi_{\alpha} \sigma_{H}^{n-1} & =-\int_{\mathscr{P}_{X_{\alpha}(\Omega)}} \mathscr{H}_{H} d \mathscr{H}_{\mathrm{Eu}}^{n-1} \\
\left.\int\left(v_{H}\right\lrcorner d \mathscr{H}_{\mathrm{Eu}}^{n-1}\right)\left.\right|_{\mathscr{P}_{X \alpha}^{\perp}(\partial थ)} & =\int\left\langle v_{H}, \eta\right\rangle d \mathscr{H}_{\mathrm{Eu}}^{n-2}\left\llcorner\mathscr{P}_{X_{\alpha}(\partial U)} .\right.
\end{aligned}
$$

Putting it all together, we get $C \mathscr{H}_{\mathrm{Eu}}^{n-1}\left(\mathscr{P}_{X_{\alpha}^{\perp}}(ひ)\right) \leq \mathscr{H}_{\mathrm{Eu}}^{n-2}\left(\mathscr{P}_{X_{\alpha}^{\perp}}(\partial \cup)\right)$, which proves (26) when $Z=X_{\alpha}$. The thesis follows by linearity. Finally, (27) follows from (26) and the elementary calculation

$$
\frac{\mathscr{H}_{\mathrm{Eu}}^{n-2}\left(\partial B_{\mathrm{Eu}}^{n-1}\right)}{\mathscr{H}_{\mathrm{Eu}}^{n-1}\left(B_{\mathrm{Eu}}^{n-1}\right)}=n-1,
$$

where $B_{\mathrm{Eu}}^{n-1}$ denotes a euclidean unit ball in $Z^{\perp} \cong \mathbb{R}^{n-1}$.
It follows that an entire $Z$-graph of class $C^{2}$ over the $Z^{\perp}$-hyperplane having constant (or bounded) horizontal mean curvature $\mathscr{H}_{H}$ must be necessarily a $H$ minimal hypersurface.

## 6. Local Poincaré-type inequality

By using an elementary technique, somehow analogous to the one used in Section 4, we will state a local Poincaré-type inequality for smooth compactly supported functions on NC domains. First we need the following:

Definition 43. Let $S \subset \mathbb{G}$ be a hypersurface of class $C^{2}$ and let $थ \subseteq S$ be an open domain. We say that $U$ is uniformly noncharacteristic (abbreviated UNC) if

$$
\sup _{x \in \mathscr{U}}|\varpi(x)|=\sup _{x \in \mathscr{U}} \frac{\left|\mathscr{P}_{V} v(x)\right|}{\left|\mathscr{P}_{H} v(x)\right|}<+\infty .
$$

We stress that

$$
\begin{equation*}
\left|C_{H} v_{H}\right|=\left|\sum_{\alpha \in I_{V}} \omega_{\alpha} C_{H}^{\alpha} v_{H}\right| \leq \sum_{\alpha \in I_{V}}\left|\omega_{\alpha}\right|\left\|C_{H}^{\alpha}\right\|_{\mathrm{Gr}} \leq \frac{C}{\left|\mathscr{P}_{H} \nu\right|} \tag{28}
\end{equation*}
$$

where $C:=\sum_{\alpha \in I_{V}}\left\|C_{H}^{\alpha}\right\|_{\text {Gr }}$ only depends on the structural constants of $\mathfrak{g}$. Set

$$
R_{\text {U }}:=\frac{1}{2\left[\left\|\mathscr{H}_{H}\right\|_{L^{\infty}(थ)}+C\|\varpi\|_{L^{\infty}(\cup)}\right]} .
$$

From (28), we have $\left|C_{H} \nu_{H}\right| \leq C \max _{\alpha \in I_{V}}\left|\varpi_{\alpha}\right|$. Moreover, $\int_{B}\left|\varpi_{\alpha}\right| \sigma_{H}^{n-1}=$ $\int_{B}\left|v_{\alpha}\right| \sigma_{R}^{n-1} \leq \sigma_{R}^{n-1}(B)$ for every Borel set $B \subseteq S$.

Theorem 44. Let $S \subset \mathbb{G}$ be a hypersurface of class $C^{2}$. Let $\cup \subset S$ be a uniformly $N C$ open domain. Then, for all $x \in U$ and for all $R \leq \min \left\{\operatorname{dist}_{\varrho}(x, \partial u), R_{\ddots}\right\}$,

$$
\begin{equation*}
\left(\int_{U_{R}}|\psi|^{p} \sigma_{H}^{n-1}\right)^{\frac{1}{p}} \leq C_{p} R\left(\int_{U_{R}}\left|\operatorname{grad}_{H S} \psi\right|^{p} \sigma_{H}^{n-1}\right)^{\frac{1}{p}}, \quad p \in[1,+\infty[, \tag{29}
\end{equation*}
$$

for every $\psi \in C_{H S}^{1}\left(\vartheta_{R}\right) \cap C_{0}\left(\vartheta_{R}\right)$. More generally, let $\tilde{\mathscr{U}} \subset \cup$ be a bounded open subset of थ with smooth boundary such that $\operatorname{diam}_{\varrho}(\tilde{\mathscr{U}}) \leq 2 \min \left\{\operatorname{dist}_{\varrho}(x, \partial थ), R_{थ}\right\}$. Then
(30) $\left(\int_{\tilde{\Omega}}|\psi|^{p} \sigma_{H}^{n-1}\right)^{\frac{1}{p}} \leq C_{p} \operatorname{diam}_{\varrho}(\tilde{\Upsilon})\left(\int_{\tilde{\Omega}}\left|\operatorname{grad}_{H S} \psi\right|^{p} \sigma_{H}^{n-1}\right)^{\frac{1}{p}}, \quad p \in[1,+\infty[$, for every $\psi \in C_{H S}^{1}(\tilde{\mathscr{U}}) \cap C_{0}(\tilde{\mathscr{U}})$.

In this theorem one can take $C_{p}:=\frac{2 p}{2 h-3}$.
Proof. Let us set $\psi_{\varepsilon}:=\sqrt{\varepsilon^{2}+\psi^{2}}(\varepsilon \geq 0)$. By applying Theorem 14 with $X=\psi_{\varepsilon} x_{H}$ we get

$$
\begin{aligned}
& \int_{थ_{R}}\left\{\psi_{\varepsilon}\left((h-1)+g_{H} \mathscr{H}_{H}+\left\langle C_{H} \nu_{H}, x_{H S}\right\rangle\right)+\left\langle\operatorname{grad}_{H S} \psi_{\varepsilon}, x_{H}\right\rangle\right\} \sigma_{H}^{n-1} \\
&=\int_{\partial u_{R}} \psi_{\varepsilon}\left\langle x_{H}, \eta_{H S}\right\rangle \sigma_{H}^{n-2},
\end{aligned}
$$

and so

$$
\begin{aligned}
& (h-1) \int_{\text {O}_{R}} \psi_{\varepsilon} \sigma_{H}^{n-1} \leq R\left(\int_{\vartheta_{R}}\left[\psi_{\varepsilon}\left(\left|\mathscr{H}_{H}\right|+\left|C_{H} \nu_{H}\right|\right)+\left|\operatorname{grad}_{H S} \psi_{\varepsilon}\right|\right] \sigma_{H}^{n-1}+\int_{\partial थ_{R}} \psi_{\varepsilon} \sigma_{H}^{n-2}\right) \\
& \leq R\left(\left\|\mathscr{H}_{H}\right\|_{L^{\infty}\left(u_{R}\right)}+C\|\varpi\|_{L^{\infty}\left(थ_{R}\right)}\right) \int_{u_{R}} \psi_{\varepsilon} \sigma_{H}^{n-1} \\
& +R\left(\int_{थ_{R}}\left|\operatorname{grad}_{H S} \psi_{\varepsilon}\right| \sigma_{H}^{n-1}+\int_{\partial u_{R}} \psi_{\varepsilon} \sigma_{H}^{n-2}\right) .
\end{aligned}
$$

By using Fatou's lemma and the estimate $R \leq R_{\text {u }}$ we get that

$$
\begin{aligned}
& (h-1) \int_{U_{R}}|\psi| \sigma_{H}^{n-1} \\
& \quad \leq(h-1) \liminf _{\varepsilon \rightarrow 0^{+}} \int_{U_{R}} \psi_{\varepsilon} \sigma_{H}^{n-1} \\
& \quad \leq \frac{1}{2} \lim _{\varepsilon \rightarrow 0^{+}} \int_{\text {थ. }_{R}} \psi_{\varepsilon} \sigma_{H}^{n-1}+R \lim _{\varepsilon \rightarrow 0^{+}}\left(\int_{थ_{R}}\left|\operatorname{grad}_{H S} \psi_{\varepsilon}\right| \sigma_{H}^{n-1}+\int_{\partial \cup_{R}} \psi_{\varepsilon} \sigma_{H}^{n-2}\right) .
\end{aligned}
$$

Obviously, $\psi_{\varepsilon} \rightarrow|\psi|$ and $\left|\operatorname{grad}_{H S} \psi_{\varepsilon}\right| \rightarrow\left|\operatorname{grad}_{H S} \psi\right|$ as long as $\varepsilon \rightarrow 0$; moreover $|\psi|=0$ along $\partial U_{R}$. Now since, as it is well-known, $\left|\operatorname{grad}_{H S}\right| \psi\left|\left|\leq\left|\operatorname{grad}_{H S} \psi\right|\right.\right.$, we easily get the claim by Lebesgue's dominated convergence theorem. So we have shown that

$$
\int_{U_{R}}|\psi| \sigma_{H}^{n-1} \leq \frac{2 R}{2 h-3} \int_{U_{R}}\left|\operatorname{grad}_{H S} \psi\right| \sigma_{H}^{n-1}
$$

for every $\psi \in C_{H S}^{1}\left(\vartheta_{R}\right) \cap C_{0}\left(\vartheta_{R}\right)$. Finally, the general case follows by Hölder's inequality. More precisely, let us use the last inequality with $|\psi|$ replaced by $|\psi|^{p}$. This implies

$$
\begin{aligned}
\int_{थ_{R}}|\psi|^{p} \sigma_{H}^{n-1} & \leq \frac{2 R}{(2 h-3)} \int_{\mathfrak{U}_{R}} p|\psi|^{p-1}\left|\operatorname{grad}_{H S} \psi\right| \sigma_{H}^{n-1} \\
& \leq \frac{2 p R}{(2 h-3)}\left(\int_{U_{R}}|\psi|^{(p-1) q} \sigma_{H}^{n-1}\right)^{\frac{1}{q}}\left(\int_{U_{R}}\left|\operatorname{grad}_{H S} \psi\right|^{p} \sigma_{H}^{n-1}\right)^{\frac{1}{p}},
\end{aligned}
$$

where $\frac{1}{p}+\frac{1}{q}=1$. This achieves the proof of (29). Finally, (30) can be proved by repeating the same arguments as above, just by replacing $R$ with diam( $(\widetilde{Q})$.

With some extra hypotheses one can show that (29) still holds up to the characteristic set.

Theorem 45. Let $S \subset \mathbb{G}$ be a hypersurface of class $C^{2}$ with (or without) boundary $\partial S$. We assume that $S$ has bounded horizontal mean curvature $\mathscr{H}_{H}$ and that $\operatorname{dim} C_{S}<n-2$. Furthermore, let $\bigcup_{\epsilon}(\epsilon>0)$ be a family of open subsets of $S$ with $C^{1}$ boundaries, such that:
(i) $C_{S} \subset \bigcup_{\epsilon}$ for every $\epsilon>0$;
(ii) $\sigma_{R}^{n-1}\left(थ_{\epsilon}\right) \rightarrow 0$ for $\epsilon \rightarrow 0^{+}$;
(iii) $\int_{U_{\epsilon}}\left|\mathscr{P}_{H} \nu\right| \sigma_{R}^{n-2} \rightarrow 0$ for $\epsilon \rightarrow 0^{+}$.

Then, for every $x \in S$ and every (small enough) $\epsilon>0$ there exists $R_{0}:=R_{0}(x, \epsilon) \leq$ $\operatorname{dist}_{e}(x, \partial S)$ such that

$$
\begin{equation*}
\left(\int_{S_{R}}|\psi|^{p} \sigma_{H}^{n-1}\right)^{\frac{1}{p}} \leq C_{p} R\left(\int_{S_{R}}\left|\operatorname{grad}_{H S} \psi\right|^{p} \sigma_{H}^{n-1}\right)^{\frac{1}{p}}, \quad p \in[1,+\infty[, \tag{31}
\end{equation*}
$$

holds for every $\psi \in C_{H S}^{1}\left(S_{R}\right) \cap C_{0}\left(S_{R}\right)$ and every $R \leq R_{0}$, where

$$
R_{0}:=\min \left\{\operatorname{dist}_{\varrho}(x, \partial S), \frac{1}{2\left[C\left(1+\|\varpi\|_{L^{\infty}\left(S_{R} \backslash थ_{\epsilon}\right)}\right)+\left\|\mathscr{H}_{H}\right\|_{L^{\infty}\left(S_{R}\right)}\right]}\right\} .
$$

Proof. Set $\psi_{\varepsilon}:=\sqrt{\varepsilon^{2}+\psi^{2}}(0 \leq \varepsilon<1)$. We shall prove the theorem for $p=1$. The general case will follow by using Hölder's inequality. Let $U_{\epsilon}(\epsilon>0)$ be as above. Fix $\epsilon_{0}>0$. For every $\epsilon \leq \epsilon_{0}$ one has

$$
\int_{U_{\epsilon}} \psi_{\varepsilon}\left|C_{H} \nu_{H}\right| \sigma_{H}^{n-1} \leq 2 C\|\psi\|_{L^{\infty}\left(थ_{\epsilon_{0}}\right)} \sigma_{R}^{n-1}\left(U_{\epsilon}\right),
$$

where we have put $C:=\sum_{\alpha \in I_{V}}\left\|C_{H}^{\alpha}\right\|_{G r}$. Furthermore (ii) implies that for every $\delta>0$ there exists $\epsilon_{\delta}>0$ such that $\sigma_{R}^{n-1}\left(U_{\epsilon}\right)<\delta$ whenever $\epsilon<\epsilon_{\delta}$. Taking
$\tilde{\delta} \leq \frac{\int_{S_{R}} \psi_{\varepsilon} \sigma_{H}^{n-1}}{2\|\psi\|_{L^{\infty}\left(U_{\epsilon_{0}}\right)}}$, one gets

$$
\int_{U_{\epsilon}} \psi_{\varepsilon}\left|C_{H} v_{H}\right| \sigma_{H}^{n-1} \leq C \int_{S_{R}} \psi_{\varepsilon} \sigma_{H}^{n-1}
$$

for every $\epsilon \leq \min \left\{\epsilon_{\tilde{\delta}}, \epsilon_{0}\right\}$. Moreover, for any $\left.\epsilon \in\right] 0, \min \left\{\epsilon_{\tilde{\delta}}, \epsilon_{0}\right\}[$, one has

$$
\int_{S_{R} \backslash U_{\epsilon}} \psi_{\varepsilon}\left|C_{H} \nu_{H}\right| \sigma_{H}^{n-1} \leq C\|\varpi\|_{L^{\infty}\left(S_{R} \backslash थ_{\epsilon}\right)} \int_{S_{R}} \psi_{\varepsilon} \sigma_{H}^{n-1}
$$

It follows that

$$
\int_{S_{R}} \psi_{\varepsilon}\left|C_{H} \nu_{H}\right| \sigma_{H}^{n-1} \leq C\left(1+\|\varpi\|_{L^{\infty}\left(S_{R} \backslash u_{\epsilon}\right)}\right) \int_{S_{R}} \psi_{\varepsilon} \sigma_{H}^{n-1}
$$

Since, by hypothesis, the horizontal mean curvature is bounded, we clearly have

$$
\int_{S_{R}} \psi_{\varepsilon}\left|\mathscr{H}_{H}\right| \sigma_{H}^{n-1} \leq\left\|\mathscr{H}_{H}\right\|_{L^{\infty}\left(S_{R}\right)} \int_{S_{R}} \psi_{\varepsilon} \sigma_{H}^{n-1}
$$

Applying Theorem 14 with $X=\psi_{\varepsilon} x_{H}$ (and arguing as in the proof of Theorem 44) yields

$$
\begin{aligned}
&(h-1) \int_{S_{R}} \psi_{\varepsilon} \sigma_{H}^{n-1} \leq R\left(\int_{S_{R}}\left\{\psi_{\varepsilon}\left(\left|\mathscr{H}_{H}\right|+\left|C_{H} v_{H}\right|\right)+\left|\operatorname{grad}_{H S} \psi_{\varepsilon}\right|\right\} \sigma_{H}^{n-1}+\int_{\partial S_{R}} \psi_{\varepsilon} \sigma_{H}^{n-2}\right) \\
& \leq R\left[C\left(1+\|\varpi\|_{L^{\infty}\left(S_{R} \backslash u_{\epsilon}\right)}\right)+\left\|\mathscr{H}_{H}\right\|_{L^{\infty}\left(S_{R}\right)}\right] \int_{S_{R}} \psi_{\varepsilon} \sigma_{H}^{n-1} \\
&+R\left(\int_{S_{R}}\left|\operatorname{grad}_{H S} \psi_{\varepsilon}\right| \sigma_{H}^{n-1}+\int_{\partial S_{R}} \psi_{\varepsilon} \sigma_{H}^{n-2}\right)
\end{aligned}
$$

So if $R \leq R_{0}$, one gets

$$
\int_{S_{R}} \psi_{\varepsilon} \sigma_{H}^{n-1} \leq \frac{2 R}{2 h-3}\left(\int_{S_{R}}\left|\operatorname{grad}_{H S} \psi_{\varepsilon}\right| \sigma_{H}^{n-1}+\int_{\partial S_{R}} \psi_{\varepsilon} \sigma_{H}^{n-2}\right)
$$

We have $\psi_{\varepsilon} \rightarrow|\psi|$ and $\left|\operatorname{grad}_{H S} \psi_{\varepsilon}\right| \rightarrow\left|\operatorname{grad}_{H S} \psi\right|$ as long as $\varepsilon \rightarrow 0$ and $|\psi|=0$ along $\partial S_{R}$. Since $\left|\operatorname{grad}_{H S}\right| \psi\left|\left|\leq\left|\operatorname{grad}_{H S} \psi\right|\right.\right.$, the thesis follows from Fatou's lemma and Lebesgue's dominated convergence theorem.
6.1. A Caccioppoli-type inequality. Our final result is a generalization of the classical Caccioppoli inequality (see, for instance, [Ambrosio 1997]) for the operator $\mathscr{L}_{H S}$ on smooth hypersurfaces.

Let $S \subset \mathbb{G}$ be a hypersurface of class $C^{2}$ and set $S_{R}:=S \cap B_{\varrho}(x, R)$ for any $x \in \mathbb{G}$. We are going to consider the functions satisfying, in the distributional sense,

$$
\begin{equation*}
-\mathscr{L}_{H S} \phi=\psi \quad \text { on } S_{R} \tag{32}
\end{equation*}
$$

whenever $\psi \in L^{2}\left(S_{R}, \sigma_{H}^{n-1}\right)$.

So let us take a function $\zeta \in C_{H S}^{1}\left(S_{R}\right) \cap C_{0}\left(S_{R}\right)$ such that $0 \leq \zeta \leq 1, \zeta=1$ on $S_{R / 2}=S \cap B_{\varrho}(0, R / 2)$ and $\left|\operatorname{grad}_{H S} \zeta\right| \leq C_{0} / R$. Inserting into the above equation the function $\varphi=\zeta^{2}\left(\phi-\phi_{0}\right)$, where $\phi_{0} \in \mathbb{R}$ is a fixed constant, and then integrating over $S_{R}$, yields

$$
\begin{align*}
& \underbrace{\int_{S_{R}} \zeta^{2}\left|\operatorname{grad}_{H S} \phi\right|^{2} \sigma_{H}^{n-1}}_{=: I_{1}}+\underbrace{2 \int_{S_{R}} \zeta\left(\phi-\phi_{0}\right)\left\langle\operatorname{grad}_{H S} \zeta, \operatorname{grad}_{H S} \phi\right\rangle \sigma_{H}^{n-1}}_{=: I_{2}}  \tag{33}\\
&=\underbrace{\int_{S_{R}} \psi \zeta^{2}\left(\phi-\phi_{0}\right) \sigma_{H}^{n-1}}_{=: I_{3}}
\end{align*}
$$

We have

$$
I_{2} \leq \frac{1}{2} \int_{S_{R}}|\zeta|^{2}\left|\operatorname{grad}_{H S} \phi\right|^{2} \sigma_{H}^{n-1}+\underbrace{2 \int_{S_{R}}\left|\phi-\phi_{0}\right|^{2}\left|\operatorname{grad}_{H S} \phi\right|^{2} \sigma_{H}^{n-1}}_{=: I_{4}} .
$$

Moreover $I_{4} \leq 2 C_{0}^{2} / R^{2}\left\|\phi-\phi_{0}\right\|_{L^{2}\left(S_{R}\right)}$. Now let us estimate the third integral $I_{3}$ :

$$
\begin{aligned}
\int_{S_{R}} \psi \zeta^{2}\left(\phi-\phi_{0}\right) \sigma_{H}^{n-1} & =\int_{S_{R}} 2\left((2 R \psi) \frac{\zeta^{2}\left(\phi-\phi_{0}\right)}{4 R}\right) \sigma_{H}^{n-1} \\
& \leq 4 R^{2} \int_{S_{R}} \psi^{2} \sigma_{H}^{n-1}+\frac{1}{16 R^{2}} \int_{S_{R}} \zeta^{4}\left|\phi-\phi_{0}\right|^{2} \sigma_{H}^{n-1} \\
& \leq 4 R^{2} \int_{S_{R}} 2 \psi^{2} \sigma_{H}^{n-1}+\frac{1}{R^{2}} \int_{S_{R}}\left|\phi-\phi_{0}\right|^{2} \sigma_{H}^{n-1} .
\end{aligned}
$$

Since $\zeta=1$ on $S_{R / 2}$, using the previous estimates yields

$$
\int_{S_{R / 2}}\left|\operatorname{grad}_{H S} \phi\right|^{2} \sigma_{H}^{n-1} \leq \frac{2 C_{0}^{2}+1}{R^{2}} \int_{S_{R}}\left|\phi-\phi_{0}\right|^{2} \sigma_{H}^{n-1}+4 R^{2} \int_{S_{R}} \psi^{2} \sigma_{H}^{n-1} .
$$

We summarize these calculations, as follows:
Theorem 46. Let $S \subset \mathbb{G}$ be a hypersurface of class $C^{2}$; let $\phi_{0} \in \mathbb{R}$ and let $\phi$ be a distributional solution to the equation $-\mathscr{L}_{H S} \phi=\psi$ on $S_{R}$, where $\psi \in L^{2}\left(S_{R}, \sigma_{H}^{n-1}\right)$. Then, there exists a positive constant $C>0$ such that the following "Caccioppolitype" inequality holds:

$$
\int_{S_{R / 2}}\left|\operatorname{grad}_{H S} \phi\right|^{2} \sigma_{H}^{n-1} \leq C\left(\frac{1}{R^{2}} \int_{S_{R}}\left|\phi-\phi_{0}\right|^{2} \sigma_{H}^{n-1}+R^{2} \int_{S_{R}} \psi^{2} \sigma_{H}^{n-1}\right)
$$

for every (small enough) $R>0$, where $S_{R}:=S \cap B_{\varrho}(x, R)$, for any $x \in S$.
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# FIXED POINTS OF ENDOMORPHISMS OF VIRTUALLY FREE GROUPS 

Pedro V. Silva


#### Abstract

A fixed point theorem is proved for inverse transducers, which leads to an automata-theoretic proof of the fixed point subgroup of an endomorphism of a finitely generated virtually free group being finitely generated. If the endomorphism is uniformly continuous for the hyperbolic metric, it is proved that the set of regular fixed points in the hyperbolic boundary has finitely many orbits under the action of the finite fixed points. In the automorphism case, it is shown that these regular fixed points are either exponentially stable attractors or exponentially stable repellers.


## 1. Introduction

Throughout the paper, the ambient groups are assumed to be finitely generated.
Gersten [1987] proved that the fixed point subgroup of a free group automorphism $\varphi$ is finitely generated. Using a different approach, Cooper [1987] gave an alternative proof, proving also that the fixed points of the continuous extension of $\varphi$ to the boundary of the free group is, in some sense, finitely generated. Bestvina and Handel [1992] achieved a major breakthrough with their innovative train track techniques, bounding the rank of the fixed point subgroup and the generating set for the infinite fixed points. Their approach was pursued by Maslakova [2003], who considered the problem of effectively computing a basis for the fixed point subgroup. The paper turned out to contain some errors, and subsequently a new paper by Bogopolski and Maslakova [2012] was posted on arXiv with the purpose of correcting these errors.

Gersten's result was generalized to further classes of groups and endomorphisms in subsequent years. Goldstein and Turner extended it to monomorphisms of free groups [1985] and to arbitrary endomorphisms [1986]. Collins and Turner extended it to automorphisms of free products of freely indecomposable groups [1994];

[^11]see the survey by Ventura [2002]. With respect to automorphisms, the widest generalization is to hyperbolic groups and is due to Paulin [1989].

Sykiotis [2002] extended Collins and Turner's result to arbitrary endomorphisms of virtually free groups using symmetric endomorphisms; see also [Sykiotis 2007] for further results on symmetric endomorphisms. In [Silva 2012], we generalized Goldstein and Turner's automata-theoretic proof to arbitrary endomorphisms of free products of cyclic groups. In the present paper, this result is extended to arbitrary endomorphisms of virtually free groups, providing an automata-theoretic alternative to Sykiotis' result.

This is done by reducing the problem to the rationality of some languages associated to a finite inverse transducer, and subsequent application of Anisimov and Seifert's theorem.

Infinite fixed points of automorphisms of free groups were discussed by Gaboriau, Jaeger, Levitt, and Lustig [Gaboriau et al. 1998], where it is remarked in particular that some of the results would hold for virtually free groups with some adaptations.

In [Silva 2010], we discussed infinite fixed points for monomorphisms of free products of cyclic groups, the group case of a more general setting based on the concept of special confluent rewriting system. These results are now extended to endomorphisms with finite kernel of virtually free groups (which are precisely the uniformly continuous endomorphisms for the hyperbolic metric), and we discuss the dynamical nature of the regular fixed points in the automorphism case, generalizing the results of [Gaboriau et al. 1998] on free groups.

The paper is organized as follows. Section 2 is devoted to preliminaries on groups and automata. We discuss inverse transducers in Section 3, proving a useful fixed point theorem. In Section 4 we prove that the fixed point subgroup is finitely generated for arbitrary endomorphisms of a (finitely generated) virtually free group $G$.

In Section 5 we get a rewriting system with good properties to represent the elements of $G$, and in Section 6 we use it to construct a simple model for the hyperbolic boundary of $G$. We study uniformly continuous endomorphisms in Section 7 and in Section 8 we prove that the infinite fixed points of such endomorphisms are, in some sense, finitely generated.

The classification of the infinite fixed points of automorphisms is performed in Section 9, and Section 10 includes an example and some open problems.

## 2. Preliminaries

Throughout the paper, we assume alphabets to be finite. We start with some grouptheoretic definitions. Given an alphabet $A$, we denote by $A^{-1}$ a set of formal inverses of $A$, and write $\widetilde{A}=A \cup A^{-1}$. We extend the mapping $a \mapsto a^{-1}$ to an
involution of the free monoid $\widetilde{A}^{*}$ in the obvious way. As usual, the free group on $A$ is the quotient of $\widetilde{A}^{*}$ by the congruence generated by the relation $\left\{\left(a a^{-1}, 1\right): a \in \widetilde{A}\right\}$. We denote by $\theta: \widetilde{A}^{*} \rightarrow F_{A}$ the canonical morphism.

Let

$$
R_{A}=\widetilde{A}^{*} \backslash\left(\bigcup_{a \in \widetilde{A}} \widetilde{A}^{*} a a^{-1} \widetilde{A}^{*}\right)
$$

be the subset of all reduced words in $\widetilde{A}^{*}$. It is well known that, for every $g \in F_{A}$, $g \theta^{-1}$ contains a unique reduced word, denoted by $\bar{g}$. We also write $\bar{u}=\bar{u} \theta$ for every $u \in \widetilde{A}^{*}$. Note that the equivalence $u \theta=v \theta \Leftrightarrow \bar{u}=\bar{v}$ holds for all $u, v \in \widetilde{A}^{*}$.

A group $G$ is virtually free if $G$ has a free subgroup $F$ of finite index. In view of Nielsen's theorem, it is well-known that $F$ can be assumed to be normal, and is finitely generated if $G$ is finitely generated itself. Therefore every finitely generated virtually free group $G$ admits a decomposition as a disjoint union

$$
G=F \cup F b_{1} \cup \cdots \cup F b_{m}
$$

where $F \unlhd G$ is a free group of finite rank and $b_{1}, \ldots, b_{m} \in G$.
We shall need also some basic concepts from automata theory.
Let $A$ be a (finite) alphabet. A subset of $A^{*}$ is called an $A$-language. We say that $\mathscr{A}=\left(Q, q_{0}, T, \delta\right)$ is a (finite) deterministic $A$-automaton if

- $Q$ is a (finite) set,
- $q_{0} \in Q$ and $T \subseteq Q$,
- $\delta: Q \times A \rightarrow Q$ is a partial mapping.

We extend $\delta$ to a partial mapping $Q \times A^{*} \rightarrow Q$ by induction through

$$
(q, 1) \delta=q, \quad(q, u a) \delta=((q, u) \delta, a) \delta \quad\left(u \in A^{*}, a \in A\right)
$$

When the automaton is clear from the context, we write $q u=(q, u) \delta$. We can view $\mathscr{A}$ as a directed graph with edges labeled by letters $a \in A$ by identifying $(p, a) \delta=q$ with the edge $p \xrightarrow{a} q$. We denote by $E(\mathscr{A}) \subseteq Q \times A \times Q$ the set of all such edges.

A finite nontrivial path in $\mathscr{A}$ is a sequence

$$
p_{0} \xrightarrow{a_{1}} p_{1} \xrightarrow{a_{2}} \cdots \xrightarrow{a_{n}} p_{n}
$$

with $\left(p_{i-1}, a_{i}, p_{i}\right) \in E(\mathscr{A})$ for $i=1, \ldots, n$. Its label is the word $a_{1} \cdots a_{n} \in A^{*}$. It is said to be a successful path if $p_{0}=q_{0}$ and $p_{n} \in T$. We also consider the trivial path $p \xrightarrow{1} p$ for $p \in Q$. It is successful if $p=q_{0} \in T$.

The language $L(\mathscr{A})$ recognized by $\mathscr{A}$ is the set of all labels of successful paths in $\mathscr{A}$. Equivalently, $L(\mathscr{A})=\left\{u \in A^{*}: q_{0} u \in T\right\}$. If $\left(p_{i-1}, a_{i}, p_{i}\right) \in E(\mathscr{A})$ for every
$i \in \mathbb{N}$, we may also consider the infinite path

$$
p_{0} \xrightarrow{a_{1}} p_{1} \xrightarrow{a_{2}} p_{2} \xrightarrow{a_{3}} \cdots .
$$

Its label is the (right) infinite word $a_{1} a_{2} a_{3} \cdots$. We denote by $A^{\omega}$ the set of all (right) infinite words on the alphabet $A$, and also write $A^{\infty}=A^{*} \cup A^{\omega}$. We denote by $L_{\omega}(\mathscr{A})$ the set of labels of all infinite paths $q_{0} \longrightarrow \cdots$ in $\mathscr{A}$.

Given $u \in A^{*}$ and $\alpha \in A^{\infty}$, we say that $u$ is a prefix of $\alpha$ and write $u \leq \alpha$ if $\alpha=u \beta$ for some $\beta \in A^{\infty}$. By convention, this includes the case $\alpha \leq \alpha$ for $\alpha \in A^{\omega}$. For every $n \in \mathbb{N}$, we denote by $\alpha^{[n]}$ the prefix of length $n$ of $\alpha$, applying the convention that $\alpha^{[n]}=\alpha$ if $n>|\alpha|$.

It is immediate that ( $A^{\infty}, \leq$ ) is a complete $\wedge$-semilattice: given $\alpha, \beta \in A^{\infty}, \alpha \wedge \beta$ is the longest common prefix of $\alpha$ and $\beta$ (or $\alpha$ if $\alpha=\beta \in A^{\omega}$ ). The $\wedge$ operator will play a crucial role in later sections of the paper.

The star operator on $A$-languages is defined by

$$
L^{*}=\bigcup_{n \geq 0} L^{n},
$$

where $L^{0}=\{1\}$. An $A$-language $L$ is said to be rational if $L$ can be obtained from finite $A$-languages using finitely many times the union, product, and star operators (this is called a rational expression). Alternatively, by Kleene's theorem [Berstel 1979, Section III], $L$ is rational if and only if it is recognized by a finite deterministic $A$-automaton $\mathscr{A}$. The definition through rational expressions generalizes to subsets of an arbitrary group in the obvious way. Moreover, if we fix a homomorphism $\pi: A^{*} \rightarrow G$, the rational subsets of $G$ are the images by $\pi$ of the rational $A$-languages. For obvious reasons, we shall be dealing mostly with matched homomorphisms. A homomorphism $\pi: \widetilde{A}^{*} \rightarrow G$ is said to be matched if $a^{-1} \pi=(a \pi)^{-1}$ for every $a \in A$. For details on rational languages and subsets, the reader is referred to [Berstel 1979; Sakarovitch 2003].

We shall need also the following classical result of Anisimov and Seifert.
Proposition 2.1 [Sakarovitch 2003, Proposition II.6.2]. Let H be a subgroup of a group $G$. Then $H$ is a rational subset of $G$ if and only if $H$ is finitely generated.

We end this section with an elementary observation that helps us to establish that fixed point subgroups are finitely generated.
Proposition 2.2. Let $\pi: \widetilde{A}^{*} \rightarrow G$ be a matched epimorphism and let $X \subseteq G$. Let $\mathscr{A}$ be a finite $\widetilde{A}$-automaton such that
(i) $L(\mathscr{A}) \subseteq X \pi^{-1}$,
(ii) $L(\not A) \cap x \pi^{-1} \neq \varnothing$ for every $x \in X$.

Then $X$ is a rational subset of $G$.

Proof. It follows immediately that $X=(L(A)) \pi$, so $X$ is a rational subset of $G$.

## 3. Inverse transducers

Given a finite alphabet $A$, we say that $\mathcal{T}=\left(Q, q_{0}, \delta, \lambda\right)$ is a (finite) deterministic A-transducer if

- $Q$ is a (finite) set,
- $q_{0} \in Q$,
- $\delta: Q \times A \rightarrow Q$ and $\lambda: Q \times A \rightarrow A^{*}$ are mappings.

As in the automaton case, we may extend $\delta$ to a mapping $Q \times A^{*} \rightarrow Q$. Similarly, we extend $\lambda$ to a mapping $Q \times A^{*} \rightarrow A^{*}$ through

$$
(q, 1) \lambda=1, \quad(q, u a) \lambda=(q, u) \lambda((q, u) \delta, a) \lambda \quad\left(u \in A^{*}, a \in A\right) .
$$

When the transducer is clear from the context, we write $q a=(q, a) \delta$. We can view $\mathscr{T}$ as a directed graph with edges labeled by elements of $A \times A^{*}$ (represented in the form $a \mid w)$ by identifying $(p, a) \delta=q,(p, a) \lambda=w$ with the edge $p \xrightarrow{a \mid w} q$. The set of all such edges is denoted by $E(\mathscr{T}) \subseteq Q \times A \times A^{*} \times Q$. If $p u=q$ and $(p, u) \lambda=v$, we also write $p \xrightarrow{u \mid v} q$ and call it a path in $\mathscr{T}$.

It is immediate that, given $u \in A^{*}$, there exists exactly one path in $\mathscr{T}$ of the form $q_{0} \xrightarrow{u \mid v} q$. We write $u \widehat{\mathscr{T}}=v$, thus defining a mapping $\widehat{\mathscr{T}}: A^{*} \rightarrow A^{*}$.

Assume now that $\mathscr{T}=\left(Q, q_{0}, \delta, \lambda\right)$ is a deterministic $\widetilde{A}$-transducer such that $p \xrightarrow{a \mid u} q$ is an edge of $\mathscr{T}$ if and only if $q \xrightarrow{a^{-1} \mid u^{-1}} p$ is an edge of $\mathscr{T}$.

Then $\mathscr{T}$ is said to be inverse.
Proposition 3.1. Let $\mathscr{T}=\left(Q, q_{0}, \delta, \lambda\right)$ be an inverse $\widetilde{A}$-transducer. Then
(i) $\delta: Q \times \widetilde{A}^{*} \rightarrow Q$ induces a mapping $\hat{\delta}: Q \times F_{A} \rightarrow Q$ by $(q, u \theta) \hat{\delta}=(q, u) \delta$,
(ii) $\widehat{\mathscr{T}}: \widetilde{A}^{*} \rightarrow \widetilde{A}^{*}$ induces a mapping $\widetilde{\mathscr{T}}: F_{A} \rightarrow F_{A}$ by $u \theta \widetilde{\mathscr{T}}=u \widehat{\mathscr{T}} \theta$.

Proof. (i) Since the free group congruence $\sim$ is generated by the pairs $\left(a a^{-1}, 1\right)$, it suffices to show that $\left(q, v a a^{-1} w\right) \delta=(q, v w) \delta$ for all $q \in Q ; v, w \in \widetilde{A}^{*}$ and $a \in \widetilde{A}$.

Since $\delta$ is a full mapping, we have a path

$$
\begin{equation*}
q \xrightarrow{v \mid v^{\prime}} q_{1} \xrightarrow{a \mid u} q_{2} \xrightarrow{a^{-1} \mid u^{\prime}} q_{3} \xrightarrow{w \mid w^{\prime}} q_{4} \tag{1}
\end{equation*}
$$

in $\mathscr{T}$. Since $\mathscr{T}$ is inverse (in particular deterministic), we must have $u^{\prime}=u^{-1}$ and $q_{3}=q_{1}$. Hence we also have a path

$$
q \xrightarrow{v \mid v^{\prime}} q_{1} \xrightarrow{w \mid w^{\prime}} q_{4}
$$

and so $\left(q, v a a^{-1} w\right) \delta=q_{4}=(q, v w) \delta$ as required.
(ii) Similarly to part (i), it suffices to show that $\left(v a a^{-1} w\right) \widehat{\mathscr{T}} \theta=(v w) \widehat{\mathscr{T}} \theta$ for all $v, w \in \widetilde{A}^{*}$ and $a \in \widetilde{A}$.

We consider the path (1) for $q=q_{0}$. Since $u^{\prime}=u^{-1}$ and $q_{3}=q_{1}$, we get

$$
\left(v a a^{-1} w\right) \widehat{\mathscr{T}} \theta=\left(v^{\prime} u u^{-1} w^{\prime}\right) \theta=\left(v^{\prime} w^{\prime}\right) \theta=(v w) \widehat{\mathscr{T}} \theta
$$

as required.
We now prove one of our main results, generalizing Goldstein and Turner's proof [1986] to mappings induced by inverse transducers.
Theorem 3.2. Let $\mathcal{T}$ be a finite inverse $\widetilde{A}$-transducer and let $z \in F_{A}$. Then

$$
L=\left\{g \in F_{A}: g \widetilde{\mathscr{T}}=g z\right\}
$$

is rational.
Proof. Write $\mathcal{T}=\left(Q, q_{0}, \delta, \lambda\right)$. For every $g \in F_{A}$, let $P_{1}(g)=g^{-1}(g \widetilde{T}) \in F_{A}$ and write $q_{0} g=\left(q_{0}, g\right) \hat{\delta}, P(g)=\left(P_{1}(g), q_{0} g\right)$. Note that $g \in L$ if and only if $P_{1}(g)=z$. We define a deterministic $\widetilde{A}$-automaton $\mathscr{A}_{\mathcal{T}}=\left(P,\left(1, q_{0}\right), S, E\right)$ by

$$
\begin{aligned}
P & =\left\{P(g): g \in F_{A}\right\} \\
S & =P \cap(\{z\} \times Q) \\
E & =\left\{(P(g), a, P(g a)): g \in F_{A}, a \in \widetilde{A}\right\} .
\end{aligned}
$$

Clearly, $\mathscr{A}_{\mathscr{J}}$ is a possibly infinite automaton. Note that, since $\mathscr{T}$ is inverse, we have $q a a^{-1}=q$ for all $q \in Q$ and $a \in \widetilde{A}$. It follows that, whenever $\left(p, a, p^{\prime}\right) \in E$, $\left(p^{\prime}, a^{-1}, p\right) \in E$. We say that such edges are the inverses of each other.

Since every $w \in \widetilde{A}^{*}$ labels a unique path $P(1) \xrightarrow{w} P(w \theta)$, it follows that

$$
L\left(\mathscr{A}_{\mathcal{T}}\right)=L \theta^{-1} .
$$

In view of Proposition 2.2, to prove that $L$ is rational it suffices to construct a finite subautomaton $\mathscr{B}_{\mathcal{F}}$ of $\mathscr{A}_{\mathcal{J}}$ such that $\bar{L} \subseteq L\left(\mathscr{B}_{\mathcal{F}}\right)$.

We now fix

$$
M=\max \{|(q, a) \lambda|: q \in Q, a \in \widetilde{A}\}, \quad N=\max \{2 M+1,|z|\}
$$

and

$$
P^{\prime}=\left\{P(g) \in P:\left|P_{1}(g)\right| \leq N\right\} .
$$

Since $A$ and $\mathscr{T}$ are finite, so is $P^{\prime}$. However, infinitely many $g \in F_{A}$ may yield the same state $P(g)$.

Given $g \in F_{A}$, write $g \iota=\bar{g}^{[1]}$. Given $p=(g, q) \in P$, we also write $p \iota=g \iota$. We say that an edge ( $p_{1}, a, p_{2}$ ) $\in E$ is

- central if $p_{1}, p_{2} \in P^{\prime}$,
- compatible if it is not central and $p_{1} \iota=a$.

Lemma 3.3. (i) There are only finitely many central edges in $A_{\mathcal{A}}$.
(ii) If $\left(p_{1}, a, p_{2}\right) \in E$ is not central, either $\left(p_{1}, a, p_{2}\right)$ or $\left(p_{2}, a^{-1}, p_{1}\right)$ is compatible.
(iii) For every $p \in P$, there is at most one compatible edge leaving $p$.

Proof. (i) $A$ and $P^{\prime}$ are both finite.
(ii) Assume that $\left(p_{1}, a, p_{2}\right)$ is neither central nor compatible. Write $p_{1}=\left(g_{1}, q_{1}\right)$ and $p_{2}=\left(g_{2}, q_{2}\right)$. Suppose that $g_{1}=1$. Then $g_{2}=P_{1}(a)=a^{-1}(a \widetilde{\mathcal{T}})$ and so $\left|g_{2}\right| \leq 1+M \leq N$, in contradiction with ( $p_{1}, a, p_{2}$ ) being noncentral.

Thus $\bar{g}_{1}=b u$ for some $b \in \widetilde{A} \backslash\{a\}$ and $u \in R_{A}$. On the other hand, we have $g_{2}=a^{-1} g_{1}\left(q_{1}, a\right) \lambda$, and so

$$
\bar{g}_{2}=\overline{a^{-1} b u\left(q_{1}, a\right) \lambda} .
$$

If $|u|<M$, then $\left|g_{1}\right|,\left|g_{2}\right| \leq 2 M+1 \leq N$ and ( $p_{1}, a, p_{2}$ ) is central, a contradiction. Thus $|u| \geq M \geq\left|\left(q_{1}, a\right) \lambda\right|$ and so $g_{2} \iota=a^{-1}$. Thus ( $\left.p_{2}, a^{-1}, p_{1}\right)$ is compatible.
(iii) Any compatible edge leaving $p$ must be labeled by $p \iota$, and $\mathscr{A}_{\mathcal{J}}$ is deterministic.

A (possibly infinite) path $q_{0} \xrightarrow{a_{1}} q_{1} \xrightarrow{a_{2}} \cdots$ in $\mathscr{A}_{\mathscr{T}}$ is

- central if all the vertices in it are in $P^{\prime}$,
- compatible if all the edges in it are compatible and no intermediate vertex is in $P^{\prime}$.

Lemma 3.4. Let $u \in \bar{L}$. Then there exists a path

$$
\left(1, q_{0}\right)=p_{0}^{\prime} \xrightarrow{u_{0}} p_{0}^{\prime \prime} \xrightarrow{v_{1}} p_{1} \xrightarrow{w_{1}^{-1}} p_{1}^{\prime} \xrightarrow{u_{1}} \cdots \xrightarrow{v_{n}} p_{n} \xrightarrow{w_{n}^{-1}} p_{n}^{\prime} \xrightarrow{u_{n}} p_{n}^{\prime \prime} \in S
$$

in $A_{\mathcal{J}}$ such that
(i) $u=u_{0} v_{1} w_{1}^{-1} u_{1} \cdots v_{n} w_{n}^{-1} u_{n}$,
(ii) the paths $p_{j}^{\prime} \xrightarrow{u_{j}} p_{j}^{\prime \prime}$ are central,
(iii) the paths $p_{j-1}^{\prime \prime} \xrightarrow{v_{j}} p_{j}$ and $p_{j}^{\prime} \xrightarrow{w_{j}} p_{j}$ are compatible,
(iv) $p_{j} \notin P^{\prime}$ if both $v_{j}$ and $w_{j}$ are nonempty.

Proof. Since $S \subseteq P^{\prime}$ by definition of $N$, there exists a path

$$
\begin{equation*}
\left(1, q_{0}\right)=p_{0}^{\prime} \xrightarrow{u_{0}} p_{0}^{\prime \prime} \xrightarrow{x_{1}} p_{1}^{\prime} \xrightarrow{u_{1}} \cdots \xrightarrow{x_{n}} p_{n}^{\prime} \xrightarrow{u_{n}} p_{n}^{\prime \prime} \in S \tag{2}
\end{equation*}
$$

in $\mathscr{A l}_{\mathcal{T}}$ such that $u=u_{0} x_{1} u_{1} \cdots x_{n} u_{n}$ and the paths $p_{j}^{\prime} \xrightarrow{u_{j}} p_{j}^{\prime \prime}$ (which may be trivial) collect all the occurrences of vertices in $P^{\prime}$ (and are therefore central).

By Lemma 3.3(ii), if ( $p, a, r$ ) occurs in a path $p_{j-1}^{\prime \prime} \xrightarrow{x_{j}} p_{j}^{\prime}$, either ( $p, a, r$ ) or $\left(r, a^{-1}, p\right)$ is compatible. On the other hand, since $x_{j}$ is reduced, it follows from Lemma 3.3(iii) that $p_{j-1}^{\prime \prime} \xrightarrow{x_{j}} p_{j}^{\prime}$ can be factored as

$$
p_{j-1}^{\prime \prime} \xrightarrow{v_{j}} p_{j} \xrightarrow{w_{j}^{-1}} p_{j}^{\prime}
$$

with $p_{j-1}^{\prime \prime} \xrightarrow{v_{j}} p_{\dot{x}_{j}}$ and $p_{j}^{\prime} \xrightarrow{w_{j}} p_{j}$ compatible. Clearly (iv) holds since no intermediate vertex of $p_{j-1}^{\prime \prime} \xrightarrow{x_{j}} p_{j}^{\prime}$ belongs to $P^{\prime}$ by construction.

We say that a compatible path is maximal if it is infinite or cannot be extended (to the right) to produce another compatible path.
Lemma 3.5. For every $p \in P^{\prime}$, there exists in $\mathscr{A}_{\mathcal{T}}$ a unique maximal compatible path $M_{p}$ starting at $p$.

Proof. Clearly, every compatible path can be extended to a maximal compatible path. Uniqueness follows from Lemma 3.3(iii).

We now define

$$
P_{1}^{\prime}=\left\{p \in P^{\prime}: M_{p} \text { has finitely many distinct edges }\right\}
$$

and $P_{2}^{\prime}=P^{\prime} \backslash P_{1}^{\prime}$. Hence $M_{p}$ contains no cycles if $p \in P_{2}^{\prime}$. By Lemma 3.5, if $M_{p}$ and $M_{p^{\prime}}$ intersect at vertex $r_{p p^{\prime}}$, they coincide from $r_{p p^{\prime}}$ onwards. In particular, if $M_{p}$ and $M_{p^{\prime}}$ intersect, then $p \in P_{1}^{\prime}$ if and only if $p^{\prime} \in P_{1}^{\prime}$. Let

$$
Y=\left\{\left(p, p^{\prime}\right) \in P_{2}^{\prime} \times P_{2}^{\prime}: M_{p} \text { intersects } M_{p^{\prime}}\right\} .
$$

For every $\left(p, p^{\prime}\right) \in Y$, let $M_{p} \backslash M_{p^{\prime}}$ denote the (finite) subpath $p \longrightarrow r_{p p^{\prime}}$ of $M_{p}$. In particular, if $p^{\prime}=p, M_{p} \backslash M_{p^{\prime}}$ is the trivial path at $p$.

Let $\mathscr{B}_{\mathcal{J}}$ be the subautomaton of $\mathscr{A}_{\mathcal{J}}$ containing

- all vertices in $P^{\prime}$ and all central edges,
- all vertices and edges in the paths $M_{p}\left(p \in P_{1}^{\prime}\right)$ and their inverses,
- all vertices and edges in the paths $M_{p} \backslash M_{p^{\prime}}\left(\left(p, p^{\prime}\right) \in Y\right)$ and their inverses.

It follows easily from Lemma 3.3(i) and the definitions of $P_{1}^{\prime}$ and $M_{p} \backslash M_{p^{\prime}}$ that $\mathscr{B}_{\mathcal{J}}$ is a finite subautomaton of $\mathscr{A}_{\mathcal{F}}$. As remarked before, it suffices to show that $\bar{L} \subseteq L(\mathscr{B} \mathscr{J})$.

Let $u \in \bar{L}$. Since $\mathscr{B}_{\mathscr{F}}$ contains all the central edges of $\mathscr{A}_{\mathscr{F}}$, it suffices to show that all subpaths

$$
p_{j-1}^{\prime \prime} \xrightarrow{v_{j}} p_{j} \xrightarrow{w_{j}^{-1}} p_{j}^{\prime}
$$

appearing in the factorization provided by Lemma 3.4 are paths in $\mathscr{B} \mathscr{F}$.
Without loss of generality, we may assume that $v_{j} \neq 1$. If $w_{j}=1, p_{j-1}^{\prime \prime} \in P_{1}^{\prime}$ and we are done. Hence we may also assume that $w_{j} \neq 1$. Now, if one of the vertices $p_{j-1}^{\prime \prime}, p_{j}^{\prime}$ is in $P_{1}^{\prime}$, so is the other and we are done, since $\mathscr{B}_{\mathcal{F}}$ contains all
the edges in the paths $M_{p}\left(p \in P_{1}^{\prime}\right)$ and their inverses. Hence we may assume that $p_{j-1}^{\prime \prime}, p_{j}^{\prime} \in P_{2}^{\prime}$. It follows that $p_{j}=r_{p_{j-1}^{\prime \prime}, p_{j}^{\prime \prime}}$. (Since $v_{j} w_{j}^{-1} \in R_{A}$, the paths $M_{p_{j}^{\prime \prime}}$ and $M_{p_{j}^{\prime}}$ cannot meet before $p_{j}$.) Thus $p_{j-1}^{\prime \prime} \xrightarrow{\substack{p_{j-1}^{\prime} \\ v_{j}}} p_{j}$ is $M_{p_{j-1}^{\prime \prime}} \backslash M_{p_{j}^{\prime}}$ and $p_{j}^{\prime} \xrightarrow{w_{j} p_{j-1}} p_{j}$ is $M_{p_{j}^{\prime}} \backslash M_{p_{j-1}^{\prime \prime}}$, and so these are also paths in $\mathscr{B} \mathcal{F}$ as required.

## 4. The fixed point subgroup

We can now produce an automata-theoretic proof to Sykiotis' theorem.
Theorem 4.1 [Sykiotis 2002, Proposition 3.4]. Let $\varphi$ be an endomorphism of a finitely generated virtually free group. Then Fix $\varphi$ is finitely generated.
Proof. We consider a decomposition of $G$ as a disjoint union

$$
\begin{equation*}
G=F b_{0} \cup F b_{1} \cup \cdots \cup F b_{m}, \tag{3}
\end{equation*}
$$

where $F=F_{A} \unlhd G$ is a free group with $A$ finite and $b_{0}, \ldots, b_{m} \in G$ with $b_{0}=1$.
Let $\varphi_{0}: F_{A} \rightarrow F_{A}$ and $\eta: F_{A} \rightarrow\{0, \ldots, m\}$ be defined by

$$
g \varphi=\left(g \varphi_{0}\right) b_{g \eta} \quad\left(g \in F_{A}\right) .
$$

Since the decomposition (3) is disjoint, $g \varphi_{0}$ and $g \eta$ are both uniquely determined by $g \varphi$, and so both mappings are well defined.

Write $Q=\{0, \ldots, m\}$. For all $i \in Q$ and $a \in \widetilde{A}$, we have $b_{i}(a \varphi)=h_{i, a} b_{(i, a) \delta}$ for some (unique) $h_{i, a} \in F_{A}$ and (i,a) $\delta \in Q$. It follows that, for every $j \in Q$, $\mathscr{A}_{j}=(Q, 0, j, \delta)$ is a well-defined finite deterministic $\widetilde{A}$-automaton. We define also a finite deterministic $\widetilde{A}$-transducer $\mathscr{T}=(Q, 0, \delta, \lambda)$ by taking $(i, a) \lambda=\overline{h_{i, a}}$ for all $i \in Q$ and $a \in \widetilde{A}$.

Assume that

$$
i \xrightarrow{a \mid \overline{h_{i, a}}}(i, a) \delta=j
$$

is an edge of $\mathscr{T}$. Then $b_{i}(a \varphi)=h_{i, a} b_{j}$ and so

$$
b_{i}=b_{i}(a \varphi)\left(a^{-1} \varphi\right)=h_{i, a} b_{j}\left(a^{-1} \varphi\right)=h_{i, a} h_{j, a^{-1}} b_{\left(j, a^{-1}\right) \delta} .
$$

This yields $h_{i, a} h_{j, a^{-1}}=1$ and $\left(j, a^{-1}\right) \delta=i$. Thus there is an edge

$$
j \xrightarrow{a^{-1} \mid \overline{h_{i, a}}-1}\left(j, a^{-1}\right) \delta=i
$$

in $\mathscr{T}$ and so $\mathscr{T}$ is an inverse transducer. We claim that $\widetilde{\mathscr{T}}=\varphi_{0}$. Indeed, let $g=a_{1} \cdots a_{n}$ $\left(a_{i} \in \widetilde{A}_{i}\right)$. Then there exists a (unique) path in $\mathscr{T}$ of the form

$$
0=i_{0} \xrightarrow{a_{1} \mid \overline{h_{i_{0}, a_{1}}}} i_{1} \xrightarrow{a_{2} \mid \overline{h_{i}, a_{2}}} \cdots \xrightarrow{a_{n} \mid \overline{h_{n-1}, a_{n}}} i_{n} .
$$

Moreover, $i_{j}=\left(i_{j-1}, a_{j}\right) \delta$ for $j=1, \ldots, n$. It follows that

$$
\begin{aligned}
g \varphi & =b_{i_{0}}\left(a_{1} \varphi\right) \cdots\left(a_{n} \varphi\right)=h_{i_{0}, a_{1}} b_{i_{1}}\left(a_{2} \varphi\right) \cdots\left(a_{n} \varphi\right) \\
& =h_{i_{0}, a_{1}} h_{i_{1}, a_{2}} b_{i_{2}}\left(a_{3} \varphi\right) \cdots\left(a_{n} \varphi\right)=\cdots=h_{i_{0}, a_{1}} \cdots h_{i_{n-1}, a_{n}} b_{i_{n}}
\end{aligned}
$$

and so

$$
g \varphi_{0}=h_{i_{0}, a_{1}} \cdots h_{i_{n-1}, a_{n}}=\left(\overline{h_{i_{0}, a_{1}}} \cdots \overline{h_{i_{n-1}, a_{n}}}\right) \theta=g \widetilde{\mathscr{T}} .
$$

Thus $\widetilde{\mathscr{T}}=\varphi_{0}$.
Note that we have also shown that $g \eta=i_{n}=\left(0, a_{1} \cdots a_{n}\right) \delta$. Hence

$$
\begin{equation*}
L\left(\mathscr{A}_{j}\right)=\left\{u \in \widetilde{A}^{*}: u \theta \eta=j\right\} \tag{4}
\end{equation*}
$$

Next let

$$
Y=\left\{(i, j) \in Q \times Q: b_{j}\left(b_{i} \varphi\right) \in F_{A} b_{i}\right\}
$$

For every $(i, j) \in Y$, let $z_{i, j} \in F_{A}$ be such that $b_{j}\left(b_{i} \varphi\right)=z_{i, j} b_{i}$ and define

$$
X_{i, j}=\left\{g \in F_{A}: g b_{i} \in \operatorname{Fix} \varphi \text { and } g \eta=j\right\}
$$

We claim that $X_{i, j}$ is a rational subset of $F_{A}$ for every $(i, j) \in Y$. Indeed, $\left(g b_{i}\right) \varphi=$ $(g \varphi)\left(b_{i} \varphi\right)=\left(g \varphi_{0}\right) b_{g \eta}\left(b_{i} \varphi\right)$. Hence

$$
\begin{aligned}
X_{i, j} & =\left\{g \in F_{A}:\left(g \varphi_{0}\right) b_{j}\left(b_{i} \varphi\right)=g b_{i} \text { and } g \eta=j\right\} \\
& =\left\{g \in F_{A}:\left(g \varphi_{0}\right) z_{i, j} b_{i}=g b_{i} \text { and } g \eta=j\right\} \\
& =\left\{g \in F_{A}: g \varphi_{0}=g z_{i, j}^{-1}\right\} \cap\left\{g \in F_{A}: g \eta=j\right\} .
\end{aligned}
$$

Writing

$$
L_{i, j}=\left\{g \in F_{A}: g \varphi_{0}=g z_{i, j}^{-1}\right\}
$$

it follows from (4) that $X_{i, j}=L_{i, j} \cap\left(L\left(\mathscr{A}_{j}\right)\right) \theta$. Since $\varphi_{0}=\widetilde{\mathscr{T}}$, it follows from Theorem 3.2 that $X_{i, j}$ is an intersection of two rational subsets of $F_{A}$, and is hence rational itself; see [Berstel 1979, Corollary III.2.10].

Now it is easy to check that

$$
\begin{equation*}
\operatorname{Fix} \varphi=\bigcup_{i \in Q}\left(\bigcup\left\{X_{i, j}:(i, j) \in Y\right\}\right) b_{i} \tag{5}
\end{equation*}
$$

Indeed, for every $(i, j) \in Y$, we have $X_{i, j} b_{i} \subseteq \operatorname{Fix} \varphi$ by definition of $X_{i, j}$. Conversely, let $g b_{i} \in \operatorname{Fix} \varphi$ for some $g \in F_{A}$ and $i \in Q$. Then $g b_{i}=\left(g b_{i}\right) \varphi=\left(g \varphi_{0}\right) b_{g \eta}\left(b_{i} \varphi\right)$ and so $b_{g \eta}\left(b_{i} \varphi\right) \in F_{A} b_{i}$. Hence $(i, g \eta) \in Y$. Since $g \in X_{i, g \eta}$, (5) holds. Since the $X_{i, j}$ are rational subsets of $F_{A}$ and therefore of $G$, it follows that $\operatorname{Fix} \varphi$ is a rational subset of $G$ and is thus finitely generated by Proposition 2.1.

Unfortunately, our approach does not lead directly to an algorithm to compute a basis of Fix $\varphi$ (see [Bogopolski and Maslakova 2012]) because it is not clear how to decide in Section 3 whether $p \in P^{\prime}$ belongs to $P_{1}^{\prime}$ or $P_{2}^{\prime}$ and how to compute the paths $M_{p}$ and $M_{p} \backslash M_{p^{\prime}}$.

## 5. A good rewriting system

We recall that a (finite) rewriting system on $A$ is a (finite) subset $\mathscr{R}$ of $A^{*} \times A^{*}$. Given $u, v \in A^{*}$, we write $u \longrightarrow \mathscr{R} v$ if there exist $(r, s) \in \mathscr{R}$ and $x, y \in A^{*}$ such that $u=x r y$ and $v=x s y$. The reflexive and transitive closure of $\longrightarrow_{\mathscr{R}}$ is denoted by $\longrightarrow_{\mathscr{R}}^{*}$.

We say that $\mathscr{R}$ is

- length-reducing if $|r|>|s|$ for every $(r, s) \in \mathscr{R}$,
- length-nonincreasing if $|r| \geq|s|$ for every $(r, s) \in \mathscr{R}$,
- noetherian if, for every $u \in A^{*}$, there is a bound on the length of a chain

$$
u \longrightarrow \mathscr{R} v_{1} \longrightarrow \mathscr{R} \cdots \longrightarrow \mathscr{R} v_{n}
$$

- confluent if, whenever $u \longrightarrow{ }_{\mathscr{R}}^{*} v$ and $u \longrightarrow{ }_{\mathscr{R}}^{*} w$, there exists some $z \in A^{*}$ such that $v \longrightarrow{ }_{\mathscr{R}}^{*} z$ and $w \longrightarrow{ }_{\mathscr{R}}^{*} z$.

A word $u \in A^{*}$ is irreducible if no $v \in A^{*}$ satisfies $u \longrightarrow_{\mathscr{R}} v$. We denote by $\operatorname{Irr} \mathscr{R}$ the set of all irreducible words in $A^{*}$ with respect to $\mathscr{R}$.

We introduce now some basic concepts and results from the theory of hyperbolic groups. For details on this class of groups, the reader is referred to [Ghys and de la Harpe 1990].

Let $\pi: \widetilde{A}^{*} \rightarrow G$ be a matched epimorphism with $A$ finite. The Cayley graph $\Gamma_{A}(G)$ of $G$ with respect to $\pi$ has vertex set $G$ and edges ( $g, a, g(a \pi)$ ) for all $g \in G$ and $a \in \widetilde{A}$. We say that a path $p \xrightarrow{u} q$ in $\Gamma_{A}(G)$ is a geodesic if it has shortest length among all the paths connecting $p$ to $q$ in $\Gamma_{A}(G)$. We denote by $\mathrm{Geo}_{A}(G)$ the set of labels of all geodesics in $\Gamma_{A}(G)$. Note that, since $\Gamma_{A}(G)$ is vertex-transitive, it is irrelevant whether or not we fix a basepoint.

The geodesic distance $d_{1}$ on $G$ is defined by taking $d_{1}(g, h)$ to be the length of a geodesic from $g$ to $h$. Given $X \subseteq G$ nonempty and $g \in G$, we define

$$
d_{1}(g, X)=\min \left\{d_{1}(g, x): x \in X\right\} .
$$

A geodesic triangle in $\Gamma_{A}(G)$ is a collection of three geodesics

$$
P_{1}: g_{1} \longrightarrow g_{2}, \quad P_{2}: g_{2} \longrightarrow g_{3}, \quad P_{3}: g_{3} \longrightarrow g_{1}
$$

connecting three vertices $g_{1}, g_{2}, g_{3} \in G$. Let $V\left(P_{i}\right)$ denote the set of vertices occurring in the path $P_{i}$. We say that $\Gamma_{A}(G)$ is $\delta$-hyperbolic for some $\delta \geq 0$ if

$$
\forall g \in V\left(P_{1}\right): d_{1}\left(g, V\left(P_{2}\right) \cup V\left(P_{3}\right)\right)<\delta
$$

for every geodesic triangle $\left\{P_{1}, P_{2}, P_{3}\right\}$ in $\Gamma_{A}(G)$. If this happens for some $\delta$, we say that $G$ is hyperbolic. It is well known that the concept is independent from both
alphabet and matched epimorphism, but the hyperbolicity constant $\delta$ may change. Virtually free groups are among the most important examples of hyperbolic groups.

We now use a theorem of Gilman, Hermiller, Holt, and Rees [Gilman et al. 2007] to prove the following result.

Lemma 5.1. Let $G$ be a finitely generated virtually free group. Then there exist a finite alphabet $A$, a matched epimorphism $\pi: \widetilde{A}^{*} \rightarrow G$, and a positive integer $N_{0}$ such that, for all $u \in \mathrm{Geo}_{A}(G)$ and $v \in \widetilde{A}^{*}$,
(i) there exists some $w \in \operatorname{Geo}_{A}(G)$ such that $w \pi=(u v) \pi$ and

$$
|u \wedge w| \geq|u|-N_{0}|v|
$$

(ii) there exists some $z \in \mathrm{Geo}_{A}(G)$ such that $z \pi=(v u) \pi$ and $\left|u^{-1} \wedge z^{-1}\right| \geq$ $|u|-N_{0}|v|$.
Proof. (i) By [Gilman et al. 2007, Theorem 1], there exists a finite alphabet $A$, a matched epimorphism $\pi: \widetilde{A}^{*} \rightarrow G$, and a finite length-reducing rewriting system $\mathscr{R}$ such that $\mathrm{Geo}_{A}(G)=\operatorname{Irr} \mathscr{R}$. The authors also prove that this property characterizes (finitely generated) virtually free groups.

Let $N_{0}=2 \max \{|r|:(r, s) \in \mathscr{R}\}$. Suppose that

$$
u v=w_{0} \longrightarrow \mathscr{R} w_{1} \longrightarrow \mathscr{R} \cdots \longrightarrow \mathscr{R} w_{n}=w
$$

is a sequence of reductions leading to a geodesic $w$. Then $\left(w v^{-1}\right) \pi=u \pi$ and since $u$ is a geodesic we get $|u| \leq|v|+|w|$ and so $|u|-|w| \leq|v|$. On the other hand, since $\mathscr{R}$ is length-reducing, we get $|u|+|v|=|u v| \geq|w|+n$ and so $n-|v| \leq|u|-|w| \leq|v|$. Thus $n \leq 2|v|$.

Trivially, $\left|u \wedge w_{0}\right| \geq|u|$. Since $u \wedge w_{i-1} \in \operatorname{Geo}_{A}(G)$, it is immediate that $\left|u \wedge w_{i}\right|>\left|u \wedge w_{i-1}\right|-N_{0} / 2$ and so

$$
|u \wedge w|=\left|u \wedge w_{n}\right| \geq|u|-n \frac{N_{0}}{2} \geq|u|-N_{0}|v|
$$

(ii) The inverse of a geodesic is still a geodesic. By applying (i) to $u^{-1}$ and $v^{-1}$, we get $\left(u^{-1} v^{-1}\right) \pi=x \pi$ for some $x \in \mathrm{Geo}_{A}(G)$ satisfying $\left|u^{-1} \wedge x\right| \geq\left|u^{-1}\right|-N_{0}\left|v^{-1}\right|$. Then we take $z=x^{-1}$.

We assume for the remainder of the paper that $G$ is a finitely generated virtually free group, $\pi: \widetilde{A}^{*} \rightarrow G$ a matched epimorphism, and $N_{0}$ a positive integer satisfying the conditions of Lemma 5.1. Since $G$ is hyperbolic, it follows from [Epstein et al. 1992, Theorem 3.4.5] that $\mathrm{Geo}_{A}(G)$ is an automatic structure for $G$ with respect to $\pi$ (see [Epstein et al. 1992] for definitions), and so the fellow traveler property holds for some constant $K_{0}>0$ (which can be taken as $2(\delta+1)$, if $\delta$ is the hyperbolicity constant). This amounts to saying that

$$
\left.\forall u, v \in \operatorname{Geo}_{A}(G): d_{1}(u \pi, v \pi) \leq 1 \Rightarrow \forall n \in \mathbb{N}: d_{1}\left(u^{[n]} \pi, v^{[n]} \pi\right) \leq K_{0}\right)
$$

We fix a total ordering of $\widetilde{A}$. The shortlex ordering of $\widetilde{A}^{*}$ is defined by

$$
u \leq_{s l} v \text { if }\left\{\begin{array}{l}
|u|<|v|, \quad \text { or } \\
|u|=|v| \text { and } u=w a u^{\prime}, v=w b v^{\prime} \text { with } a<b \text { in } \widetilde{A} .
\end{array}\right.
$$

This is a well-known well-ordering of $\widetilde{A}^{*}$, compatible with multiplication on the left and on the right. Let

$$
\begin{equation*}
L=\left\{u \in \operatorname{Geo}_{A}(G): u \leq_{s l} v \text { for every } v \in u \pi \pi^{-1}\right\} . \tag{6}
\end{equation*}
$$

By [Epstein et al. 1992, Theorem 2.5.1], $L$ is also an automatic structure for $G$ with respect to $\pi$, and therefore rational. We note that $L$ is factorial (a factor of a word in $L$ is still in $L$ ).

Given $g \in G$, let $\bar{g}$ denote the unique word of $L$ representing $g$. This corresponds precisely to free group reduction if $G=F_{A}$ and $\pi=\theta$. Since we shall not need free group reduction from now on, we also write $\bar{u}=\bar{u}$ for every $u \in \widetilde{A}^{*}$ to simplify notation.

Theorem 5.2. Consider the finite rewriting system $\mathscr{R}^{\prime}$ on A defined by

$$
\mathscr{R}^{\prime}=\left\{(u, \bar{u}): u \in \widetilde{A}^{*},|u| \leq K_{0} N_{0}+1, u \neq \bar{u}\right\} .
$$

Then
(i) $\mathscr{R}^{\prime}$ is length-nonincreasing, noetherian and confluent,
(ii) $\operatorname{Irr} \mathscr{R}^{\prime}=L$.

Proof. (i) $\mathscr{R}^{\prime}$ is trivially length-nonincreasing, and that it is noetherian follows from

$$
\begin{equation*}
(u, \bar{u}) \in \mathscr{R}^{\prime} \Rightarrow u>_{s l} \bar{u} \tag{7}
\end{equation*}
$$

and $\widetilde{A}^{*}$ being well-ordered by $\leq_{s l}$, plus compatibility of $\leq_{s l}$ with multiplication.
Next we show that

$$
\begin{equation*}
u \longrightarrow R_{R^{\prime}}^{*} \bar{u} \text { holds for every } u \in \widetilde{A}^{*} \tag{8}
\end{equation*}
$$

We use induction on $|u|$. The case $|u| \leq K_{0} N_{0}+1$ follows from the definition of $\mathscr{R}^{\prime}$. Hence assume that $|u|>K_{0} N_{0}+1$ and (8) holds for shorter words. Write $u=a v b$ with $a, b \in \widetilde{A}$. If $a v \notin L$, we have $u \longrightarrow{ }_{R^{\prime}}^{*} \overline{a v} b$ and $\bar{u}=\overline{\overline{a v} b}$. Hence $u \longrightarrow{ }_{R}^{*}, \bar{u}$ follows from $\overline{a v} b \longrightarrow{ }_{R}^{*} \overline{\overline{a v} b}$. Hence we may assume that $a v \in L$.

Suppose that $u \notin \mathrm{Geo}_{A}(G)$. By Lemma 5.1(i), there exists some $w \in \mathrm{Geo}_{A}(G)$ such that $w \pi=(a v b) \pi$ and $|a v \wedge w| \geq|a v|-N_{0} \geq K_{0} N_{0}+1-N_{0}>0$. Hence we may write $w=a w^{\prime}$ and we get $(v b) \pi=\left(a^{-1} w\right) \pi=w^{\prime} \pi$. Since $\left|w^{\prime}\right|<|v b|$ due to $u \notin \operatorname{Geo}_{A}(G)$, we get $|\overline{v b}|<|v b|$, and so we may apply the induction hypothesis twice to get

$$
u=a v b \longrightarrow_{R^{\prime}}^{*} \overline{v \bar{b}} \longrightarrow_{R^{\prime}}^{*} \overline{\overline{v b}}=\bar{u}
$$

Thus we may assume that $u \in \operatorname{Geo}_{A}(G)$. We claim that $\bar{u}^{[1]}=a$. Let $p=K_{0} N_{0}+1<$ $|u|$. Since $u, \bar{u} \in \operatorname{Geo}_{A}(G)$ and $u \pi=\bar{u} \pi$, the fellow traveler property yields $d_{1}\left(u^{[p]} \pi, \bar{u}^{[p]} \pi\right) \leq K_{0}$, and so $u^{[p]} \pi=\left(\bar{u}^{[p]} x\right) \pi$ for some $x$ of length $\leq K_{0}$. Thus, by Lemma 5.1(i), there exists some $w \in \operatorname{Geo}_{A}(G)$ such that $w \pi=\left(\bar{u}^{[p]} x\right) \pi=u^{[p]} \pi$ and

$$
\left|\bar{u}^{[p]} \wedge w\right| \geq\left|\bar{u}^{[p]}\right|-N_{0}|x| \geq p-K_{0} N_{0}=1 .
$$

Hence $\bar{u}^{[1]}=w^{[1]}$. Now $a v \in L$ by assumption; hence $u^{[p]} \in L$, and so $u^{[p]}=\overline{u^{[p]}}$. Since $w \pi=u^{[p]} \pi$ and $w \in \operatorname{Geo}_{A}(G)$, we get $a=u^{[1]} \leq w^{[1]}=\bar{u}^{[1]}$ in $(\widetilde{A}, \leq)$. On the other hand, $\bar{u} \leq_{s l} u$ yields $\bar{u}^{[1]} \leq a$ in $(\widetilde{A}, \leq)$, and so $\bar{u}^{[1]}=a$ as claimed.

Now it follows easily that $\bar{u}=a \overline{a^{-1} u}=a \overline{v b}$ and the induction hypothesis yields $v b \longrightarrow{ }_{R^{\prime}}^{*} \overline{v b}$ and therefore $u=a v b \longrightarrow{ }_{R^{\prime}}^{*} a \overline{v b}=\bar{u}$. Therefore (8) holds.

Assume now that $u \longrightarrow{ }_{R^{\prime}}^{*} v$ and $u \longrightarrow{ }_{R^{\prime}}^{*} w$. By (8), we get $v \longrightarrow{ }_{R^{\prime}}^{*} \bar{v}=\bar{u}$ and $w \longrightarrow{ }_{R^{\prime}}^{*} \bar{w}=\bar{u}$. Hence $\mathscr{R}^{\prime}$ is confluent.
(ii) It follows from (8) that $\operatorname{Irr} \mathscr{R}^{\prime} \subseteq L$. The converse inclusion follows from the implication

$$
u \longrightarrow_{R^{\prime}} v \Rightarrow u>_{s l} v
$$

which follows in turn from (7).
We now establish some technical results which are useful in later sections.
Lemma 5.3. Let $u, v \in L$ and let $w \in \widetilde{A}^{*}$ be such that $v w \in \operatorname{Geo}_{A}(G)$ and $(v w) \pi=$ $u \pi$. Then $|u \wedge v| \geq|v|-K_{0} N_{0}$.

Proof. Let $k=|v|$ and write $u=u^{[k]} u^{\prime}$. Since $v=(v w)^{[k]}$, it follows from the fellow traveler property that $d_{1}\left(v \pi, u^{[k]} \pi\right) \leq K_{0}$. Hence we may write $v \pi=\left(u^{[k]} z\right) \pi$ with $|z| \leq K_{0}$. Since $u^{[k]}$ is itself a geodesic, it follows from Lemma 5.1(i) that there exists a geodesic $u^{[p]} z^{\prime}$ satisfying $\left(u^{[p]} z^{\prime}\right) \pi=\left(u^{[k]} z\right) \pi=v \pi$ and

$$
p=\left|u^{[k]} \wedge u^{[p]} z^{\prime}\right| \geq\left|u^{[k]}\right|-N_{0}|z| \geq|v|-K_{0} N_{0}
$$

Now $v \in L$ yields $v \leq_{s l} u^{[p]} z^{\prime}$, and so $v^{[p]} \leq_{s l} u^{[p]}$. On the other hand, $u \in L$ yields $u \leq_{s l} v w$, and so $u^{[p]} \leq_{s l} v^{[p]}$. Thus $u^{[p]}=v^{[p]}$, and so $|u \wedge v| \geq p \geq|v|-K_{0} N_{0}$. $\square$

Proposition 5.4. (i) Let $u v \in L$ and let $w \in \widetilde{A}^{*}$ be such that $|v| \geq K_{0} N_{0}+N_{0}|w|$. Then $\overline{u v w}=u \overline{v w}$.
(ii) Let $u \in \widetilde{A}^{*}$ and let $v w, v w^{\prime} \in L$. Then $\left|\overline{u v w} \wedge \overline{u v w^{\prime}}\right| \geq|v|-K_{0} N_{0}-N_{0}|u|$.

Proof. (i) Write $v=v_{1} v_{2}$ with $\left|v_{2}\right|=N_{0}|w|$. By Lemma 5.1(i), there exists some $u v_{1} z \in \operatorname{Geo}_{A}(G)$ such that $\left(u v_{1} z\right) \pi=(u v w) \pi$. Let $x=\overline{u v w}$. By Lemma 5.3, we get $\left|x \wedge u v_{1}\right| \geq\left|u v_{1}\right|-K_{0} N_{0}$. Since $\left|v_{1}\right|=|v|-\left|v_{2}\right| \geq K_{0} N_{0}, u \leq x$ and we may write $x=u y$ for some $y$. Since $L$ is factorial, we have $y \in L$. In view of $y \pi=\left(u^{-1} x\right) \pi=(v w) \pi$, we get $y=\overline{v w}$ and so $\overline{u v w}=u \overline{v w}$.
(ii) We may assume that $|v|>K_{0} N_{0}+N_{0}|u|$. Write $v=v_{1} v_{2}$ with $\left|v_{1}\right|=N_{0}|u|$. Let $x=\overline{u v_{1}}$ and write $p=|x|+\left|v_{2}\right|$. By the proof of Lemma 5.1, we have $x v_{2} w, x v_{2} w^{\prime} \in \operatorname{Geo}_{A}(G)$.

Let $y=\overline{u v w}$. Since $\left(x v_{2} w\right) \pi=y \pi$, it follows from the fellow traveler property that $d_{1}\left(\left(x v_{2}\right) \pi, y^{[p]} \pi\right) \leq K_{0}$. Hence we may write $\left(x v_{2}\right) \pi=\left(y^{[p]} s\right) \pi$ with $|s| \leq K_{0}$. Since $y^{[p]}$ is itself a geodesic, it follows from Lemma 5.1(i) that there exists a geodesic $y^{\left[p-K_{0} N_{0}\right]} s^{\prime}$ satisfying $\left(y^{\left[p-K_{0} N_{0}\right]} s^{\prime}\right) \pi=\left(y^{[p]} s\right) \pi=\left(x v_{2}\right) \pi$. To complete the proof, it suffices to show that

$$
\begin{equation*}
\left|y \wedge \overline{x v_{2}}\right| \geq p-K_{0} N_{0} \tag{9}
\end{equation*}
$$

Indeed, together with the corresponding inequality for $y^{\prime}=\overline{u v w^{\prime}}$, this implies

$$
\left|\overline{u v w} \wedge \overline{u v w^{\prime}}\right| \geq p-K_{0} N_{0} \geq\left|v_{2}\right|-K_{0} N_{0}=|v|-K_{0} N_{0}-N_{0}|u|
$$

and we obtain the desired inequality.
To prove (9), we consider the geodesic $y^{\left[p-K_{0} N_{0}\right]} s^{\prime}$. Since $\left(y^{\left[p-K_{0} N_{0}\right]} s^{\prime}\right) \pi=$ $\left(x v_{2}\right) \pi$, we get $\overline{x v_{2}} \leq_{s l} y^{\left[p-K_{0} N_{0}\right]} s^{\prime}$, and so $\overline{x v_{2}}{ }^{\left[p-K_{0} N_{0}\right]} \leq_{s l} y^{\left[p-K_{0} N_{0}\right]}$. On the other hand, $x v_{2} w$ is also a geodesic. Hence $y=\overline{u v w}=\overline{x v_{2} w} \leq_{s l} \overline{x v_{2}} w$ yields $y^{\left[p-K_{0} N_{0}\right]} \leq_{s l} \overline{x v}^{\left[p-K_{0} N_{0}\right]}$. Therefore $y^{\left[p-K_{0} N_{0}\right]}={\overline{x v_{2}}}^{\left[p-K_{0} N_{0}\right]}$, so (9) holds.

## 6. A new model for the boundary

We can now present a new model for the boundary of a finitely generated virtually free group which proves useful in studying infinite fixed points. The notion of boundary is indeed one of the important features associated to hyperbolic groups. To present it, we define a second distance in $G$ by means of the Gromov product (taking 1 as basepoint). We keep all the notation introduced in Section 5. In particular, $G$ is a finitely generated virtually free group and $L=\operatorname{Irr} \mathscr{R}^{\prime}$.

Given $g, h \in G$, we define

$$
(g \mid h)=\frac{1}{2}\left(d_{1}(1, g)+d_{1}(1, h)-d_{1}(g, h)\right)
$$

Fix $\varepsilon>0$ such that $\varepsilon \delta \leq 1 / 5$, where $\delta$ is the hyperbolicity constant from Section 5 . Write $z=e^{\varepsilon}$ and define

$$
\rho(g, h)= \begin{cases}z^{-(g \mid h)} & \text { if } g \neq h \\ 0 & \text { otherwise }\end{cases}
$$

for all $g, h \in G$. In general, $\rho$ is not a distance because it fails the triangular inequality. This problem is overcome by defining
$d_{2}(g, h)=\inf \left\{\rho\left(g_{0}, g_{1}\right)+\cdots+\rho\left(g_{n-1}, g_{n}\right): g_{0}=g, g_{n}=h ; g_{1}, \ldots, g_{n-1} \in G\right\}$.
By [Väisälä 2005, Proposition 5.16] (see also [Ghys and de la Harpe 1990, Proposition 7.10]), $d_{2}$ is a distance on $G$ and the inequalities

$$
\begin{equation*}
\frac{1}{2} \rho(g, h) \leq d_{2}(g, h) \leq \rho(g, h) \tag{10}
\end{equation*}
$$

hold for all $g, h \in G$.
In general, the metric space $\left(G, d_{2}\right)$ is not complete. Its completion $\left(\widehat{G}, \hat{d}_{2}\right)$ is essentially unique, and $\partial G=\widehat{G} \backslash G$ is the boundary of $G$. The elements of the boundary admit several standard descriptions, such as equivalence classes of rays (infinite words whose finite factors are geodesics) where two rays are equivalent if the Hausdorff distance between them is finite [Ghys and de la Harpe 1990, Section 7.1]. We won't need precise definitions for these concepts or $\hat{d}_{2}$ since, as we shall see next, we can get a simpler description of $\widehat{G}$ for virtually free groups.

Lemma 6.1. There exists some $M_{0}>0$ such that, for all $g, h \in G$,
(i) $|\bar{g}| \leq|\bar{g} \wedge \overline{g h}|+K_{0} N_{0}+N_{0}|\bar{h}|$,
(ii) $d_{1}(g, h) \geq \frac{|\bar{g}|-|\bar{g} \wedge \bar{h}|}{N_{0}}-K_{0}$,
(iii) $|\bar{g} \wedge \bar{h}| \leq(g \mid h) \leq|\bar{g} \wedge \bar{h}|+M_{0}$.

Proof. (i) By applying Lemma 5.1 to the product $\bar{g} \bar{h}$, there exists some factorization $\bar{g}=v z$ and some geodesic $v w \in(g h) \pi^{-1}$ such that $|v| \geq|\bar{g}|-N_{0}|\bar{h}|$. Now we apply Lemma 5.3 to $u=\overline{g h}$ and $v w$ to get $|u \wedge v| \geq|v|-K_{0} N_{0}$. Hence

$$
|\bar{g} \wedge \overline{g h}|=|u \wedge v| \geq|v|-K_{0} N_{0} \geq|\bar{g}|-N_{0}|\bar{h}|-K_{0} N_{0} .
$$

(ii) Let $u=\bar{g} \wedge \bar{h}$. Applying (i) to $g$ and $g^{-1} h$, and in view of $d_{1}(g, h)=\left|\overline{g^{-1} h}\right|$, we get

$$
|\bar{g}| \leq|\bar{g} \wedge \bar{h}|+K_{0} N_{0}+N_{0} d_{1}(g, h) .
$$

(iii) We define $M_{0}=\delta+\left(2 \delta+1+K_{0}\right) N_{0}-1 / 2$, assuming that $\Gamma_{A}(G)$ is $\delta$-hyperbolic. Let $u=\bar{g} \wedge \bar{h}$, and write $\bar{g}=u v, \bar{h}=u w$. It is easy to check that
$(g \mid h)=\frac{1}{2}\left(d_{1}(1, g)+d_{1}(1, h)-d_{1}(g, h)\right)=\frac{1}{2}\left(|u|+d_{1}(u \pi, g)+|u|+d_{1}(u \pi, h)-d_{1}(g, h)\right)$.
Since $d_{1}(g, h) \leq d_{1}(g, u \pi)+d_{1}(u \pi, h)$, we get $|\bar{g} \wedge \bar{h}|=|u| \leq(g \mid h)$.
Consider now the geodesic triangle determined by the paths

$$
P_{1}: u \pi \xrightarrow{v} g, \quad P_{2}: u \pi \xrightarrow{w} h, \quad P_{3}: g \xrightarrow{\overline{g^{-1} h}} h .
$$

Since $\Gamma_{A}(G)$ is $\delta$-hyperbolic,

$$
\begin{equation*}
d_{1}\left(q, V\left(P_{1}\right) \cup V\left(P_{2}\right)\right)<\delta \text { for every } q \in V\left(P_{3}\right) \tag{11}
\end{equation*}
$$

Assume that $P_{3}: g=q_{0} \xrightarrow{a_{1}} \cdots \xrightarrow{a_{n}} q_{n}=h$ with $a_{i} \in \widetilde{A}$. Since

$$
d_{1}\left(q_{0}, V\left(P_{1}\right)\right)=0<\delta \quad \text { and } \quad d_{1}\left(q_{n}, V\left(P_{2}\right)\right)=0<\delta,
$$

it follows from (11) that there exist some $j \in\{0, \ldots, n-1\}$ and $p_{1} \in V\left(P_{1}\right)$, $p_{2} \in V\left(P_{2}\right)$ such that $d_{1}\left(q_{j}, p_{1}\right), d_{1}\left(q_{j+1}, p_{2}\right) \leq \delta$. Since $P_{1}$ and $P_{2}$ are geodesics, we get

$$
\begin{aligned}
&(g \mid h)= \frac{1}{2}\left(d_{1}(1, g)+d_{1}(1, h)-d_{1}(g, h)\right) \\
&=\frac{1}{2}\left(|u|+d_{1}\left(u \pi, p_{1}\right)+d_{1}\left(p_{1}, g\right)\right. \\
& \quad\left.\quad|u|+d_{1}\left(u \pi, p_{2}\right)+d_{1}\left(p_{2}, h\right)-d_{1}\left(g, q_{j}\right)-1-d_{1}\left(q_{j+1}, h\right)\right) \\
&=|\bar{g} \wedge \bar{h}|+\frac{1}{2}\left(d_{1}\left(u \pi, p_{1}\right)+d_{1}\left(u \pi, p_{2}\right)\right) \\
& \quad+\frac{1}{2}\left(d_{1}\left(p_{1}, g\right)-d_{1}\left(g, q_{j}\right)\right)+\frac{1}{2}\left(d_{1}\left(p_{2}, h\right)-d_{1}\left(q_{j+1}, h\right)\right)-\frac{1}{2} .
\end{aligned}
$$

Since $d_{1}\left(p_{1}, g\right) \leq d_{1}\left(p_{1}, q_{j}\right)+d_{1}\left(q_{j}, g\right) \leq \delta+d_{1}\left(q_{j}, g\right)$, we have

$$
\frac{1}{2}\left(d_{1}\left(p_{1}, g\right)-d_{1}\left(g, q_{j}\right)\right) \leq \frac{\delta}{2} .
$$

Similarly,

$$
\frac{1}{2}\left(d_{1}\left(p_{2}, h\right)-d_{1}\left(q_{j+1}, h\right)\right) \leq \frac{\delta}{2} .
$$

Out of symmetry, it suffices to show that $d_{1}\left(u \pi, p_{1}\right) \leq\left(2 \delta+1+K_{0}\right) N_{0}$.
Applying (ii) to $p_{1}$ and $p_{2}$, we get

$$
d_{1}\left(p_{1}, p_{2}\right) \geq \frac{\left|\overline{p_{1}}\right|-\left|\overline{p_{1}} \wedge \overline{p_{2}}\right|}{N_{0}}-K_{0} .
$$

Since $\overline{p_{1}}$ (respectively $\overline{p_{2}}$ ) is a prefix of $\bar{g}$ (respectively $\bar{h}$ ), it follows easily that $\overline{p_{1}} \wedge \overline{p_{2}}=u$ and $\left|\overline{p_{1}}\right|-\left|\overline{p_{1}} \wedge \overline{p_{2}}\right|=d_{1}\left(u \pi, p_{1}\right)$. Hence

$$
\begin{aligned}
& d_{1}\left(u \pi, p_{1}\right) \\
& \quad \leq\left(d_{1}\left(p_{1}, p_{2}\right)+K_{0}\right) N_{0} \leq\left(d_{1}\left(p_{1}, q_{j}\right)+d_{1}\left(q_{j}, q_{j+1}\right)+d_{1}\left(q_{j+1}, p_{2}\right)+K_{0}\right) N_{0} \\
& \quad \leq\left(2 \delta+1+K_{0}\right) N_{0} .
\end{aligned}
$$

The language $L$ introduced in (6) was noted to be rational. We recall that an automaton is said to be trim if every vertex occurs in some successful path. Let $\mathscr{A}=\left(Q, q_{0}, T, E\right)$ be a finite trim deterministic $\widetilde{A}$-automaton recognizing $L$ (for example, the minimal automaton of $L$; see [Berstel 1979]). Since $L$ is factorial, we must have $T=Q$. Let

$$
\partial L=\left\{\alpha \in \widetilde{A}^{\omega}: \alpha^{[n]} \in L \text { for every } n \in \mathbb{N}\right\} .
$$

Equivalently, since $\mathscr{A}$ is trim and deterministic and $T=Q$, we have $\partial L=L_{\omega}(\mathscr{A})$. Write $\hat{L}=L \cup \partial L$. We define a mapping $d_{3}: \hat{L} \times \hat{L} \rightarrow \mathbb{R}_{0}^{+}$by

$$
d_{3}(\alpha, \beta)= \begin{cases}2^{-|\alpha \wedge \beta|} & \text { if } \alpha \neq \beta \\ 0 & \text { otherwise }\end{cases}
$$

It is immediate that $d_{3}$ is a distance in $\hat{L}$. Indeed, an ultrametric distance since

$$
|\alpha \wedge \gamma| \geq \min \{|\alpha \wedge \beta|,|\beta \wedge \gamma|\}
$$

holds for all $\alpha, \beta, \gamma \in \hat{L}$. We commit a slight abuse of notation by also denoting by $d_{3}$ the restriction of $d_{3}$ to $L \times L$.

Proposition 6.2. (i) The mutually inverse mappings $\left(G, d_{2}\right) \rightarrow\left(L, d_{3}\right): g \mapsto \bar{g}$ and $\left(L, d_{3}\right) \rightarrow\left(G, d_{2}\right): u \mapsto u \pi$ are uniformly continuous;
(ii) $\left(\hat{L}, d_{3}\right)$ is the completion of $\left(L, d_{3}\right)$;
(iii) $\left(\partial L, d_{3}\right)$ is homeomorphic to the boundary of $G$.

Proof. (i) In view of (10), it suffices to show that

$$
\begin{aligned}
& \forall M>0 \exists N>0:((g \mid h)>N \Rightarrow|\bar{g} \wedge \bar{h}|>M), \\
& \forall M>0 \exists N>0:(|\bar{g} \wedge \bar{h}|>N \Rightarrow(g \mid h)>M) .
\end{aligned}
$$

Now we apply Lemma 6.1(iii).
(ii) Let $\left(\alpha_{n}\right)_{n}$ be a Cauchy sequence in $\left(\hat{L}, d_{3}\right)$. For every $k \in \mathbb{N}$, the sequence $\left(\alpha_{n}^{[k]}\right)_{n}$ stabilizes when $n \rightarrow+\infty$. Moreover, $\lim _{n \rightarrow+\infty} \alpha_{n}^{[k]}$ is a prefix of

$$
\lim _{n \rightarrow+\infty} \alpha_{n}^{[k+1]} .
$$

Let $\beta \in A^{\infty}$ be the unique word satisfying $\beta^{[k]}=\lim _{n \rightarrow+\infty} \alpha_{n}^{[k]}$ for every $k \in \mathbb{N}$. It is immediate that $\beta \in \hat{L}$ and $\beta=\lim _{n \rightarrow+\infty} \alpha_{n}$. Hence ( $\hat{L}, d_{3}$ ) is complete. Since $\alpha=\lim _{n \rightarrow+\infty} \alpha^{[n]}$ for every $\alpha \in \partial L,\left(\hat{L}, d_{3}\right)$ is the completion of $\left(L, d_{3}\right)$.
(iii) By (i) and (ii), the uniformly continuous mappings $\left(G, d_{2}\right) \rightarrow\left(L, d_{3}\right): g \mapsto \bar{g}$ and $\left(L, d_{3}\right) \rightarrow\left(G, d_{2}\right): u \mapsto u \pi$ admit (unique) continuous extensions to their completions (see [Dugundji 1966, Section XIV.6]), say

$$
\Phi: \widehat{G} \rightarrow \hat{L}, \quad \Psi: \hat{L} \rightarrow \widehat{G} .
$$

Hence $\Phi \Psi$ is a continuous extension of the identity on $G$ to its completion $\widehat{G}$. Since such an extension is unique, $\Phi \Psi$ must be the identity mapping on $\widehat{G}$. Similarly, $\Psi \Phi$ must be the identity mapping on $\hat{L}$, and so $\Phi$ and $\Psi$ are mutually inverse homeomorphisms. Therefore the restriction $\left.\Phi\right|_{\partial G}: \partial G \rightarrow \partial L$ must also be a homeomorphism.

We have just proved that our construction of $\hat{L}$ constitutes a model for the hyperbolic completion of $G$. But we must also import to $\hat{L}$ the algebraic operations of $\widehat{G}$ since we shall be considering homomorphisms soon. Clearly, the binary operation on $L$ is defined as

$$
L \times L \rightarrow L:(u, v) \mapsto \overline{u v},
$$

so that $\left(G, d_{2}\right) \rightarrow\left(L, d_{3}\right): g \mapsto \bar{g}$ is also a group isomorphism. But there is another important algebraic operation involved. Indeed, for every $g \in G$, the left translation $\tau_{g}: G \rightarrow G: x \mapsto g x$ is uniformly continuous for $d_{2}$ and so admits a continuous extension $\hat{\tau}_{g}: \widehat{G} \rightarrow \widehat{G}$. It follows that the left action of $G$ in its boundary, $G \times \partial G \rightarrow \partial G:(g, \alpha) \mapsto \alpha \hat{\tau}_{g}$, is continuous. We can also replicate this operation in $\hat{L}$ as follows.

Proposition 6.3. Let $u \in L$. Then $\tau_{u}: L \rightarrow L: v \mapsto \overline{u v}$ is uniformly continuous. Proof. It suffices to show that

$$
\forall M>0 \quad \exists N>0:(|v \wedge w|>N \Rightarrow|\overline{u v} \wedge \overline{u v}|>M) .
$$

By Proposition 5.4(ii), we can take $N=M+K_{0} N_{0}+N_{0}|u|$.
Therefore $\tau_{u}$ admits a continuous extension $\hat{\tau}_{u}: \hat{L} \rightarrow \hat{L}$ and the left action $L \times \partial L \rightarrow \partial L:(u, \alpha) \mapsto \alpha \hat{\tau}_{u}$ is continuous. Write $\overline{u \alpha}=\alpha \hat{\tau}_{u}$. For every $\alpha \in \partial L$, we have

$$
\overline{u \alpha}=\overline{u \lim _{n \rightarrow+\infty} \alpha^{[n]}}=\lim _{n \rightarrow+\infty} \overline{u \alpha^{[n]}} .
$$

Hence $\left(\hat{L}, d_{3}\right)$ serves as a model for $\left(\widehat{G}, \hat{d}_{2}\right)$ both topologically and algebraically. From now on, we pursue our work within $\left(\hat{L}, d_{3}\right)$.

## 7. Uniformly continuous endomorphisms

We keep all the notation introduced in Section 5. In particular, $G$ is a finitely generated virtually free group and $L=\operatorname{Irr} \mathscr{R}^{\prime}$. Following the program announced above, we work within $\left(\hat{L}, d_{3}\right)$.

Given an endomorphism $\varphi$ of $G$, we denote by $\bar{\varphi}$ the corresponding endomorphism of $L$ for the binary operation induced by the product in $G$, that is, $u \bar{\varphi}=\overline{(u \pi) \varphi}$. To simplify notation, we often write $u \varphi$ instead of $u \pi \varphi$ for $u \in \widetilde{A}^{*}$.

We say that $\varphi$ satisfies the bounded cancellation property if

$$
\{|u \bar{\varphi}|-|u \bar{\varphi} \wedge(u v) \bar{\varphi}|: u v \in L\}
$$

is bounded. In that case, we denote its maximum by $B_{\varphi}$. This property was considered originally for free group automorphisms by Cooper [1987].

We also fix the notation $D_{\varphi}=\max \{|\overline{a \varphi}|: a \in \widetilde{A}\}$ and recall that a homomorphism with finite kernel is called virtually injective.

Theorem 7.1. Let $\varphi$ be a virtually injective endomorphism $\varphi$ of $G$. Then $\varphi$ satisfies the bounded cancellation property.

Proof. Suppose that $\varphi$ does not satisfy the bounded cancellation property. Then

$$
\forall m \in \mathbb{N} \exists u_{m} v_{m} \in L:\left|u_{m} \bar{\varphi}\right|-\left|u_{m} \bar{\varphi} \wedge\left(u_{m} v_{m}\right) \bar{\varphi}\right|>m .
$$

Let $X_{0}=\left(K_{0}+D_{\varphi}\right) N_{0}$. We claim that
(12) $\forall m \in \mathbb{N} \exists u_{m}^{\prime} v_{m}^{\prime} \in L:\left(\left|u_{m}^{\prime} \bar{\varphi}\right|-\left|\left(u_{m}^{\prime} v_{m}^{\prime}\right) \bar{\varphi}\right|>m\right.$

$$
\text { and } \left.\left|\left(u_{m}^{\prime} v_{m}^{\prime}\right) \bar{\varphi}\right|-\left|u_{m}^{\prime} \bar{\varphi} \wedge\left(u_{m}^{\prime} v_{m}^{\prime}\right) \bar{\varphi}\right| \leq X_{0}\right) .
$$

Indeed, let $m \in \mathbb{N}$. Take $n=m+X_{0}$ and write $v_{n}=a_{1} \cdots a_{k}\left(a_{i} \in \widetilde{A}\right)$. For $i=0, \ldots, k$, let $w_{i}=\left(u_{n} a_{1} \cdots a_{i}\right) \bar{\varphi}$. Let $j$ denote the smallest $i$ such that

$$
\left|u_{n} \bar{\varphi} \wedge w_{i}\right| \leq\left|u_{n} \bar{\varphi} \wedge\left(u_{n} v_{n}\right) \bar{\varphi}\right| .
$$

Take $u_{m}^{\prime}=u_{n}$ and $v_{m}^{\prime}=a_{1} \cdots a_{j-1}$ (since $j>0$ ). Since $L$ is factorial, we have $u_{m}^{\prime} v_{m}^{\prime} \in L$.

Now, by the minimality of $j$, we get

$$
\left|u_{n} \bar{\varphi} \wedge w_{j-1}\right|>\left|u_{n} \bar{\varphi} \wedge\left(u_{n} v_{n}\right) \bar{\varphi}\right| .
$$

Since $\left|u_{n} \bar{\varphi} \wedge w_{j}\right| \leq\left|u_{n} \bar{\varphi} \wedge\left(u_{n} v_{n}\right) \bar{\varphi}\right|$, it follows that

$$
\left|w_{j-1} \wedge w_{j}\right| \leq\left|u_{n} \bar{\varphi} \wedge\left(u_{n} v_{n}\right) \bar{\varphi}\right| .
$$

Applying Lemma 6.1(i) to $w_{j-1} \pi$ and $a_{j} \varphi$, we get

$$
\begin{aligned}
\left|w_{j-1}\right| & \leq\left|w_{j-1} \wedge w_{j}\right|+K_{0} N_{0}+N_{0}\left|\overline{a_{j} \varphi}\right| \leq\left|w_{j-1} \wedge w_{j}\right|+X_{0} \\
& \leq\left|u_{n} \bar{\varphi} \wedge\left(u_{n} v_{n}\right) \bar{\varphi}\right|+X_{0}<\left|u_{n} \bar{\varphi}\right|-n+X_{0}=\left|u_{n} \bar{\varphi}\right|-m,
\end{aligned}
$$

and so $\left|u_{m}^{\prime} \bar{\varphi}\right|-\left|\left(u_{m}^{\prime} v_{m}^{\prime}\right) \bar{\varphi}\right|=\left|u_{n} \bar{\varphi}\right|-\left|w_{j-1}\right|>m$.
Suppose that $\left|w_{j-1}\right|-\left|u_{n} \bar{\varphi} \wedge w_{j-1}\right|>X_{0}$. Since we have seen above that $\left|w_{j-1}\right| \leq\left|w_{j-1} \wedge w_{j}\right|+X_{0}$, we get $\left|u_{n} \bar{\varphi} \wedge w_{j-1}\right|<\left|w_{j-1} \wedge w_{j}\right|$, in contradiction with $\left|w_{j-1} \wedge w_{j}\right| \leq\left|u_{n} \bar{\varphi} \wedge\left(u_{n} v_{n}\right) \bar{\varphi}\right|<\left|u_{n} \bar{\varphi} \wedge w_{j-1}\right|$. Thus

$$
\left|\left(u_{m}^{\prime} v_{m}^{\prime}\right) \bar{\varphi}\right|-\left|u_{m}^{\prime} \bar{\varphi} \wedge\left(u_{m}^{\prime} v_{m}^{\prime}\right) \bar{\varphi}\right|=\left|w_{j-1}\right|-\left|u_{n} \bar{\varphi} \wedge w_{j-1}\right| \leq X_{0}
$$

and so (12) holds.
We prove that

$$
\begin{equation*}
\forall m \in \mathbb{N} \exists u_{m}^{\prime \prime} v_{m}^{\prime \prime} \in L:\left|u_{m}^{\prime \prime} \bar{\varphi}\right|>m \text { and }\left|\left(u_{m}^{\prime \prime} v_{m}^{\prime \prime}\right) \bar{\varphi}\right| \leq X_{0}+N_{0} D_{\varphi} . \tag{13}
\end{equation*}
$$

Indeed, let $m \in \mathbb{N}$. We have in $\Gamma_{A}(G)$ geodesics

where $p q=u_{m}^{\prime} \bar{\varphi}, p r=\left(u_{m}^{\prime} v_{m}^{\prime}\right) \bar{\varphi}$, and $p=u_{m}^{\prime} \bar{\varphi} \wedge\left(u_{m}^{\prime} v_{m}^{\prime}\right) \bar{\varphi}$. Assume that $u_{m}^{\prime}=$ $a_{1} \cdots a_{k}\left(a_{i} \in \widetilde{A}\right)$. Let
$I=\left\{i \in\{0, \ldots, k\}:\right.$ there exists a geodesic $\left(a_{1} \cdots a_{i}\right) \varphi \longrightarrow g \xrightarrow{q} u_{m}^{\prime} \varphi$ in $\left.\Gamma_{A}(G)\right\}$. Clearly, $0 \in I$. We claim that

$$
\begin{equation*}
\left(i-1 \in I \text { and } d_{1}\left(\left(a_{1} \cdots a_{i-1}\right) \varphi, g\right)>N_{0} D_{\varphi}\right) \Rightarrow i \in I \tag{14}
\end{equation*}
$$

holds for $i=1, \ldots, k$. Indeed, assume $i-1 \in I$ and $\left(a_{1} \cdots a_{i-1}\right) \varphi \xrightarrow{y} g \xrightarrow{q} u_{m}^{\prime} \varphi$ is a geodesic with $y \in L$. Applying Lemma 5.1(ii) to the word $a_{i}^{-1} \bar{\varphi}$ and the geodesic $u=y q$, it follows that there exists some geodesic $\left(a_{1} \cdots a_{i}\right) \varphi \xrightarrow{z} u_{m}^{\prime} \varphi$ such that $z$ and $u$ share a suffix of length $\geq|y q|-N_{0}\left|a_{i}^{-1} \bar{\varphi}\right| \geq|y q|-N_{0} D_{\varphi}>|q|$. Since $\Gamma_{A}(G)$ is deterministic, our geodesic $\left(a_{1} \cdots a_{i}\right) \varphi \xrightarrow{z} u_{m}^{\prime} \varphi$ factors through $g$, and so (14) holds.

Since $k \notin I$ due to $|q|>0$, it follows from (14) that $d_{1}\left(\left(a_{1} \cdots a_{i}\right) \varphi, g\right) \leq N_{0} D_{\varphi}$ for some $i \in\{1, \ldots, k\}$. Let $j$ denote the smallest such $i$. We define $u_{m}^{\prime \prime}=a_{j+1} \cdots a_{k}$ and $v_{m}^{\prime \prime}=v_{m}^{\prime}$. Since $L$ is factorial and $u_{m}^{\prime} v_{m}^{\prime} \in L$, we also have $u_{m}^{\prime \prime} v_{m}^{\prime \prime} \in L$.

By minimality of $j$, we have $d_{1}\left(\left(a_{1} \cdots a_{i}\right) \varphi, g\right)>N_{0} D_{\varphi}$ for $i=0, \ldots, j-1$. By (14), we get $1, \ldots, j \in I$ and so there exists a geodesic $\left(a_{1} \cdots a_{j}\right) \varphi \longrightarrow g \xrightarrow{q} u_{m}^{\prime} \varphi$ in $\Gamma_{A}(G)$. Hence

$$
\left|u_{m}^{\prime \prime} \bar{\varphi}\right|=d_{1}\left(1, u_{m}^{\prime \prime} \varphi\right)=d_{1}\left(\left(a_{1} \cdots a_{j}\right) \varphi, u_{m}^{\prime} \varphi\right) \geq|q| \geq\left|u_{m}^{\prime} \bar{\varphi}\right|-\left|\left(u_{m}^{\prime} v_{m}^{\prime}\right) \bar{\varphi}\right|>m
$$

Finally,

$$
\begin{aligned}
\left|\left(u_{m}^{\prime \prime} v_{m}^{\prime \prime}\right) \bar{\varphi}\right| & =d_{1}\left(1,\left(u_{m}^{\prime \prime} v_{m}^{\prime \prime}\right) \varphi\right)=d_{1}\left(\left(a_{1} \cdots a_{j}\right) \varphi,\left(u_{m}^{\prime} v_{m}^{\prime}\right) \varphi\right) \\
& \leq d_{1}\left(\left(a_{1} \cdots a_{j}\right) \varphi, g\right)+d_{1}\left(g,\left(u_{m}^{\prime} v_{m}^{\prime}\right) \varphi\right) \leq N_{0} D_{\varphi}+|r| \\
& =N_{0} D_{\varphi}+\left|\left(u_{m}^{\prime} v_{m}^{\prime}\right) \bar{\varphi}\right|-\left|u_{m}^{\prime} \bar{\varphi} \wedge\left(u_{m}^{\prime} v_{m}^{\prime}\right) \bar{\varphi}\right| \leq N_{0} D_{\varphi}+X_{0}
\end{aligned}
$$

and so (13) holds.
Now, since $\left|\left(u_{m}^{\prime \prime} v_{m}^{\prime \prime}\right) \bar{\varphi}\right|$ is bounded, $u_{m}^{\prime \prime} v_{m}^{\prime \prime} \in L$, and $\operatorname{Ker} \varphi$ is finite, $\left|u_{m}^{\prime \prime} v_{m}^{\prime \prime}\right|$ must be bounded and so must be $\left|u_{m}^{\prime \prime}\right|$. This implies that $\left|u_{m}^{\prime \prime} \bar{\varphi}\right|$ must be bounded, contradicting $\left|u_{m}^{\prime \prime} \bar{\varphi}\right|>m$. Thus $\varphi$ satisfies the bounded cancellation property.

Proposition 7.2. The following conditions are equivalent for a nontrivial endomorphism $\varphi$ of $G$ :
(i) $\varphi$ is uniformly continuous for $d_{2}$;
(ii) $\varphi$ is virtually injective.

Proof. (i) $\Rightarrow$ (ii). Suppose that $\operatorname{Ker} \varphi$ is infinite. In view of (10), it suffices to show that there exists some $\eta>0$ such that

$$
\forall \xi>0 \exists g, h \in G:(\rho(g, h)<\xi \text { and } \rho(g \varphi, h \varphi) \geq \eta)
$$

By (10), we only need to show that there exists some $M \in \mathbb{N}$ such that

$$
\forall N \in \mathbb{N} \exists g, h \in G:((g \mid h)>N \text { and } g \varphi \neq h \varphi \text { and }((g \varphi) \mid(h \varphi)) \leq M) .
$$

Take $M=\left(g_{0} \varphi \mid 1\right)=0$ and fix $g_{0} \in G \backslash \operatorname{Ker} \varphi$. We prove the claim by showing that

$$
\begin{equation*}
\forall N \in \mathbb{N} \exists h \in \operatorname{Ker} \varphi:\left(\left(h g_{0}\right) \mid h\right)>N . \tag{15}
\end{equation*}
$$

Let $N \in \mathbb{N}$. By Lemma 6.1(iii), we have $\left|\overline{h g_{0}} \wedge \bar{h}\right| \leq\left(\left(h g_{0}\right) \mid h\right)$ for every $h \in G$; hence we only need to find out $h \in \operatorname{Ker} \varphi$ satisfying $\left|\overline{h g_{0}} \wedge \bar{h}\right|>N$. By Lemma 6.1(i), we have $\left|\overline{h g_{0}} \wedge \bar{h}\right| \geq|\bar{h}|-K_{0} N_{0}-N_{0}\left|\overline{g_{0}}\right|$. Hence it suffices that $|\bar{h}|>N+K_{0} N_{0}+N_{0}\left|\overline{g_{0}}\right|$ for some $h \in \operatorname{Ker} \varphi$, and that is ensured by $\operatorname{Ker} \varphi$ being infinite. Thus (15) holds as required.
(ii) $\Rightarrow$ (i). Suppose that $\varphi$ is not uniformly continuous for $d_{2}$. In view of (10), there exists some $\eta>0$ such that

$$
\forall \xi>0 \exists g, h \in G:(\rho(g, h)<\xi \text { and } \rho(g \varphi, h \varphi) \geq \eta) .
$$

Hence, by (10), there exists some $M \in \mathbb{N}$ such that

$$
\forall N \in \mathbb{N} \exists g, h \in G:((g \mid h)>N \text { and } g \varphi \neq h \varphi \text { and }((g \varphi) \mid(h \varphi)) \leq M) .
$$

In view of Lemma 6.1(iii), we have that

$$
\forall n \in \mathbb{N} \exists u_{n}, v_{n} \in L:\left(\left|u_{n} \wedge v_{n}\right|>n \text { and } u_{n} \bar{\varphi} \neq v_{n} \bar{\varphi} \text { and }\left|u_{n} \bar{\varphi} \wedge v_{n} \bar{\varphi}\right| \leq M\right) .
$$

Let $w_{n}=u_{n} \wedge v_{n} \in L$. Then either $w_{n} \bar{\varphi} \neq u_{n} \bar{\varphi}$ or $w_{n} \bar{\varphi} \neq v_{n} \bar{\varphi}$. Without loss of generality, we may assume that $w_{n} \bar{\varphi} \neq u_{n} \bar{\varphi}$. Suppose that $\left|w_{n} \bar{\varphi}\right|>M+B_{\varphi}$. By definition of $B_{\varphi}$, we get $\left|w_{n} \bar{\varphi}\right|-\left|w_{n} \bar{\varphi} \wedge u_{n} \bar{\varphi}\right| \leq B_{\varphi}$, and so $\left|w_{n} \bar{\varphi} \wedge u_{n} \bar{\varphi}\right|>M$. Similarly, $\left|w_{n} \bar{\varphi} \wedge v_{n} \bar{\varphi}\right|>M$, and so $\left|u_{n} \bar{\varphi} \wedge v_{n} \bar{\varphi}\right|>M$, a contradiction. Therefore $\left|w_{n} \bar{\varphi}\right| \leq M+B_{\varphi}$ for every $n$. Since $\left|w_{n}\right|>n$ and $L$ is a cross-section for $\pi$, it follows that $\operatorname{Ker} \varphi$ is infinite.

Given a uniformly continuous endomorphism $\varphi$ of $\left(G, d_{2}\right), \bar{\varphi}: L \rightarrow L$ is uniformly continuous for $d_{3}$. Since $\hat{L}$ is the completion of $\left(L, d_{3}\right), \bar{\varphi}$ admits a unique continuous extension $\Phi: \hat{L} \rightarrow \hat{L}$. By continuity, we have

$$
\begin{equation*}
\alpha \Phi=\left(\lim _{n \rightarrow+\infty} \alpha^{[n]}\right) \Phi=\lim _{n \rightarrow+\infty} \alpha^{[n]} \bar{\varphi} \tag{16}
\end{equation*}
$$

Corollary 7.3. Let $\varphi$ be a uniformly continuous endomorphism of $G$ and $u \alpha \in \partial L$. Then $|u \bar{\varphi}|-|u \bar{\varphi} \wedge(u \alpha) \Phi| \leq B_{\varphi}$.

Proof. We have $(u \alpha) \Phi=\lim _{n \rightarrow+\infty}\left(u \alpha^{[n]}\right) \bar{\varphi}$ by (16). In view of Proposition 7.2, we have $\lim _{n \rightarrow+\infty}\left|\left(u \alpha^{[n]}\right) \bar{\varphi}\right|=+\infty$. Hence $|u \bar{\varphi} \wedge(u \alpha) \Phi|=\left|u \bar{\varphi} \wedge\left(u \alpha^{[m]}\right) \bar{\varphi}\right|$ for sufficiently large $m$. Since $u \alpha^{[m]} \in L$, the claim follows by definition of $B_{\varphi}$.

## 8. Infinite fixed points

Keeping all the notation and assumptions introduced in the preceding sections, we fix now a uniformly continuous endomorphism $\varphi$ of the finitely generated virtually free group $G$. We adapt notation introduced in [Ladra and Silva 2011] for free groups, and the proofs are adaptations of proofs in [Silva 2010].

Given $u \in L$, let $u \sigma=u \wedge u \bar{\varphi}$ and write

$$
u=(u \sigma)(u \tau), \quad u \bar{\varphi}=(u \sigma)(u \rho)
$$

Also define

$$
u \sigma^{\prime}=\bigwedge\{(u v) \sigma: u v \in L\}
$$

and write $u \sigma=\left(u \sigma^{\prime}\right)\left(u \sigma^{\prime \prime}\right)$.
Lemma 8.1. Let $u v \in L$. Then
(i) $\left|u \sigma^{\prime \prime}\right| \leq B_{\varphi}$,
(ii) $|u \sigma|-|u \sigma \wedge(u v) \bar{\varphi}| \leq\left|u \sigma^{\prime \prime}\right|$,
(iii) $(u v) \bar{\varphi}=\left(u \sigma^{\prime}\right) \overline{\left(u \sigma^{\prime \prime}\right)(u \rho)(v \bar{\varphi})}$,
(iv) $(u v) \sigma^{\prime}=\left(u \sigma^{\prime}\right)\left(\bigwedge_{u v z \in L}\left(\overline{\left(u \sigma^{\prime \prime}\right)(u \rho)((v z) \bar{\varphi})} \wedge\left(u \sigma^{\prime \prime}\right)(u \tau) v z\right)\right)$.

Proof. (i) We may assume that $|u \sigma|>B_{\varphi}$. Let $v$ denote the suffix of length $B_{\varphi}$ of $u \sigma$ and write $u \sigma=u^{\prime} v$. Suppose that $u w \in L$. It suffices to show that $u^{\prime}$ is a prefix of $(u w) \bar{\varphi}$, and this follows from

$$
\left|u^{\prime} v(u \rho)\right|-\left|u^{\prime} v(u \tau) \wedge(u w) \bar{\varphi}\right|=|u \bar{\varphi}|-|u \bar{\varphi} \wedge(u w) \bar{\varphi}| \leq B_{\varphi}
$$

and $|v|=B_{\varphi}$.
(ii) $u \sigma^{\prime}$ is a prefix of $u \sigma \wedge(u v) \bar{\varphi}$.
(iii) $u \sigma^{\prime}$ is a prefix of $(u v) \bar{\varphi}$ and both sides of the equality are equivalent in $G$.
(iv) $u \sigma^{\prime}$ is a prefix of $(u v) \sigma^{\prime}$ by (iii).

For every $u \in L$, we define

$$
u \xi=\left(u \sigma^{\prime \prime}, u \tau, u \rho, q_{0} u\right)
$$

Note that there exists precisely one path of the form $q_{0} \xrightarrow{u} q_{0} u$ in $\mathscr{A}$.
Lemma 8.2. Let $u, v \in L$ be such that $u \xi=v \xi$ and let $a \in \widetilde{A}, \alpha \in \widetilde{A}^{\infty}$. Then
(i) $u a \in L$ if and only if $v a \in L$;
(ii) if $u a \in L,(u a) \xi=(v a) \xi$;
(iii) $\overline{u v^{-1}} \in \operatorname{Fix} \bar{\varphi}$;
(iv) $u \alpha \in \hat{L}$ if and only if $v \alpha \in \hat{L}$;
(v) $u \alpha \in$ Fix $\Phi$ if and only if $v \alpha \in \operatorname{Fix} \Phi$;
(vi) if $\alpha \in \hat{L}, \alpha=\lim _{n \rightarrow+\infty} \overline{\alpha^{[n]} u}$.

Proof. (i) $u \xi=v \xi$ implies $q_{0} u=q_{0} v$.
(ii) Clearly, $q_{0} u=q_{0} v$ yields $q_{0} u a=q_{0} v a$. Considering $v=a$ in Lemma 8.1(iii), we may write (ua) $\sigma=\left(u \sigma^{\prime}\right) u^{\prime}$ and deduce that $u^{\prime}$, (ua) $\tau$, and (ua) $\rho$ are all determined by $u \xi$. Hence $(u a) \tau=(v a) \tau$, (ua) $\rho=(v a) \rho$, and $u^{\prime}=v^{\prime}$.

Finally, since $q_{0} u=q_{0} v$, we have $u a z \in L$ if and only if $v a z \in L$. It follows from Lemma 8.1(iv) that there exists a word $x \in L$ which satisfies both (ua) $\sigma^{\prime}=$ $\left(u \sigma^{\prime}\right) x$ and $(v a) \sigma^{\prime}=\left(v \sigma^{\prime}\right) x$. Now $\left(u \sigma^{\prime}\right) u^{\prime}=(u a) \sigma=\left((u a) \sigma^{\prime}\right)\left((u a) \sigma^{\prime \prime}\right)=$ $\left(u \sigma^{\prime}\right) x\left((u a) \sigma^{\prime \prime}\right)$. Hence $u^{\prime}=x\left((u a) \sigma^{\prime \prime}\right)$. Similarly, $v^{\prime}=x\left((v a) \sigma^{\prime \prime}\right)$. Since $u^{\prime}=v^{\prime}$, we get $(u a) \sigma^{\prime \prime}=(v a) \sigma^{\prime \prime}$, and so $(u a) \xi=(v a) \xi$.
(iii) $\overline{\left(u v^{-1}\right) \varphi}=\overline{(u \varphi)(v \varphi)^{-1}}=\overline{(u \sigma)(u \rho)(v \rho)^{-1}(v \sigma)^{-1}}=\overline{(u \sigma)(v \sigma)^{-1}}$

$$
=\overline{(u \sigma)(u \tau)(v \tau)^{-1}(v \sigma)^{-1}}=\overline{u v^{-1}} .
$$

(iv) We have $u \alpha \in \hat{L}$ if and only if $u \alpha^{[n]} \in L$ for every $n \in \mathbb{N}$. Now we use (i) and induction on $n$.
(v) We have $u \alpha=\left(u \sigma^{\prime}\right)\left(u \sigma^{\prime \prime}\right)(u \tau) \alpha$ and, in view of Corollary 7.3 and (16), also

$$
(u \alpha) \Phi=\left(u \sigma^{\prime}\right) \lim _{n \rightarrow+\infty} \overline{\left(u \sigma^{\prime \prime}\right)(u \rho)\left(\alpha^{[n]} \bar{\varphi}\right)} .
$$

Hence $u \alpha \in$ Fix $\Phi$ depends just on $u \xi$ and $\alpha$.
(vi) Let $m=K_{0} N_{0}+N_{0}|u|$. By Lemma 6.1(i), we have $\left|\alpha^{[n]} \wedge \overline{\alpha^{[n]}} u\right| \geq n-m$ for every $n$. Hence $\alpha=\lim _{n \rightarrow+\infty} \alpha^{[n-m]}=\lim _{n \rightarrow+\infty} \overline{\alpha^{[n]} u}$.

Given $X \subseteq A^{\infty}$, write

$$
\operatorname{Pref} X=\left\{u \in A^{*}: u \alpha \in X \text { for some } \alpha \in A^{\infty}\right\} .
$$

Recall the finite trim deterministic $\widetilde{A}$-automaton $\mathscr{A}=\left(Q, q_{0}, Q, E\right)$ recognizing $L$. We build a (possibly infinite) $\widetilde{A}$-automaton $\mathscr{A}_{\varphi}^{\prime}=\left(Q^{\prime}, q_{0}^{\prime}, T^{\prime}, E^{\prime}\right)$ by taking

$$
\begin{aligned}
Q^{\prime} & =\{u \xi: u \in \operatorname{Pref} \operatorname{Fix} \Phi\} \\
q_{0}^{\prime} & =1 \xi \\
T^{\prime} & =\left\{u \xi \in Q^{\prime}: u \tau=u \rho=1\right\}, \\
E^{\prime} & =\left\{(u \xi, a, v \xi) \in Q^{\prime} \times \widetilde{A} \times Q^{\prime}: v=u a \in \operatorname{Pref} \operatorname{Fix} \Phi\right\}
\end{aligned}
$$

We note that $\mathscr{A}_{\varphi}^{\prime}$ is deterministic by Lemma 8.2(ii) and is also accessible: if $u \in \operatorname{Pref} \operatorname{Fix} \Phi$, there exists a path $q_{0}^{\prime} \xrightarrow{u} u \xi$, and so every vertex can be reached from the initial vertex.

Let $S$ denote the set of all vertices $q \in Q^{\prime}$ such that there exist at least two edges in $\mathscr{B}_{\varphi}^{\prime}$ leaving $q$. Let $Q^{\prime \prime}$ denote the set of all vertices $q \in Q^{\prime}$ such that there exists
some path $q \longrightarrow p \in S \cup T^{\prime}$. We define $\mathscr{A}_{\varphi}^{\prime \prime}=\left(Q^{\prime \prime}, q_{0}^{\prime \prime}, T^{\prime \prime}, E^{\prime \prime}\right)$ by taking $q_{0}^{\prime \prime}=q_{0}^{\prime}$, $T^{\prime \prime}=T^{\prime}$, and $E^{\prime \prime}=E^{\prime} \cap\left(Q^{\prime \prime} \times \widetilde{A} \times Q^{\prime \prime}\right)$.

Lemma 8.3. $S$ is finite.
Proof. In view of Lemma 8.1, the unique components of $u \xi$ that may assume infinitely many values are $u \tau$ and $u \rho$. Moreover, we claim that

$$
\begin{equation*}
u \tau \neq 1 \Rightarrow|u \rho| \leq B_{\varphi} \tag{17}
\end{equation*}
$$

holds for every $u \in \operatorname{Pref} \operatorname{Fix} \Phi$. Indeed, suppose that $u \tau \neq 1$ and $|u \rho|>B_{\varphi}$. Write $\alpha=u \beta$ for some $\alpha \in$ Fix $\Phi$. In view of Corollary 7.3, $|u \rho|>B_{\varphi}$ yields $|(u \beta) \Phi \wedge u \bar{\varphi}|>|u \sigma|$ and now $u \tau \neq 1$ yields $((u \beta) \Phi \wedge u \beta)=(u \bar{\varphi} \wedge u)=u \sigma$. Since $\beta \neq 1$, this contradicts $\alpha \in$ Fix $\Phi$. Therefore (17) holds.

It is also easy to see that

$$
\begin{equation*}
|u \rho|>B_{\varphi} \Rightarrow u \xi \notin S \tag{18}
\end{equation*}
$$

for every $u \in \operatorname{Pref} \operatorname{Fix} \Phi$. Indeed, if $|u \rho|>B_{\varphi}$ and $a$ is the first letter of $u \rho$, then, by definition of $B_{\varphi},(u \sigma) a$ is a prefix of $(u \alpha) \Phi$ whenever $u \alpha \in$ Fix $\Phi$. Therefore any edge leaving $u \xi$ in $\mathscr{A}{ }_{\varphi}^{\prime}$ must have label $a$, and so (18) holds.

In view of Proposition 7.2, we can define

$$
W_{0}=\max \left\{|u|: u \in L,|u \bar{\varphi}| \leq 2\left(B_{\varphi}+D_{\varphi}-1\right)\right\} .
$$

Let $Z_{0}=B_{\varphi}+N_{0}\left(K_{0}+W_{0}\right) D_{\varphi}$. To complete the proof, it suffices to prove that

$$
\begin{equation*}
|u \tau|>Z_{0} \Rightarrow u \xi \notin S \tag{19}
\end{equation*}
$$

for every $u \in \operatorname{Pref} \operatorname{Fix} \Phi$.
Suppose that $|u \tau|>Z_{0}$ and

$$
(u \xi, a,(u a) \xi),(u \xi, b,(u b) \xi) \in E^{\prime}
$$

for some $u \in \operatorname{Pref} \operatorname{Fix} \Phi$, where $a, b \in \widetilde{A}$ are distinct. We have (ua) $\xi=v \xi$ for some $v \in \operatorname{Pref} \operatorname{Fix} \Phi$. By Lemma 8.2(v), we get $u a \alpha \in \operatorname{Fix} \Phi$ for some $\alpha \in \hat{L}$. By (16), we get $u a \alpha=\lim _{n \rightarrow+\infty}\left(u a \alpha^{[n]}\right) \bar{\varphi}$, and so $\left|\left(u a \alpha^{[n]}\right) \bar{\varphi}\right| \geq|u|$ for sufficiently large $n$. Let

$$
p=\min \left\{n \in \mathbb{N}:\left|\left(u a \alpha^{[n]}\right) \bar{\varphi}\right| \geq|u|\right\} .
$$

Note that $p>0$ since $|u \tau|>Z_{0}$ and by (17). Since $\left|\left(u a \alpha{ }^{[p-1]}\right) \bar{\varphi}\right|<|u|$ by the minimality of $p$, we get

$$
\begin{equation*}
\left|\left(u a \alpha^{[p]}\right) \bar{\varphi}\right| \leq\left|\left(u a \alpha^{[p-1]}\right) \bar{\varphi}\right|+D_{\varphi}<|u|+D_{\varphi} . \tag{20}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
|u|-\left|\left(u a \alpha^{[p]}\right) \bar{\varphi} \wedge u\right| \leq B_{\varphi} . \tag{21}
\end{equation*}
$$

Otherwise, by definition of $B_{\varphi}, u a \alpha$ and $(u a \alpha) \Phi$ would differ at position

$$
\left|\left(u a \alpha^{[p]}\right) \bar{\varphi} \wedge u\right|+1 .
$$

Similarly, $u b \beta \in \operatorname{Fix} \Phi$ for some $\beta \in \hat{L}$. Defining

$$
q=\min \left\{n \in \mathbb{N}:\left|\left(u b \beta^{[n]}\right) \bar{\varphi}\right| \geq|u|\right\},
$$

we get

$$
\begin{equation*}
\left|\left(u b \beta^{[q]}\right) \bar{\varphi}\right|<|u|+D_{\varphi} \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
|u|-\left|\left(u b \beta^{[q]}\right) \bar{\varphi} \wedge u\right| \leq B_{\varphi} . \tag{23}
\end{equation*}
$$

Write $u=u_{1} u_{2}$ with $\left|u_{2}\right|=B_{\varphi}$. Then by (20) and (21) we may write $\left(u a \alpha^{[p]}\right) \bar{\varphi}=u_{1} x$ for some $x$ such that $|x|<B_{\varphi}+D_{\varphi}$. Similarly, (22) and (23) yield (ub $\left.{ }^{[q]}\right) \bar{\varphi}=u_{1} y$ for some $x$ such that $|x|<B_{\varphi}+D_{\varphi}$. Writing $w=\overline{\left(\beta^{[q]}\right)^{-1} b^{-1} a \alpha^{[p]}}$, it follows that $w \varphi=\left(y^{-1} x\right) \pi$, and so $|w \bar{\varphi}| \leq 2\left(B_{\varphi}+D_{\varphi}-1\right)$. Hence $|w| \leq W_{0}$. Applying Lemma 6.1(i) to $g=\left(u b \beta^{[q]}\right) \pi$ and $h=w \pi$, we get

$$
\left|u b \beta^{[q]}\right| \leq\left|u b \beta^{[q]} \wedge u a \alpha^{[p]}\right|+N_{0}\left(K_{0}+|w|\right) \leq|u|+N_{0}\left(K_{0}+W_{0}\right),
$$

and so $q<N_{0}\left(K_{0}+W_{0}\right)$. Hence, in view of (17), we get

$$
\begin{aligned}
|u \tau| & =|u|-|u \sigma| \leq\left|\left(u b \beta^{[q]}\right) \bar{\varphi}\right|-|u \sigma| \leq|u \bar{\varphi}|+\left|\left(b \beta^{[q]}\right) \bar{\varphi}\right|-|u \sigma| \\
& \leq|u \rho|+N_{0}\left(K_{0}+W_{0}\right) D_{\varphi} \leq B_{\varphi}+N_{0}\left(K_{0}+W_{0}\right) D_{\varphi},
\end{aligned}
$$

contradicting $|u \tau|>Z_{0}$. Thus (19) holds and the lemma is proved.
We say that an infinite fixed point $\alpha \in \operatorname{Fix} \Phi \cap \partial L$ is singular if $\alpha$ belongs to the topological closure $(\operatorname{Fix} \varphi)^{c}$ of Fix $\varphi$. Otherwise, $\alpha$ is said to be regular. We denote by Sing $\Phi$ (respectively Reg $\Phi$ ) the set of all singular (respectively regular) infinite fixed points of $\Phi$.
Theorem 8.4. Let $\varphi$ be a uniformly continuous endomorphism of a finitely generated virtually free group $G$. Then
(i) the automaton $\AA_{\varphi}^{\prime \prime}$ is finite;
(ii) $L\left(\mathscr{\AA}_{\varphi}^{\prime \prime}\right)=\operatorname{Fix} \bar{\varphi}$;
(iii) $L_{\omega}\left(A_{\varphi}^{\prime \prime}\right)=$ Sing $\Phi$.

Proof. (i) The set $T^{\prime}$ is finite and $S$ is finite by Lemma 8.3. On the other hand, by definition of $S$, there are only finitely many paths in $\mathscr{A}_{\varphi}^{\prime}$ of the form $v_{j}: p^{\prime} \longrightarrow q^{\prime}$ with $p^{\prime}, q^{\prime} \in S \cup T^{\prime} \cup\left\{q_{0}^{\prime}\right\}$ and no intermediate vertex in $S \cup T^{\prime} \cup\left\{q_{0}^{\prime}\right\}$. Now recall that $\mathscr{A}_{\varphi}^{\prime}$ is accessible. Hence every path of the form $q \xrightarrow{u} p \in S \cup T^{\prime}$ can be extended
to some path $q_{0}^{\prime} \xrightarrow{v} q \xrightarrow{u} p \in S \cup T^{\prime}$ which is itself a concatenation of the finitely many paths $v_{j}$. Therefore $Q^{\prime \prime}$ is finite and so is $\mathscr{A}_{\varphi}^{\prime \prime}$.
(ii) Every $u \in L$ labels at most a unique path $q_{0}^{\prime}=1 \xi \xrightarrow{u} u \xi$ out of the initial vertex in $\mathscr{A}_{\varphi}^{\prime}$. On the other hand, if $q_{0}^{\prime}=1 \xi \xrightarrow{u} q^{\prime}$ is a path in $\mathscr{A}_{\varphi}^{\prime}$, the fourth component of $\xi$ yields a path $q_{0} \xrightarrow{u} q$ in $\mathscr{A}$, and so $u \in L$. Hence

$$
L\left(A_{\varphi}^{\prime}\right)=\left\{u \in L: u \xi \in T^{\prime}\right\}=\{u \in L: u \tau=u \rho=1\}=\operatorname{Fix} \bar{\varphi} .
$$

Since $L\left(\mathscr{A}_{\varphi}^{\prime \prime}\right)=L\left(\mathscr{A}_{\varphi}^{\prime}\right)$, (ii) holds.
(iii) Let $\alpha \in L_{\omega}\left(\mathscr{A}_{\varphi}^{\prime \prime}\right)$. Then there exists some $q^{\prime \prime} \in Q^{\prime \prime}$ and some infinite sequence $\left(i_{n}\right)_{n}$ such that $q_{0}^{\prime \prime} \xrightarrow{\alpha^{[i n]}} q^{\prime \prime}$ is a path in $\mathscr{A}_{\varphi}^{\prime \prime}$ for every $n$. Write $u=\alpha^{\left[i_{1}\right]}$ and let $v_{n}=\overline{\left.\alpha^{[i n}\right]} u^{-1}$. By Lemma 8.2(iii), we have $v_{n} \in \operatorname{Fix} \bar{\varphi}$ for every $n$. It follows from Lemma 8.2(vi) that $\alpha=\lim _{n \rightarrow+\infty} v_{n}$. Thus $\alpha \in \operatorname{Sing} \Phi$.

Conversely, let $\alpha \in \operatorname{Sing} \Phi$. Then we may write $\alpha=\lim _{n \rightarrow+\infty} v_{n}$ for some sequence $\left(v_{n}\right)_{n}$ in Fix $\bar{\varphi}$. Let $k \in \mathbb{N}$. For large enough $n$, we have $\alpha^{[k]}=v_{n}^{[k]}$, and so there is some path

$$
q_{0}^{\prime \prime} \xrightarrow{\alpha^{[k]}} q_{k}^{\prime \prime} \xrightarrow{w} t_{k}^{\prime \prime} \in T^{\prime \prime},
$$

where $\alpha^{[k]} w=v_{n}$. Thus $\alpha \in L_{\omega}\left(\&_{\varphi}^{\prime \prime}\right)$ as required.
Recall now the continuous extensions $\hat{\tau}_{u}: \hat{L} \rightarrow \hat{L}$ of the uniformly continuous mappings $\tau_{u}: L \rightarrow L: v \mapsto \overline{u v}$ defined for each $u \in L$ (see Proposition 6.3). As remarked before, this is equivalent to saying that the left action

$$
L \times \partial L \rightarrow \partial L:(u, \alpha) \mapsto \overline{u \alpha}
$$

is continuous. Identifying $L$ with $G$ and $\partial L$ with $\partial G$, we have a continuous action (on the left) of $G$ on $\partial G$. Clearly, this action restricts to a left action of Fix $\varphi$ on Fix $\Phi \cap \partial G$ : if $g \in \operatorname{Fix} \varphi$ and $\alpha \in \operatorname{Fix} \Phi \cap \partial G$ with $\alpha=\lim _{n \rightarrow+\infty} g_{n}\left(g_{n} \in G\right)$,

$$
\begin{aligned}
(g \alpha) \Phi & =\left(g \lim _{n \rightarrow+\infty} g_{n}\right) \Phi=\left(\lim _{n \rightarrow+\infty} g g_{n}\right) \Phi=\lim _{n \rightarrow+\infty}\left(g g_{n}\right) \varphi \\
& =\lim _{n \rightarrow+\infty}(g \varphi)\left(g_{n} \varphi\right)=(g \varphi) \lim _{n \rightarrow+\infty} g_{n} \varphi=g\left(\lim _{n \rightarrow+\infty} g_{n}\right) \Phi \\
& =g(\alpha \Phi)=g \alpha .
\end{aligned}
$$

Moreover, the (Fix $\varphi$ )-orbits of $\operatorname{Sing} \Phi$ and $\operatorname{Reg} \Phi$ are disjoint: if $\alpha \in \operatorname{Sing} \Phi$, we can write $\alpha=\lim _{n \rightarrow+\infty} g_{n}$ with the $g_{n} \in \operatorname{Fix} \varphi$ and get $g \alpha=\lim _{n \rightarrow+\infty} g g_{n}$ with $g g_{n} \in \operatorname{Fix} \varphi$ for every $n$; hence $\alpha \in \operatorname{Sing} \Phi \Rightarrow g \alpha \in \operatorname{Sing} \Phi$ and the action of $g^{-1}$ yields the converse implication.

We can now prove the main result of this section.
Theorem 8.5. Let $\varphi$ be a uniformly continuous endomorphism of a finitely generated virtually free group $G$. Then $\operatorname{Reg} \Phi$ has finitely many $(\operatorname{Fix} \varphi)$-orbits.

Proof. Let $P$ be the set of all infinite paths $s_{0}^{\prime} \xrightarrow{a_{1}} s_{1}^{\prime} \xrightarrow{a_{2}} \cdots$ in $\mathscr{A}_{\varphi}^{\prime}$ such that

$$
s_{0}^{\prime} \in S \cup\left\{q_{0}\right\}, \quad s_{n}^{\prime} \notin S \cup\left\{q_{0}\right\} \text { for every } n>0, \quad s_{n}^{\prime} \neq s_{m}^{\prime} \text { whenever } n \neq m .
$$

By Lemma 8.3, there are only finitely many choices for $s_{0}^{\prime}$. Since $A$ is finite and $\mathscr{A}_{\varphi}^{\prime}$ is deterministic, there are only finitely many choices for $s_{1}^{\prime}$, and from that vertex onwards, the path is uniquely determined due to $s_{n}^{\prime} \notin S(n \geq 1)$. Hence $P$ is finite, and we may assume that it consists of paths $p_{i}^{\prime} \xrightarrow{\alpha_{i}} \cdots$ for $i=1, \ldots, m$. Fix a path $q_{0}^{\prime} \xrightarrow{u_{i}} p_{i}^{\prime}$ for each $i$ and let $X=\left\{u_{1} \alpha_{1}, \ldots, u_{m} \alpha_{m}\right\} \subseteq \partial L$. We claim that $X \subseteq \operatorname{Reg} \Phi$.

Let $i \in\{1, \ldots, m\}$ and write $\beta=u_{i} \alpha_{i}$. To show that $\beta \in \operatorname{Fix} \Phi$, it suffices to show that $\lim _{n \rightarrow+\infty} \beta^{[n]} \bar{\varphi}=\beta$. Let $k \in \mathbb{N}$. We must show that there exists some $r \in \mathbb{N}$ such that

$$
\begin{equation*}
n \geq r \Rightarrow\left|\beta^{[n]} \bar{\varphi} \wedge \beta\right|>k \tag{24}
\end{equation*}
$$

In view of Proposition 7.2, there exists some $r>k$ such that

$$
n \geq r \Rightarrow\left|\beta^{[n]} \bar{\varphi}\right|>k+B_{\varphi} .
$$

Suppose that $\left|\beta^{[n]} \bar{\varphi} \wedge \beta\right| \leq k$ for some $n \geq r$. Then $\left|\beta^{[n]} \sigma\right| \leq k$. Since $k<r \leq n$, it follows that $\beta^{[n]} \tau \neq 1$. On the other hand, since $\left|\beta^{[n]} \bar{\varphi}\right|>k+B_{\varphi}$, we get $\left|\beta^{[n]} \rho\right|>B_{\varphi}$. In view of (17), this contradicts $\beta^{[n]} \xi \in Q^{\prime}$. Therefore (24) holds for our choice of $r$ and so $X \subseteq$ Fix $\Phi$. Since the path

$$
q_{0}^{\prime} \xrightarrow{\beta} \cdots
$$

can visit only finitely often a given vertex, $\beta \notin L_{\omega}\left(\&_{\varphi}^{\prime \prime}\right)$, and so $X \subseteq \operatorname{Reg} \Phi$ by Theorem 8.4(iii).

By the previous comments on ( $\operatorname{Fix} \varphi$ )-orbits, the ( $\operatorname{Fix} \varphi$ )-orbits of the elements of $X$ must be contained in Reg $\Phi$. We complete the proof of the theorem by proving the opposite inclusion.

Let $\beta \in \operatorname{Reg} \Phi$. By Theorem 8.4(iii), we have $\beta \notin L_{\omega}\left(\mathscr{A}_{\varphi}^{\prime \prime}\right)$, and so there exists a factorization $\beta=u \alpha$ and a path

$$
q_{0}^{\prime} \xrightarrow{u} p^{\prime} \xrightarrow{\alpha} \cdots
$$

in $\mathscr{A}_{\varphi}^{\prime}$ such that $p^{\prime}$ signals the last occurrence of a vertex from $S \cup\left\{q_{0}^{\prime}\right\}$. We claim that no vertex is repeated after $p^{\prime}$. Otherwise, since no vertex of $S$ appears after $p^{\prime}$, we would get a factorization of $p^{\prime} \xrightarrow{\alpha} \cdots$ as

$$
p^{\prime} \xrightarrow{v} q^{\prime} \xrightarrow{w} q^{\prime} \xrightarrow{w} \cdots
$$

and by Lemma 8.2(iii) and (iv) we would get $\left(u v w^{n} v^{-1} u^{-1}\right) \pi \in \operatorname{Fix} \varphi$ and

$$
\beta=\lim _{n \rightarrow+\infty} \overline{u v w^{n} v^{-1} u^{-1}}
$$

contradicting $\beta \in \operatorname{Reg} \Phi$. Thus no vertex is repeated after $p^{\prime}$, and so we must have $p^{\prime}=p_{i}^{\prime}$ and $\alpha=\alpha_{i}$ for some $i \in\{1, \ldots, m\}$. It follows that $\beta=u \alpha_{i}$. By Lemma 8.2(iii), we get

$$
\overline{u u_{i}^{-1}} \in \operatorname{Fix} \bar{\varphi},
$$

and we are done.
Theorem 8.5 is somehow a version for infinite fixed points of Theorem 4.1, which we proved before for finite fixed points. Note however that Sing $\Phi$ does not in general have finitely many ( $\operatorname{Fix} \varphi$ )-orbits since Sing $\Phi$ may be uncountable (take for instance the identity automorphism on a free group of rank 2).

Since every finite set is closed in a metric space, we obtain the following corollary from Theorem 8.5.

Corollary 8.6. Let $\varphi$ be a uniformly continuous endomorphism of a finitely generated virtually free group $G$ with Fix $\varphi$ finite. Then Fix $\Phi$ is finite.

## 9. Classification of the infinite fixed points

We can now investigate the nature of the infinite fixed points of $\Phi$ when $\varphi$ is an automorphism. Since, by Proposition 7.2, both $\varphi$ and $\varphi^{-1}$ are then uniformly continuous, they extend to continuous mappings $\Phi$ and $\Psi$ which turn out to be mutually inverse in view of the uniqueness of continuous extensions to the completion. Therefore $\Phi$ is a bijection. We say that $\alpha \in \operatorname{Reg} \Phi$ is

- an attractor if $\exists \varepsilon>0 \forall \beta \in \hat{L}:\left(d_{3}(\alpha, \beta)<\varepsilon \Rightarrow \lim _{n \rightarrow+\infty} \beta \Phi^{n}=\alpha\right)$;
- a repeller if $\exists \varepsilon>0 \forall \beta \in \hat{L}:\left(d_{3}(\alpha, \beta)<\varepsilon \Rightarrow \lim _{n \rightarrow+\infty} \beta \Phi^{-n}=\alpha\right)$.

The latter amounts to saying that $\alpha$ is an attractor for $\Phi^{-1}$. There exist other types, but they do not occur in our context as we shall see.

We say that an attractor $\alpha \in \operatorname{Reg} \Phi$ is exponentially stable if

$$
\exists \varepsilon, k, \ell>0 \forall \beta \in \hat{L} \forall n \in \mathbb{N}:\left(d_{3}(\alpha, \beta)<\varepsilon \Rightarrow d_{3}\left(\alpha, \beta \Phi^{n}\right) \leq k 2^{-\ell n} d_{3}(\alpha, \beta)\right) .
$$

This is equivalent to saying that

$$
\begin{align*}
& \exists M, N, \ell>0 \forall \beta \in \hat{L} \forall n \in \mathbb{N}:  \tag{25}\\
& \qquad\left(|\alpha \wedge \beta|>M \Rightarrow\left|\alpha \wedge \beta \Phi^{n}\right|+N>\ell n+|\alpha \wedge \beta|\right) .
\end{align*}
$$

A repeller $\alpha \in \operatorname{Reg} \Phi$ is exponentially stable if it is an exponentially stable attractor for $\Phi^{-1}$.

Theorem 9.1. Let $\varphi$ be an automorphism of a finitely generated virtually free group $G$. Then Reg $\Phi$ contains only exponentially stable attractors and exponentially stable repellers.

Proof. Let $\alpha \in \operatorname{Reg} \Phi$ and write $\alpha=a_{1} a_{2} \cdots$ with $a_{i} \in \widetilde{A}$. Then there exists a path

$$
1 \xi \xrightarrow{a_{1}} \alpha^{[1]} \xi \xrightarrow{a_{2}} \alpha^{[2]} \xi \xrightarrow{a_{3}} \cdots
$$

in $\mathscr{A}_{\varphi}^{\prime}$. Let $Y_{0}=B_{\varphi}\left(D_{\varphi^{-1}}+1\right)+B_{\varphi^{-1}}\left(D_{\varphi}+1\right)$ and let

$$
V=\left\{u \xi \in Q^{\prime}:|u \tau|>Y_{0} \text { or }|u \rho|>Y_{0}\right\} .
$$

It is easy to see that $Q^{\prime} \backslash V$ is finite. We saw in the proof of Theorem 8.5 that there are only finitely many repetitions of vertices in a path in $\mathscr{A}_{\varphi}^{\prime}$ labeled by a regular fixed point. Hence there exists some $n_{0} \in \mathbb{N}$ such that

$$
\begin{equation*}
\alpha^{[n]} \xi \in V \text { for every } n \geq n_{0} . \tag{26}
\end{equation*}
$$

Now we consider two cases.
Case I: $\alpha^{\left[n_{0}\right]} \tau=1$. We claim that

$$
\begin{equation*}
\alpha^{[n]} \tau=1 \text { for every } n \geq n_{0} . \tag{27}
\end{equation*}
$$

The case $n=n_{0}$ holds in Case I, so assume that $\alpha^{[n]} \tau=1$ for some $n \geq n_{0}$. Then $\alpha^{[n]} \xi \in V$, and so $\left|\alpha^{[n]} \rho\right|>Y_{0}>2 B_{\varphi}$. Since $\left|\alpha^{[n+1]} \bar{\varphi}\right| \geq\left|\alpha^{[n]} \bar{\varphi}\right|-B_{\varphi}$ by definition of $B_{\varphi}$,

$$
\begin{aligned}
\left|\alpha^{[n+1]} \rho\right| & \geq\left|\alpha^{[n+1]} \bar{\varphi}\right|-\left|\alpha^{[n+1]}\right| \geq\left|\alpha^{[n]} \bar{\varphi}\right|-B_{\varphi}-\left|\alpha^{[n]}\right|-1=\left|\alpha^{[n]} \rho\right|-B_{\varphi}-1 \\
& >Y_{0}-B_{\varphi}-1>B_{\varphi} .
\end{aligned}
$$

By (17), we get $\alpha^{[n+1]} \tau=1$, and so (27) holds.
Next we show that

$$
\begin{equation*}
\left(\left(\alpha^{[n]} \gamma\right) \Phi\right)^{[n+1]}=\alpha^{[n+1]} \tag{28}
\end{equation*}
$$

if $n \geq n_{0}$ and $\alpha^{[n]} \gamma \in \hat{L}$. Indeed, by (27) we have $\alpha^{[n]} \bar{\varphi}=\alpha^{[n]}\left(\alpha^{[n]} \rho\right)$ and $\left|\alpha^{[n]} \rho\right|>$ $Y_{0}>B_{\varphi}$. By the definition of $B_{\varphi}$ and Corollary 7.3, we get $\left(\left(\alpha^{[n]} \gamma\right) \Phi\right)^{[n+1]}=$ $\alpha^{[n]}\left(\alpha^{[n]} \rho\right)^{[1]}$. Considering the particular case $\gamma=a_{n+1}$, we also get

$$
\left(\alpha^{[n+1]} \bar{\varphi}\right)^{[n+1]}=\alpha^{[n]}\left(\alpha^{[n]} \rho\right)^{[1]}=\left(\left(\alpha^{[n]} \gamma\right) \Phi\right)^{[n+1]} .
$$

Since $\alpha^{[n+1]} \tau=1$ by (27), we have $\left(\alpha^{[n+1]} \bar{\varphi}\right)^{[n+1]}=\alpha^{[n+1]}$, and so (28) holds.
Hence we may write $\left(\alpha^{[n]} \gamma\right) \Phi=\alpha^{[n+1]} \gamma^{\prime}$ whenever $\alpha^{[n]} \gamma \in \hat{L}$. Iterating, it follows that, for all $k \geq n_{0}$ and $n \in \mathbb{N}, \alpha^{[k]} \gamma \in \hat{L}$ implies $\left(\alpha^{[k]} \gamma\right) \Phi^{n}=\alpha^{[k+n]} \gamma^{\prime}$ for some $\gamma^{\prime}$. By considering $\beta=\alpha^{[k]} \gamma$ and $\alpha^{[k]}=\alpha \wedge \beta$, we deduce that

$$
|\alpha \wedge \beta| \geq n_{0} \Rightarrow\left|\alpha \wedge \beta \Phi^{n}\right| \geq n+|\alpha \wedge \beta|
$$

holds for all $\beta \in \hat{L}$ and $n \in \mathbb{N}$. Therefore (25) holds, and so $\alpha$ is an exponentially stable attractor in this case.

Now, if $\left|\alpha^{[t]} \tau\right|=1$ for some $t>n_{0}$, we can always replace $n_{0}$ by $t$ and deduce by Case I that $\alpha$ is an exponentially stable attractor. Thus we may assume the following.
Case II: $\alpha^{[n]} \tau \neq 1$ for every $n \geq n_{0}$. By replacing $n_{0}$ by a larger integer if necessary, we may assume that (26) is also satisfied when we consider the equivalents of $\xi$ and $V$ for $\varphi^{-1}$.

Since $\varphi$ is injective, there exists some $n_{1} \geq n_{0}$ such that

$$
\left|\alpha^{\left[n_{1}\right]} \bar{\varphi}\right| \geq n_{0}+B_{\varphi} .
$$

Since $\alpha^{\left[n_{1}\right]} \tau \neq 1$, it follows from (17) that $\left|\alpha^{\left[n_{1}\right]} \rho\right| \leq B_{\varphi}$; hence $\alpha^{\left[n_{1}\right]} \sigma=\alpha^{\left[n_{2}\right]}$ for some $n_{2} \geq n_{0}$. Write $x=\alpha^{\left[n_{1}\right]} \rho$. Then $\alpha^{\left[n_{1}\right]} \bar{\varphi}=\alpha^{\left[n_{2}\right]} x$ yields

$$
\alpha^{\left[n_{1}\right]}=\overline{\left(\alpha^{\left[n_{2}\right]} \overline{\varphi^{-1}}\right)\left(x \overline{\varphi^{-1}}\right)},
$$

and so

$$
n_{1}=\left|\alpha^{\left[n_{1}\right]}\right| \leq\left|\alpha^{\left[n_{2}\right]} \overline{\varphi^{-1}}\right|+\left|x \overline{\varphi^{-1}}\right| \leq\left|\alpha^{\left[n_{2}\right]} \overline{\varphi^{-1}}\right|+B_{\varphi} D_{\varphi^{-1}} .
$$

On the other hand, $\left|\alpha^{\left[n_{1}\right]} \rho\right| \leq B_{\varphi}<Y_{0}$ and $\alpha^{\left[n_{1}\right]} \in V$ together yield $Y_{0}<\left|\alpha^{\left[n_{1}\right]} \tau\right|=$ $n_{1}-n_{2}$, and so

$$
n_{2}+B_{\varphi^{-1}}<n_{1}-Y_{0}+B_{\varphi^{-1}}<n_{1}-B_{\varphi} D_{\varphi^{-1}} \leq\left|\alpha^{\left[n_{2}\right]} \overline{\varphi^{-1}}\right| .
$$

In view of (17), we can apply Case I to $\varphi^{-1}$. Hence $\alpha$ is an exponentially stable attractor for $\varphi^{-1}$ and, therefore, an exponentially stable repeller for $\varphi$.

## 10. Example and open problems

We include a simple example which illustrates some of the constructions introduced earlier.

Example. Let $G=\mathbb{Z} \times \mathbb{Z}_{2}$ and let $A=\{a, b, c\}$. We note that this is not the canonical set of generators, which would not work. Then the matched homomorphism $\pi: \widetilde{A}^{*} \rightarrow G$ defined by

$$
a \pi=(1,0), \quad b \pi=(0,1), \quad c \pi=(1,1)
$$

yields

$$
\operatorname{Geo}_{A}(G)=(a \cup c)^{*} \cup\left(a^{-1} \cup c^{-1}\right)^{*} \cup\left\{b, b^{-1}\right\},
$$

and we can take

$$
\begin{aligned}
\mathscr{R}=\left\{\left(x x^{-1}, 1\right): x\right. & \in \widetilde{A}\} \cup\left\{\left(a^{\varepsilon} b^{\delta}, c^{\varepsilon}\right),\left(b^{\delta} a^{\varepsilon}, c^{\varepsilon}\right),\left(c^{\varepsilon} b^{\delta}, a^{\varepsilon}\right),\left(b^{\delta} c^{\varepsilon}, a^{\varepsilon}\right): \delta, \varepsilon= \pm 1\right\} \\
& \cup\left\{\left(a c^{-1}, b\right),\left(c^{-1} a, b\right),\left(a^{-1} c, b\right),\left(c a^{-1}, b\right),\left(b^{2}, 1\right),\left(b^{-2}, 1\right)\right\}
\end{aligned}
$$

to get $\operatorname{Geo}_{A}(G)=\operatorname{Irr} \mathscr{R}$. Ordering $\widetilde{A}$ by $a<c<a^{-1}<c^{-1}<b<b^{-1}$, we get

$$
L=a^{*}(1 \cup c) \cup\left(a^{-1}\right)^{*}\left(1 \cup c^{-1}\right) \cup b,
$$

recognized by the automaton $\mathscr{A}$ depicted by


Hence $\partial L=L_{\omega}(\mathscr{A})=\left\{a^{\omega},\left(a^{-1}\right)^{\omega}\right\}$.
Let $\varphi$ be the endomorphism of $G$ defined by $(m, n) \varphi=(2 m, n)$. Then $\varphi$ is injective and therefore uniformly continuous, admitting a continuous extension $\Phi$ to $\hat{L}$. Since $B_{\varphi}=0$, it is easy to check that $\mathscr{A}_{\varphi}^{\prime}$ is the automaton

$$
\cdots \underset{a^{-1}}{\underbrace{-2} \xi \underset{a^{-1}}{\leftrightarrows}} a^{-1} \xi \underset{a^{-1}}{\leftrightarrows} 1 \xi \underset{a}{\longrightarrow} a \xi \underset{a}{\longrightarrow} a^{2} \xi \underset{a}{\longrightarrow} \cdots
$$

and
$1 \xi=\left(1,1,1, q_{0}\right), \quad b \xi=\left(1,1,1, q_{3}\right), a^{n} \xi=\left(1,1, a^{n}, q_{1}\right), a^{-n} \xi=\left(1,1, a^{-n}, q_{2}\right)$
for $n \geq 1$. Note that, in general, we ignore how to compute $\mathscr{A}_{\varphi}^{\prime}$, our proofs being far from constructive!

It is immediate that Fix $\Phi=\left\{1, b, a^{\omega},\left(a^{-1}\right)^{\omega}\right\}$. Moreover, the regular infinite fixed points $a^{\omega}$ and $\left(a^{-1}\right)^{\omega}$ are both exponentially stable attractors.

Finally, we end the paper with some easily predictable open problems.
Problem 10.1. Is it possible to generalize Theorems 4.1, 8.5, and 9.1 to arbitrary finitely generated hyperbolic groups?

Paulin proved [1989] that Theorem 4.1 holds for automorphisms of hyperbolic groups.

Problem 10.2. Is Fix $\varphi$ effectively computable when $\varphi$ is an endomorphism of a finitely generated virtually free group?

For the moment, only the case of free group automorphisms is known; see [Bogopolski and Maslakova 2012].

Another natural question to ask in this context is whether similar results hold for equalizers. Given homomorphisms $\varphi, \psi: G \rightarrow G^{\prime}$, let

$$
\operatorname{Eq}(\varphi, \psi)=\{x \in G: x \varphi=x \psi\}
$$

Problem 10.3. Given homomorphisms $\varphi, \psi: G \rightarrow G^{\prime}$ of finitely generated virtually free groups with $\varphi$ injective, is $\operatorname{Eq}(\varphi, \psi)$ finitely generated?

This question has been solved by Goldstein and Turner for free groups [1986]. The restriction to the case where at least one of the homomorphisms is injective is required even in the free group case (see [Gersten 1987] and [Ventura 2002, Section 3] for counterexamples).
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# THE SHARP LOWER BOUND FOR THE FIRST POSITIVE EIGENVALUE OF THE FOLLAND-STEIN OPERATOR ON A CLOSED PSEUDOHERMITIAN $(2 n+1)$-MANIFOLD 

Chin-Tung Wu


#### Abstract

In this paper, we obtain a sharp lower bound estimate for the first nonzero eigenvalue of the Folland-Stein operator $\mathscr{L}_{c},|c| \leq n$, on a closed pseudohermitian $(2 n+1)$-manifold $M$. This generalizes the first nonzero eigenvalue estimates of the sublaplacian and Kohn Laplacian.


## 1. Introduction

Let $(M, J, \theta)$ be a closed pseudohermitian $(2 n+1)$-manifold (see the next section for basic notions in pseudohermitian geometry). A. Greenleaf [1985], S.-Y. Li and H.-S. Luk [2004], and H.-L. Chiu [2006] proved the sharp lower bound of the first positive eigenvalue $\lambda_{1}^{0}$ of the sublaplacian $\Delta_{b}$ on a pseudohermitian $(2 n+1)$ manifold $M$. More precisely, it was proved that

$$
\lambda_{1}^{0} \geq \frac{n k}{n+1}
$$

if [Ric $\left.-\frac{n+1}{2} \operatorname{Tor}\right](Z, Z) \geq k\langle Z, Z\rangle$ for all $Z \in T_{1,0}$, some positive constant $k$, on a closed pseudohermitian $(2 n+1)$-manifold with the nonnegative CR Paneitz operator $P_{0}$ if $n=1$ (also see [Chang and Wu 2010]).

Very recently, S. Chanillo, H.-L. Chiu and P. Yang [Chanillo et al. 2012] obtained the sharp lower bound of the first positive eigenvalue $\lambda_{1}^{n}$ of the Kohn Laplacian $\square_{b}$ on a pseudohermitian $(2 n+1)$-manifold $M$ with $n=1,2$. Later, S.-C. Chang and the author [Chang and $\mathrm{Wu} \geq 2013$ ] proved the same result for $n \geq 3$. They showed that

$$
\lambda_{1}^{n} \geq \frac{2 n k}{n+1}
$$

if $\operatorname{Ric}(Z, Z) \geq k\langle Z, Z\rangle$ for all $Z \in T_{1,0}$, some positive constant $k$, on a closed pseudohermitian $(2 n+1)$-manifold $M$ with nonnegative CR Paneitz operator $P_{0}$ if $n=1$. Note that there is no assumption involving the pseudohermitian torsion.

[^12]In this paper, we generalize the first nonzero eigenvalue estimates of the sublaplacian $\Delta_{b}$ and Kohn Laplacian $\square_{b}$ to the Folland-Stein operator $\mathscr{L}_{c}$. First we need some definitions.

Definition 1.1. Let $(M, J, \theta)$ be a closed pseudohermitian $(2 n+1)$-manifold. Define

$$
P \varphi=\sum_{\alpha=1}^{n}\left(\varphi_{\bar{\alpha}}^{\bar{\alpha}}{ }_{\beta}+i n A_{\beta \alpha} \varphi^{\alpha}\right) \theta^{\beta}=\left(P_{\beta} \varphi\right) \theta^{\beta}, \quad \beta=1,2, \ldots, n,
$$

which is an operator that characterizes CR-pluriharmonic functions ([Lee 1988] for $n=1$ and [Graham and Lee 1988] for $n \geq 2$ ). Here $P_{\beta} \varphi=\sum_{\alpha=1}^{n}\left(\varphi_{\bar{\alpha}}{ }^{\bar{\alpha}}{ }_{\beta}+i n A_{\beta \alpha} \varphi^{\alpha}\right)$ and $\bar{P} \varphi=\left(\bar{P}_{\beta} \varphi\right) \theta^{\bar{\beta}}$, the conjugate of $P$. Moreover, we define

$$
P_{0} \varphi=\delta_{b}(P \varphi),
$$

which is the so-called CR Paneitz operator $P_{0}$. Here $\delta_{b}$ is the divergence operator that takes (1, 0)-forms to functions by $\delta_{b}\left(\sigma_{\alpha} \theta^{\alpha}\right)=\sigma_{\alpha},{ }^{\alpha}$ and $\bar{\delta}_{b}\left(\sigma_{\bar{\alpha}} \theta^{\bar{\alpha}}\right)=\sigma_{\bar{\alpha}},{ }^{\bar{\alpha}}$. If we define $\partial_{b} \varphi=\varphi_{\alpha} \theta^{\alpha}$ and $\bar{\partial}_{b} \varphi=\varphi_{\bar{\alpha}} \theta^{\bar{\alpha}}$, then the formal adjoint of $\partial_{b}$ on functions (with respect to the Levi form and the volume form $\left.\theta \wedge(d \theta)^{n}\right)$ is $\partial_{b}^{*}=-\delta_{b}$.

We observe that $P_{0}$ is a real and symmetric operator and

$$
\int\left\langle P \varphi, \partial_{b} \varphi\right\rangle=-\int\left(P_{0} \varphi\right) \bar{\varphi} .
$$

Definition 1.2. We say that the Paneitz operator $P_{0}$ with respect to $(J, \theta)$ is nonnegative if, for all $C^{\infty}$ smooth functions $\varphi$,

$$
\int\left(P_{0} \varphi\right) \bar{\varphi} \geq 0 .
$$

Remark 1.3. When $(M, J, \theta)$ is a closed pseudohermitian 3-manifold with vanishing pseudohermitian torsion, the corresponding CR Paneitz operator is nonnegative [Chang et al. 2007]. Unlike $n=1$, let ( $M, J, \theta$ ) be a closed pseudohermitian ( $2 n+1$ )-manifold with $n \geq 2$. The corresponding CR Paneitz operator is always nonnegative as in (3-4).

Definition $\mathbf{1 . 4}$ [Graham and Lee 1988]. Let $(M, J, \theta)$ be a closed pseudohermitian $(2 n+1)$-manifold. We define the purely holomorphic second-order operator $Q$ by

$$
Q \varphi=2 i\left(A^{\alpha \beta} \varphi_{\alpha}\right)_{, \beta} .
$$

Note that $\left[T, \Delta_{b}\right]=2 \operatorname{Im} Q$ and

$$
\begin{align*}
4 P_{0} & =\Delta_{b}^{2}+n^{2} T^{2}-2 n \operatorname{Re} Q=\left(\Delta_{b}+i n T\right)\left(\Delta_{b}-i n T\right)-2 n Q  \tag{1-1}\\
& =\left(\Delta_{b}-i n T\right)\left(\Delta_{b}+i n T\right)-2 n \bar{Q} .
\end{align*}
$$

Now we consider, for $c \in \mathbb{R}$, the self-adjoint operators

$$
\mathscr{L}_{c}=\Delta_{b}+i c T,
$$

with $|c| \leq n$. By a result in [Folland and Stein 1974], each $\mathscr{L}_{c},|c|<n$, is a subelliptic operator of order $\frac{1}{2}$; hence $\mathscr{L}_{c}$ has a discrete spectrum tending to $+\infty$.

In the following we can obtain a sharp lower bound for the first nonzero eigenvalue $\lambda_{1}^{c}$ of the Folland-Stein operator $\mathscr{L}_{c}, c \in \mathbb{R}$ with $|c| \leq n$, on a closed pseudohermitian $(2 n+1)$-manifold.
Theorem 1.5. Let $(M, J, \theta)$ be a closed pseudohermitian $(2 n+1)$-manifold. Suppose that

$$
\begin{cases}{\left[\operatorname{Ric}-\frac{(n-c)(n+1)}{2(n+c)} \operatorname{Tor}\right](Z, Z) \geq k\langle Z, Z\rangle} & \text { if } c \geq 0,  \tag{1-2}\\ {\left[\operatorname{Ric}-\frac{(n+c)(n+1)}{2(n-c)} \operatorname{Tor}\right](\bar{Z}, \bar{Z}) \geq k\langle Z, Z\rangle} & \text { if } c<0,\end{cases}
$$

for a positive constant $k$ and for all $Z \in T_{1,0}$. In addition we assume the Paneitz operator $P_{0}$ is nonnegative if $n=1$. Then the first nonzero eigenvalue of $\mathscr{L}_{c},|c| \leq n$, must satisfy

$$
\lambda_{1}^{c} \geq \frac{n+|c|}{n+1} k
$$

Note that the constant in the torsion tensor term in assumption (1-2) depends on the variable $c$. In the standard pseudohermitian $(2 n+1)$-sphere $\left(S^{2 n+1}, \hat{J}, \hat{\theta}\right)$ with the induced CR structure $\hat{J}$ from $\mathbb{C}^{n+1}$ and the standard contact form $\hat{\theta}$, we can show that the lower bound in Theorem 1.5 is sharp (see Section 4).

In particular, when $(M, J, \theta)$ is a closed pseudohermitian 3-manifold with vanishing pseudohermitian torsion, the corresponding CR Paneitz operator $P_{0}$ is nonnegative.

Corollary 1.6. Let $(M, J, \theta)$ be a closed pseudohermitian $(2 n+1)$-manifold with vanishing pseudohermitian torsion. Suppose that

$$
\begin{cases}\operatorname{Ric}(Z, Z) \geq k\langle Z, Z\rangle & \text { if } c \geq 0, \\ \operatorname{Ric}(\bar{Z}, \bar{Z}) \geq k\langle Z, Z\rangle & \text { if } c<0,\end{cases}
$$

for a positive constant $k$ and for all $Z \in T_{1,0}$. Then the first nonzero eigenvalue of $\mathscr{L}_{c},|c| \leq n$, must satisfy

$$
\lambda_{1}^{c} \geq \frac{n+|c|}{n+1} k .
$$

Moreover, when $c=n$, the operator $\mathscr{L}_{n}$ is just the Kohn Laplacian: $\mathscr{L}_{n}=\square_{b}$.
Corollary 1.7. Let $(M, J, \theta)$ be a closed pseudohermitian $(2 n+1)$-manifold. Suppose that

$$
\operatorname{Ric}(Z, Z) \geq k\langle Z, Z\rangle
$$

for a positive constant $k$ and for all $Z \in T_{1,0}$. In addition we assume the Paneitz operator $P_{0}$ is nonnegative if $n=1$. Then the first nonzero eigenvalue of the Kohn Laplacian $\square_{b}$ must satisfy

$$
\lambda_{1}^{n} \geq \frac{2 n k}{n+1} .
$$

When $c=0$, the operator $\mathscr{L}_{0}$ is just the sublaplacian $\Delta_{b}$; i.e., $\mathscr{L}_{0}=\Delta_{b}$.
Corollary 1.8. Let $(M, J, \theta)$ be a closed pseudohermitian $(2 n+1)$-manifold. Suppose that

$$
\left[\operatorname{Ric}-\frac{n+1}{2} \operatorname{Tor}\right](Z, Z) \geq k\langle Z, Z\rangle
$$

for a positive constant $k$ and for all $Z \in T_{1,0}$. In addition we assume the Paneitz operator $P_{0}$ is nonnegative if $n=1$. Then the first nonzero eigenvalue of the sublaplacian $\Delta_{b}$ must satisfy

$$
\lambda_{1}^{0} \geq \frac{n k}{n+1} .
$$

Further, we study the case when a sharp lower bound estimate of $\mathscr{L}_{c},|c| \leq n$, is achieved in Section 4.

Proposition 1.9. Under the same conditions as in Theorem 1.5, if we assume the first nonzero eigenvalue of $\mathscr{L}_{c}, 0<|c| \leq n$, satisfies

$$
\begin{gather*}
\lambda_{1}^{c}=\frac{n+|c|}{n+1} k, \\
\int A^{\alpha \beta} \varphi_{c \alpha} \bar{\varphi}_{c \beta}=0 \tag{1-3}
\end{gather*}
$$

for a corresponding eigenfunction $\varphi_{c}$ of $\mathscr{L}_{c}$ with respect to $\lambda_{1}^{c}$ and with $\int\left\langle\varphi_{c}, \varphi_{c}\right\rangle=1$, then the eigenfunction $\varphi_{c}$ will satisfy

$$
\begin{equation*}
\int\left|\bar{\partial}_{b} \varphi_{c}\right|^{2}=\frac{n(n+c)}{2\left(n^{2}+c^{2}\right)} \lambda_{1}^{c} \quad \text { and } \quad \int\left|\partial_{b} \varphi_{c}\right|^{2}=\frac{n(n-c)}{2\left(n^{2}+c^{2}\right)} \lambda_{1}^{c} ; \tag{1-4}
\end{equation*}
$$

thus we also have

$$
\int\left\langle\Delta_{b} \varphi_{c}, \varphi_{c}\right\rangle=\frac{n^{2}}{n^{2}+c^{2}} \lambda_{1}^{c} \quad \text { and } \quad \int i\left\langle T \varphi_{c}, \varphi_{c}\right\rangle=\frac{c}{n^{2}+c^{2}} \lambda_{1}^{c} .
$$

Letting $c \rightarrow 0^{+}$, we see that $\int\left|\bar{\partial}_{b} \varphi_{c}\right|^{2}=\int\left|\partial_{b} \varphi_{c}\right|^{2}=\frac{1}{2} \lambda_{1}^{0}$ and $\int i\left\langle T \varphi_{c}, \varphi_{c}\right\rangle=0$ for $c=0$. When $c=n$, from (1-4), we get that $\partial_{b} \varphi_{n}=0$ and thus $\bar{\square}_{b} \varphi_{n}=0$. This implies that the corresponding eigenfunction $\varphi_{n}$ of $\mathscr{L}_{n}=\square_{b}$ with respect to $\lambda_{1}^{n}$ will also satisfy

$$
\Delta_{b} \varphi_{n}=\frac{n k}{n+1} \varphi_{n} .
$$

This yields that $\varphi_{n}$ achieves a sharp lower bound for the first nonzero eigenvalue of
the sublaplacian $\Delta_{b}$. Furthermore, it can be showed the pseudohermitian torsion $A_{\alpha \beta}$ of $M$ is zero; thus ( $M, J, \theta$ ) is the standard pseudohermitian $(2 n+1)$-sphere ( $S^{2 n+1}, \hat{J}, \hat{\theta}$ ) (see [Chang and $\mathrm{Wu} \geq 2013$ ] for details).

## 2. Basic materials

Let us give a brief introduction to pseudohermitian geometry (see [Lee 1988] for more details). Let $(M, \xi)$ be a $(2 n+1)$-dimensional, orientable, contact manifold with contact structure $\xi, \operatorname{dim}_{R} \xi=2 n$. A CR structure compatible with $\xi$ is an endomorphism $J: \xi \rightarrow \xi$ such that $J^{2}=-1$. We also assume that $J$ satisfies the following integrability condition: if $X$ and $Y$ are in $\xi$, then so is $[J X, Y]+[X, J Y]$, and $J([J X, Y]+[X, J Y])=[J X, J Y]-[X, Y]$. A CR structure $J$ can extend to $\mathbb{C} \otimes \xi$ and decomposes $\mathbb{C} \otimes \xi$ into the direct sum of $T_{1,0}$ and $T_{0,1}$, which are eigenspaces of $J$ with respect to $i$ and $-i$, respectively. A pseudohermitian structure compatible with $\xi$ is a CR structure $J$ compatible with $\xi$ together with a choice of contact form $\theta$. Such a choice determines a unique real vector field $T$ transverse to $\xi$, called the characteristic vector field of $\theta$, such that $\theta(T)=1$ and $\mathscr{L}_{T} \theta=0$ or $d \theta(T, \cdot)=0$. Let $\left\{T, Z_{\alpha}, Z_{\bar{\alpha}}\right\}$ be a frame of $T M \otimes \mathbb{C}$, where $Z_{\alpha}$ is any local frame of $T_{1,0}, Z_{\bar{\alpha}}=\bar{Z}_{\alpha} \in T_{0,1}$ and $T$ is the characteristic vector field. Then $\left\{\theta, \theta^{\alpha}, \theta^{\bar{\alpha}}\right\}$, which is the coframe dual to $\left\{T, Z_{\alpha}, Z_{\bar{\alpha}}\right\}$, satisfies

$$
d \theta=i h_{\alpha \bar{\beta}} \theta^{\alpha} \wedge \theta^{\bar{\beta}}
$$

for some positive definite hermitian matrix of functions $\left(h_{\alpha \bar{\beta}}\right)$. Actually we can always choose $Z_{\alpha}$ such that $h_{\alpha \bar{\beta}}=\delta_{\alpha \beta}$; hence, throughout this paper, we assume $h_{\alpha \bar{\beta}}=\delta_{\alpha \beta}$.

The Levi form $\langle$,$\rangle is the Hermitian form on T_{1,0}$ defined by

$$
\langle Z, W\rangle=-i\langle d \theta, Z \wedge \bar{W}\rangle .
$$

We can extend $\langle$,$\rangle to T_{0,1}$ by defining $\langle\bar{Z}, \bar{W}\rangle=\overline{\langle Z, W\rangle}$ for all $Z, W \in T_{1,0}$. The Levi form induces naturally a Hermitian form on the dual bundle of $T_{1,0}$, also denoted by $\langle$,$\rangle , and hence on all the induced tensor bundles.$

The pseudohermitian connection of $(J, \theta)$ is the connection $\nabla$ on $T M \otimes \mathbb{C}$ (and extended to tensors) given in terms of a local frame $Z_{\alpha} \in T_{1,0}$ by

$$
\nabla Z_{\alpha}=\omega_{\alpha}^{\beta} \otimes Z_{\beta}, \quad \nabla Z_{\bar{\alpha}}=\omega_{\bar{\alpha}}^{\bar{\beta}} \otimes Z_{\bar{\beta}}, \quad \nabla T=0
$$

where $\omega_{\alpha}{ }^{\beta}$ are the 1 -forms uniquely determined by the following equations:

$$
d \theta^{\beta}=\theta^{\alpha} \wedge \omega_{\alpha}^{\beta}+\theta \wedge \tau^{\beta}, \quad \tau_{\alpha} \wedge \theta^{\alpha}=0, \quad \omega_{\alpha}^{\beta}+\omega_{\bar{\beta}}^{\bar{\alpha}}=0 .
$$

We can write $\tau_{\alpha}=A_{\alpha \beta} \theta^{\beta}$ with $A_{\alpha \beta}=A_{\beta \alpha}$. The curvature of the Webster-Stanton connection, expressed in terms of the coframe $\left\{\theta=\theta^{0}, \theta^{\alpha}, \theta^{\bar{\alpha}}\right\}$, is

$$
\begin{gathered}
\Pi_{\beta}{ }^{\alpha}=\overline{\Pi_{\bar{\beta}}{ }^{\bar{\alpha}}}=d \omega_{\beta}{ }^{\alpha}-\omega_{\beta}{ }^{\gamma} \wedge \omega_{\gamma}{ }^{\alpha}, \\
\Pi_{0}{ }^{\alpha}=\Pi_{\alpha}{ }^{0}=\Pi_{0}{ }^{\bar{\beta}}=\Pi_{\bar{\beta}}{ }^{0}=\Pi_{0}{ }^{0}=0 .
\end{gathered}
$$

Webster showed that $\Pi_{\beta}{ }^{\alpha}$ can be written as

$$
\Pi_{\beta}{ }^{\alpha}=R_{\beta}{ }^{\alpha}{ }_{\rho \bar{\sigma}} \theta^{\rho} \wedge \theta^{\bar{\sigma}}+W_{\beta}{ }^{\alpha}{ }_{\rho} \theta^{\rho} \wedge \theta-W^{\alpha}{ }_{\beta \bar{\rho}} \theta^{\bar{\rho}} \wedge \theta+i \theta_{\beta} \wedge \tau^{\alpha}-i \tau_{\beta} \wedge \theta^{\alpha},
$$

where the coefficients satisfy

$$
R_{\beta \bar{\alpha} \rho \bar{\sigma}}=\overline{R_{\alpha \bar{\beta} \sigma \bar{\rho}}}=R_{\bar{\alpha} \beta \bar{\sigma} \rho}=R_{\rho \bar{\alpha} \beta \bar{\sigma}}, \quad W_{\beta \bar{\alpha} \gamma}=W_{\gamma \bar{\alpha} \beta} .
$$

We will denote components of covariant derivatives with indices preceded by comma; thus write $A_{\alpha \beta, \gamma}$. The indices $\{0, \alpha, \bar{\alpha}\}$ indicate derivatives with respect to $\left\{T, Z_{\alpha}, Z_{\bar{\alpha}}\right\}$. For derivatives of a function, we will often omit the comma, for instance, $\varphi_{\alpha}=Z_{\alpha} \varphi, \varphi_{\alpha \bar{\beta}}=Z_{\bar{\beta}} Z_{\alpha} \varphi-\omega_{\alpha}{ }^{\gamma}\left(Z_{\bar{\beta}}\right) Z_{\gamma} \varphi, \varphi_{0}=T \varphi$ for a (smooth) function $\varphi$. Let the Cauchy-Riemann operator $\partial_{b}$ be defined locally by $\partial_{b} \varphi=\varphi_{\alpha} \theta^{\alpha}$, and let $\bar{\partial}_{b}$ be the conjugate of $\partial_{b}$. For a function $\varphi$, the subgradient $\nabla_{b}$ is defined locally by $\nabla_{b} \varphi=\varphi^{\alpha} Z_{\alpha}+\varphi^{\bar{\alpha}} Z_{\bar{\alpha}}$. The sublaplacian $\Delta_{b}$, the Kohn Laplacian $\square_{b}$, and the Folland-Stein operator $\mathscr{L}_{c}$ on functions are defined by

$$
\Delta_{b} \varphi=-\left(\varphi_{\alpha}{ }^{\alpha}+\varphi_{\bar{\alpha}}^{\bar{\alpha}}\right), \quad \square_{b} \varphi=\left(\Delta_{b}+i n T\right) \varphi, \quad \mathscr{L}_{c} \varphi=\left(\Delta_{b}+i c T\right) \varphi .
$$

The Webster-Ricci tensor and the torsion tensor on $T_{1,0}$ are defined by

$$
\begin{aligned}
& \operatorname{Ric}(X, Y)=R_{\alpha \bar{\beta}} X^{\alpha} Y^{\bar{\beta}}, \\
& \operatorname{Tor}(X, Y)=i \sum_{\alpha, \beta}\left(A_{\bar{\alpha} \bar{\beta}} X^{\bar{\alpha}} Y^{\bar{\beta}}-A_{\alpha \beta} X^{\alpha} Y^{\beta}\right),
\end{aligned}
$$

where $X=X^{\alpha} Z_{\alpha}, Y=Y^{\beta} Z_{\beta}, R_{\alpha \bar{\beta}}=R_{\gamma}{ }^{\gamma}{ }_{\alpha \bar{\beta}}$. The Webster scalar curvature is $R=R_{\alpha}{ }^{\alpha}=h^{\alpha \bar{\beta}} R_{\alpha \bar{\beta}}$.

## 3. Proof of Theorem 1.5

Let $(M, J, \theta)$ be a closed pseudohermitian $(2 n+1)$-manifold. In this section, we can obtain lower bound estimates for the first nonzero eigenvalue of the Folland-Stein operator $\mathscr{L}_{c},|c| \leq n$, on a closed pseudohermitian $(2 n+1)$-manifold.

First we need the following Bochner formula for the Kohn Laplacian [Chanillo et al. 2012, Equation (2.8)]).

Lemma 3.1. For any complex-valued function $\varphi$, we have

$$
\begin{align*}
-\frac{1}{2} \square_{b}\left|\bar{\partial}_{b} \varphi\right|^{2}=\sum_{\alpha, \beta} & \left(\varphi_{\bar{\alpha} \bar{\beta}} \bar{\varphi}_{\alpha \beta}+\varphi_{\bar{\alpha} \beta} \bar{\varphi}_{\alpha \bar{\beta}}\right)+\operatorname{Ric}\left(\left(\nabla_{b} \varphi\right)_{\mathbb{C}},\left(\nabla_{b} \varphi\right)_{\mathbb{C}}\right)  \tag{3-1}\\
& -\frac{1}{2 n}\left\langle\bar{\partial}_{b} \varphi, \bar{\partial}_{b} \square_{b} \varphi\right\rangle-\frac{n+1}{2 n}\left\langle\bar{\partial}_{b} \square_{b} \varphi, \bar{\partial}_{b} \varphi\right\rangle \\
& -\frac{1}{n}\left\langle\bar{P} \varphi, \bar{\partial}_{b} \varphi\right\rangle+\frac{n-1}{n}\left\langle P \bar{\varphi}, \partial_{b} \bar{\varphi}\right\rangle
\end{align*}
$$

where $\left(\nabla_{b} \varphi\right)_{\mathbb{C}}=\varphi^{\alpha} Z_{\alpha}$ is the corresponding complex (1, 0)-vector field of $\nabla_{b} \varphi$.
First we derive some useful identities which we need in the proof of Theorem 1.5. Let $\varphi$ be a smooth complex-valued function on $M$. By integrating the Bochner formula (3-1), we have

$$
\begin{align*}
& 0=\int \sum_{\alpha, \beta}\left(\varphi_{\bar{\alpha} \bar{\beta}} \bar{\varphi}_{\alpha \beta}+\varphi_{\bar{\alpha} \bar{\beta}} \bar{\varphi}_{\alpha \bar{\beta}}\right)-\frac{n+2}{2 n} \int\left\langle\square_{b} \varphi, \square_{b} \varphi\right\rangle  \tag{3-2}\\
&+\frac{2-n}{n} \int\left(P_{0} \varphi\right) \bar{\varphi}+\int \operatorname{Ric}\left(\left(\nabla_{b} \varphi\right)_{\mathbb{C}},\left(\nabla_{b} \varphi\right)_{\mathbb{C}}\right) .
\end{align*}
$$

We also have

$$
\begin{align*}
\int \sum_{\alpha, \beta} \varphi_{\bar{\alpha} \beta} \bar{\varphi}_{\alpha \bar{\beta}} & =\int \sum_{\alpha, \beta}\left|\bar{\varphi}_{\alpha \bar{\beta}}-\frac{1}{n} \bar{\varphi}_{\gamma}{ }^{\gamma} h_{\alpha \bar{\beta}}\right|^{2}+\frac{1}{4 n} \int\left\langle\square_{b} \varphi, \square_{b} \varphi\right\rangle  \tag{3-3}\\
& =\frac{n-1}{n} \int\left(P_{0} \varphi\right) \bar{\varphi}+\frac{1}{4 n} \int\left\langle\square_{b} \varphi, \square_{b} \varphi\right\rangle .
\end{align*}
$$

Here we used the following divergence formula [Graham and Lee 1988] for the trace-free part of $\bar{\varphi}_{\alpha \bar{\beta}}$ :

$$
B_{\alpha \bar{\beta}} \bar{\varphi}=\bar{\varphi}_{\alpha \bar{\beta}}-\frac{1}{n} \bar{\varphi}_{\gamma}{ }^{\gamma} h_{\alpha \bar{\beta}} .
$$

That is,

$$
\begin{aligned}
\left(B^{\alpha \bar{\beta}} \varphi\right)\left(B_{\alpha \bar{\beta}} \bar{\varphi}\right) & =\varphi^{\alpha \bar{\beta}}\left(B_{\alpha \bar{\beta}} \bar{\varphi}\right)=\left(\varphi^{\alpha} B_{\alpha \bar{\beta}} \bar{\varphi}\right),{ }^{\bar{\beta}}-\frac{n-1}{n} \varphi^{\alpha} P_{\alpha} \bar{\varphi} \\
& =\left(\varphi^{\alpha} B_{\alpha \bar{\beta}} \bar{\varphi}\right),{ }^{\bar{\beta}}-\frac{n-1}{n}\left(\varphi P_{\alpha} \bar{\varphi}\right),{ }^{\alpha}+\frac{n-1}{n}\left(P_{0} \bar{\varphi}\right) \varphi .
\end{aligned}
$$

Then we integrate both sides to get

$$
\begin{equation*}
\int \sum_{\alpha, \beta}\left|B_{\alpha \bar{\beta}} \bar{\varphi}\right|^{2}=\frac{n-1}{n} \int\left(P_{0} \varphi\right) \bar{\varphi} . \tag{3-4}
\end{equation*}
$$

Taking together the two formulas (3-2) and (3-3), we get

$$
\begin{equation*}
\frac{n+1}{4 n} \int\left\langle\square_{b} \varphi, \square_{b} \varphi\right\rangle=\int \sum_{\alpha, \beta} \varphi_{\bar{\alpha} \bar{\beta}} \bar{\varphi}_{\alpha \beta}+\frac{1}{n} \int\left(P_{0} \varphi\right) \bar{\varphi}+\int \operatorname{Ric}\left(\left(\nabla_{b} \varphi\right)_{\mathbb{C}},\left(\nabla_{b} \varphi\right)_{\mathbb{C}}\right) \tag{3-5}
\end{equation*}
$$

By taking complex conjugate to (3-5) and replacing $\bar{\varphi}$ by $\varphi$, one obtains
(3-6) $\frac{n+1}{4 n} \int\left\langle\bar{\square}_{b} \varphi, \bar{\square}_{b} \varphi\right\rangle=\int \sum_{\alpha, \beta} \varphi_{\alpha \beta} \bar{\varphi}_{\bar{\alpha} \bar{\beta}}+\frac{1}{n} \int\left(P_{0} \varphi\right) \bar{\varphi}+\int \operatorname{Ric}\left(\left(\nabla_{b} \bar{\varphi}\right)_{\mathbb{C}},\left(\nabla_{b} \bar{\varphi}\right)_{\mathbb{C}}\right)$.
From the formula (1-1), we have

$$
\begin{align*}
4 \int\left(P_{0} \varphi\right) \bar{\varphi} & =\int\left\langle\left(\Delta_{b}+i n T\right)\left(\Delta_{b}-i n T\right) \varphi-2 n Q \varphi, \varphi\right\rangle  \tag{3-7}\\
& =\int\left\langle\bar{\square}_{b} \varphi, \square_{b} \varphi\right\rangle-2 n \int\langle Q \varphi, \varphi\rangle .
\end{align*}
$$

By (1-1), we can also obtain

$$
\begin{equation*}
4 \int\left(P_{0} \varphi\right) \bar{\varphi}=\int\left\langle\square_{b} \varphi, \bar{\square}_{b} \varphi\right\rangle-2 n \int\langle\bar{Q} \varphi, \varphi\rangle . \tag{3-8}
\end{equation*}
$$

Proof of Theorem 1.5. Let $\varphi_{c}$ be an eigenfunction of the Folland-Stein operator $\mathscr{L}_{c}$, $c \in \mathbb{R}$ with $|c| \leq n$, with respect to the first nonzero eigenvalue $\lambda_{1}^{c}$; i.e., $\mathscr{L}_{c} \varphi_{c}=\lambda_{1}^{c} \varphi_{c}$.

When $0 \leq c \leq n$, from (3-6) and (3-7) for

$$
\mathscr{L}_{c}=\frac{n+c}{2 n} \square_{b}+\frac{n-c}{2 n} \square_{b},
$$

we have

$$
\begin{aligned}
\frac{1}{2} \int\left\langle\square_{b} \varphi_{c}, \mathscr{L}_{c} \varphi_{c}\right\rangle= & \frac{n+c}{4 n} \int\left\langle\square_{b} \varphi_{c}, \square_{b} \varphi_{c}\right\rangle+\frac{n-c}{4 n} \int\left\langle\square_{b} \varphi_{c}, \square_{b} \varphi_{c}\right\rangle \\
= & \frac{n+c}{n+1} \int \sum_{\alpha, \beta} \varphi_{c \bar{c} \bar{\beta}} \bar{\varphi}_{c \alpha \beta}+\frac{n+2-c}{n+1} \int\left(P_{0} \varphi_{c}\right) \bar{\varphi}_{c} \\
& \quad+\frac{n+c}{n+1} \int \operatorname{Ric}\left(\left(\nabla_{b} \varphi_{c}\right) \mathbb{C},\left(\nabla_{b} \varphi_{c}\right) \mathbb{C}\right)+\frac{n-c}{2} \int\left\langle\bar{Q} \varphi_{c}, \varphi_{c}\right\rangle \\
= & \frac{n+c}{n+1} \int \sum_{\alpha, \beta} \varphi_{c \bar{\alpha} \bar{\beta}} \bar{\varphi}_{c \alpha \beta}+\frac{n+2-c}{n+1} \int\left(P_{0} \varphi_{c}\right) \bar{\varphi}_{c} \\
& \quad+\frac{n+c}{n+1} \int\left[\operatorname{Ric}-\frac{(n-c)(n+1)}{2(n+c)} \operatorname{Tor}\right]\left(\left(\nabla_{b} \varphi_{c}\right) \mathbb{C},\left(\nabla_{b} \varphi_{c}\right) \mathbb{C}\right),
\end{aligned}
$$

where we used the equation

$$
\int\left\langle\bar{Q} \varphi_{c}, \varphi_{c}\right\rangle=-\int \operatorname{Tor}\left(\left(\nabla_{b} \varphi_{c}\right)_{\mathbb{C}},\left(\nabla_{b} \varphi_{c}\right)_{\mathbb{C}}\right),
$$

since $\int\left\langle\bar{Q} \varphi_{c}, \varphi_{c}\right\rangle$ is real, and thus $\int\left\langle\bar{Q} \varphi_{c}, \varphi_{c}\right\rangle=2 \int i A^{\bar{\alpha} \bar{\beta}} \varphi_{c \bar{\alpha}} \bar{\varphi}_{c \bar{\beta}}=-2 \int i A^{\alpha \beta} \varphi_{c \alpha} \bar{\varphi}_{c \beta}$.
Hence, if $P_{0}$ is nonnegative and

$$
\left[\operatorname{Ric}-\frac{(n-c)(n+1)}{2(n+c)} \operatorname{Tor}\right]\left(\left(\nabla_{b} \varphi_{c}\right)_{\mathbb{C}},\left(\nabla_{b} \varphi_{c}\right)_{\mathbb{C}}\right) \geq k\left|\bar{\partial}_{b} \varphi_{c}\right|^{2},
$$

we have

$$
\begin{align*}
\lambda_{1}^{c} \int\left|\bar{\partial}_{b} \varphi_{c}\right|^{2}= & \frac{n+c}{n+1} \int \sum_{\alpha, \beta} \varphi_{c \bar{\alpha} \bar{\beta}} \bar{\varphi}_{c \alpha \beta}+\frac{n+2-c}{n+1} \int\left(P_{0} \varphi_{c}\right) \bar{\varphi}_{c}  \tag{3-9}\\
& +\frac{n+c}{n+1} \int\left[\operatorname{Ric}-\frac{(n-c)(n+1)}{2(n+c)} \operatorname{Tor}\right]\left(\left(\nabla_{b} \varphi_{c}\right)_{\mathbb{C}},\left(\nabla_{b} \varphi_{c}\right)_{\mathbb{C}}\right) \\
\geq & \frac{n+c}{n+1} k \int\left|\bar{\partial}_{b} \varphi_{c}\right|^{2},
\end{align*}
$$

which shows that $\lambda_{1}^{c} \geq \frac{n+c}{n+1} k$.
When $-n \leq c<0$, from (3-5) and (3-8), the same computation shows that

$$
\begin{aligned}
\frac{1}{2} \int\left\langle\bar{\square}_{b} \varphi_{c}, \mathscr{L}_{c} \varphi_{c}\right\rangle= & \frac{n+c}{4 n} \int\left\langle\bar{\square}_{b} \varphi_{c}, \square_{b} \varphi_{c}\right\rangle+\frac{n-c}{4 n} \int\left\langle\bar{\square}_{b} \varphi_{c}, \bar{\square}_{b} \varphi_{c}\right\rangle \\
= & \frac{n-c}{n+1} \int \sum_{\alpha, \beta} \varphi_{c \alpha \beta} \bar{\varphi}_{c \bar{\alpha} \bar{\beta}}+\frac{n+2+c}{n+1} \int\left(P_{0} \varphi_{c}\right) \bar{\varphi}_{c} \\
& +\frac{n-c}{n+1} \int\left[\operatorname{Ric}-\frac{(n+c)(n+1)}{2(n-c)} \operatorname{Tor}\right]\left(\left(\nabla_{b} \bar{\varphi}_{c}\right)_{\mathbb{C}},\left(\nabla_{b} \bar{\varphi}_{c}\right)_{\mathbb{C}}\right) .
\end{aligned}
$$

Thus, if $P_{0}$ is nonnegative and

$$
\left[\operatorname{Ric}-\frac{(n+c)(n+1)}{2(n-c)} \operatorname{Tor}\right]\left(\left(\nabla_{b} \bar{\varphi}_{c}\right)_{\mathbb{C}},\left(\nabla_{b} \bar{\varphi}_{c}\right)_{\mathbb{C}}\right) \geq k\left|\partial_{b} \varphi_{c}\right|^{2},
$$

we get

$$
\begin{aligned}
\lambda_{1}^{c} \int\left|\partial_{b} \varphi_{c}\right|^{2}= & \frac{n-c}{n+1} \int \sum_{\alpha, \beta} \varphi_{c \alpha \beta} \bar{\varphi}_{c \bar{\alpha} \bar{\beta}}+\frac{n+2+c}{n+1} \int\left(P_{0} \varphi_{c}\right) \bar{\varphi}_{c} \\
& +\frac{n-c}{n+1} \int\left[\operatorname{Ric}-\frac{(n+c)(n+1)}{2(n-c)} \operatorname{Tor}\right]\left(\left(\nabla_{b} \bar{\varphi}_{c}\right)_{\mathbb{C}},\left(\nabla_{b} \bar{\varphi}_{c}\right)_{\mathbb{C}}\right) \\
\geq & \frac{n-c}{n+1} k \int\left|\partial_{b} \varphi_{c}\right|^{2}
\end{aligned}
$$

which implies that $\lambda_{1}^{c} \geq \frac{n-c}{n+1} k$. This completes the proof of Theorem 1.5.

## 4. Example and proof of Proposition 1.9

In this section, we calculate the eigenvalues of sublaplacian $\Delta_{b}$, Kohn Laplacian $\square_{b}$, and the Folland-Stein operator $\mathscr{L}_{c},|c| \leq n$, of the standard pseudohermitian $(2 n+1)$ sphere $S^{2 n+1}$. We show that the lower bound in Theorem 1.5 is sharp. We also study the case when a sharp lower bound estimate of $\mathscr{L}_{c},|c| \leq n$, is achieved.

Let $S^{2 n+1}=\left\{\left(z_{0}, z_{1}, \ldots, z_{n}\right) \mid \sum_{j=0}^{n} z_{j} \bar{z}_{j}=1\right\} \subset \mathbb{C}^{n+1}$ with the induced CR structure from $\mathbb{C}^{n+1}$ and the contact form $\theta=\left.\frac{i}{2}(\bar{\partial} u-\partial u)\right|_{S^{2 n+1}}$ where $u=\left(\sum_{j=0}^{n} z_{j} \bar{z}_{j}\right)-1$ is a defining function. It can be shown that the pseudohermitian torsion is free and
the Webster-Ricci tensor is given by $R_{\alpha \bar{\beta}}=(n+1) h_{\alpha \bar{\beta}}$.
We write

$$
\partial_{j}=\frac{\partial}{\partial z_{j}}, \quad \bar{\partial}_{j}=\frac{\partial}{\partial \bar{z}_{j}} \quad(0 \leq j \leq n), \quad \partial_{j \bar{k}}=\partial_{j} \partial_{\bar{k}} \quad(0 \leq j, k \leq n)
$$

and $z=\left(z_{0}, z_{1}, \ldots, z_{n}\right), \delta=\left(\partial_{0}, \partial_{1}, \ldots, \partial_{n}\right)$. We let $\cdot$ denote the dot product. Then, by the computation in Section 1 of [Geller 1980], we have

$$
\mathscr{L}_{c}=2\left(-\Delta+\sum_{j, k=0}^{n} z_{j} \bar{z}_{k} \partial_{j} \partial_{\bar{k}}\right)+(n+c) \bar{z} \cdot \bar{\delta}+(n-c) z \cdot \delta
$$

where $\Delta=\sum_{j=0}^{n} \partial_{j} \partial_{\bar{j}}$ is the standard Laplacian on $\mathbb{C}^{n+1}$. In particular, we have

$$
\begin{aligned}
\Delta_{b} & =2\left(-\Delta+\sum_{j, k=0}^{n} z_{j} \bar{z}_{k} \partial_{j} \partial_{\bar{k}}\right)+n(\bar{z} \cdot \bar{\delta}+z \cdot \delta) \\
\square_{b} & =2\left(-\Delta+\sum_{j, k=0}^{n} z_{j} \bar{z}_{k} \partial_{j} \partial_{\bar{k}}\right)+2 n \bar{z} \cdot \bar{\delta}
\end{aligned}
$$

If $Y$ is a bigraded spherical harmonic of type $(p, q)$ on $\mathbb{C}^{n+1}$ (a harmonic polynomial which is a linear combination in terms of the form $z^{\rho} \bar{z}^{\gamma}$, where $\rho, \gamma$ are multiindices with $|\rho|=p,|\gamma|=q)$, then $\mathscr{L}_{c} Y=(2 p q+(n+c) q+(n-c) p) Y$. Similarly,

$$
\Delta_{b} Y=(2 p q+n(p+q)) Y, \quad \square_{b} Y=2 q(p+n) Y
$$

This example shows that the lower bound in Theorem 1.5 is sharp.
Now we study the case when a sharp lower bound estimate for the first nonzero eigenvalue of the Folland-Stein operator $\mathscr{L}_{c},|c| \leq n$, on a pseudohermitian $(2 n+1)$ manifold $M$ is achieved. We only consider the case when the constant $c$ is nonnegative. The same computation follows when $c$ is negative.

First, from (3-9), we have the following observation.
Lemma 4.1. Under the same conditions as in Theorem 1.5, when the first nonzero eigenvalue of $\mathscr{L}_{c}, 0 \leq c \leq n$, satisfies

$$
\lambda_{1}^{c}=\frac{n+c}{n+1} k
$$

then the corresponding eigenfunction $\varphi_{c}$ will satisfy

$$
\begin{gather*}
\varphi_{c \bar{\alpha} \bar{\beta}}=0 \quad \text { for all } \alpha, \beta  \tag{4-1}\\
{\left[\operatorname{Ric}-\frac{(n-c)(n+1)}{2(n+c)} \text { Tor }\right]\left(\left(\nabla_{b} \varphi_{c}\right)_{\mathbb{C}},\left(\nabla_{b} \varphi_{c}\right)_{\mathbb{C}}\right)=k\left|\bar{\partial}_{b} \varphi_{c}\right|^{2},}  \tag{4-2}\\
P_{0} \varphi_{c}=0 \tag{4-3}
\end{gather*}
$$

Proof of Proposition 1.9. The integral condition (1-3) says that

$$
\int\left\langle Q \varphi_{c}, \varphi_{c}\right\rangle=-2 i \int A^{\alpha \beta} \varphi_{c \alpha} \bar{\varphi}_{c \beta}=0
$$

and then by integration by parts, we obtain

$$
\begin{equation*}
\int\left\langle\bar{Q} \varphi_{c}, \varphi_{c}\right\rangle=\int\left\langle\varphi_{c}, Q \varphi_{c}\right\rangle=\int\left\langle Q \varphi_{c}, \varphi_{c}\right\rangle=0 . \tag{4-4}
\end{equation*}
$$

From (1-1), one can see that

$$
4 P_{0}=\left[\Delta_{b}-i\left(n^{2} / c\right) T\right]\left[\Delta_{b}+i c T\right]-\frac{1}{2 c}[(2 n c+n+c) \bar{Q}+(2 n c-n-c) Q] .
$$

Then, from (4-3) and (4-4), one obtains

$$
\begin{aligned}
0 & =4 \int\left(P_{0} \varphi_{c}\right) \bar{\varphi}_{c}=\lambda_{1}^{c} \int\left\langle\left[\Delta_{b}-i\left(n^{2} / c\right) T\right] \varphi_{c}, \varphi_{c}\right\rangle \\
& =\frac{1}{2} \lambda_{1}^{c} \int\left\langle\left[(1-n / c) \square_{b}+(1+n / c) \bar{\square}_{b}\right] \varphi_{c}, \varphi_{c}\right\rangle \\
& =\lambda_{1}^{c} \int\left[(1-n / c)\left|\bar{\partial}_{b} \varphi_{c}\right|^{2}+(1+n / c)\left|\partial_{b} \varphi_{c}\right|^{2}\right],
\end{aligned}
$$

which is

$$
\begin{equation*}
(n-c) \int\left|\bar{\partial}_{b} \varphi_{c}\right|^{2}=(n+c) \int\left|\partial_{b} \varphi_{c}\right|^{2} . \tag{4-5}
\end{equation*}
$$

On the other hand, the equation $\mathscr{L}_{c} \varphi_{c}=\left(\Delta_{b}+i c T\right) \varphi_{c}=\lambda_{1}^{c} \varphi_{c}$ yields

$$
\begin{align*}
\lambda_{1}^{c} & =\lambda_{1}^{c} \int\left\langle\varphi_{c}, \varphi_{c}\right\rangle=\int\left\langle\mathscr{L}_{c} \varphi_{c}, \varphi_{c}\right\rangle  \tag{4-6}\\
& =\frac{1}{2 n} \int\left\langle\left[(n+c) \square_{b}+(n-c) \bar{\square}_{b}\right] \varphi_{c}, \varphi_{c}\right\rangle \\
& =\int(1+n / c)\left|\bar{\partial}_{b} \varphi_{c}\right|^{2}+(1-n / c)\left|\partial_{b} \varphi_{c}\right|^{2} .
\end{align*}
$$

The equations (1-4) follow from (4-5) and (4-6) easily.

## References

[Chang and Wu 2010] S.-C. Chang and C.-T. Wu, "The entropy formulas for the CR heat equation and their applications on pseudohermitian $(2 n+1)$-manifolds", Pacific J. Math. 246:1 (2010), 1-29. MR 2011i:58038 Zbl 1206.32016
[Chang and $\mathrm{Wu} \geq 2013$ ] S.-C. Chang and C.-T. Wu, "On the CR Obata theorem for Kohn Laplacian in a closed pseudo-Hermitian hypersurface in $\mathbb{C}^{n+1}$ ", in preparation.
[Chang et al. 2007] S.-C. Chang, J.-H. Cheng, and H.-L. Chiu, "A fourth order curvature flow on a CR 3-manifold", Indiana Univ. Math. J. 56:4 (2007), 1793-1826. MR 2009a:53111 Zbl 1129.53046
[Chanillo et al. 2012] S. Chanillo, H.-L. Chiu, and P. Yang, "Embeddability for 3-dimensional Cauchy-Riemann manifolds and CR Yamabe invariants", Duke Math. J. 161:15 (2012), 2909-2921. MR 2999315 Zbl 06121401
[Chiu 2006] H.-L. Chiu, "The sharp lower bound for the first positive eigenvalue of the sublaplacian on a pseudohermitian 3-manifold", Ann. Global Anal. Geom. 30:1 (2006), 81-96. MR 2007j:58034 Zbl 1098.32017
[Folland and Stein 1974] G. B. Folland and E. M. Stein, "Estimates for the $\bar{\partial}_{b}$ complex and analysis on the Heisenberg group", Comm. Pure Appl. Math. 27 (1974), 429-522. MR 51 \#3719 Zbl 0293.35012
[Geller 1980] D. Geller, "The Laplacian and the Kohn Laplacian for the sphere", J. Differential Geom. 15:3 (1980), 417-435. MR 82i:35132 Zbl 0507.58049
[Graham and Lee 1988] C. R. Graham and J. M. Lee, "Smooth solutions of degenerate Laplacians on strictly pseudoconvex domains", Duke Math. J. 57:3 (1988), 697-720. MR 90c:32031 Zbl 0699.35112
[Greenleaf 1985] A. Greenleaf, "The first eigenvalue of a sub-Laplacian on a pseudo-Hermitian manifold", Comm. Partial Differential Equations 10:2 (1985), 191-217. MR 86f:58157 Zbl 0563.58034
[Lee 1988] J. M. Lee, "Pseudo-Einstein structures on CR manifolds", Amer. J. Math. 110:1 (1988), 157-178. MR 89f:32034 Zbl 0638.32019
[Li and Luk 2004] S.-Y. Li and H.-S. Luk, "The sharp lower bound for the first positive eigenvalue of a sub-Laplacian on a pseudo-Hermitian manifold", Proc. Amer. Math. Soc. 132:3 (2004), 789-798. MR 2005c:58056 Zbl 1041.32024

Received May 8, 2011. Revised November 29, 2012.
Chin-Tung Wu
Department of Applied Mathematics
National Pingtung University of Education
No. 4-18 Minsheng Rd
Pingtung City 90003
Taiwan

# REMARK ON <br> "MAXIMAL FUNCTIONS ON THE UNIT $n$-SPHERE" BY PETER M. KNOPF (1987) 

Hong-Quan Li

Volume 129:1 (1987), 77-84


#### Abstract

The article in question contains an important result on the behavior of the Hardy-Littlewood maximal function $M_{S^{n}}$ on the unit $\boldsymbol{n}$-sphere, providing a weak-type linear bound that has not been improved on in the intervening decades. Unfortunately, the proof has a gap, since it relies on an incorrect intermediate result (Lemma 3). We correct the proof by providing a sharper lower bound for a trigonometry integral than the one used by Knopf.


## 1. Introduction

Let $S^{n-1}(n \geq 2)$ denote the unit sphere of dimension $n-1$, i.e., the $n-1$ dimensional, simply connected Riemannian manifold of constant sectional curvature 1 . Let $d_{S^{n-1}}$ be the induced distance and $\mu_{S^{n-1}}$ be the induced measure.

Consider the centered Hardy-Littlewood maximal function, $M_{S^{n-1}}$, on $S^{n-1}$, i.e.,

$$
\begin{array}{r}
M_{S^{n-1}} f(x)=\sup _{0<r \leq \pi} \frac{1}{\mu_{S^{n-1}}\left(B_{S^{n-1}}(x, r)\right)} \int_{B_{S^{n-1}}(x, r)}|f(y)| d \mu_{S^{n-1}}(y) \\
x \in S^{n-1}, f \in L^{1}\left(S^{n-1}\right)
\end{array}
$$

where $B_{S^{n-1}}(x, r)$ is the open ball with center $x$ and radius $r>0$.
In [Knopf 1987], the following theorem is presented:
Theorem 1.1. There exists a constant $A>0$ such that

$$
\begin{equation*}
\left\|M_{S^{n-1}}\right\|_{L^{1} \longrightarrow L^{1, \infty}} \leq A n \quad \text { for all } n \geq 2 \tag{1-1}
\end{equation*}
$$

[^13]For other results concerning the estimates of type (1-1), see for example [Stein and Strömberg 1983] in the setting of $\mathbb{R}^{n}$, [Li 2009; Li and Qian 2011] in the setting of H-type groups, [Li 2010] for Grushin operators, [Li and Lohoué 2012] for the case of real hyperbolic spaces and [Naor and Tao 2010]. There is also a bound of type

$$
\lim _{n \longrightarrow+\infty}\left\|M_{\text {Cube }}\right\|_{L^{1} \longrightarrow L^{1, \infty}}=+\infty
$$

about the centered maximal function associated to cubes in $\mathbb{R}^{n}$; see [Aldaz 2011] or [Aubrun 2009] for details.

Let $\omega_{n-1}$ denote the area of the unit sphere of $\mathbb{R}^{n}$; i.e., $\omega_{n-1}=2 \frac{\pi^{\frac{n}{2}}}{\Gamma\left(\frac{n}{2}\right)}$. Recall that, for $x \in S^{n-1}, 0<t \leq 2$,

$$
\begin{aligned}
S(x, t) & =\left\{y \in S^{n-1} \subset \mathbb{R}^{n} ;|x-y| \leq t\right\}, \\
|S(x, t)| & =\mu_{S^{n-1}}(S(x, r)) .
\end{aligned}
$$

There exist some mistakes in [Knopf 1987]. For example, near the end of the proof of Lemma 3, take

$$
t=\sqrt{2\left(1-n^{-\frac{1}{2}}\right)},
$$

and we find that Lemma 3 is wrong. Knopf uses the estimate that

$$
|S(x, t)|=\omega_{n-2} \int_{0}^{2 \arcsin (t / 2)} \sin ^{n-2} u d u \geq \omega_{n-2} \int_{0}^{2 \arcsin (t / 2)} \sin ^{n-2} u \cos u d u
$$

which gives the lower bound

$$
\begin{equation*}
|S(x, t)| \geq \frac{c \omega_{n-1}}{\sqrt{n}}\left[t^{2}\left(1-\frac{t^{2}}{4}\right)\right]^{\frac{n-1}{2}} \quad \text { for all } 0<t \leq \sqrt{2}, n \geq 2 \tag{1-2}
\end{equation*}
$$

This estimate is not sharp enough to obtain the desired result. In order to make the proof in [Knopf 1987] effective, we need the sharper and sufficient lower bound:

Lemma 1.2. There exists a constant $c>0$ such that, for all $n \geq 2$ and $0<t \leq \sqrt{2}$, we have

$$
\begin{equation*}
|S(x, t)| \geq c \omega_{n-1}\left[n\left(1-t \sqrt{1-\frac{t^{2}}{4}}\right)+t \sqrt{1-\frac{t^{2}}{4}}\right]^{-\frac{1}{2}}\left[t^{2}\left(1-\frac{t^{2}}{4}\right)\right]^{\frac{n-1}{2}} . \tag{1-3}
\end{equation*}
$$

More specifically, using the bound (1-3) instead of (1-2) in the proof of Knopf's Lemma 1 yields an improved result to replace Lemma 1:
$(1-4) \quad M_{S^{n-1}} f(x)$

$$
\begin{aligned}
& \leq c \max \left\{\sup _{n^{-\frac{1}{2} \leq t}} \frac{\sqrt{n\left(1-t \sqrt{1-\frac{t^{2}}{4}}\right)+t \sqrt{1-\frac{t^{2}}{4}}}}{t} u\left(\left(1-\frac{t^{2}}{2}\right) x\right),\right. \\
& \leq \sqrt{2\left(1-n^{-1}\right)} \\
& \left.n \sup _{0<t \leq n^{-\frac{1}{2}}} u\left(\left(1-\frac{t}{\sqrt{n}}\right) x\right), \quad u\left(n^{-1} x\right)\right\} .
\end{aligned}
$$

Using (1-4) instead of the original Lemma 1 estimate at the end of the proof of Lemma 3 in [Knopf 1987] gives
$(1-5) \quad M_{S^{n-1}} f(x)$

$$
\begin{aligned}
& \leq c \max \left\{\sup _{n^{-\frac{1}{2}} \leq t} \frac{\sqrt{n\left(1-t \sqrt{1-\frac{t^{2}}{4}}\right)+t \sqrt{1-\frac{t^{2}}{4}}}}{t}\left(1+\sqrt{n \ln \left(1-\frac{t^{2}}{2}\right)^{-1}}\right),\right. \\
& \leq \sqrt{2\left(1-n^{-1}\right)} \\
& \left.n \sup _{0<t \leq n^{-\frac{1}{2}}}\left(1+\sqrt{n \ln \left(1-\frac{t}{\sqrt{n}}\right)^{-1}}\right), \quad 1+\sqrt{n \ln n}\right\} M_{T} f(x) .
\end{aligned}
$$

It is trivial to check that the right side of (1-5) is at most $\operatorname{cn} M_{T} f(x)$, and using this inequality the rest of the original proof works and gives the correct result.

## 2. Proof of Equation (1-3)

For $0<t \leq \sqrt{2}$, set $r=2 \arcsin (t / 2)$; then

$$
\begin{aligned}
|S(x, t)| & =\int_{0}^{r} \omega_{n-2}(\sin s)^{n-2} d s=\omega_{n-2} \int_{0}^{\sin r} y^{n-2} \frac{d y}{\sqrt{1-y^{2}}} \\
& \geq \frac{\omega_{n-2}}{\sqrt{2}} \int_{0}^{\sin r} y^{n-2} \frac{d y}{\sqrt{1-y}}=\frac{\omega_{n-2}}{\sqrt{2}}(\sin r)^{n-1} \int_{0}^{1} \frac{u^{n-2}}{\sqrt{1-u \sin r}} d u
\end{aligned}
$$

Observe that

$$
\begin{aligned}
\int_{0}^{1} \frac{u^{n-2}}{\sqrt{1-u \sin r}} d u & \geq\left(1-\frac{1}{n}\right)^{n-2} \int_{1-\frac{1}{n}}^{1} \frac{d u}{\sqrt{1-u \sin r}} \\
& =2 e^{(n-2) \ln \left(1-\frac{1}{n}\right)} \frac{1}{n} \frac{1}{\sqrt{1-\sin r}+\sqrt{1-\left(1-\frac{1}{n}\right) \sin r}} \\
& >c \frac{1}{\sqrt{n}} \frac{1}{\sqrt{n(1-\sin r)+\sin r}}
\end{aligned}
$$

Then Stirling's formula implies (1-3).

Remark. By (1-3), a simple computation then leads to

$$
\begin{equation*}
|S(x, t)| \geq c \omega_{n-1} \quad \text { whenever } \sqrt{2\left(1-n^{-1}\right)} \leq t \leq 2 \text { and } n \geq 2 . \tag{2-1}
\end{equation*}
$$
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