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We study the location of possible poles of a family of residual Eisenstein
series on classical groups. Special types of residues of those Eisenstein series
were used as key ingredients in the automorphic descent constructions of
Ginzburg, Rallis and Soudry and in the refined constructions of Ginzburg,
Jiang and Soudry. We study the conditions for the existence of other possible
poles of those Eisenstein series and determine the possible Arthur parameters
for the residual representations if they exist. Further properties of those
residual representations and their applications to automorphic constructions
will be considered in our future work.

1. Introduction

Automorphic descent constructions of Ginzburg, Rallis and Soudry [Ginzburg et al.
2011] produce the inverse of the Langlands functorial transfers from classical groups
to the general linear groups. More recently, the extensions of those constructions to
produce endoscopy transfers for classical groups were considered in [Ginzburg 2008;
Ginzburg et al. 2012; Jiang 2011; 2012]. The key ingredient in these constructions
is to use certain Fourier coefficients of special types of residues of certain residual
Eisenstein series as kernel functions in the corresponding integral transforms. In
order to explore the possibility of more general constructions, in this paper we start
to consider other possible poles and residues of these and more general residual
Eisenstein series for classical groups.

1A. Classical groups. Let F be a number field and let E be a quadratic extension
of F whose Galois group is denoted by 0E/F = {1, ι}. Denote by A = AF the ring
of adeles of F .

The classical groups considered in this paper, denoted by Gn , are the F-quasisplit
unitary groups U2n and U2n+1 of hermitian type, the F-split special orthogonal
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group SO2n+1 and the symplectic group Sp2n , and the F-quasisplit even special
orthogonal group SO2n . Define the number field F ′ as F if Gn is not a unitary
group and as E if it is. Denote by RF ′/F (GLn) the Weil restriction of the GLn from
F ′ to F .

We try to follow closely the notation introduced in [Mœglin and Waldspurger
1995]. Since the groups considered in this paper are quasisplit, we fix a standard
Borel subgroup P0 = M0 N0 of Gn that is realized in the upper-triangular matrices
in a chosen realization of the classical group in matrices [Ginzburg et al. 2011].
Let T0 be the maximal split torus of the center of M0 that defines the root system
R(T0,Gn) with the given positive roots R+(T0,Gn) and the set 10 of simple roots.
Let P = MN be a standard parabolic subgroup of Gn (containing P0) and let TM

be the maximal split torus in the center of M . The set of restricted roots is denoted
by R(TM ,Gn). We define R+(TM ,Gn) and 1M accordingly.

Furthermore, we define X M = X Gn
M to be the group of all continuous homomor-

phisms from M(A) into C× that are trivial on M(A)1. Then following page 6 of
[Mœglin and Waldspurger 1995] for the explicit realization of X M , define the real
part of X M , which is denoted by Re X M .

1B. Discrete spectrum of GLab. Let τ be an irreducible unitary cuspidal automor-
phic representation of GLa(A). Take the standard parabolic subgroup Qab = LabUab

of GLab, whose Levi subgroup Lab is isomorphic to GL×b
a . Then π = τ⊗b is an

irreducible unitary cuspidal automorphic representation of Lab(A). As in Section
II.1.5 of [Mœglin and Waldspurger 1995], denote by P the XGLab

Lab
-orbit of the

cuspidal datum (Lab , π). For an automorphic function

φπ ∈ A
(
Lab(F)Uab(A)\GLab(A)

)
π
,

denote by φπ⊗λ = λφπ the element λ ◦m Qφπ for λ ∈ XGLab
Lab

. Here the mapping
m Q from GLab(A) to Lab(A)1\Lab(A) is as defined on page 7 of [Mœglin and
Waldspurger 1995] by means of the Langlands decomposition with respect to
Qab(A) and the standard maximal compact subgroup of GLab(A). An Eisenstein
series attached to φπ⊗λ is defined by

E(φπ⊗λ, π ⊗ λ)(g) :=
∑

γ∈Qab (F)\GLab(F)

λφπ (γ g).

It converges absolutely for λ in the cone{
λ ∈ Re XGLab

Lab

∣∣ 〈λ, α̃〉> 〈ρQab
, α̃〉 for all α ∈ R+(TLab ,GLab)

}
,

and converges uniformly for g in a compact set and λ in a neighborhood of 0 in
XGLab

Lab
. The general theory of Langlands [1976; Mœglin and Waldspurger 1995]

asserts that it has meromorphic continuation to the whole parameter space XGLab
Lab
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and satisfies the standard functional equations in terms of the relevant intertwining
operators.

Take 3b =
(
(b − 1)/2, (b − 3)/2, . . . , (1− b)/2

)
∈ Re XGLab

Lab
and define the

iterated residue

1(τ, b)(φπ )(g) := Res
Pab

3b
E(φπ⊗λ, π ⊗ λ)(g).

It follows from [Mœglin and Waldspurger 1989] that 1(τ, b)(φπ )(g) is a square-
integrable automorphic function of GLab(A), or more precisely, that it defines the
GLab(A)-equivariant homomorphism

1(τ, b) : A
(
Lab(F)Uab(A)\GLab(A)

)
π
→ L2

disc
(
GLab(F)\GLab(A)

)
ωb
τ
.

The image is an irreducible subspace of L2
disc(GLab(F)\GLab(A))ωb

τ
, which is

denoted also by E(τ,b), and is usually called the Speh residual representation.
Mœglin and Waldspurger proved that all noncuspidal automorphic representations
occurring in the discrete spectrum of GLab(A) are of this type.

Theorem 1.1 [Mœglin and Waldspurger 1989]. As b ranges over the divisors of n,
with n = ab and b > 1, and τ ranges over the irreducible unitary cuspidal auto-
morphic representations of GLa , with ωb

τ = χ , the residual representations E(τ,b)
generated by the corresponding residues 1(τ, b)(φπ ) span the residual spectrum
L2

res(GLn(F)\GLn(A))χ , where χ is a unitary central character of GLn(A).

1C. Main results. We consider a family of residual Eisenstein series on Gn(A).
For a partition n= r+m, take the standard maximal parabolic subgroup Pr =Mr Nr

of Gn , whose Levi subgroup Mr is isomorphic to RF ′/F (GLr ) × Gm . For any
g ∈ RF ′/F (GLr ), define ĝ = wr gtwr or wr ι(g)twr in the case of unitary groups,
where wr is the antidiagonal symmetric matrix defined inductively by(

0 1
wr−1 0

)
and ι ∈ 0E/F = {1, ι}. Then each element g ∈ Mr is of type diag{t, h, t̂−1

}, with
t ∈ RF ′/F (GLr ) and h ∈ Gm . Since Pr is maximal, the space of characters X Gn

Mr
is

one-dimensional. Using the normalization in [Shahidi 2010], it is identified with C

by s 7→ λs .
For simplicity, we state here only our results for the case of m > 0, and refer to

Section 5 for the case of m = 0.
Let σ be an irreducible generic cuspidal automorphic representation of Gm(A).

Write r = ab. Let φ ∈ A(Nab(A)Mab(F)\Gn(A))1(τ,b)⊗σ . Following [Langlands
1976; Mœglin and Waldspurger 1995], an Eisenstein series is defined by

En
ab(φ1(τ,b)⊗σ , s)= E(φ1⊗σ , s)=

∑
γ∈Pab(F)\Gn(F)

λsφ(γ g).
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It converges absolutely for the real part of s large and has meromorphic continuation
to the whole complex plane C.

The objective of this paper is to determine the location of possible poles (at
Re(s) ≥ 0) of this family of residual Eisenstein series, or more precisely the
normalized Eisenstein series, and basic properties of the corresponding residual
representations. We take the expected normalizing factor βb,τ,σ (s) of the Langlands–
Shahidi type, which is given by a product of relevant automorphic L-functions:

(1-1)

βb,τ,σ (s) := L
(

s+
b+ 1

2
, τ × σ

) db/2e∏
i=1

L(eb,i (s)+ 1, τ, ρ)
bb/2c∏
i=1

L(eb,i (s), τ, ρ−),

where eb,i (s) := 2s+ b+ 1− 2i , and ρ and ρ− are defined as

ρ :=


Asai if Gn = U2n,

Asai⊗ δ if Gn = U2n+1,

Sym2 if Gn = SO2n+1,

32 if Gn = Sp2n or SO2n,

(1-2)

ρ− :=


Asai⊗ δ if Gn = U2n,

Asai if Gn = U2n+1,

32 if Gn = SO2n+1,

Sym2 if Gn = Sp2n or SO2n.

(1-3)

For unitary groups, “Asai” is the Asai representation of the L-group of RE/F (GLa)

and δ is the character associated to the quadratic extension E/F via class field
theory. For symplectic or orthogonal groups, Sym2 and 32 denote the symmetric
and exterior second powers of the standard representation of GLa(C), respectively.
In addition, we have the following identities [Ginzburg et al. 2011, Remark (3),
page 21]:

L(s, τ × τ ∗)= L(s, τ, ρ)L(s, τ, ρ−),

where τ ∗ = τ if F ′ = F and τ ∗ = τ ι if F ′ = E , where the involution ι is the
nontrivial element in the Galois group 0E/F .

We use the function βb,τ,σ (s) to normalize the Eisenstein series by

(1-4) En,∗
ab (φ1(τ,b)⊗σ , s) := βb,τ,σ (s)En

ab(φ1(τ,b)⊗σ , s).

In order to determine the location of the poles of E∗(φ1(τ,b)⊗σ , s), we need to
consider four cases:

(1) L(s, τ, ρ) has a pole at s = 1, and L
( 1

2 , τ × σ
)
6= 0;
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(2) L(s, τ, ρ) has a pole at s = 1, and L
( 1

2 , τ × σ
)
= 0;

(3) L(s, τ, ρ−) has a pole at s = 1, and L(s, τ × σ) has a pole at s = 1;

(4) L(s, τ, ρ−) has a pole at s = 1, and L(s, τ × σ) is holomorphic at s = 1.

We define the sets of possible poles according to the four cases:

X+b,τ,σ :=



{
0̂, . . . , b−2

2
,

b
2

}
in Case (1);{

0̂, . . . , b−4
2
,

b−2
2

}
in Case (2);{

0̂, . . . , b−1
2
,

b+1
2

}
in Case (3);{

0̂, . . . , b−3
2
,

b−1
2

}
in Case (4).

When b= 1 or 2, the set X+b,τ,σ is empty for Case (2), and when b= 1, the set X+b,τ,σ
is empty for Case (4). Note that we omit 0 in the set X+b,τ,σ , since the normalized
Eisenstein series E∗(φ1(τ,b)⊗σ , s) is holomorphic at s = 0 (Corollary 4.3).

Theorem 1.2. Assume that Gn is either the symplectic group or the F-quasisplit
special orthogonal group, and assume that m > 0. Let σ be an irreducible generic
cuspidal automorphic representation of Gm(A), and let τ be an irreducible unitary
self-dual cuspidal automorphic representation of GLr (A). The normalized Eisen-
stein series En,∗

ab (φ1(τ,b)⊗σ , s) is holomorphic for Re(s)≥0 except at s= s0∈ X+b,τ,σ ,
where it has possibly at most simple poles.

This is a consequence of Proposition 4.1, Corollary 4.3, and Theorems 4.5
and 5.2.

The proof uses an induction formula (Proposition 3.2) for the constant term of
E∗(φ1(τ,b)⊗σ , s) along the standard maximal parabolic subgroup Pa . This formula,
which extends a similar one studied in [Jiang 1998], is proved in Section 3, with
the unnormalized version proved in Section 2 (Proposition 2.3); it uses the Arthur
classification [Arthur 2013] for the discrete spectrum of the classical groups. This
yields more explicit information about the residual representations. A special case
of Sp2n was treated in [Brenner 2009]. We note that there are some mistakes in the
arguments used there, and we have corrected them along the way in our discussion.

We remark that the calculations in both Sections 2 and 3 work also for F-
quasisplit unitary groups, and the results there cover the case when Gn is either
U2n or U2n+1.

In the proof of Theorem 1.2, the case of m > 0 is treated in Section 4 and
the case of m = 0 is briefly discussed in Section 5. This makes the discussion
clearer and the formulas involved easier to present. By using the induction formula
(Proposition 3.2), one reduces the proof to showing that the normalized Eisenstein
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series E∗(φ1(τ,b)⊗σ , s) is holomorphic at 0 ≤ Re(s) < 1
2 , which is proved in

Corollary 4.3 and Proposition 4.4. The proof of this result uses the result of Arthur
[2013, Corollary 7.3.5] on behavior at s=0 of the normalized intertwining operators,
and on classification of the discrete spectrum. We thank James Arthur for his careful
explanation of this issue. Since the results in [Arthur 2013] for the case of unitary
groups are now proved in [Mok 2012], the proof of Theorem 1.2 also works for
F-quasisplit unitary groups.

Another issue is to consider the possible poles of the normalized Eisenstein series
En,∗

ab (φ1(τ,b)⊗σ , s) at Re(s) < 0 by the standard functional equation. This needs
sufficient properties of the involved standard intertwining operator and the local
Plancherel measures in this setting. We will leave this for our future consideration.

There is one more issue in extending Theorem 1.2 to cover the case when σ is
tempered, but nongeneric. We need to normalize the intertwining operators involved
in the calculation of the induction formula so that they are holomorphic and nonzero
for Re(s) > 0 at every local place. Following the work of Arthur [2013], one is able
to define these local L-functions at all local places. According to Mœglin [2010],
over p-adic local fields, for the tempered local L-packets, the normalization of these
intertwining operators by the Langlands–Shahidi local factors yields the required
properties of the normalized intertwining operators. It seems that at archimedean
local places, this may need more work, and we decide to consider this technical
issue in the future. Hence we still restrict Theorem 1.2 to the generic case in this
paper, which is enough for the current applications to our work in progress on
constructions of certain types of endoscopy transfers for classical groups [Jiang
2011; 2012].

In Section 4 we prove Theorem 1.2 for the case when m > 0, and in Section 5
we prove Theorem 1.2 for the case when m = 0. In the last section, we will
discuss the conditions for the existence of poles of the normalized Eisenstein series
E∗(φ1(τ,b)⊗σ , s) at s0 ∈ X+b,τ,σ and determine the possible Arthur parameters for
these residual representations of Gn(A), which are generated by the residues at
s0 ∈ X+b,τ,σ , respectively, and are square-integrable.

2. An induction formula

In this section, we take Gn to be one of the following classical groups: the F-
quasisplit unitary groups U2n and U2n+1, the F-split odd special orthogonal group
SO2n+1, the symplectic group Sp2n , and the F-quasisplit even special orthogonal
group SO2n .

Let σ be an irreducible cuspidal automorphic representation of Gm(A), without
assuming its genericity. From the Langlands theory of Eisenstein series, the possible
poles of an Eisenstein series are determined by its constant terms. For the residual
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Eisenstein series En
ab(φ1(τ,b)⊗σ , s), the general formula for constant terms along

parabolic subgroups are given in [Mœglin and Waldspurger 1995, Section II.1.7],
for instance. In this section, we investigate the constant term of En

ab(φ1(τ,b)⊗σ , s)
along the maximal parabolic subgroup Pa (as given in Section 1), which leads to an
induction formula. This extends the formula in [Jiang 1998] to this more general
setting. On the way of our calculations, we also correct some technical mistakes
in [Brenner 2009], which treated a special family of residual Eisenstein series of
Sp2n(A).

In the explicit calculation for the induction formula, we may set Pn
r for the

standard maximal parabolic subgroup Pr of G = Gn . We denote by Q or Qab
a,a(b−1)

a parabolic subgroup of GLab with Levi subgroup isomorphic to GLa ×GLa(b−1).

2A. Constant terms of Eisenstein series. Here we calculate the constant term of
En

ab(φ1(τ,b)⊗σ , s) along the maximal parabolic subgroup Pn
a = Pa , which is defined

by

EPa (φ1⊗σ , s)(g)=
∫

Na(F)\Na(A)

E(φ1⊗σ , s)(ng)dn.

Assume that Re(s) is large. After unfolding the Eisenstein series, we obtain

(2-1) EPa (φ1⊗σ , s)(g)

=

∑
w−1∈Pab\G/Pa

∑
γ∈Mw

a (F)\Ma(F)

∫
[Nw

a ]

∫
Na,w(A)

λsφ(w
−1γ n′n′′g)dn′dn′′,

where we define Mw
a := wPabw

−1
∩Ma and Nw

a := wPabw
−1
∩ Na and [Nw

a ] :=

Nw
a (F)\N

w
a (A). Note that the unipotent radical Na can be decomposed as a product

Na,wNw
a , where Na,w satisfies Na,w ∩ Nw

a = {1} and Na = Na,wNw
a = Nw

a Na,w.
For the first summation in (2-1), we consider the generalized Bruhat decompo-

sition Pab\G/Pa . As in [Shahidi 2010, Lemma 4.2.1], the representative w−1 of
the double coset Pabw

−1 Pa is chosen to have the minimal length. Following the
explicit calculations done in [Ginzburg et al. 2011, Chapter 4], it is not hard to
figure out that by the cuspidal support of the Eisenstein series, all terms vanish
except the two double cosets, whose representatives are given by w = Id and

w = ω = (−1)a


0 0 0 Ia 0

Ia(b−1) 0 0 0 0
0 0 I 0 0
0 0 0 0 Ia(b−1)

0 ±Ia 0 0 0

 ,
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with ω−1 being in the open cell. Here we use (−1)a and ± to make sure that ω
belongs to Gn . Define, for w = Id or ω,

EPa (φ1⊗σ , s)w =
∑

γ∈Mw
a (F)\Ma(F)

∫
[Nw

a ]

∫
Na,w(A)

λsφ(w
−1γ n′n′′g)dn′dn′′.

Then the constant term is expressed as

(2-2) EPa (φ1⊗σ , s)= EPa (φ1⊗σ , s)Id+ EPa (φ1⊗σ , s)ω.

We will calculate each of these two terms in the following two subsections.

2B. Id-term. Write

n(X, Y, Z ,W )=


Ia X Y Z W

Ia(b−1) Z
′

I Y
′

Ia(b−1) X
′

Ia

 ∈ Na,

where X ′, Y ′ and Z ′ are uniquely determined by X , Y and Z . Note that Pab ∩

Ma\Ma ∼= Pn−a
a(b−1)\Gn−a . The Id-term of the constant term is

(2-3) EPa (φ1⊗σ , s)Id(g)=
∑

γ∈Pn−a
a(b−1)(F)\Gn−a(F)

∫
[Na]

λsφ(γ ng)dn,

where [Na] := Na(F)\Na(A). The integral can be calculated as follows:∫
[Na]

λsφ(γ ng)dn =
∫
[Na]

λsφ(nγ g)dn

=

∫
[Ma×a(b−1)]

∫
[Nab∩Na]

λsφ(n′n(X)γ g)dn′dX

=

∫
[Ma×a(b−1)]

λsφ(n(X)γ g)dX.

Here [Z ] := Z(F)\Z(A) for Z = Na , Ma×a(b−1), and Nab ∩ Na , respectively. We
denote by n(X) the element n(X, 0, 0, 0) with X ∈ Ma×a(b−1).

Let us understand the last integral

(2-4)
∫
[Ma×a(b−1)]

φ(n(X)g)dX.

Recall that the Levi subgroup Mab is isomorphic to RF ′/F (GLab)×Gm . We denote
its elements by (x, h) with x ∈ RF ′/F (GLab) and h ∈ Gm . We fix g ∈ Gn(A). Then
the function

x 7→ φ((x, 1)g)
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is an automorphic function in the space of the residual representation E(τ,b) of
GLab(AF ′). Consider the standard maximal parabolic subgroup

Qa,a(b−1) = La,a(b−1)Ua,a(b−1)

of GLab associated to the partition ab = a+ a(b− 1). Then the integral (2-4) is
the constant term of φ((x, 1)g) (as an automorphic form in x) along the maximal
parabolic subgroup Qa,a(b−1), which is denoted by φQa,a(b−1) .

Let Pa,a(b−1) be a standard parabolic subgroup of Gn whose Levi subgroup
Ma,a(b−1) is isomorphic to

RF ′/F GLa ×RF ′/F GLa(b−1)×Gm

and whose unipotent radical is N := Na,a(b−1). We denote by (t, r, h) the element
diag(t, r, h, r̂−1, t̂−1) in Ma,a(b−1)(A).

Lemma 2.1. The constant term λsφQa,a(b−1) belongs to the space

A
(
Na,a(b−1)(A)Ma,a(b−1)(F)\Gn(A)

)
τ | · |

s−(b−1)/2
F ′ ⊗1(τ,b−1)| · |s+1/2

F ′ ⊗σ
.

Here | · |F ′ = |det|AF ′
; and F ′ is E if Gn is unitary, and is F otherwise.

Proof. Let K = 5vKv be the standard choice of maximal compact subgroup of
Gn(A) such that the Iwasawa decomposition

Gn(A)= Pa,a(b−1)(A)K

holds. It suffices to show that for all k ∈ K , the constant term λsφQa,a(b−1)((t, r, h)k)
belongs to the space of automorphic forms

A
(
Ma,a(b−1)(F)\Ma,a(b−1)(A)

)
τ | · |

s−(b−1)/2
F ′ ⊗1(τ,b−1)| · |s+1/2

F ′ ⊗σ
,

where t ∈ GLa(AF ′), r ∈ GLa(b−1)(AF ′) and h ∈ Gm(A).
By the definition (2-4), we have

φQa,a(b−1)((t, r, h)k)=
∫
[Ma×a(b−1)]

φ(n(X)(t, r, h)k)dX.

Since the function φk(m) := m−ρPab φ(mk), for m ∈ Mab(A), is an automorphic
form in A(Mab(F)\Mab(A))1(τ,b)⊗σ for all k ∈ K , without loss of generality, we
can assume that

φk((t, r, h))= φk,1(τ,b)((t, r))⊗φk,σ (h),

where the function φk,1(τ,b) ∈ A(GLab(F ′)\GLab(AF ′))1(τ,b) and the function
φk,σ ∈ A(Gm(F)\Gm(A))σ . Therefore, we obtain

φQa,a(b−1)((t, r, h)k)= (φk,1(τ,b))Qa,a(b−1)((t, r))⊗φk,σ (h),
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where (φk,1(τ,b))Qa,a(b−1) is the constant term of φk,1(τ,b) along the parabolic sub-
group Qa,a(b−1) of GLab.

By [Jiang and Liu 2012, Lemma 4.1], the constant term (φk,1(τ,b))Qa,a(b−1) belongs
to the space

A
(
Ua,a(b−1)(A)La,a(b−1)(F)\GLab(AF ′)

)
| · |
−(b−1)/2
F ′ τ⊗| · |

1/2
F ′ 1(τ,b−1).

It follows that the function λsφQa,a(b−1)(g) belongs to the space

A
(
Na,a(b−1)(A)Ma,a(b−1)(F)\Gn(A)

)
τ | · |

s−(b−1)/2
F ′ ⊗1(τ,b−1)| · |s+1/2

F ′ ⊗σ
. �

According to Lemma 2.1, we restrict the Id-term En
ab,Pn

a
(φ1⊗σ , s)Id to the sub-

group Ia ×Gn−a(A) of the Levi subgroup GLa(AF ′)×Gn−a(A) and obtain
(2-5)

En
ab,Pn

a
(φ1⊗σ , s)Id((Ia, h))=

∑
γ∈Pn−a

a(b−1)(F)\Gn−a(F)

λsφQab
a,a(b−1)

(
diag(Ia, γ h, Ia)

)
= En−a

a(b−1)

(
λ−1/2(i∗n−aφQ)1(τ,b−1)⊗σ , s+ 1

2

)
(h),

where | · |F ′ := | · |AF ′
and the restriction i∗n−aφQ = i∗n−aφQab

a,a(b−1)
to Gn−a(A) is an

automorphic function in the space

A
(
N n−a

a(b−1)(A)M
n−a
a(b−1)(F)\Gn−a(A)

)
1(τ,b−1)| · |1/2F ′ ⊗σ

.

2C. ω-term. It is easy to see that

Nω
a =

{
n(0, 0, Z , 0) | Z ∈ Ma×a(b−1)

}
.

We denote by ñ(Z) the element n(0, 0, Z , 0). The coset Mω
a (F)\Ma(F) is isomor-

phic to Pa(b−1)(F)\Gn−a(F). Therefore, we have

EPa (φ1⊗σ , s)ω(g)

=

∑
γ∈Pn−a

a(b−1)(F)\Gn−a(F)

∫
Na,ω(A)

∫
[Ma×a(b−1)]

λsφ(ω
−1γ ñ(Z)ng)dZ dn

=

∑
γ∈Pn−a

a(b−1)(F)\Gn−a(F)

∫
Na,ω(A)

∫
[Ma(b−1)×a]

λsφ(n(Z)ω−1nγ g)dZ dn,

where [Ma(b−1)×a] := Ma(b−1)×a(F)\Ma(b−1)×a(A), and n(Z) is the element
Ia(b−1) Z

Ia

I
Ia Z ′

Ia(b−1)

 for Z ∈ Ma(b−1)×a.
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We denote the inner integration by

(2-6) φ̃(g) :=
∫
[Ma(b−1)×a]

φ(n(Z)g)dZ .

Let Qa(b−1),a := La(b−1),aUa(b−1),a be a standard parabolic subgroup of GLab whose
unipotent radical Ua(b−1),a embedded into Gn consists of all the elements n(Z).
Moreover, the standard parabolic subgroup Pa(b−1),a = Ma(b−1),a Na(b−1),a of Gn

has the property that Ma(b−1),a = La(b−1),a ×Gm and Na(b−1),a =Ua(b−1),a Nab.

Lemma 2.2. The function λs φ̃ is an automorphic function in the space

A
(
Na(b−1),a(A)Ma(b−1),a(F)\Gn(A)

)
| · |

s−1/2
F ′ 1(τ,b−1)⊗| · |s+(b−1)/2

F ′ τ⊗σ
.

Here | · |F ′ is as defined in Lemma 2.1.

Proof. The proof is similar to the proof of Lemma 2.1. For all k ∈ K , the function
φk(m) := m−ρPab φ(mk), for m ∈ Mab(A), is an automorphic form in the space
A(Mab(F)\Mab(A))1(τ,b)⊗σ . We may assume that

φk((t, r, h))= φk,1(τ,b)((t, r))⊗φk,σ (h),

where t ∈ GLa(b−1)(AF ′), r ∈ GLa(AF ′) and h ∈ Gm(A). Then

φ̃k((t, r, h))=
[
(φk,1(τ,b))Qa(b−1),a ((t, r))⊗φk,σ (h)

]
.

By [Jiang and Liu 2012, Lemma 4.1], the constant term (φk,1(τ,b))Qa(b−1),a is an
automorphic function in the space

A
(
Ua(b−1),a(A)La(b−1),a(F)\GLab(AF ′)

)
| · |
−1/2
F ′ 1(τ,b−1)⊗| · |(b−1)/2

F ′ τ
.

This is enough to deduce the lemma. �

Next, following the notation of [Mœglin and Waldspurger 1995, II.1.6], we
consider the intertwining operator

(2-7) M(ω, · ) := M
(
ω, | · |

s−1/2
F ′ 1(τ, b− 1)⊗ | · |s+(b−1)/2

F ′ τ ⊗ σ
)
,

which is defined by(
M(ω, · )λs φ̃

)
(g) :=

∫
Na,a(b−1)∩ωNa(b−1),aω−1(F)\Na,a(b−1)(A)

λs φ̃(ω
−1ng)dn.

Now, plug this intertwining operator into the ω-term and obtain

EPa (φ1⊗σ , s)ω(g)=
∑

γ∈Pn−a
a(b−1)(F)\Gn−a(F)

(
M(ω, · )λs φ̃

)
(γ g).
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By [Mœglin and Waldspurger 1995, Proposition II.1.6], the intertwining operator
M(ω, · ) maps

A
(
Na(b−1),a(A)Ma(b−1),a(F)\Gn(A)

)
| · |

s−1/2
F ′ 1(τ,b−1)⊗| · |s+(b−1)/2

F ′ τ⊗σ

to

A
(
Na,a(b−1)(A)Ma,a(b−1)(F)\Gn(A)

)
| · |
−(s+(b−1)/2)
F ′ τ̃ ∗⊗| · |

s−1/2
F ′ 1(τ,b−1)⊗σ ,

where τ ∗= τ if F ′= F , and τ ∗= τ ι if F ′= E , with ι being the nontrivial element in
the Galois group 0E/F . Therefore, the restriction of the ω-term En

ab,Pa
(φ1⊗σ , s)ω

to the subgroup Ia×Gn−a(A) of the Levi subgroup GLa(AF ′)×Gn−a(A) is equal
to

(2-8) En−a
a(b−1)

(
λ1/2(i∗n−a ◦M(ω, · ))φ̃, s− 1

2

)
(h).

Combining the results of Sections 2B and 2C, we achieve an induction formula of
the constant term.

Proposition 2.3. The constant term En
ab,Pa

(φ1(τ,b)⊗σ , s) restricted to the subgroup
Ia×Gn−a(A) of the Levi subgroup GLa(AF ′)×Gn−a(A) is expressed as the identity

(2-9) En
ab,Pa

(φ1⊗σ , s)((Ia, h))

= En−a
a(b−1)

(
λ−1/2(i∗n−aφQab

a,a(b−1)
)1(τ,b−1)⊗σ , s+ 1

2

)
(h)

+ En−a
a(b−1)

(
λ1/2(i∗n−a ◦M(ω, · ))φ̃, s− 1

2

)
(h),

which holds for all s with Re(s) large, and then is extended to s ∈C by meromorphic
continuation. Here

M(ω, · ) := M
(
ω, | · |

s−1/2
F ′ 1(τ, b− 1)⊗ | · |s+(b−1)/2

F ′ τ ⊗ σ
)
,

| · |F ′ := | · |AF ′
, and φ̃ is defined in (2-6). Note that F ′ is E if Gn is a unitary group,

and is F otherwise.

3. A normalized induction formula

In this section, we keep the assumption on Gn as in Section 2 and calculate normaliz-
ing factors for the relevant intertwining operators involved in the functional equation
of Eisenstein series and in the induction formula (2-9). This leads to an induction
formula for normalized Eisenstein series. As we remarked in the introduction of
this paper, we have to assume that σ is an irreducible generic cuspidal automorphic
representation of Gm(A) if m > 0.
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3A. Normalized Eisenstein series (m > 0). We assume that m > 0, and recall the
definitions of ρ and ρ− in (1-2) and (1-3):

ρ :=


Asai if Gn = U2n,

Asai⊗ δ if Gn = U2n+1,

Sym2 if Gn = SO2n+1,

32 if Gn = Sp2n or SO2n,

and

ρ− :=


Asai⊗ δ if Gn = U2n,

Asai if Gn = U2n+1,

32 if Gn = SO2n+1,

Sym2 if Gn = Sp2n or SO2n.

It follows [Ginzburg et al. 2011, Remark (3)] that

L(s, τ × τ ∗)= L(s, τ, ρ)L(s, τ, ρ−),

where τ ∗ = τ if F ′ = F and τ ∗ = τ ι if F ′ = E , where the involution ι is the
nontrivial element in the Galois group 0E/F .

In order to normalize the Eisenstein series, we consider the normalization of the
intertwining operator M(ω′, | · |sF ′1⊗ σ)(φ) with

ω′ = (−1)ab

 Iab

I
±Iab

 .
By the general theory of Eisenstein series and intertwining operators [Langlands
1976; Mœglin and Waldspurger 1995, Chapter VI; Shahidi 2010, Theorem 6.1.7],
both E(φ1(τ,b)⊗σ , s) and M(ω′, | · |sF ′1 ⊗ σ) can be extended to meromorphic
functions of s ∈C, and the Eisenstein series E(φ1⊗σ , s) has the functional equation

(3-1) E(φ1(τ,b)⊗σ , s)= E
(
M(ω′, | · |sF ′1(τ, b)⊗ σ)(φ),−s

)
.

If Re(s)= 0, then E(φ1(τ,b)⊗σ , s) is holomorphic.
For any factorizable function φ =

⊗
v φv, we write

M
(
ω′, | · |sF ′1⊗ σ

)
(φ)=

∏
v

M
(
ω′, | · |sF ′v

1v ⊗ σv
)
(φv).

By [Shahidi 2010, Theorem 6.3.1], for each local place v, define

N ′
(
ω′, | · |sF ′v

1(τv, b)⊗ σv
)
(φv)

=
1

r ′
(
ω′, | · |sF ′v

1(τv, b)⊗ σv
)M

(
ω′, | · |sF ′v

1(τv, b)⊗ σv
)
(φv),
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where the local normalizing factor

r ′
(
ω′, | · |sF ′v

1(τv, b)⊗ σv
)

=
L(s,1(τv, b)× σv)

L(s+ 1,1(τv, b)× σv)ε(s,1(τv, b)× σv, ψv)

×
L(2s,1(τv, b), ρ)

L(2s+ 1,1(τv, b), ρ)ε(2s,1(τv, b), ρ, ψv)
.

Define r ′
(
ω′, | · |sF ′1(τ, b) ⊗ σ

)
=
∏
v r ′
(
ω′, | · |sF ′v

1(τv, b) ⊗ σv
)
. The global

normalized intertwining operator is

N ′
(
ω′, | · |sF ′1⊗ σ

)
=

∏
v

N ′
(
ω′, | · |sF ′v

1(τv, b)⊗ σv
)
.

For the global (complete) L-functions, we have

(3-2)

L
(
s,1(τ, b)× σ

)
=

b∏
i=1

L
(

s+
2i − b− 1

2
, τ × σ

)
,

L
(
s,1(τ, b), ρ

)
=

b∏
i=1

L(s+ b− 2i + 1, τ, ρ)

×

∏
1≤i< j≤b

L
(
s+ b− (i + j)+ 1, τ ⊗ τ ∗

)
.

Hence the quotient of complete L-functions has the property that

L
(
s,1(τ, b)× σ

)
L
(
2s,1(τ, b), ρ

)
L
(
s+ 1,1(τ, b)× σ

)
L
(
2s+ 1,1(τ, b), ρ

)
is equal to

db/2e∏
i=1

L
(

fb,i (s), τ, ρ
)bb/2c∏

i=1

L
(

fb,i (s)+ 1, τ, ρ−
)
L
(

s− b−1
2
, τ × σ

)
db/2e∏
i=1

L
(
eb,i (s)+ 1, τ, ρ

)bb/2c∏
i=1

L
(
eb,i (s), τ, ρ−

)
L
(

s+ b+1
2
, τ × σ

) ,

where eb,i (s) := 2s+ b+ 1− 2i , fb,i (s) := 2s− b− 1+ 2i . Define

αb(s) :=
db/2e∏
i=1

L
(

fb,i (s), τ, ρ
)bb/2c∏

i=1

L
(

fb,i (s)+ 1, τ, ρ−
)
L
(

s−
b− 1

2
, τ × σ

)
,

βb(s) :=
db/2e∏
i=1

L
(
eb,i (s)+ 1, τ, ρ

)bb/2c∏
i=1

L
(
eb,i (s), τ, ρ−

)
L
(

s+
b+ 1

2
, τ × σ

)
,
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and

εb(s) :=
db/2e∏
i=1

ε
(

fb,i (s), τ, ρ
)bb/2c∏

i=1

ε
(

fb,i (s)+ 1, τ, ρ−
)
ε
(

s−
b− 1

2
, τ × σ

)
.

Finally define the global normalizing factor by

(3-3) r
(
ω′, | · |sF ′1⊗ σ

)
= r

(
ω′, | · |sF ′1(τ, b)⊗ σ

)
=

αb(s)
βb(s)εb(s)

and the normalized global intertwining operator by

(3-4) N
(
ω′, | · |sF ′1⊗ σ

)
=

εb(s)N ′
(
ω′, | · |sF ′1⊗ σ

)
ε
(
s,1(τ, b)× σ

)
ε
(
2s,1(τ, b), ρ

) .
Then we have that

N
(
ω′, | · |sF ′1(τ, b)⊗ σ

)
=

1
r
(
ω′, | · |sF ′1⊗ σ

)M
(
ω′, | · |sF ′1⊗ σ

)
.

Meanwhile, we use βb(s) to normalize the Eisenstein series

(3-5) En,∗
ab (φ1(τ,b)⊗σ , s) := βb(s)En

ab(φ1(τ,b)⊗σ , s).

By the functional equation (3-1) of En
ab(φ1(τ,b)⊗σ , s), the normalized Eisenstein

series En,∗
ab (φ1(τ,b)⊗σ , s) satisfies the functional equation

(3-6) En,∗
ab (φ1(τ,b)⊗σ , s)= En,∗

ab

(
N (ω′, | · |sF ′1⊗ σ)(φ),−s

)
.

In fact,

E∗(φ1⊗σ , s)= βb(s)E
(
M(ω′, | · |sF ′1⊗ σ)(φ),−s

)
= βb(s) · r

(
ω′, | · |sF ′1⊗ σ

)
E
(
N (ω′, | · |sF ′1⊗ σ)(φ),−s

)
=
βb(s) · r

(
ω′, | · |sF ′1⊗ σ

)
βb(−s)

E∗
(
N (ω′, | · |sF ′1⊗ σ)(φ),−s

)
.

Since αb(s)= εb(s)βb(−s), we have

βb(s) · r
(
ω′, | · |sF ′1⊗ σ

)
= βb(−s).

From this we deduce the functional equation (3-6).
We remark that when b= 1, it is easy to show that for Re(s) > 0, the normalized

global intertwining operator

N
(
ω′, | · |sF ′1(τ, b)⊗ σ

)
is holomorphic for all choice of data, and nonzero for some choice of data.

In fact, if b = 1 and τ ⊗ σ is a generic representation, then the normalized local
intertwining operator N (ω′, · ) is holomorphic and nonzero by Theorem 11.1 of
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[Cogdell et al. 2004]. The proof uses the Langlands functorial transfers of σ from
Gn to the corresponding general linear groups, the Ramanujan type estimate for
cuspidal automorphic forms on general linear groups [Luo et al. 1999], and the
structure of generic unitary dual for classical groups over all local fields [Lapid
et al. 2004]. Hence the result for b = 1 holds for F-quasisplit unitary groups with
the same proof [Cogdell et al. 2011].

However, when b > 1, we are not able to prove the above properties for the
normalized global intertwining operator N (ω′, · ), so that we are not able to control
the poles at Re(s) < 0 of the normalized Eisenstein series through the functional
equation (3-6). We will leave this issue for our future consideration.

3B. Normalization of M(ω, · ) with m > 0. In order to normalize the global in-
tertwining operator

M(ω, · ) := M
(
ω, | · |

s−1/2
F ′ 1(τ, b− 1)⊗ | · |s+(b−1)/2

F ′ τ ⊗ σ
)
,

as defined in (2-7), we decompose it into a composition of two intertwining operators

M
(
ω, | · |

s−1/2
F ′ 1(τ, b− 1)⊗ | · |s+(b−1)/2

F ′ τ ⊗ σ
)
= M(ω1, · ) ◦M(ω2, · ),

where

ω1 =


Ia

Ia(b−1)

I
Ia(b−1)

Ia


and

ω2 = (−1)a


Ia(b−1)

Ia

I
±Ia

Ia(b−1)

 .
More precisely, M(ω1, · ) and M(ω2, · ) are standard intertwining operators of the
following types: M(ω2, · ) maps from the space

A
(
Na(b−1),a(A)Ma(b−1),a(F)\Gn(A)

)
| · |

s−1/2
F ′ 1(τ,b−1)⊗| · |s+(b−1)/2

F ′ τ⊗σ

to the space

A
(
Na(b−1),a(A)Ma(b−1),a(F)\Gn(A)

)
| · |

s−1/2
F ′ 1(τ,b−1)⊗| · |−s−(b−1)/2

F ′ τ̃ ∗⊗σ
,

and M(ω1, · ) maps from the space

A
(
Na(b−1),a(A)Ma(b−1),a(F)\Gn(A)

)
| · |

s−1/2
F ′ 1(τ,b−1)⊗| · |−s−(b−1)/2

F ′ τ̃ ∗⊗σ
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to the space

A
(
Na(b−1),a(A)Ma(b−1),a(F)\Gn(A)

)
| · |
−s−(b−1)/2
F ′ τ̃ ∗⊗| · |

s−1/2
F ′ 1(τ,b−1)⊗σ .

The standard Langlands–Shahidi normalizing factors for M(ω1, · ) and M(ω2, · )

are given by r(ω1, · ) and r(ω2, · ), where

r(ω1, · )=
L
(

2s+ b
2
− 1,1(τ, b− 1)× τ ∗

)
L
(

2s+ b
2
,1(τ, b− 1)× τ ∗

)
ε
(

2s+ b
2
− 1,1(τ, b− 1)× τ ∗

)
and r(ω2, ·) is

L
(

s+ b−1
2
, τ × σ

)
L
(
2s+ b− 1, τ, ρ

)
L
(

s+ b+1
2
, τ × σ

)
L
(
2s+ b, τ, ρ

)
ε
(

s+ b−1
2
, τ × σ

)
ε
(
2s+ b− 1, τ, ρ

) .
We define

M(ω1, · )= r(ω1, · )N (ω1, · ),

M(ω2, · )= r(ω2, · )N (ω2, · ),

r(ω, · )= r(ω1, · )r(ω2, · ),

and

(3-7) M(ω, · )= r(ω, · )N (ω, · ).

It follows that
N (ω, · )= N (ω1, · ) ◦ N (ω2, · ).

Proposition 3.1. Assume that b > 1. For Re(s) > 0, the normalized global inter-
twining operator

N (ω, · )= N
(
ω, | · |

s−1/2
F ′ 1(τ, b− 1)⊗ | · |s+(b−1)/2

F ′ τ ⊗ σ
)

is holomorphic for all choices of data, and nonzero for some choice of data. For
Re(s)= 0, it is holomorphic.

Proof. First we show that the normalized intertwining operators N (ωi , · ) for i =1, 2
are holomorphic and nonzero at Re(s)≥ 0.

Indeed, by Theorem 11.1 in [Cogdell et al. 2004] for orthogonal and symplectic
group cases, N (ω2, · ) is holomorphic for all choices of data and nonzero for some
choice of data, when Re(s+ (b− 1)/2)≥ 0. For even and odd unitary group cases,
the same result follows from Proposition 9.4 in [Kim and Krishnamurthy 2005] and
Proposition 5 in [Kim and Krishnamurthy 2004].
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For the normalized intertwining operators N (ω1, · ), it is essentially the inter-
twining operator for general linear groups, which is considered in [Mœglin and
Waldspurger 1989]. We write it as an eulerian product

N (ω1, · )=
∏
v

Nv(ω1, · ),

with τ =
⊗

v τv. Since τv is unitary and generic, we can assume that

τv = | · |
ν1St(τ1, a1)× | · |

ν2St(τ2, a2)× · · ·× | · |
νr St(τr , ar ),

where − 1
2 < νi <

1
2 for all i and St(τi , ai ) are Steinberg representations for some

supercuspidal representations τi and integers ai , and nonlinked. Write e(τv) =
2 inf

{1
2 − |νi |, 1≤ i ≤ r

}
(referring to I.10 in [Mœglin and Waldspurger 1989]). It

follows that
e(1(τv, b− 1))= e(τv).

By Proposition I.10 in [Mœglin and Waldspurger 1989], Nv(ω1, · ) is holomorphic
and nonzero when Re

(
s− 1

2 − (−s− (b− 1)/2)
)
>−e(τv) at all local places v. In

particular, they are holomorphic and nonzero at Re(s)≥ 0, and so is the normalized
global intertwining operator N (ω1, · ). Hence N (ω, · ) = N (ω1, · ) ◦ N (ω2, · ) is
holomorphic for all choices of data when Re(s)≥ 0.

We notice that for Re(s) > 0, N (ω1, · ) as a GLab-intertwining operator is an
isomorphism, and hence N (ω, · )= N (ω1, · )◦N (ω2, · ) is nonzero for some choice
of data. �

By substituting the normalized Eisenstein series En,∗
ab (φ1(τ,b)⊗σ , s) in (3-5) and

the normalized intertwining operator N (ω, · ) in (3-7) into the induction formula
(2-9) in Proposition 2.3, we obtain

En,∗
ab,Pa

(φ1⊗σ , s)((Ia, h))

=
βb(s)

βb−1
(
s+ 1

2

)En−a,∗
a(b−1)

(
λ−1/2

(
i∗n−aφQab

a,a(b−1)

)
1(τ,b−1)⊗σ , s+ 1

2

)
(h)

+
βb(s) · r(ω, · )

βb−1
(
s− 1

2

) En−a,∗
a(b−1)

(
λ1/2(i∗n−a ◦ N (ω, · ))φ̃, s− 1

2

)
(h).

Using a similar calculation as in (3-2), it is easy to verify that

βb(s)

βb−1
(
s+ 1

2

) = L
(
2s+ 1, τ, ρ(−)

b+1)
,

βb(s)

βb−1
(
s− 1

2

)r(ω, · )=
L
(
2s, τ, ρ(−)

b+1)
ε′b(s)

,
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where

ε′b(s) := ε
(

s+
b− 1

2
, τ ×σ

)
ε
(
2s+ b− 1, τ, ρ

)
ε
(

2s+
b
2
− 1,1(τ, b− 1)× τ ∗

)
.

Therefore, for b > 1, we obtain the following normalized induction formula.

Proposition 3.2 (induction formula). Let Gn be the classical groups as defined in
Section 2. Assume that m > 0 and σ is an irreducible generic cuspidal automorphic
representation of Gn(A). For b > 1, the following formula holds:

(3-8) En,∗
ab,Pa

(φ1⊗σ , s)((Ia, h))

= L
(
2s+ 1, τ, ρ(−)

b+1)
En−a,∗

a(b−1)

(
λ−1/2(i∗n−aφQ), s+ 1

2

)
(h)

+
L
(
2s, τ, ρ(−)

b+1)
ε′b(s)

En−a,∗
a(b−1)

(
λ1/2(i∗n−a ◦ N (ω, · ))φ̃, s− 1

2

)
(h),

where λ−1/2(i∗n−aφQ) := λ−1/2
(
i∗n−aφQab

a,a(b−1)

)
1(τ,b−1)⊗σ .

3C. Normalization for the case of m = 0. In this section, we consider the case
of m = 0. Due to the similarity between the cases of m = 0 and m > 0, we will
just briefly sketch the result here. We continue to use the notation and references
(which will not be mentioned) introduced in previous sections.

Note that when m = 0, Gn = SO2n must be F-split. In this case, we divide the
Gn into two types: Type (1), Gn = Sp2n and U2n+1, and Type (2), Gn = SO2n+1,
SO2n , and U2n .

In order to normalize the Eisenstein series, we consider the intertwining operator
M(ω′, | · |sF ′1)(φ) with

ω′ = (−1)ab

 Iab

I
±Iab

 ,
where the I in the middle is the identity matrix of order at most one, that is, it either
is 1 or disappears, depending on the structure of Gn .

For any factorizable function φ =
⊗

v φv, we write

M(ω′, | · |sF ′1)(φ)=
∏
v

M(ω′, | · |sF ′v1v)(φv),

and for each local place v, define

N ′
(
ω′, | · |sF ′v

1(τv, b)
)
(φv)=

1
r ′
(
ω′, | · |sF ′v

1(τv, b)
)M

(
ω′, | · |sF ′v

1(τv, b)
)
(φv),

where the local normalizing factor r ′
(
ω′, | · |sF ′v

1(τv, b)
)

is defined as follows.
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When Gn is of Type (1), define

r ′
(
ω′, | · |sF ′v

1(τv, b)
)
:=

L(s,1(τv, b))
L(s+ 1,1(τv, b))ε(s,1(τv, b), ψv)

×
L(2s,1(τv, b), ρ)

L(2s+ 1,1(τv, b), ρ)ε(2s,1(τv, b), ρ, ψv)
;

and when Gn is of Type (2), define

r ′
(
ω′, | · |sF ′v

1(τv, b)
)
=

L(2s,1(τv, b), ρ)
L(2s+ 1,1(τv, b), ρ)ε(2s,1(τv, b), ρ, ψv)

.

Then we define r ′
(
ω′, | · |sF ′1(τ, b)

)
=
∏
v r ′
(
ω′, | · |sF ′v

1(τv, b)
)
. The global nor-

malized intertwining operator is

N ′(ω′, | · |sF ′1)=
∏
v

N ′
(
ω′, | · |sF ′v

1(τv, b)
)
.

We calculate the L-functions as in (3-2) and obtain

L
(
s,1(τ, b)

)
L
(
s+ 1,1(τ, b)

) = L
(

s− b−1
2
, τ
)

L
(

s+ b+1
2
, τ
)

and

L(2s,1(τ, b), ρ)
L(2s+ 1,1(τ, b), ρ)

=

db/2e∏
i=1

L( fb,i (s), τ, ρ)
bb/2c∏
i=1

L( fb,i (s)+ 1, τ, ρ−)

db/2e∏
i=1

L(eb,i (s)+ 1, τ, ρ)
bb/2c∏
i=1

L(eb,i (s), τ, ρ−)

,

where eb,i (s) := 2s+ b+ 1− 2i , fb,i (s) := 2s− b− 1+ 2i .
When Gn is of Type (1), define

αb(s)=
db/2e∏
i=1

L
(

fb,i (s), τ, ρ
)bb/2c∏

i=1

L
(

fb,i (s)+ 1, τ, ρ−
)
L
(

s−
b− 1

2
, τ
)
,

βb(s)=
db/2e∏
i=1

L
(
eb,i (s)+ 1, τ, ρ

)bb/2c∏
i=1

L
(
eb,i (s), τ, ρ−

)
L
(

s+
b+ 1

2
, τ
)
,

εb(s)=
db/2e∏
i=1

ε
(

fb,i (s), τ, ρ
)bb/2c∏

i=1

ε
(

fb,i (s)+ 1, τ, ρ−
)
ε
(

s−
b− 1

2
, τ
)
,

and then define

N (ω′, | · |sF ′1)=
εb(s)N ′(ω′, | · |sF ′1)

ε(s,1(τ, b), ψ)ε(2s,1(τ, b), ρ, ψ)
.
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When Gn is of Type (2), define

αb(s)=
db/2e∏
i=1

L( fb,i (s), τ, ρ)
bb/2c∏
i=1

L( fb,i (s)+ 1, τ, ρ−),

βb(s)=
db/2e∏
i=1

L(eb,i (s)+ 1, τ, ρ)
bb/2c∏
i=1

L(eb,i (s), τ, ρ−),

εb(s)=
db/2e∏
i=1

ε( fb,i (s), τ, ρ)
bb/2c∏
i=1

ε( fb,i (s)+ 1, τ, ρ−),

and then define

N (ω′, | · |sF ′1)=
εb(s)N ′(ω′, | · |sF ′1)
ε(2s,1(τ, b), ρ, ψ)

.

Now we define the normalizing factor by

r(ω′, | · |sF ′1) :=
αb(s)

βb(s)εb(s)
.

Then

N
(
ω′, | · |sF ′1(τ, b)

)
=

1
r
(
ω′, | · |sF ′1(τ, b)

)M
(
ω′, | · |sF ′1(τ, b)

)
.

Remark 3.3. The terms αb(s) and βb(s) correspond to the terms ab(s) and bb(s)
in [Brenner 2009, Section 4.2]. We correct the definition of bb(s) in [Brenner 2009]
here.

We use βb(s) to normalize the Eisenstein series

(3-9) En,∗
ab (φ1(τ,b), s) := βb(s)En

ab(φ1(τ,b), s).

Then, similarly to (3-6), we have the functional equation for the normalized Eisen-
stein series:

(3-10) En,∗
ab (φ1(τ,b), s)= En,∗

ab

(
N (ω′, | · |sF ′1)(φ),−s

)
.

Next, we normalize the intertwining operator as defined in (2-7),

M(ω, · ) := M
(
ω, | · |

s−1/2
F ′ 1(τ, b− 1)⊗ | · |s+(b−1)/2

F ′ τ
)
,

by

(3-11) N (ω, · ) := N
(
ω, | · |

s−1/2
F ′ 1(τ, b− 1)⊗ | · |s+(b−1)/2

F ′ τ
)
=

M(ω, · )
r(ω, · )

,
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with r(ω, · ) defined as follows. When Gn is of Type (1), define

r(ω, · )= r
(
ω, | · |

s−1/2
F ′ 1(τ, b− 1)⊗ | · |s+(b−1)/2

F ′ τ
)

=

L
(

s+ b−1
2
, τ
)

L
(
2s+ b− 1, τ, ρ

)
L
(

2s+ b
2
− 1,1(τ, b− 1)× τ ∗

)
L
(

s+ b+1
2
, τ
)

L
(
2s+ b, τ, ρ

)
L
(

2s+ b
2
,1(τ, b− 1)× τ ∗

)
×

1

ε
(

s+ b−1
2
, τ
)
ε
(
2s+ b− 1, τ, ρ

)
ε
(

2s+ b
2
− 1,1(τ, b− 1)× τ ∗

) ;
and when Gn is of Type (2), define

r(ω, · )= r
(
ω, | · |

s−1/2
F ′ 1(τ, b− 1)⊗ | · |s+(b−1)/2

F ′ τ
)

=

L
(
2s+ b− 1, τ, ρ

)
L
(

2s+ b
2
− 1,1(τ, b− 1)× τ ∗

)
L
(
2s+ b, τ, ρ

)
L
(

2s+ b
2
,1(τ, b− 1)× τ ∗

)
×

1

ε
(
2s+ b− 1, τ, ρ

)
ε
(

2s+ b
2
− 1,1(τ, b− 1)× τ ∗

) ,
where τ ∗ = τ if F ′ = F and τ ∗ = τ ι if F ′ = E , with ι being the nontrivial element
in the Galois group 0E/F .

The following, corresponding to Proposition 3.1, is also true when m = 0.

Proposition 3.4. For Re(s) > 0 and b > 1, the normalized global intertwining
operator N (ω, | · |s−1/2

F ′ 1(τ, b− 1)⊗ | · |s+(b−1)/2
F ′ τ) is holomorphic for all choices

of data, and nonzero for some choice of data.

The proof follows from that of Proposition 3.1, and we omit the details here.
By substituting the normalized Eisenstein series En,∗

ab (φ1(τ,b), s) in (3-9) and the
normalized intertwining operator N (ω, · ) in (3-11) into the induction formula (2-9)
in Proposition 2.3, we obtain

En,∗
ab,Pa

(φ1, s)((Ia, h))

=
βb(s)

βb−1
(
s+ 1

2

)En−a,∗
a(b−1)

(
λ−1/2(i∗n−aφQab

a,a(b−1)
)1(τ,b−1), s+ 1

2

)
(h)

+
βb(s) · r(ω, · )

βb−1
(
s− 1

2

) En−a,∗
a(b−1)

(
λ1/2(i∗n−a ◦ N (ω, · ))φ̃, s− 1

2

)
(h).

Using a similar calculation as in (3-2), it is easy to verify that
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βb(s)

βb−1
(
s+ 1

2

) = L
(
2s+ 1, τ, ρ(−)

b+1)
,

βb(s)

βb−1
(
s− 1

2

)r(ω, · )=
L
(
2s, τ, ρ(−)

b+1)
ε′b(s)

,

where ε′b(s) is defined as follows. When Gn is of Type (1), define ε′b(s) to be the
product

ε
(
2s+ b− 1, τ, ρ

)
ε
(

2s+
b
2
− 1,1(τ, b− 1)× τ ∗

)
ε
(

s+
b− 1

2
, τ
)
;

and when Gn is of Type (2), define

ε′b(s)= ε
(
2s+ b− 1, τ, ρ

)
ε
(

2s+
b
2
− 1,1(τ, b− 1)× τ ∗

)
.

Therefore, for b > 1, we obtain the following normalized induction formula, which
is similar to Proposition 3.2.

Proposition 3.5. With notation as defined above, for b > 1, the following formula
holds:

(3-12) En,∗
ab,Pa

(φ1, s)((Ia, h))

= L
(
2s+ 1, τ, ρ(−)

b+1)
En−a,∗

a(b−1)

(
λ−1/2(i∗n−aφQ), s+ 1

2

)
(h)

+
L
(
2s, τ, ρ(−)

b+1)
ε′b(s)

En−a,∗
a(b−1)

(
λ1/2(i∗n−a ◦ N (ω, · ))φ̃, s− 1

2

)
(h),

where λ−1/2(i∗n−aφQ) := λ−1/2
(
i∗n−aφQab

a,a(b−1)

)
1(τ,b−1).

4. Proof of Theorem 1.2 (m > 0)

We are going to prove Theorem 1.2 for the case where m > 0 using the normalized
induction formula given in Proposition 3.2. From now on, we only consider
symplectic group and F-quasisplit special orthogonal group cases.

4A. Case of b= 1. The case of b= 1 is the starting step of our proof by induction.
Assume that s ∈ C with Re(s) > 0.

By Equation (3-5), we normalize En
a (φτ⊗σ , s) as follows:

En,∗
a (φτ⊗σ , s)= L(s+ 1, τ × σ)L(2s+ 1, τ, ρ)En

a (φτ⊗σ , s).

By [Mœglin and Waldspurger 1995, Proposition II.1.7], the constant term of the
Eisenstein series En

a (φτ⊗σ , s) along a standard parabolic subgroup P ′ is always
zero unless P ′ = Pa . In the case of P ′ = Pa , we have

En
a,Pa

(φτ⊗σ , s)= λsφτ⊗σ (g)+M(ω′, | · |sF ′τ ⊗ σ)(λsφ).
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By Lemma I.4.10 of [Mœglin and Waldspurger 1995], the Eisenstein series
En

a (φτ⊗σ , s) has a pole at some point s0 if and only if the constant term of
En

a,Pa
(φτ⊗σ , s) has a pole at s0, and hence if and only if the term

M(ω′, | · |sF ′τ ⊗ σ)(λsφ)

has a pole at s0, since the first term λsφτ⊗σ (g) is holomorphic. By our normalization,
we have

M(ω′, | · |sF ′τ ⊗ σ)(λsφ)= r(ω′, | · |sF ′τ ⊗ σ)N (ω
′, | · |sF ′τ ⊗ σ)(φ),

and for Re(s) > 0, by [Cogdell et al. 2004, Theorem 11.1], the normalized global
intertwining operator N (ω′, | · |sF ′τ ⊗ σ) is holomorphic for all choice of data and
nonzero for some choice of data. Thus, it reduces to checking the existence of the
pole at s = s0 of the global normalizing factor r(ω′, | · |sF ′τ ⊗ σ).

Recall from (3-3) that the global normalizing factor r(ω′, | · |sF ′τ ⊗ σ) in this
case is

L(s, τ × σ)L(2s, τ, ρ)
L(s+ 1, τ × σ)L(2s+ 1, τ, ρ)ε(s, τ × σ)ε(2s, τ, ρ)

.

Since both ε(s, τ × σ) and ε(2s, τ, ρ) are holomorphic and nonzero, the poles of
the global normalizing factor r(ω′, | · |sF ′τ ⊗ σ) at s = s0 > 0 with Re(s0) > 0 are
the same as the poles of the quotient

L(s, τ × σ)L(2s, τ, ρ)
L(s+ 1, τ × σ)L(2s+ 1, τ, ρ)

at s = s0 > 0 with Re(s0) > 0.
Since σ is generic and τ is self-dual, by the global Langlands functorial transfer

from Gn to a general linear group [Cogdell et al. 2004] and the analytic property of
the complete L-functions of the Rankin–Selberg convolution [Cogdell and Piatetski-
Shapiro 2004; Mœglin and Waldspurger 1989], we deduce that the complete L-
function L(s, τ × σ) is holomorphic at all s ∈ C except for a possible simple pole
at s = 0 or 1, and is nonzero when Re(s)≤ 0 or Re(s)≥ 1. Such a pole occurs if
and only if τ occurs as an isobaric summand in the image of σ under the Langlands
functorial transfer [Cogdell et al. 2004].

On the other hand, by [Grbac 2011], based on the work of Arthur [2013] on the
classification of the discrete spectrum of Gn(A), the complete L-function L(s, τ, ρ)
is holomorphic at all s ∈ C except for a possible simple pole at s = 0 or 1, and
is nonzero when Re(s)≤ 0 or Re(s)≥ 1. Such a pole occurs if and only if τ can
descend to an irreducible generic cuspidal automorphic representation of a classical
group determined by ρ [Ginzburg et al. 2011].

Hence, when Re(s) > 0, the denominator L(s + 1, τ × σ)L(2s + 1, τ, ρ) is
holomorphic and nonzero, and the numerator L(s, τ×σ)L(2s, τ, ρ) is holomorphic
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except for a possible simple pole at s = 1
2 or s = 1. This proves the theorem for the

case of b = 1. We summarize the above as the following.

Proposition 4.1 (case b = 1 of Theorem 1.2). Let Gn be the symplectic group
or the F-quasisplit special orthogonal group. Let τ be an irreducible unitary
cuspidal automorphic representation of GLa(A) and let σ be an irreducible generic
cuspidal automorphic representation of Gm(A). The normalized Eisenstein series
En,∗

a (φτ⊗σ , s) is holomorphic at Re(s)≥ 0, except at s = 1
2 and s = 1, where it has

possible simple poles. Moreover:

(1) En,∗
a (φτ⊗σ , s) has a simple pole at s = 1

2 if and only if L(s, τ, ρ) has a pole at
s = 1, and L(1

2 , τ × σ) 6= 0.

(2) En,∗
a (φτ⊗σ , s) has a simple pole at s = 1 if and only if L(s, τ × σ) has a pole

at s = 1.

In particular, En,∗
a (φτ⊗σ , s) is holomorphic at Re(s) > 0 if τ is not self-dual.

Proposition 4.1 includes the case of m = 0, which is proved in [Grbac 2011].
We remark that by the functional equation for the normalized Eisenstein series

(3-6), one deduces the analytic properties at Re(s) < 0, since when b = 1, the
normalized intertwining operator occurring in the functional equation is holomor-
phic for Re(s) > 0 and is a nonzero operator. At Re(s) = 0, it is holomorphic
(Corollary 4.3).

4B. Case of b > 1. This general case of Theorem 1.2 is proved by using the nor-
malized induction formula (Proposition 3.2) and the case of b= 1 (Proposition 4.1).
One technical point is to prove that the normalized Eisenstein series En,∗

ab (φτ⊗σ , s)
is holomorphic at s = 0 (Corollary 4.3), which is a consequence of the following.

Proposition 4.2. Let Gn be the symplectic group or the F-quasisplit special or-
thogonal group. Assume that σ is an irreducible generic (or tempered if nongeneric)
cuspidal automorphic representation of Gm(A). If βb(s) has a pole at s = 0, then
the pole at s = 0 of βb(s) must be simple and En

ab(φ1(τ,b)⊗σ , s) must vanish at
s = 0.

Proof. Note first that by [Arthur 2013], the Langlands–Shahidi normalization works
for intertwining operators with tempered induced data at s = 0. Hence we allow
here that σ could be any irreducible tempered cuspidal automorphic representation
if it is not generic.

Assume that βb(s), as defined in (1-1) or in Section 3A with more detail, has a
pole at s = 0. It implies that when b = 1,

β1(s)= L(2s+ 1, τ, ρ)L(s+ 1, τ × σ)
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has a pole at s = 0, and when b> 1, the only factor in βb(s) to have a possible pole
at s = 0 is L(s, τ, ρ(−)

b+1
).

When b= 1, L(2s+1, τ, ρ) and L(s+1, τ×σ) both have at most a simple pole
at s = 0, but they cannot happen at the same time, since L(s+ 1, τ × σ) having a
simple pole at s = 0 implies that L(s, τ, ρ−) has a pole at s = 1. Therefore, β1(s)
has at most a simple pole at s = 0. When b > 1, L(s, τ, ρ(−)

b+1
) has at most a

simple pole at s = 0. So, for b > 1, βb(s) also has at most a simple pole at s = 0.
Hence, βb(s) has at most a simple pole at s = 0 for all b ≥ 1. Now the assumption
that βb(s) has a pole at s = 0 implies that ords=0(βb(s))= 1 for any b ≥ 1, that is,
βb(s) has a simple pole at s = 0.

By the functional equation (3-1) and the normalized functional equation (3-6),
we have

En
ab(φ1⊗σ , s)= r(ω′, | · |sF1⊗ σ)E

n
ab
(
N (ω′, | · |sF1⊗ σ)(φ),−s

)
,

with
r(ω′, | · |sF1⊗ σ)=

βb(−s)
βb(s)

.

By the above discussion on the pole at s = 0 of βb(s), it is clear that

r(ω′, | · |sF1⊗ σ)|s=0 = (−1)ords=0(βb(s)) =−1,

and hence

(4-1) En
ab(φ1⊗σ , s)|s=0 =−En

ab
(
N (ω′, |·|sF1⊗ σ)(φ),−s

)∣∣
s=0.

So it suffices to show that the normalized intertwining operator N (ω′, | · |sF1⊗ σ)
is an identity map at s = 0. We deduce this fact from the work of Arthur.

Arthur [2013, Corollary 7.3.5] proved that for the tempered or generic represen-
tation that has the Arthur parameter such that βb(s) has a simple pole at s = 0, the
normalized intertwining operator at s = 0 has the identity

λ(ω′)ι(ω′) ◦N(ω′,1⊗ σ)= Id,

where λ(ω′) is the λ-factor (see for example [Keys and Shahidi 1988, Section 2]),
ι(ω′) is a canonical map from ω′1(τ, b)⊗σ to1(τ, b)⊗σ defined by Arthur [2013],
and N(ω′,1⊗σ) is the evaluation at s = 0 of the normalized intertwining operator
from the induced representation I(1⊗ σ, s) to I(ω′1⊗ σ,−s) (the vector-valued
induced representations). The intertwining operator N (ω′, | · |sF1⊗ σ) considered
in this paper is a map from the space of automorphic forms

A
(
Nab(A)Mab(F)\G(A)

)
| · |

s
F1⊗σ

to the space
A
(
Nab(A)Mab(F)\G(A)

)
| · |
−s
F ω′1⊗σ

.
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Note that by the strong multiplicity one theorem for GLn and the definition of
the isotypic component A

(
Nab(A)Mab(F)\G(A)

)
| · |

s
F1⊗σ

, this subspace depends
only on the equivalence class of 1, but not on its realization 1 in the space of
automorphic forms. Therefore, we have the following relation between the two
versions of the normalized intertwining operators at s = 0:

N (ω′,1⊗ σ)= ι(ω′) ◦N(ω′,1⊗ σ).

Since the global λ-factor is trivial (see [Keys and Shahidi 1988, Section 2]), we
have the following identity at s = 0:

En
ab
(
N (ω′, | · |sF1⊗ σ)(φ), 0

)
= En

ab(φ1(τ,b)⊗σ , 0).

By comparing with the identity (4-1), we obtain that En
ab(φ1(τ,b)⊗σ , s) vanishes at

s = 0. This completes the proof. �

Following from the definition of the normalized Eisenstein series, we have:

Corollary 4.3. Let Gn be the symplectic group or the F-quasisplit special orthog-
onal group. Assume that σ is an irreducible generic (or tempered if nongeneric)
cuspidal automorphic representation of Gm(A). The normalized Eisenstein series
En,∗

ab (φ1(τ,b)⊗σ , s) is holomorphic at the point s = 0.

By using Corollary 4.3 and the normalized induction formula in Proposition 3.2,
we are able to prove Theorem 1.2 for the case of b > 1, that is, to determine the
location of possible poles of the normalized Eisenstein series En,∗

ab (φ1(τ,b)⊗σ , s)
for b > 1. To do so, we consider the following four cases:

(1) L(s, τ, ρ) has a pole at s = 1, and L
( 1

2 , τ × σ
)
6= 0;

(2) L(s, τ, ρ) has a pole at s = 1, and L
( 1

2 , τ × σ
)
= 0;

(3) L(s, τ, ρ−) has a pole at s = 1, and L(s, τ × σ) has a pole at s = 1;

(4) L(s, τ, ρ−) has a pole at s = 1, and L(s, τ × σ) is holomorphic at s = 1.

We define the sets of possible poles according to the four cases:

X+b,τ,σ :=



{
0̂, . . . , b−2

2
,

b
2

}
in Case (1);{

0̂, . . . , b−4
2
,

b−2
2

}
in Case (2);{

0̂, . . . , b−1
2
,

b+1
2

}
in Case (3);{

0̂, . . . , b−3
2
,

b−1
2

}
in Case (4).

When b=1, the set X+1,τ,σ is equal to the set
{ 1

2

}
in Case (1); is empty in Case (2);

is equal to the set {1} in Case (3); and is empty in Case (4). Hence the set X+b,τ,σ is
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the set of possible poles of the normalized Eisenstein series En,∗
ab (φ1(τ,b)⊗σ , s) for

b = 1 and Re(s) > 0, by Proposition 4.1.
It is clear that when b= 2, the set X+b,τ,σ is also empty in Case (2). Note that we

omit 0 in the set X+b,τ,σ , since the normalized Eisenstein series En,∗
ab (φ1(τ,b)⊗σ , s)

is holomorphic at s = 0 (Corollary 4.3).
Here is the case of b > 1 and m > 0 of Theorem 1.2. The proof of this theorem

for Re(s)≥ 1
2 is given by an induction argument, while the proof of this theorem

for 0< Re(s) < 1
2 needs the Arthur classification [2013] of the discrete spectrum,

which is stated here and will be proved in Section 6C.

Proposition 4.4 (case 0 < Re(s) < 1
2 of Theorem 1.2). Let Gn be the symplectic

group or the F-quasisplit special orthogonal group. Assume that the irreducible
cuspidal automorphic representation σ of Gm(A) is generic and the irreducible
unitary cuspidal automorphic representation τ of GLa(A) is self-dual. Then
En,∗

ab (φ1(τ,b)⊗σ , s) is holomorphic for 0< Re(s) < 1
2 .

With Propositions 4.1 and 4.4, Corollary 4.3, and the normalized induction
formula (3-8), we are able to prove the following.

Theorem 4.5 (case b > 1 and m > 0 of Theorem 1.2). Let Gn be the symplectic
group or the F-quasisplit special orthogonal group. Assume that the irreducible
cuspidal automorphic representation σ of Gm(A) is generic and the irreducible
unitary cuspidal automorphic representation τ of GLa(A) is self-dual. Then
En,∗

ab (φ1(τ,b)⊗σ , s) is holomorphic for Re(s)≥ 0 except at s = s0 ∈ X+b,τ,σ , where it
may have possibly at most simple poles.

Proof. By Corollary 4.3 and Proposition 4.4, En,∗
ab (φ1(τ,b)⊗σ , s) is holomorphic at

0≤ Re(s) < 1
2 , and hence we assume that Re(s)≥ 1

2 in the following discussion.
When b = 1, it is Proposition 4.1. We may assume that b > 1 and use the

normalized induction formula (3-8):

En,∗
ab,Pa

(φ1⊗σ , s)((Ia, h))

= L
(
2s+ 1, τ, ρ(−)

b+1)
En−a,∗

a(b−1)

(
λ−1/2(i∗n−aφQ), s+ 1

2

)
(h)

+
L
(
2s, τ, ρ(−)

b+1)
ε′b(s)

En−a,∗
a(b−1)

(
λ1/2(i∗n−a ◦ N (ω, · ))φ̃, s− 1

2

)
(h).

When Re(s)≥ 1
2 , the term

L
(
2s+ 1, τ, ρ(−)

b+1)
En−a,∗

a(b−1)

(
λ−1/2(i∗n−aφQ), s+ 1

2

)
(h)

is holomorphic except for possible simple poles at s0∈ X+b−1,τ,σ+
1
2 , by the induction

assumption.
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The term

L
(
2s, τ, ρ(−)

b+1)
ε′b(s)

En−a,∗
a(b−1)

(
λ1/2(i∗n−a ◦ N (ω, · ))φ̃, s− 1

2

)
(h)

is holomorphic for Re(s)≥1 except for possible simple poles at X+b−1,τ,σ −
1
2 , by the

induction assumption, while at 1
2 < Re(s) < 1, it is holomorphic by Proposition 4.4.

At s = 1
2 ,

En−a,∗
a(b−1)

(
λ1/2(i∗n−a ◦ N (ω, · ))φ̃, s− 1

2

)
(h)

is holomorphic by Corollary 4.3, while the L-function L(2s, τ, ρ(−)
b+1
) may have

a simple pole according to the classification of four cases on the parity of b, the
type of τ , and the type of Gn in the Introduction.

Hence En,∗
ab (φ1(τ,b)⊗σ , s) is holomorphic for Re(s)≥ 1

2 except for possible simple
poles at s0 ∈

(
X+b−1,τ,σ +

1
2

)
∪
(
X+b−1,τ,σ −

1
2

)
with Re(s0)≥

1
2 . It is easy to check

that
X+b,τ,σ =

(
X+b−1,τ,σ +

1
2

)
∪
[(

X+b−1,τ,σ −
1
2

)
\{0}

]
.

The theorem follows. �

This completes the proof of Theorem 1.2 for the case of m > 0. We conclude
this section with the following remarks.

(1) Theorem 1.2 holds for the F-quasisplit unitary groups if Corollary 4.3 is proven
for the F-quasisplit unitary groups, which is done since Arthur’s work has
been extended to the F-quasisplit unitary groups [Mok 2012]. The extension
of Arthur’s classification of the discrete spectrum for F-quasisplit unitary
groups will also imply that the complete Asai (and twisted Asai) L-functions
are holomorphic in 0 < s < 1 (as in [Grbac 2011] for symplectic or F-split
special orthogonal groups), which is one of the key ingredients in the proof of
Theorem 1.2 for b = 1 and m > 0.

(2) Theorem 1.2 is also expected to hold when σ is nongeneric, but tempered. The
technical issue is the normalization of the local intertwining operators at all
local places. At p-adic local fields, one can use Mœglin’s work [2008; 2010].
Since her work at archimedean local places is not general enough to cover our
cases, one needs more work, which will be considered in our future work.

(3) The current version of Theorem 1.2 is sufficient for our applications to the
constructions of endoscopy correspondences considered in [Jiang 2011; 2012].

5. Proof of Theorem 1.2 (m = 0)

In this case (m= 0), Gn is either a symplectic group or an F-split special orthogonal
group. When b= 1, Theorem 1.2 for m = 0 is given in [Grbac 2011, Theorem 3.1].



112 DIHUA JIANG, BAIYING LIU AND LEI ZHANG

For b > 1, the proof of case m = 0 requires analogous results to Proposition 4.2
and Corollary 4.3, which are stated below. By the definition of βb(s) in this case as
in Section 3C, the same proof works here.

Proposition 5.1. Let Gn be a symplectic group or an F-split special orthogonal
group. Assume that b>1 and m=0. If βb(s) has a pole at s=0, then En

ab(φ1(τ,b), s)
vanishes at s = 0. Moreover, the normalized Eisenstein series En,∗

ab (φ1(τ,b), s) is
holomorphic at the point s = 0.

To determine the location of possible poles of the normalized Eisenstein series
En,∗

ab (φ1(τ,b), s) for b > 1, we consider the following four cases:

(1) L(s, τ, ρ) has a pole at s = 1, and L
( 1

2 , τ
)
6= 0 if Gn is of Type (1);

(2) if Gn is of Type (1), then L(s, τ, ρ) has a pole at s = 1 and L
( 1

2 , τ
)
= 0;

(3) if Gn is of Type (1), then L(s, τ, ρ−) has a pole at s = 1 and L(s, τ ) has a
pole at s = 1 (this case occurs only if a = 1 and τ is the trivial character of
GL1(A));

(4) L(s, τ, ρ−) has a pole at s = 1, and L(s, τ ) is holomorphic at s = 1 if Gn is
of Type (1).

Note that in Type (1), Gn = Sp2n , and in Type (2), Gn = SO2n+1 or SO2n . When
a = 1 and τ is a quadratic character of GL1(A), [Kudla and Rallis 1990; 1994] treat
the case when Gn = Sp2n or SO2n .

Similarly, we define the sets of possible poles according to the four cases:

X+b,τ :=



{
0̂, . . . , b−2

2
,

b
2

}
, in Case (1);{

0̂, . . . , b−4
2
,

b−2
2

}
, in Case (2);{

0̂, . . . , b−1
2
,

b+1
2

}
, in Case (3);{

0̂, . . . , b−3
2
,

b−1
2

}
, in Case (4).

We also omit 0 because En,∗
ab (φ1(τ,b), s) is holomorphic at s = 0 (Proposition 5.1).

Now the same inductive argument proves Theorem 1.2 for the case of m = 0 and
b > 1. We omit the details here.

Theorem 5.2 (case m = 0 of Theorem 1.2). Let Gn be a symplectic group or
F-quasisplit orthogonal group. Assume that the irreducible unitary cuspidal auto-
morphic representation τ of GLa(A) is self-dual. Then the normalized Eisenstein
series En,∗

ab (φ1(τ,b), s) is holomorphic for Re(s)≥ 0 except possibly at most simple
poles at s = s0 ∈ X+b,τ .
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6. Residual representations and Arthur parameters

In this section, we assume that Gn is either symplectic or orthogonal, since we
will use results from [Arthur 2013]. Based on Theorem 1.2, we will check the
square-integrability for the residues at s0∈ X+b,τ,σ of the normalized Eisenstein series
En,∗

ab (φ1(τ,b)⊗σ , s) (including the case of m = 0) in Section 6A, and write down the
Arthur parameters for those square-integrable residual representations if they are
nonzero in Section 6B. Based on Sections 6A and 6B, we prove Proposition 4.4
using the Arthur classification [2013] of discrete spectrum. Finally, we investigate
the conditions for the nonvanishing of those residual representations.

6A. Square-integrability. We recall that Pab,m = Mab,m Nab,m is the standard par-
abolic subgroup of Gn whose Levi subgroup is isomorphic to GL×b

a ×Gm . Simply
denote by 1b :=1Mab ,m

the set of restricted simple roots that can be described as
follows.

Let {ei | 1≤ i ≤ b} be the natural set of coordinates on Re a∗Mab ,m
. If Gm is not

trivial, then
1b = {e1− e2, e2− e3, . . . , eb−1− eb, eb}.

If Gm is trivial, then 1b =10, where 10 is the set of simple roots of R(T0,Gb).
Recall the notation in Section I.3 of [Mœglin and Waldspurger 1995]. Let φ

be an automorphic function and let 50(M, φ) be the cuspidal support of φ along
P = MN . The cuspidal exponent Re(π) for π in 50(M, φ) is realized as a vector
in terms of the basis {ei | 1≤ i ≤ b}. Denote the cuspidal exponent of φ by

e(φ)=
{
Re(π)

∣∣ for all π ∈50(M, φ) and for all P = MN
}
.

Let e(s0, b, τ, σ ) be the set of cuspidal exponents of the residues of the normalized
Eisenstein series En,∗

ab (φ1(τ,b)⊗σ , s) at s = s0 belonging to the set X+b,τ,σ .
By the square-integrability criterion [Mœglin and Waldspurger 1995, Lemma

I.4.11], the residues of the Eisenstein series are square-integrable if and only if each
character of cuspidal support can be written in the form∑

α∈1M

xαα,

with coefficients xα ∈ R, xα < 0. Moreover, in our cases the criterion is equivalent
to, for all

∑b
i=1 ci ei in e(s0, b, τ, σ ),

(6-1)
j∑

i=1

ci < 0 for all 1≤ j ≤ b.

Theorem 6.1 (square-integrability). Let s0 ∈C such that Re(s0) is in (0, (b+1)/2].
Assume that the normalized Eisenstein series En,∗

ab (φ1(τ,b)⊗σ , s) has a simple pole
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at s = s0. Then the residue of En,∗
ab (φ1(τ,b)⊗σ , s) at s0 is square-integrable except

at s0 = (b− 1)/2 in Case (3).

Proof. The theorem is proved by induction on b. The key step in the proof is
to determine the cuspidal exponents in e(s0, b, τ, σ ) by applying the induction
formula (3-8), Lemma 2.1, and Lemma 2.2.

First, when b= 1, by Section 4A, if the Eisenstein series has a pole at s0> 0, then
the cuspidal exponent of the residue of the Eisenstein series is −s0 and the residue
is square-integrable. By Proposition 4.1, the Eisenstein series is holomorphic at
Re(s) ≥ 0 except at s = 1

2 or s = 1. In these cases, the cuspidal exponent of the
residues of the Eisenstein series is −s0 =−

1
2 or −1. Then e(s0, 1, τ, σ ) satisfies

the condition (6-1) and the residues are square-integrable. Hence, the statement is
true for b = 1.

Next, we assume that the statement holds for b− 1 and show that it is also true
for b by induction.

By the induction formula (3-8), we have to consider the cuspidal exponents of
the two terms

L
(
2s+ 1, τ, ρ(−)

b+1)
En−a,∗

a(b−1)

(
· , s+ 1

2

)
and

L
(
2s, τ, ρ(−)

b+1)
En−a,∗

a(b−1)

(
· , s− 1

2

)
.

If (b − 1)/2 < Re(s) ≤ (b + 1)/2, the first term En−a,∗
a(b−1)

(
· , s+ 1

2

)
is holo-

morphic. Since b ≥ 2 and En,∗
ab (φ1(τ,b)⊗σ , s) has a pole at s0, the second term

En−a,∗
a(b−1)

(
· , s− 1

2

)
has a pole at s0. By Lemma 2.2, the set e(s0, b, τ, σ ) of the

cuspidal exponents equals{(
−s0−

b− 1
2

, c1, . . . , cb−1

) ∣∣ (c1, . . . , cb−1) ∈ e
(
s0−

1
2 , b− 1, τ, σ

)}
.

By induction, e
(
s0 −

1
2 , b− 1, τ, σ

)
satisfies the condition (6-1). It follows that

e(s0, b, τ, σ ) also satisfies the condition (6-1). Hence the residue of the Eisenstein
series En,∗

ab (φ1(τ,b)⊗σ , s) at s0 is square-integrable.
Next we consider the points at 0 < Re(s) ≤ (b − 1)/2. By the normalized

induction formula (3-8), Lemma 2.1, and Lemma 2.2, the set of cuspidal exponents
e(s0, b, τ, σ ) is a subset of the union

(6-2)
{(

s0−
b− 1

2
, c1, . . . , cb−1

) ∣∣ (c1, . . . , cb−1) ∈ e
(
s0+

1
2 , b− 1, τ, σ

)}
∪

{(
−s0−

b− 1
2

, c1, . . . , cb−1

) ∣∣ (c1, . . . , cb−1) ∈ e
(
s0−

1
2 , b− 1, τ, σ

)}
.

When s0 =
1
2 , the set e

(
s0−

1
2 , b− 1, τ, σ

)
needs some explanation. If s0 =

1
2 and

En−a,∗
a(b−1)

(
φ1(τ,b−1)⊗σ , s− 1

2

)
in the second term vanishes at s = s0, then the second
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term is holomorphic at s = 1
2 . Hence we do not need to consider this set of cuspidal

exponents when we only consider the square-integrability for nonzero residues. On
the other hand, if En−a,∗

a(b−1)

(
φ1(τ,b−1)⊗σ , s− 1

2

)
in the second term does not vanish

at s0, by Section 1B, then the cuspidal exponent of En−a,∗
a(b−1)

(
· , s− 1

2

)
at s0 is

e
(
s0−

1
2 , b− 1, τ, σ

)
=

{(2− b
2

,
4− b

2
, . . . ,

b− 2
2

)}
.

When s0 = (b− 1)/2 in Case (3), the residue of the first term of the normalized
induction formula is nonzero due to the nonvanishing of the residue of

En−a,∗
a(b−1)(φ1(τ,b−1)⊗σ , s)

at s = b/2 in Theorem 6.2. Then e(s0, b, τ, σ ) contains the set{(
s0−

b− 1
2

, c1, . . . , cb−1

) ∣∣ (c1, . . . , cb−1) ∈ e
(
s0+

1
2 , b− 1, τ, σ

)}
,

which does not satisfy the condition (6-1), but satisfies
∑ j

i=1 ci ≤ 0.
When s0 = (b− 1)/2, but not in Case (3), then the first term in the induction

formula, En−a,∗
a(b−1)

(
· , s+ 1

2

)
, is holomorphic at s = (b−1)/2. Thus, only the second

term En−a,∗
a(b−1)

(
· , s− 1

2

)
has a possible pole at s = (b− 1)/2. Then e(s0, b, τ, σ )

equals{(
−s0−

b− 1
2

, c1, . . . , cb−1

) ∣∣ (c1, . . . , cb−1) ∈ e
(
s0−

1
2 , b− 1, τ, σ

)}
,

whose vectors satisfy the square-integrability criterion.
For s0 < (b − 1)/2, we have s0 −

1
2 < (b − 2)/2 and s0 +

1
2 < b/2. Since

−s0−(b−1)/2< 0 and s0−(b−1)/2< 0, by induction, each vector in the set (6-2)
satisfies the square-integrability criterion. This completes the proof. �

6B. Arthur parameters. From Theorem 6.1, the residual representations of Gn(A)

generated by the residues of the (normalized) Eisenstein series En,∗
ab (φ1(τ,b)⊗σ , s)

at s = s0 belonging to the set X+b,τ,σ belong to the discrete spectrum of the space of
automorphic forms on Gn(A), except one case when s0 = (b− 1)/2 for Case (3).
Denote the residual representation by E1(τ,b)⊗σ,s0 .

We will figure out the Arthur parameters for those square-integrable residual rep-
resentations E1(τ,b)⊗σ,s0 if they are nonzero. Note that the nonvanishing conditions
for those residual representations will be studied in the next subsection. We do this
case by case for s0 ∈ X+b,τ,σ .

We assume σ is an irreducible cuspidal automorphic representation of Gm(A)

with tempered global Arthur parameter ψσ [2013].

Case (1): In this case, when m > 0, the irreducible unitary cuspidal automorphic
representation τ of GLa(A) has the property that L(s, τ, ρ) has a simple pole at
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s = 1 and L
( 1

2 , τ × σ
)
6= 0, where ρ is the symmetric square representation of

GLa(C) if Gn = SO2n+1, and is the exterior square representation of GLa(C) if Gn

is Sp2n or SO2n .
We consider the residual representation E1(τ,b)⊗σ,s0 of Gn(A) at s0 = (b−2 j)/2

with j = 0, 1, . . . , [(b − 1)/2]. According to [Arthur 2013], the global Arthur
parameter ψ attached to the residual representation E1(τ,b)⊗σ,s0 of Gn(A) is

(6-3) ψ = ψ1(τ,b)⊗σ,(b−2 j)/2 =
(
τ, 2(b− j)

)
� (τ, 2 j)�ψσ ,

with j = 0, 1, . . . , [(b− 1)/2]. Note that when Gn is SO2n+1, τ is of orthogonal
type; and when Gn is Sp2n or SO2n , τ is of symplectic type. Thus ψ1(τ,b)⊗σ,(b−2 j)/2

is a global Arthur parameter for Gn . When m = 0, we have

ψ = ψ1(τ,b)⊗σ,(b−2 j)/2 =

{
(τ, 2(b− j))� (τ, 2 j) if Gn 6= Sp2n,

(τ, 2(b− j))� (τ, 2 j)� (1GL1(A), 1) if Gn = Sp2n.

Case (2): This case is the same as Case (1), and the only difference is that s0 =

(b− 2 j)/2 with j = 1, 2, . . . , [(b− 1)/2]. Hence when m > 0, the global Arthur
parameter ψ attached to the residual representation E1(τ,b)⊗σ,s0 of Gn(A) is

(6-4) ψ = ψ1(τ,b)⊗σ,(b−2 j)/2 =
(
τ, 2(b− j)

)
� (τ, 2 j)�ψσ ,

with j = 1, 2, . . . , [(b− 1)/2]; and when m = 0, we have

ψ = ψ1(τ,b)⊗σ,(b−2 j)/2 =

{(
τ, 2(b− j)

)
� (τ, 2 j) if Gn 6= Sp2n,

(τ, 2(b− j))� (τ, 2 j)� (1GL1(A), 1) if Gn = Sp2n.

Case (3): In this case, when m > 0, the irreducible unitary cuspidal automorphic
representation τ of GLa(A) has the property that L(s, τ, ρ−) has a simple pole at
s = 1 and L(s, τ × σ) also has a simple pole at s = 1, where ρ− is the exterior
square representation of GLa(C) if Gn = SO2n+1, and is the symmetric square
representation of GLa(C) if Gn is Sp2n or SO2n . Following [Arthur 2013], the global
tempered Arthur parameter for the irreducible cuspidal automorphic representation
σ is

(6-5) ψσ = (τ, 1)�ψ ′,

where ψ ′ is a global Arthur parameter that is the complement of (τ, 1) in ψσ .
We consider the residual representation E1(τ,b)⊗σ,s0 of Gn(A) at

s0 =
b+ 1− 2 j

2
with j = 0, 1, . . . , [b/2]. According to [Arthur 2013], the global Arthur parameter
ψ attached to the residual representation E1(τ,b)⊗σ,s0 of Gn(A) is

(6-6) ψ = ψ1(τ,b)⊗σ,(b+1−2 j)/2 = (τ, 2b+ 1− 2 j)� (τ, 2 j − 1)�ψσ ,
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with j = 2, 3, . . . , [b/2]. If j = 0, we have

(6-7) ψ = ψ1(τ,b)⊗σ,(b+1)/2 = (τ, 2b+ 1)�ψ ′.

Note that when j = 1, the residual representation E1(τ,b)⊗σ,s0=(b−1)/2 of Gn(A)

is not square-integrable (Theorem 6.1). Note that when Gn is SO2n+1, τ is of
symplectic type; and when Gn is Sp2n or SO2n , τ is of orthogonal type. Hence
ψ1(τ,b)⊗σ,(b−2 j)/2 with j = 0 or j = 2, 3, . . . , [b/2] is a global Arthur parameter
for Gn .

When m = 0, this case only occurs if a = 1 and τ is the trivial representation of
GL1(A). If j = 2, 3, . . . , [b/2], we have

ψ = ψ1(τ,b)⊗σ,(b+1−2 j)/2 = (τ, 2b+ 1− 2 j)� (τ, 2 j − 1)� (1GL1(A), 1).

If j = 0, according to the definition of the four cases, Gn must be Sp2n and
ψ = ψ1(τ,b)⊗σ,(n+1)/2 = (τ, 2n+ 1).

Case (4): This case is similar to Case (3). The only difference is that

s0 =
b+ 1− 2 j

2
with j = 1, 2, . . . , [b/2]. Hence when m > 0, the global Arthur parameter ψ
attached to the residual representation E1(τ,b)⊗σ,s0 of Gn(A) is

(6-8) ψ = ψ1(τ,b)⊗σ,(b+1−2 j)/2 = (τ, 2b+ 1− 2 j)� (τ, 2 j − 1)�ψσ ,

with j = 1, 2, 3, . . . , [b/2], and when m = 0, we have

ψ = ψ1(τ,b)⊗σ,(b+1−2 j)/2

=

{
(τ, 2b+ 1− 2 j)� (τ, 2 j − 1) if Gn 6= Sp2n,

(τ, 2b+ 1− 2 j)� (τ, 2 j − 1)� (1GL1(A), 1) if Gn = Sp2n.

Note that the residual representation E1(τ,b)⊗σ,(b−1)/2 of Gn(A) ( j = 1) in this case
belongs to the discrete spectrum of Gn(A).

6C. Proof of Proposition 4.4. Proposition 4.4 follows from the discussion on
square-integrability in Section 6A and the discussion on the global Arthur param-
eter in Section 6B. In fact, if there is an s0 such that 0 < Re(s0) <

1
2 , such that

the normalized Eisenstein series En,∗
ab (φ1(τ,b)⊗σ , s) has a pole at s = s0, then by

Theorem 6.1, the residue at s = s0 must be square-integrable, and hence the residual
representation contributes to the discrete spectrum. On the other hand, by the Arthur
classification [2013] of the discrete spectrum, there is no global Arthur parameter
for Gn that parametrizes such a residual representation. Hence the normalized
Eisenstein series En,∗

ab (φ1(τ,b)⊗σ , s) must be holomorphic at 0< Re(s) < 1
2 . This

proves Proposition 4.4.
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6D. Nonvanishing conditions. When b = 1, the nonvanishing of the residues of
the normalized Eisenstein series has been discussed in Proposition 4.1. In the
following, we assume that b > 1.

For s = s0 ∈ X+b,τ,σ , the normalized Eisenstein series En,∗
ab (φ1(τ,b)⊗σ , s) has a

pole at s = s0 if one of its constant terms has a pole at s = s0. The normalized
induction formula (3-8) says

En,∗
ab,Pa

(φ1⊗σ , s)((Ia, h))

= L
(
2s+ 1, τ, ρ(−)

b+1)
En−a,∗

a(b−1)

(
λ−1/2i∗n−aφQ, s+ 1

2

)
(h)

+
L
(
2s, τ, ρ(−)

b+1)
ε′b(s)

En−a,∗
a(b−1)

(
λ1/2(i∗n−a ◦ N (ω, · ))φ̃, s− 1

2

)
(h).

Hence s0 has the property that s0 ∈
(
X+b−1,τ,σ +

1
2

)
∪
(
X+b−1,τ,σ −

1
2

)
and s0 > 0.

By the discussion of the global Arthur parameters in Section 6B, if both

En−a,∗
a(b−1)

(
λ−1/2i∗n−aφQ, s+ 1

2

)
(h)

and
En−a,∗

a(b−1)

(
λ1/2(i∗n−a ◦ N (ω, · ))φ̃, s− 1

2

)
(h)

are nonzero, they cannot be proportional to each other since they have different
Langlands parameters. Hence the problem reduces to verifying the nonvanishing
of either of the two terms. Note that from the definition, both λ−1/2i∗n−aφQ and
λ1/2(i∗n−a ◦ N (ω, · ))φ̃ give general sections in the corresponding space, respec-
tively. Therefore, the existence of the poles of the normalized Eisenstein series
En,∗

ab (φ1(τ,b)⊗σ , s) at s ∈ X+b,τ,σ follows from the existence of the poles of the
normalized Eisenstein series En,∗

a(b−1)(φ1(τ,b−1)⊗σ , s) at s ∈ X+b−1,τ,σ .
By repeating the argument, this reduces to the case of b being as small as possible.

The discussion will be given for each of the four cases.

Case (1): In this case, the irreducible unitary cuspidal automorphic representation
τ of GLa(A) has the property that L(s, τ, ρ) has a simple pole at s = 1 and

L
( 1

2 , τ × σ
)
6= 0,

where ρ is the symmetric square representation of GLa(C) if Gn = SO2n+1, and
the exterior square representation of GLa(C) if Gn is Sp2n or SO2n . In this case,
the smallest possible value of b is b= 1. The existence of the pole at the only value
s = 1

2 is treated in the first case in Proposition 4.1.

Case (2): In this case, the irreducible unitary cuspidal automorphic representation
τ of GLa(A) has the property that L(s, τ, ρ) has a simple pole at s = 1 and

L
(1

2 , τ × σ
)
= 0,
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where ρ is the symmetric square representation of GLa(C) if Gn = SO2n+1, and
the exterior square representation of GLa(C) if Gn is Sp2n or SO2n . In this case,
the smallest possible value of b is b = 3, which leads us to consider the existence
of the pole at s = 1

2 . The normalized induction formula is

En,∗
3a,Pa

(φ1⊗σ , s)((Ia, h))

= L(2s+ 1, τ, ρ)En−a,∗
2a

(
λ−1/2i∗n−aφQ, s+ 1

2

)
(h)

+
L(2s, τ, ρ)
ε′3(s)

En−a,∗
2a

(
λ1/2(i∗n−a ◦ N (ω, · ))φ̃, s− 1

2

)
(h).

It follows from Theorem 1.2 that the first term

L(2s+ 1, τ, ρ)En−a,∗
2a

(
λ−1/2i∗n−aφQ, s+ 1

2

)
(h)

is holomorphic at s = 1
2 , since L(2s+1, τ, ρ) is holomorphic at s = 1

2 and s+ 1
2 = 1

does not belong to the empty set X+τ,2,σ in the case of the normalized Eisenstein
series En−a,∗

2a

(
λ−1/2i∗n−aφQ, s+ 1

2

)
(h).

The second term

L(2s, τ, ρ)
ε′3(s)

En−a,∗
2a

(
λ1/2(i∗n−a ◦ N (ω, · ))φ̃, s− 1

2

)
(h)

has a simple pole at s = 1
2 if and only if the normalized Eisenstein series

En−a,∗
2a (φ1(τ,2)⊗σ , s)

is not identically zero at s = 0.

Case (3): In this case, the irreducible unitary cuspidal automorphic representation
τ of GLa(A) has the property that L(s, τ, ρ−) has a simple pole at s = 1 and
that L(s, τ × σ) also has a simple pole at s = 1, where ρ− is the exterior square
representation of GLa(C) if Gn = SO2n+1, and the symmetric square representation
of GLa(C) if Gn is Sp2n or SO2n . In this case, the smallest possible value of b is
b = 1. The existence of the pole at the only value s = 1 is treated in the second
case in Proposition 4.1.

Case (4): In this case, the irreducible unitary cuspidal automorphic representation
τ of GLa(A) has the property that L(s, τ, ρ−) has a simple pole at s = 1 and
L(s, τ ×σ) is holomorphic at s = 1, where ρ− is the exterior square representation
of GLa(C) if Gn = SO2n+1, and the symmetric square representation of GLa(C) if
Gn is Sp2n or SO2n . In this case, the smallest possible value of b is b = 2, which
leads us to consider the existence of the pole at s = 1

2 . The normalized induction
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formula is

En,∗
2a,Pa

(φ1⊗σ , s)((Ia, h))

= L(2s+ 1, τ, ρ−)En−a,∗
a

(
λ−1/2i∗n−aφQ, s+ 1

2

)
(h)

+
L(2s, τ, ρ−)

ε′2(s)
En−a,∗

a
(
λ1/2(i∗n−a ◦ N (ω, ·))φ̃, s− 1

2

)
(h).

It follows from Theorem 1.2 that the first term

L(2s+ 1, τ, ρ−)En−a,∗
a

(
λ−1/2i∗n−aφQ, s+ 1

2

)
is holomorphic at s = 1

2 with the same argument as in Case (2). The second term

L(2s, τ, ρ−)
ε′2(s)

En−a,∗
a

(
λ1/2(i∗n−a ◦ N (ω, · ))φ̃, s− 1

2

)
has a simple pole at s = 1

2 if and only if the normalized Eisenstein series

En−a,∗
a (φτ⊗σ , s)

does not vanish identically at s = 0.
The above discussion leads to the following theorem.

Theorem 6.2. With the notation above, the following hold.

(1) Assume that L
( 1

2 , τ × σ
)
6= 0 and L(s, τ, ρ) has a simple pole at s = 1. The

normalized Eisenstein series

En,∗
ab (φ1(τ,b)⊗σ , s)

has a simple pole at each s ∈ X+b,τ,σ , which is defined in Case (1).

(2) Assume that L
( 1

2 , τ × σ
)
= 0 and L(s, τ, ρ) has a simple pole at s = 1. The

normalized Eisenstein series

En,∗
ab (φ1(τ,b)⊗σ , s)

has a simple pole at each s ∈ X+b,τ,σ , which is defined in Case (2), if and only
if the normalized Eisenstein series

En−a,∗
2a (φ1(τ,2)⊗σ , s)

is not identically zero at s = 0.

(3) Assume that L(s, τ, ρ−) and L(s, τ × σ) have a simple pole at s = 1. The
normalized Eisenstein series

En,∗
ab (φ1(τ,b)⊗σ , s)

has a simple pole at each s ∈ X+b,τ,σ , which is defined in Case (3).
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(4) Assume that L(s, τ, ρ−) has a simple pole at s = 1 and L(s, τ × σ) is holo-
morphic at s = 1. The normalized Eisenstein series

En,∗
ab (φ1(τ,b)⊗σ , s)

has a simple pole at each s ∈ X+b,τ,σ , which is defined in Case (4), if and only
if the normalized Eisenstein series

En−a,∗
a (φτ⊗σ , s)

does not vanish identically at s = 0.

Remark 6.3. The nonvanishing results may also apply to the case of m = 0 accord-
ingly, but we omit the discussion here. Finally, it is natural to expect that the results
discussed in this section hold for quasisplit unitary groups.

Acknowledgements

We would like to thank the referee for his/her careful reading of the previous version
of this paper and very helpful comments and suggestions. We would also like to
thank Erez Lapid for helpful conversations and communications on certain technical
issues of this paper.

References

[Arthur 2013] J. Arthur, The endoscopic classification of representations: orthogonal and symplectic
groups, Colloquium Publ., Amer. Math. Soc., Providence, 2013. To appear; preprint available at
http://www.claymath.org/cw/arthur/pdf/Book.pdf.

[Brenner 2009] E. Brenner, “Analytic properties of residual Eisenstein series, I”, J. Ramanujan Math.
Soc. 24:4 (2009), 359–413. MR 2011a:11102 Zbl 1207.11060

[Cogdell and Piatetski-Shapiro 2004] J. W. Cogdell and I. I. Piatetski-Shapiro, “Remarks on Rankin–
Selberg convolutions”, pp. 255–278 in Contributions to automorphic forms, geometry, and number
theory (Baltimore, MD, 2002), edited by H. Hida et al., Johns Hopkins University Press, Baltimore,
MD, 2004. MR 2005d:11075 Zbl 1080.11038

[Cogdell et al. 2004] J. W. Cogdell, H. H. Kim, I. I. Piatetski-Shapiro, and F. Shahidi, “Functoriality
for the classical groups”, Publ. Math. Inst. Hautes Études Sci. 99 (2004), 163–233. MR 2006a:22010
Zbl 1090.22010

[Cogdell et al. 2011] J. W. Cogdell, I. I. Piatetski-Shapiro, and F. Shahidi, “Functoriality for the
quasisplit classical groups”, pp. 117–140 in On certain L-functions (West Lafayette, IN, 2007), edited
by J. Arthur et al., Clay Math. Proc. 13, Amer. Math. Soc., Providence, RI, 2011. MR 2012f:22036
Zbl 1235.22025

[Ginzburg 2008] D. Ginzburg, “Endoscopic lifting in classical groups and poles of tensor L-functions”,
Duke Math. J. 141:3 (2008), 447–503. MR 2009c:22020 Zbl 1195.11068

[Ginzburg et al. 2011] D. Ginzburg, S. Rallis, and D. Soudry, The descent map from automorphic
representations of GL(n) to classical groups, World Scientific, Singapore, 2011. MR 2012g:22020
Zbl 1233.11056

http://www.claymath.org/cw/arthur/pdf/Book.pdf
http://msp.org/idx/mr/2011a:11102
http://msp.org/idx/zbl/1207.11060
http://www.osti.gov/eprints/topicpages/documents/record/806/0202633.html
http://www.osti.gov/eprints/topicpages/documents/record/806/0202633.html
http://msp.org/idx/mr/2005d:11075
http://msp.org/idx/zbl/1080.11038
http://dx.doi.org/10.1007/s10240-004-0020-z
http://dx.doi.org/10.1007/s10240-004-0020-z
http://msp.org/idx/mr/2006a:22010
http://msp.org/idx/zbl/1090.22010
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.189.5188&rep=rep1&type=pdf
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.189.5188&rep=rep1&type=pdf
http://msp.org/idx/mr/2012f:22036
http://msp.org/idx/zbl/1235.22025
http://dx.doi.org/10.1215/00127094-2007-002
http://msp.org/idx/mr/2009c:22020
http://msp.org/idx/zbl/1195.11068
http://dx.doi.org/10.1142/9789814304993
http://dx.doi.org/10.1142/9789814304993
http://msp.org/idx/mr/2012g:22020
http://msp.org/idx/zbl/1233.11056


122 DIHUA JIANG, BAIYING LIU AND LEI ZHANG

[Ginzburg et al. 2012] D. Ginzburg, D. Jiang, and D. Soudry, “On correspondences between certain
automorphic forms on Sp4n(A) and S̃p2n(A)”, Israel J. Math. 192:2 (2012), 951–1008. MR 3009748
Zbl pre06135123

[Grbac 2011] N. Grbac, “On the residual spectrum of split classical groups supported in the Siegel
maximal parabolic subgroup”, Monatsh. Math. 163:3 (2011), 301–314. MR 2805875 Zbl 05913913

[Jiang 1998] D. Jiang, “The first term identities for Eisenstein series”, J. Number Theory 70:1 (1998),
67–98. MR 99h:11052 Zbl 0913.11021

[Jiang 2011] D. Jiang, “Construction of endoscopy transfers for classical groups”, in Automorphic
forms: New directions, Oberwolfach Reports, EMS 8:1, March 2011. Available at http://www.math.
umn.edu/~dhjiang/Papers/oberwolfach11.pdf.

[Jiang 2012] D. Jiang, “Automorphic integral transforms for classical groups I: endoscopy corre-
spondences”, preprint, 2012. To appear in Proceedings of the Conference on Automorphic Forms
and Related Geometry: Assessing the legacy of I. I. Piatetski-Shapiro, edited by J. Cogdell et al.
arXiv 1212.6525

[Jiang and Liu 2012] D. Jiang and B. Liu, “On Fourier coefficients of automorphic forms of GL(n)”,
Int. Math. Res. Not. 2012 (2012), article ID rns153. doi: 10.1093/imrn/rns153.

[Keys and Shahidi 1988] C. D. Keys and F. Shahidi, “Artin L-functions and normalization of
intertwining operators”, Ann. Sci. École Norm. Sup. (4) 21:1 (1988), 67–89. MR 89k:22034
Zbl 0654.10030

[Kim and Krishnamurthy 2004] H. H. Kim and M. Krishnamurthy, “Base change lift for odd unitary
groups”, pp. 116–125 in Functional analysis VIII (Dubrovnik, 2003), edited by D. Bakić et al.,
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