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# GENUS-TWO GOERITZ GROUPS OF LENS SPACES 

Sangbum Сно


#### Abstract

Given a genus-g Heegaard splitting of a 3-manifold, the Goeritz group is defined to be the group of isotopy classes of orientation-preserving homeomorphisms of the manifold that preserve the splitting. In this work, we show that the Goeritz groups of genus-2 Heegaard splittings for lens spaces $L(p, 1)$ are finitely presented, and give explicit presentations of them.


## 1. Introduction

It is well known that every closed orientable 3-manifold $M$ can be decomposed into two handlebodies of the same genus. This is what we call a Heegaard splitting of the manifold, and the genus of the handlebodies is called the genus of the splitting. Given a genus- $g$ Heegaard splitting of $M$, the Goeritz group of the splitting, which we will denote by $\mathscr{G}_{g}$, is the group of isotopy classes of orientation-preserving homeomorphisms of $M$ that preserve each of the handlebodies of the splitting setwise. In particular, this group is interesting when the manifold is the 3 -sphere or a lens space since it is well known from [Waldhausen 1968; Bonahon 1983; Bonahon and Otal 1983] that they have unique Heegaard splittings for each genus up to isotopy. In this case, each Goeritz group depends only on the genus of the splitting, and so we can define the genus-g Goeritz group $\mathscr{G}_{g}$ of each of those manifolds without mentioning a specific Heegaard splitting. For the 3-sphere, it was shown in [Goeritz 1933; Scharlemann 2004] that $\mathscr{G}_{2}$ is finitely generated, and subsequently in [Akbas 2008; Cho 2008] that $\mathscr{G}_{2}$ is finitely presented and its finite presentation was introduced. Further, in [Koda 2011], a natural generalization of a Goeritz group is studied, namely, the group of isotopy classes of orientationpreserving homeomorphisms of the 3-sphere preserving an embedded genus-two handlebody which is possibly knotted.

[^0]In this work, we show that the Goeritz group $\mathscr{G}_{2}$ of each of the lens spaces $L(p, 1)$ is finitely presented. In the main theorem, Theorem 5.4 , their explicit presentations are given. For the genus-2 Goeritz groups of the other lens spaces, and for the higher genus Goeritz groups of the 3 -sphere and lens spaces, it is conjectured that they are all finitely presented, but it is still known to be an open problem.

We generalize the method developed in [Cho 2008]. We find a tree on which $\mathscr{G}_{2}$ for $L(p, 1)$ acts such that the quotient of the tree by the action of $\mathscr{G}_{2}$ is a single edge, and then apply the well known theory of groups acting on trees due to Bass and Serre (see [Serre 1980]). Such a tree will be found in the barycentric subdivision of the disk complex for one of the handlebodies of the splitting. For arbitrary lens spaces $L(p, q)$, finding such trees, if they exist, is a much more complicated problem than $L(p, 1)$, which will be fully discussed in [Cho and Koda 2012].

Throughout the paper, we simply denote by $\mathscr{G}$ the genus-2 Goeritz group $\mathscr{G}_{2}$ of a lens space. We use the standard notation $L(p, q)$ with $p \geq 2$ for a lens space with its basic properties found in standard textbooks. For an example, we refer to [Rolfsen 1976]. For a genus-1 Heegaard splitting of $L(p, 1)$, any oriented meridian circle of a solid torus of the splitting is identified with a $(p, 1)$-curve (or a ( $p, p-1$ )-curve) on the boundary of the other solid torus after a suitable choice of oriented longitude and meridian of the other solid torus is made. The triple $(V, W ; \Sigma)$ will denote a genus-2 Heegaard splitting of a lens space $L=L(p, q)$. That is, $L=V \cup W$ and $V \cap W=\partial V=\partial W=\Sigma$, where $V$ and $W$ are handlebodies of genus two.

The disks $D$ and $E$ in a handlebody are always assumed to be properly embedded, and their intersection is transverse and minimal up to isotopy. In particular, if $D$ intersects $E$, then $D \cap E$ is a collection of pairwise disjoint arcs that are properly embedded in both $D$ and $E$. Finally, $\operatorname{Nbd}(X)$ will denote a regular neighborhood of $X$, and $\operatorname{cl}(X)$ the closure of $X$ for a subspace $X$ of a polyhedral space where the ambient space will always be clear from the context.

## 2. Primitive elements of the free group of rank two

The fundamental group of the genus- 2 handlebody is the free group $\mathbb{Z} * \mathbb{Z}$ of rank two. We call an element of $\mathbb{Z} * \mathbb{Z}$ primitive if it is a member of a generating pair of $\mathbb{Z} * \mathbb{Z}$. Primitive elements of $\mathbb{Z} * \mathbb{Z}$ have been well understood. For an example we refer [Osborne and Zieschang 1981] to the reader. A key property of the primitive elements of the free group of rank two is the following, which is a direct consequence of Corollary 3.3 in [Osborne and Zieschang 1981]:

Proposition 2.1. Fix a generating pair $\{x, y\}$ of $\mathbb{Z} * \mathbb{Z}$, and let $w$ be a primitive element of $\mathbb{Z} * \mathbb{Z}$. Then for some $\epsilon \in\{1,-1\}$ and some $n \in \mathbb{Z}$, some cyclically reduced form of $w$ is a product of terms of the form $x^{\epsilon} y^{n}$ or $x^{\epsilon} y^{n+1}$, or else a product of terms of the form $y^{\epsilon} x^{n}$ or $y^{\epsilon} x^{n+1}$.

From the proposition, the cyclically reduced forms of a primitive element are very restrictive. For example, if $w$ is a primitive element of $\mathbb{Z} * \mathbb{Z}$, then no cyclically reduced form of $w$ in terms of $x$ and $y$ can contain $x$ and $x^{-1}$ (and $y$ and $y^{-1}$ ) simultaneously.

A simple closed curve in the boundary of a genus-2 handlebody $W$ represents an element of $\pi_{1}(W)=\mathbb{Z} * \mathbb{Z}$. We call a pair of essential disks in $W$ a complete meridian system for $W$ if the union of the two disks cuts up $W$ into a 3-ball. Given a complete meridian system $\{F, G\}$, assign symbols $x$ and $y$ to circles $\partial F$ and $\partial G$ respectively. Suppose that an oriented simple closed curve $l$ on $\partial W$ meets $\partial F \cup \partial G$ transversely and minimally. Then $l$ determines a word in terms of $x$ and $y$ which can be read off from the intersections of $l$ with $\partial F$ and $\partial G$ (after a choice of orientations of $\partial F$ and $\partial G$ ), and hence $l$ represents an element of the free group $\pi_{1}(W)=\langle x, y\rangle$.

In this set up, the following is a simple criterion for the primitiveness of the elements represented by such a simple closed curve:

Lemma 2.2. With a suitable choice of orientations of $\partial F$ and $\partial G$, if a word determined by the simple closed curve $l$ contains one of the subwords $y x y^{-1}$ or $x y x y^{n}$ for $n \geq 3$, then any element in $\pi_{1}(W)$ represented by $l$ cannot be a primitive element.

Proof. Let $\Sigma^{\prime}$ be the 4-holed sphere cut up from $\partial W$ along $\partial F \cup \partial G$, and denote by $f_{+}$and $f_{-}$(respectively $g_{+}$and $g_{-}$) the boundary circles of $\Sigma^{\prime}$ that came from $\partial F$ (respectively $\partial G$ ).

Suppose first that a word represented by $l$ contains a subword of the form $y x y^{-1}$. Then we may assume that there are two arcs $l_{+}$and $l_{-}$of $l \cap \Sigma^{\prime}$ such that $l_{+}$connects $f_{+}$and $g_{+}$, and $l_{-}$connects $f_{+}$and $g_{-}$as in Figure 1, left. Since $\left|l \cap f_{+}\right|=\left|l \cap f_{-}\right|$ and $\left|l \cap g_{+}\right|=\left|l \cap g_{-}\right|$, we must have two other arcs $m_{+}$and $m_{-}$of $l \cap \Sigma^{\prime}$ such that $m_{+}$connects $f_{-}$and $g_{+}$, and $m_{-}$connects $f_{-}$and $g_{-}$. We see then that there exists no arc component of $l \cap \Sigma^{\prime}$ that meets only one of $f_{+}, f_{-}, g_{+}$or $g_{-}$. That is, any word determined by $l$ contains neither $x^{ \pm 1} x^{\mp 1}$ nor $y^{ \pm 1} y^{\mp 1}$, and so each word is cyclically reduced, but a word determined by $l$ already contains both $y$ and $y^{-1}$, and so $l$ cannot represent a primitive element of $\pi_{1}(W)$ by Proposition 2.1.

$\Sigma^{\prime}$


W
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Figure 1. The 4-holed spheres $\Sigma^{\prime}$ and $\Sigma^{\prime \prime}$.

Next, suppose that a word represented by $l$ contains a subword of the form $x y x y^{n}$ for $n \geq 3$. We may assume there is an arc $c$ of $l \cap \Sigma^{\prime}$ connecting $f_{+}$and $g_{+}$in $\Sigma^{\prime}$. Consider the circle which is the frontier of a regular neighborhood of $f_{+} \cup c \cup g_{+}$ in $\Sigma^{\prime}$. This circle bounds a disk $H$ in $W$, and $\{F, H\}$ forms a complete meridian system of $W$. Assigning symbols $x$ and $z$ to $\partial F$ and $\partial H$ respectively, the circle $l$ represents an element of $\pi_{1}(W)=\langle x, z\rangle$ (see Figure 1, middle).

Let $\Sigma^{\prime \prime}$ be the 4 -holed sphere cut up from $\partial W$ along $\partial F \cup \partial H$, and denote by $f_{+}$and $f_{-}$(respectively $h_{+}$and $h_{-}$) the boundary circles of $\Sigma^{\prime \prime}$ that came from $\partial F$ (respectively $\partial H$ ). There are two arcs of $l \cap \Sigma^{\prime \prime}$ such that one connects $f_{+}$and $f_{-}$, and the other one connects $h_{+}$and $h_{-}$. We may assume that these two arcs represent subwords of the form $x^{2}$ and $z^{2}$ (see Figure 1, right). Thus there exists no arc component of $l \cap \Sigma^{\prime \prime}$ that meets only one of $f_{+}, f_{-}, h_{+}$and $h_{-}$. That is, each word represented by $l$ is cyclically reduced. But a word determined by $l$ already contains both $x^{2}$ and $z^{2}$, and so $l$ cannot represent a primitive element of $\pi_{1}(W)$ by Proposition 2.1 again.

## 3. Primitive disks in a handlebody

Recall that $(V, W ; \Sigma)$ denotes a genus-two Heegaard splitting of a lens space $L=L(p, q)$ with $p \geq 2$. We call an essential disk $E$ in $V$ primitive if there exists an essential disk $E^{\prime}$ in $W$ such that $\partial E$ intersects $\partial E^{\prime}$ transversely in a single point. Such a disk $E^{\prime}$ is called a dual disk of $E$. Note that $E^{\prime}$ is also primitive in $W$ with a dual disk $E$, and $W \cup \operatorname{Nbd}(E)$ and $V \cup \operatorname{Nbd}\left(E^{\prime}\right)$ are both solid tori. Primitive disks are necessarily nonseparating. We call a pair of disjoint, nonisotopic primitive disks in $V$ a primitive pair in $V$. Similarly, a triple of pairwise disjoint, nonisotopic, primitive disks (if it exists) is a primitive triple.

A nonseparating disk $E_{0}$ properly embedded in $V$ is called semiprimitive if there is a primitive disk $E^{\prime}$ in $W$ such that $\partial E^{\prime}$ is disjoint from $\partial E_{0}$. With a suitable choice of oriented meridian and longitude circles on the boundary of the solid torus obtained by cutting up $W$ along $E^{\prime}$, the oriented boundary circle $\partial E_{0}$ can be considered a ( $p, 1$ )-curve on the boundary of the solid torus, if $q=1$.

Any simple closed curve on the boundary of $W$ represents an element of $\pi_{1}(W)$, which is the free group of rank two. We can interpret primitive disks algebraically as follows, which is a direct consequence of [Gordon 1987]:

Lemma 3.1. Let $D$ be a nonseparating disk in $V$. Then $D$ is primitive if and only if $\partial D$ represents a primitive element of $\pi_{1}(W)$.

Note that no disk can be both primitive and semiprimitive since the boundary circle of a semiprimitive disk in $V$ represents the $p$-th power of a primitive element of $\pi_{1}(W)$.

Let $D$ and $E$ be essential disks in $V$, and suppose that $D$ intersects $E$ transversely and minimally. Let $C \subset D$ be a disk cut up from $D$ by an outermost $\operatorname{arc} \beta$ of $D \cap E$ in $D$ such that $C \cap E=\beta$. We call such a $C$ an outermost subdisk of $D$ cut up by $D \cap E$. The arc $\beta$ cuts $E$ into two disks, say $G$ and $H$. Then we have two essential disks $E_{1}$ and $E_{2}$ in $V$ which are isotopic to disks $G \cup C$ and $H \cup C$ respectively. We call $E_{1}$ and $E_{2}$ the disks from surgery on $E$ along the outermost subdisk $C$ of $D$ cut up by $D \cap E$. Observe that $E_{1}$ and $E_{2}$ each have fewer arcs of intersection with $D$ than $E$ had, since at least the arc $\beta$ no longer counts.

Since $E$ and $D$ are assumed to intersect minimally, $E_{1}$ and $E_{2}$ are isotopic to neither $E$ nor $D$. In particular, if both $D$ and $E$ are nonseparating, then the resulting disks $E_{1}$ and $E_{2}$ are both nonseparating and they are not isotopic to each other. Further, $E_{1}$ and $E_{2}$ are meridian disks of the solid torus $V$ cut up by $E$, and the boundary circles $\partial E_{1}$ and $\partial E_{2}$ are not isotopic to each other in the two holed torus $\partial V$ cut up by $\partial E$.

Theorem 3.2. Let $(V, W ; \Sigma)$ be the genus-two Heegaard splitting of the lens space $L=L(p, 1)$ with $p \geq 2$. Let $D$ and $E$ be primitive disks in $V$ which intersect each other transversely and minimally. Then one of the two disks from surgery on $E$ along an outermost subdisk of $D$ cut up by $D \cap E$ is primitive. Furthermore, it has a common dual disk with $E$.

Proof. We will prove the theorem only for $p \geq 5$. The cases of $p \in\{2,3,4\}$ will be similar but simpler.

Let $C$ be an outermost subdisk of $D$ cut up by $D \cap E$. The choice of a dual disk $E^{\prime}$ of $E$ determines a unique semiprimitive disk $E_{0}$ in $V$, namely, the meridian disk $E_{0}$ of $V$ disjoint from $E \cup E^{\prime}$. Among all the dual disks of $E$, choose one, denoted by $E^{\prime}$ again, so that the semiprimitive $E_{0}$ determined by $E^{\prime}$ intersects $C$ minimally. Further, there is a unique semiprimitive disk $E_{0}^{\prime}$ in $W$ disjoint from $E \cup E^{\prime}$. We give symbols $x$ and $y$ to oriented $\partial E^{\prime}$ and $\partial E_{0}^{\prime}$ respectively to have $\pi_{1}(W)=\langle x, y\rangle$. For convenience, we simply identify the boundary circles $\partial E^{\prime}$ and $\partial E_{0}^{\prime}$ with the assigned symbols $x$ and $y$ respectively. Notice that the circle $y$ is disjoint from $\partial E$ and intersects $\partial E_{0}$ in $p$ points in the same direction, and $x$ is disjoint from $\partial E_{0}$ and intersects $\partial E$ in a single point. Thus we may assume that $\partial E_{0}$ and $\partial E$ determine the words $y^{p}$ and $x$ respectively.

Let $\Sigma_{0}$ be the 4 -holed sphere $\partial V$ cut up by $\partial E \cup \partial E_{0}$. We regard $\Sigma_{0}$ as a 2-holed annulus where the two boundary circles came from $\partial E_{0}$ and the two holes came from $\partial E$. Then $y \cap \Sigma_{0}$ is the union of $p$ spanning arcs which cut $\Sigma_{0}$ into $p$ rectangles, and $x$ is a single arc connecting two holes which are contained in a single rectangle. See Figure 2, left.

Suppose first that $C$ is disjoint from $E_{0}$. Note that one of the disks from surgery on $E$ along $C$ is $E_{0}$, which is semiprimitive. The $\operatorname{arc} C \cap \Sigma_{0}$ is the frontier of


Figure 2. The 2-holed annulus $\Sigma_{0}$ in $L(5,1)$.
a regular neighborhood of the union of one boundary circle of $\Sigma_{0}$ and an arc $\alpha$ connecting the boundary circle to a hole. Observe that the arc $\alpha$ is disjoint from $y \cap \Sigma_{0}$, otherwise a word of $\partial D$ must contain $y x y^{-1}$ (after changing orientation if necessary) which contradicts that $D$ is primitive, by Lemma 2.2. See Figure 2, right. Consequently, if we denote by $E_{1}$ the disk from surgery that is not $E_{0}$, then $\partial E_{1}$ intersects $\partial E^{\prime}$ in a single point. That is, the resulting disk $E_{1}$ is primitive with the common dual disk $E^{\prime}$ of $E$. See Figure 2, left.

From now on, we assume that $C$ intersects $E_{0}$. Let $C_{0}$ be an outermost subdisk of $C$ cut up by $C \cap E_{0}$. The arc $C_{0} \cap \Sigma_{0}$ is the frontier of a regular neighborhood of one hole of $\Sigma_{0}$ and an arc, say $\alpha_{0}$, connecting the hole to a boundary circle of $\Sigma_{0}$. By the same reasoning as in the case of $\alpha$, the arc $\alpha_{0}$ is disjoint from $y \cap \Sigma_{0}$. Thus one of the disks from surgery on $E_{0}$ along $C_{0}$ is $E$, and the other one, denoted by $E_{1}$ again, is primitive since $\partial E_{1}$ intersects $\partial E^{\prime}$ in a single point as in the previous case. Note that $\left|C \cap E_{1}\right|<\left|C \cap E_{0}\right|$ from the surgery construction. See $\Sigma_{0}$ in Figure 3.

Let $\Sigma_{1}$ be the 4 -holed sphere $\partial V$ cut up by $\partial E \cup \partial E_{1}$. We regard $\Sigma_{1}$ as a 2 -holed annulus, like $\Sigma_{0}$, where the two boundary circles came from $\partial E_{1}$ and the two holes came from $\partial E$. Then $y \cap \Sigma_{1}$ is the union of $p$ spanning arcs which cut $\Sigma_{1}$ into $p$ rectangles as in the case of $\Sigma_{0}$, but the two holes, which came from $\partial E$, are now contained in different consecutive rectangles, and $x \cap \Sigma_{1}$ is the union of two arcs each joining a hole and a boundary circle of $\Sigma_{1}$ as in Figure 3. If the original subdisk $C$ is disjoint from $E_{1}$, then we are done since $E_{1}$ is the desired primitive disk resulting from the surgery.

Suppose that $C$ also intersects $E_{1}$, and let $C_{1}$ be an outermost subdisk of $C$ cut up by $C \cap E_{1}$. Then $C_{1} \cap \Sigma_{1}$ is the frontier of a regular neighborhood of the union of one hole of $\Sigma_{1}$ and an arc, say $\alpha_{1}$, connecting the hole to a boundary circle. The arc $\alpha_{1}$ is also disjoint from $y \cap \Sigma_{1}$ by the same reasoning as for $\alpha_{0}$. Thus if we denote by $E_{2}$ the disk from surgery on $E_{1}$ along $C_{1}$ that is not $E$, then $\partial E_{2}$ represents a word $x y x y^{p-1}$. See $\Sigma_{1}$ in Figure 3.


Figure 3. The sequence of 2-holed annuli from the consecutive surgeries for $L(5,1)$.

We continue such a construction repeatedly whenever $C$ also intersects the next disk. For each $1 \leq j \leq p-1$, if $C$ intersects $E_{j}$, then we obtain the disk $E_{j+1}$ from surgery on $E_{j}$ along an outermost subdisk $C_{j}$ cut up by $C \cap E_{j}$. We see that $\left|C \cap E_{j+1}\right|<\left|C \cap E_{j}\right|$ from the surgery construction. In the 2-holed annulus $\Sigma_{j}$, the arc $C_{j} \cap \Sigma_{j}$ is the frontier of a regular neighborhood of the union of a hole of $\Sigma_{j}$ and an arc $\alpha_{j}$ connecting the hole to a boundary circle. The arc $\alpha_{j}$ is disjoint from $y \cap \Sigma_{j}$, and so $\partial E_{j+1}$ represents a word of the form $(x y)^{j} x y^{p-j}$. In particular, notice that the disk $E_{p}$ is semiprimitive and $E_{p-1}$ is primitive, since there is a primitive disk $E^{\prime \prime}$ in $W$ disjoint from $\partial E_{p}$ that intersects $\partial E_{p-1}$ in a single point. Such an $E^{\prime \prime}$ is not hard to find. In the final 2-holed annulus $\Sigma_{5}$ in Figure 3, the arc $z$ is the boundary circle of $E^{\prime \prime}$ in $\Sigma_{p}$. Note that $z$ is disjoint from $x \cup y$, and so it does bound a disk $E^{\prime \prime}$ in the 3-ball $W$ cut up by $E^{\prime} \cup E_{0}^{\prime}$. Also, $z$ intersects $\partial E_{p-1}$ in a single point and is disjoint from $\partial E_{p}$.

We remark that each of the $\operatorname{arcs} \alpha_{j}, j \in\{0,1, \ldots, p-1\}$, is disjoint from the circle $y$ due to the fact that $D$ is primitive. There are infinitely many arcs $\alpha_{0}$ that are not isotopic to each other in $\Sigma_{0}$, but each arc $\alpha_{j}$ in $\Sigma_{j}$ with $j \geq 1$ is unique up to isotopy. Therefore, once $E_{1}$ is determined, we have the unique sequence of disks $E_{2}, E_{3}, \ldots, E_{p}$ only under the condition that each $\alpha_{j}$ is disjoint from $y$.

Claim. For each $j \in\{2,3, \ldots, p-1\}$, the subdisk $C$ intersects $E_{j}$.

Proof of claim. Suppose not, and let $E_{j}$ be the first disk disjoint from $C$. First, suppose that $j \in\{2,3, \ldots, p-3\}$. Then $C$ is disjoint from $E_{j}$ and intersects $E_{j-1}$, and so the arc $\partial C \cap \Sigma_{j}$ gives a subword of $\partial D$ of the form $(y x)^{j} y^{p-j}$ which implies that $D$ is not primitive by Lemma 2.2 again, which is a contradiction. Next, suppose that $j=p-2$. That is, $C$ is disjoint from $E_{p-2}$ and intersects $E_{p-3}$. Then one of the resulting disks from surgery on $E$ along $C$ is $E_{p-2}$, and the other one is exactly $E_{p-1}$, which is a disk in the sequence of disks in the previous construction. The subdisk $C$ is disjoint from $E_{p-2} \cup E_{p-1}$, and consequently, $C$ necessarily intersects the semiprimitive disk $E_{p}$ in the previous construction in a single arc. That is, $\left|C \cap E_{p}\right|=1$. But from the consecutive surgery constructions for $j \in\{2,3, \ldots, p-3\}$, we have $1 \leq\left|C \cap E_{p-3}\right|<\left|C \cap E_{0}\right|$, which contradicts the minimality of $\left|C \cap E_{0}\right|$. Similarly, if $j=p-1$, then we have the same contradiction on the minimality, since $C$ is disjoint from $E_{p}$ in this case. This proves the claim.

By the claim, we can do surgery on $E_{p-1}$ along $C_{p-1}$ and one resulting disk from surgery is $E_{p}$, the semiprimitive disk. But $\left|C \cap E_{j+1}\right|<\left|C \cap E_{j}\right|$ for each $j \in\{1,2, \ldots, p-1\}$, and consequently $\left|C \cap E_{p}\right|<\left|C \cap E_{0}\right|$, which contradicts the minimality of $\left|C \cap E_{0}\right|$ again.

Therefore the primitive disk $E_{1}$ is a disk from surgery on $E$ along $C$, and $E^{\prime}$ is also a dual disk of $E_{1}$, and so we complete the proof. We note that the other disk from surgery is either $E_{0}$ or $E_{2}$ depending on whether $C$ is disjoint from $E_{0}$ or not.

Theorem 3.3. Let $(V, W ; \Sigma)$ be the genus-two Heegaard splitting of the lens space $L=L(p, 1)$ with $p \geq 2$. Then, for every primitive pair $\{D, E\}$ of $V, D$ and $E$ have a common dual disk. In particular, the two disks of each primitive pair have a unique common dual disk if $p \geq 3$, and have exactly two common dual disks if $p=2$ which form a primitive pair in $W$.

Proof. The proof of the existence of a common dual disk goes almost in the same way as that of Theorem 3.2, by taking the primitive disk $D$ disjoint from $E$ instead of the outermost subdisk $C$ in Theorem 3.2. That is, when we choose a dual disk $E^{\prime}$ of $E$ so that $\left|\partial D \cap \partial E_{0}\right|$ is minimal where $E_{0}$ is the unique semiprimitive disk in $V$ disjoint from $\operatorname{Nbd}\left(E \cup E^{\prime}\right)$, the primitive disk $D$ must be $E_{1}$, having the common dual disk $E^{\prime}$ of $E$.

Now, let $E^{\prime}$ be a common dual disk of $D$ and $E$. Let $E_{0}$ and $E_{0}^{\prime}$ be the unique meridian disks of $V$ and $W$ respectively that are disjoint from $\operatorname{Nbd}\left(E \cup E^{\prime}\right)$ (see Figure 4, left). Cut the surface $\Sigma$ along $\partial E^{\prime} \cup \partial E_{0}^{\prime}$ to obtain the 4-holed sphere $\Sigma^{\prime}$. Then $\partial E \cap \Sigma^{\prime}$ is a single arc in $\Sigma^{\prime}$ connecting the two holes coming from $\partial E^{\prime}$, and $\partial D \cap \Sigma^{\prime}$ consists of $p-1$ parallel arcs connecting the two holes coming from $\partial E_{0}^{\prime}$ and two arcs connecting the holes coming from $\partial E^{\prime}$ to $\partial E_{0}^{\prime}$ on opposite sides, as in Figure 4.


Figure 4. The surfaces $\Sigma$ and $\Sigma^{\prime}$ for $L(2,1)$.
Let $D^{\prime}$ be a common dual disk of $D$ and $E$ which is not isotopic to $E^{\prime}$. Then an outermost subdisk $C^{\prime}$ of $D^{\prime}$ cut up by $D^{\prime} \cap\left(E^{\prime} \cup E_{0}^{\prime}\right)$ would intersect $\partial D$ if $C^{\prime}$ is incident to $E^{\prime}$. Denote by $\partial E_{+}^{\prime}$ and $\partial E_{-}^{\prime}$ the two holes of $\Sigma^{\prime}$ which came from $\partial E^{\prime}$. We may assume that the endpoints of the arc $\alpha^{\prime}=C^{\prime} \cap \Sigma^{\prime}$ meet $\partial E_{+}^{\prime}$. Since $\left|\partial D^{\prime} \cap \partial E_{+}^{\prime}\right|=\left|\partial D^{\prime} \cap \partial E_{-}^{\prime}\right|$, we must have one more arc component $\alpha^{\prime \prime}$ of $\partial D^{\prime} \cap \Sigma^{\prime}$ other than $C^{\prime} \cap \Sigma^{\prime}$ whose endpoints meet $\partial E_{-}^{\prime}$ (see Figure 4 , right). The arc $\alpha^{\prime \prime}$ also intersects $\partial D$, and so $\partial D^{\prime}$ intersects $\partial D$ in more than one point, which contradicts that $D^{\prime}$ is a dual disk of $D$. Similarly, if $C^{\prime}$ is incident to $E_{0}^{\prime}$, then $D^{\prime}$ cannot be a dual disk of $E$. Thus we see that $D^{\prime}$ is disjoint from $E^{\prime} \cup E_{0}^{\prime}$.

If $p \geq 3$, there is no possibility of such a disk $D^{\prime}$ which is disjoint from $E^{\prime} \cup E_{0}^{\prime}$ and is not isotopic to $E^{\prime}$, and so $E^{\prime}$ is the unique common dual disk. If $p=2$, there is a unique circle in $\Sigma^{\prime}$ which is not boundary parallel and which intersects $\partial E$ and $\partial D$ exactly once (see the circle $\partial D^{\prime}$ in Figure 4 , right). So we have exactly two common dual disks $D^{\prime}$ and $E^{\prime}$ and in this case they are disjoint from each other. $\square$

Given a primitive disk $D$ in $V$, there are infinitely many (nonisotopic) primitive disks each of which forms a primitive pair together with $D$. But any primitive pair can be contained in at most one primitive triple, proved as follows:

Theorem 3.4. Let $(V, W ; \Sigma)$ be the genus-two Heegaard splitting of the lens space $L=L(p, 1)$ with $p \geq 2$. Then there is a primitive triple of $V$ if and only if $p=3$. In this case, every primitive pair is contained in a unique primitive triple.

Proof. Let $\left\{E, E_{1}\right\}$ be a primitive pair of $V$. Choose a common dual disk $E^{\prime}$ of $E$ and $E_{1}$ given by Theorem 3.3. There are unique semiprimitive disks $E_{0}$ in $V$ and $E_{0}^{\prime}$ in $W$ disjoint from $\operatorname{Nbd}\left(E \cup E^{\prime}\right)$. Let $\Sigma_{1}$ be the 4-holed sphere $\partial V$ cut up by $\partial E \cup \partial E_{1}$, and as in Figure 3 again, consider $\Sigma_{1}$ as a 2-holed annulus with two boundary circles coming from $\partial E_{1}$ and two holes from $\partial E$. We give symbols $x$ and $y$ to $\partial E^{\prime}$ and $\partial E_{0}^{\prime}$ respectively as in the proof of Theorem 3.2.

The boundary of any primitive disk $E_{2}$ in $V$ disjoint from $E$ and $E_{1}$, if it exists, lies in $\Sigma_{1}$, and it is the frontier of a regular neighborhood of the union of a boundary circle, a hole of $\Sigma_{1}$ and an arc $\alpha_{1}$ connecting them. This arc is disjoint from the


Figure 5. The primitive triple $\left\{D^{\prime}, E^{\prime}, F^{\prime}\right\}$ of $W$ in $L(3,1)$ with the boundary circles $\partial D, \partial E$, and $\partial F$ of the disks in the primitive triple of $V$.
arcs $y \cap \Sigma_{1}$, otherwise $\partial E_{2}$ represents a word containing $y x y^{-1}$; that is, $E_{2}$ is not primitive. Consequently, $\partial E_{2}$ is uniquely determined and it represents a word of the form $x y x y^{p-1}$, and so it is primitive if and only if $p=3$. Thus, only when $p=3$, we have the unique primitive triple $\left\{E, E_{1}, E_{2}\right\}$ containing the pair $\left\{E, E_{1}\right\}$.

Remark 3.5. For any primitive triple $\{D, E, F\}$ of $V$ in $L(3,1)$, by Theorem 3.3, there exist unique common dual disks $D^{\prime}, E^{\prime}$, and $F^{\prime}$ of the disks in the pairs $\{E, F\}$, $\{F, D\}$, and $\{D, E\}$ respectively. In fact, the disks $D^{\prime}, E^{\prime}$, and $F^{\prime}$ form a primitive triple of $W$. Furthermore, we have $\left|\partial D^{\prime} \cap \partial D\right|=\left|\partial E^{\prime} \cap \partial E\right|=\left|\partial F^{\prime} \cap \partial F\right|=2$. Figure 5 illustrates the triple $\left\{D^{\prime}, E^{\prime}, F,\right\}$ of $W$ together with the boundary circles of $D, E$ and $F$ in $\partial W=\Sigma$.

## 4. The complex of primitive disks

Let $M$ be an irreducible 3-manifold with compressible boundary. The disk complex of $M$ is a simplicial complex defined as follows: The vertices of the disk complex are isotopy classes of essential disks in $M$, and a collection of $k+1$ vertices spans a $k$-simplex if and only if it admits a collection of representative disks which are pairwise disjoint. In particular, if $M$ is a handlebody of genus $g \geq 2$, then the disk complex is $(3 g-4)$-dimensional and is not locally finite. The following is a key property of a disk complex:

Theorem 4.1. If $\mathscr{K}$ is a full subcomplex of the disk complex satisfying the following condition, then $\mathscr{K}$ is contractible:

Let $E$ and $D$ be disks in $M$ representing vertices of $\mathcal{K}$. If $E$ and $D$ intersect transversely and minimally, then at least one of the disks from surgery on $E$ along an outermost subdisk of $D$ cut up by $D \cap E$ represents a vertex of $\mathscr{K}$.


Figure 6. Small portions of primitive disk complexes $\mathscr{P}(V)$ for $p \neq 3$ (left) and $p=3$ (right).

In [Cho 2008], the above theorem is proved in the case that $M$ is a handlebody, but the proof is still valid for an arbitrary irreducible manifold with compressible boundary. From the theorem, we see that the disk complex itself is contractible.

Now consider the genus-two Heegaard splitting ( $V, W ; \Sigma$ ) of a lens space $L(p, 1)$ with $p \geq 2$. We define the primitive disk complex, denoted by $\mathscr{P}(V)$, to be the full subcomplex of the disk complex spanned by the vertices of primitive disks in $V$. We already know that every primitive disk is a member of infinitely many primitive pairs, and so every vertex of $\mathscr{P}(V)$ has infinite valency. The following is our main theorem, a direct consequence of Theorems 3.2, 3.4 and 4.1:

Theorem 4.2. Let $(V, W ; \Sigma)$ be the genus-two Heegaard splitting of the lens space $L=L(p, 1)$ with $p \geq 2$. The primitive disk complex $\mathscr{P}(V)$ is contractible. In particular, if $p \neq 3$ it is a tree, and if $p=3$ it is 2-dimensional and every edge is contained in a unique 2 -simplex.

Figure 6 illustrates portions of the primitive disk complexes. The black vertices are the vertices of $\mathscr{P}(V)$ while the white ones are the barycenters of edges when $p \neq 3$ and of 2 -simplices when $p=3$. Observe that the 2-dimensional $\mathscr{P}(V)$ deformation retracts to a tree in its barycentric subdivision, as in the figure.

## 5. Genus-two Goeritz groups of lens spaces $L(p, 1)$

In this section, we give explicit presentation of the genus-two Goeritz group $\mathscr{G}_{\mathcal{G}}$ of each lens space $L(p, 1)$. From Theorem 4.2, if $p \neq 3$, the primitive disk complex $\mathscr{P}(V)$ is a tree, and if $p=3$, then $\mathscr{P}(V)$ is 2-dimensional but deformation retracts to a tree. We simply denote by $\mathscr{T}$ the barycentric subdivision of the tree $\mathscr{P}(V)$ if $p \neq 3$ and the deformation retract of $\mathscr{P}(V)$ if $p=3$. Each of the trees $\mathscr{T}$ is bipartite, as in Figure 6, with the black vertices of (countably) infinite valence, and the white vertices of valence 2 if $p \neq 3$ and of valence 3 if $p=3$.

Each black vertex of $\mathscr{T}$ is represented by a primitive disk, while each white vertex is represented by a primitive pair if $p \neq 3$ and by a primitive triple if $p=3$.


Figure 7. Generators of the stabilizer subgroup $\mathscr{G}_{\{E\}}$.

An element of the group $\mathscr{G}$ can be considered a simplicial automorphism of $\mathscr{T}$. The tree $\mathscr{T}$ is invariant under the action of $\mathscr{G}$ for each $L(p, 1)$. In particular, $\mathscr{G}$ acts transitively on the set of black vertices and on the set of white vertices, and hence the quotient of $\mathscr{T}$ by the action of $\mathscr{G}$ is a single edge of which one end vertex is black and another one white. Thus, by the theory of groups acting on trees due to Bass and Serre (see [Serre 1980]), the group $\mathscr{G}$ can be expressed as the free product of the stabilizer subgroups of two end vertices with the amalgamated stabilizer subgroup of the edge.

First, we find a presentation of the stabilizer subgroup of a black vertex of $\mathscr{T}$; that is, of (the isotopy class of) a primitive disk in $V$. For convenience, we will not distinguish disks (pairs and triples of disks) and homeomorphisms from their isotopy classes in their notations. Throughout the section, $\mathscr{G}_{\left\{A_{1}, A_{2}, \ldots, A_{k}\right\}}$ will denote the subgroup of $\mathscr{G}$ of elements preserving $A_{1}, A_{2}, \ldots, A_{k}$ setwise, where $A_{i}$ will be (isotopy classes of) disks or unions of disks in $V$ or in $W$.

Lemma 5.1. Let $E$ be a primitive disk in $V$. The stabilizer subgroup $\mathscr{G}_{\{E\}}$ of $E$ has the presentation $\left\langle\alpha \mid \alpha^{2}=1\right\rangle \oplus\left\langle\beta, \gamma \mid \gamma^{2}=1\right\rangle$, where the generators $\alpha, \beta$ and $\gamma$ are described in Figure 7.

Proof. Let $\mathscr{P}^{\prime}(W)$ be the full subcomplex of the primitive disk complex $\mathscr{P}(W)$ for $W$ spanned by the vertices of dual disks of $E$. There is a unique semiprimitive disk $E_{0}^{\prime}$ in $W$ disjoint from $\partial E$, and it is easy to show that any dual disk of $E$ is disjoint from $E_{0}^{\prime}$. Thus $\mathscr{P}^{\prime}(W)$ is 1-dimensional and further, by a similar argument used for $\mathscr{P}(V)$, we have that $\mathscr{P}^{\prime}(W)$ is a tree whose vertices have infinite valence. That is, when two dual disks of $E$ intersect each other, one of the two disks from the surgery construction is $E_{0}^{\prime}$ and the other one is again a dual disk of $E$. Denote by $\mathscr{T}^{\prime}$ the barycentric subdivision of $\mathscr{P}^{\prime}(W)$. The tree $\mathscr{T}^{\prime}$ is invariant under the action of the stabilizer subgroup $\mathscr{G}_{\{E\}}$, and the quotient of $\mathscr{T}^{\prime}$ by the action is a single edge. One vertex of this edge corresponds to a dual disk $E^{\prime}$ of $E$, and the other one to a
primitive pair $\left\{E^{\prime}, D^{\prime}\right\}$ of dual disks of $E$. Thus $\mathscr{G}_{\{E\}}$ can be expressed as the free product of the stabilizer subgroups $\mathscr{G}_{\left\{E, E^{\prime}\right\}} * \mathscr{G}_{\left\{E, E^{\prime} \cup D^{\prime}\right\}}$ amalgamated by $\mathscr{G}_{\left\{E, E^{\prime}, D^{\prime}\right\}}$.

Consider the subgroup $\mathscr{G}_{\left\{E, E^{\prime}\right\}}$ first. Any element of $\mathscr{G}_{\left\{E, E^{\prime}\right\}}$ also preserves the disks $E_{0}$ and $E_{0}^{\prime}$, which are unique meridian disks disjoint from $E \cup E^{\prime}$ in $V$ and in $W$ respectively. Since $V$ cut up by $E \cup E_{0}$ and $W$ cut up by $E^{\prime} \cup E_{0}^{\prime}$ are all 3-balls, the group $\mathscr{G}_{\left\{E, E^{\prime}\right\}}$ is identified with the group of isotopy classes of orientationpreserving homeomorphisms of $\Sigma=\partial V=\partial W$ which preserve $\partial E, \partial E^{\prime}, \partial E_{0}$, and $\partial E_{0}^{\prime}$. This group has a presentation $\left\langle\beta, \beta^{\prime} \mid\left(\beta \beta^{\prime}\right)^{2}=1, \beta \beta^{\prime}=\beta^{\prime} \beta\right\rangle$, where the generators $\beta$ and $\beta^{\prime}$ are $\pi$-rotations (half Dehn twists) described in Figure 7, left.

Next, consider the subgroup $\mathscr{G}_{\left\{E, E^{\prime} \cup D^{\prime}\right\}}$. Any element of this group preserves $E^{\prime} \cup D^{\prime}$ in $W$, and further it preserves $E$ and $E_{0} \cup D_{0}$ in $V$ where $E_{0}$ and $D_{0}$ are unique meridian disks in $V$ disjoint from $E \cup E^{\prime}$ and $E \cup D^{\prime}$ respectively. Thus $\mathscr{G}_{\left\{E, E^{\prime} \cup D^{\prime}\right\}}$ is generated by two elements $\alpha$ and $\gamma$, where $\alpha$ is the hyperelliptic involution, and $\gamma$ is the element of order 2 exchanging $E^{\prime}$ and $D^{\prime}$ described in Figure 7, right. Thus $\mathscr{G}_{\left\{E, E^{\prime} \cup D^{\prime}\right\}}$ has the presentation $\left\langle\alpha \mid \alpha^{2}=1\right\rangle \oplus\left\langle\gamma \mid \gamma^{2}=1\right\rangle$. Similarly, $\mathscr{G}_{\left\{E, E^{\prime}, D^{\prime}\right\}}$ has the presentation $\left\langle\alpha \mid \alpha^{2}=1\right\rangle$. Observing that $\alpha$ satisfies $\beta \beta^{\prime}=\alpha$, we have the desired presentation of $\mathscr{G}_{\{E\}}$.

Thus the stabilizer subgroups of black vertices have the same presentation for each $p \geq 2$, but for white vertices, we have the following cases depending on $p$ :

Lemma 5.2. A white vertex of $\mathscr{T}$ corresponds to a primitive pair if $p \neq 3$ and to a primitive triple if $p=3$.
(1) Let $\{D, E\}$ be a primitive pair of $V$ in $L(p, 1)$. Then the stabilizer subgroup $\mathscr{G}_{\{D \cup E\}}$ has the presentation $\left\langle\rho, \gamma \mid \rho^{4}=\gamma^{2}=(\rho \gamma)^{2}=1\right\rangle$ if $p=2$, and $\left\langle\alpha \mid \alpha^{2}=1\right\rangle \oplus\left\langle\sigma \mid \sigma^{2}=1\right\rangle$ if $p \geq 3$, where the generators are described in Figures 8 and 9.


Figure 8. Generators of the stabilizer subgroup $\mathscr{G}_{\{D \cup E\}}$ for $L(2,1)$.


Figure 9. Generators of the stabilizer subgroup $\varphi_{\{D \cup E\}}$ for $L(p, 1)$, with $p \geq 3$.
(2) Let $\{D, E, F\}$ be a primitive triple of $V$ in $L(3,1)$. The stabilizer subgroup $\mathscr{\varphi}_{\{D \cup E \cup F\}}$ has the presentation $\left\langle\alpha \mid \alpha^{2}=1\right\rangle \oplus\left\langle\delta, \gamma \mid \delta^{3}=\gamma^{2}=(\gamma \delta)^{2}=1\right\rangle$, where the generators are described in Figure 10.

Proof. (1) First, let $\{D, E\}$ be a primitive pair of $V$ in $L(2,1)$. Then, by Theorem 3.3, there is a unique primitive pair $\left\{D^{\prime}, E^{\prime}\right\}$ of $W$ such that $D^{\prime}$ and $E^{\prime}$ are common dual disks of $D$ and $E$. Any element of $\mathscr{G}_{\{D \cup E\}}$ preserves $D^{\prime} \cup E^{\prime}$, and hence $\mathscr{\varphi}_{\{D \cup E\}}$ is identified with the stabilizer subgroup $\mathscr{\varphi}_{\left\{D \cup E, D^{\prime} \cup E^{\prime}\right\}}$. Since $D \cup E$ and $D^{\prime} \cup E^{\prime}$ cut up $V$ and $W$ into 3-balls, the group $\mathscr{C}_{\left\{D \cup E, D^{\prime} \cup E^{\prime}\right\}}$ is identified with the group of isotopy classes of orientation-preserving homeomorphisms of $\Sigma=\partial V=\partial W$ which preserve $\partial D \cup \partial E$ and $\partial D^{\prime} \cup \partial E^{\prime}$. This is the dihedral group $D_{8}$ of order 8 with generators $\rho$ and $\gamma$ described in Figure 8. The 3-ball in Figure 8, right, is obtained by cutting up $W$ along $D^{\prime} \cup E^{\prime}$. Figure 8 gives two descriptions of the


Figure 10. Left: The primitive triple $\left\{D^{\prime}, E^{\prime}, F^{\prime}\right\}$ of $W$ and the arcs $(\partial D \cup \partial E \cup \partial F) \cap \partial B$. Right: The 3-ball $B$.
elements $\alpha$ and $\gamma$. Thus we have the presentation $\left\langle\rho, \gamma \mid \rho^{4}=\gamma^{2}=(\rho \gamma)^{2}=1\right\rangle$. We remark that the hyperelliptic involution $\alpha$ equals $\rho^{2}$.

Next, let $\{D, E\}$ be a primitive pair of $V$ in $L(p, 1)$ with $p \geq 3$. There is a unique common dual disk $E^{\prime}$ of $D$ and $E$ by Theorem 3.3, and hence $\varphi_{\{D \cup E\}}$ is identified with the stabilizer subgroup $\mathscr{G}_{\left\{D \cup E, E^{\prime}\right\}}$. As in the case of $\mathscr{\varphi}_{\left\{E, E^{\prime} \cup D^{\prime}\right\}}$ in the proof of Lemma 5.1, this group is generated by two elements: One is the hyperelliptic involution $\alpha$, and the other one is the element, denoted by $\sigma$, of order 2 exchanging $D$ and $E$ described in Figure 9. Thus we have the presentation $\left\langle\alpha \mid \alpha^{2}=1\right\rangle \oplus\left\langle\sigma \mid \sigma^{2}=1\right\rangle$.
(2) Let $\{D, E, F\}$ be a primitive triple of $V$ in $L(3,1)$. Then there exists a unique primitive triple $\left\{D^{\prime}, E^{\prime}, F^{\prime}\right\}$ of $W$ as described in Remark 3.5 and Figure 5. Thus the stabilizer subgroup $\mathscr{G}_{\{D \cup E \cup F\}}$ is identified with $\mathscr{G}_{\left\{D \cup E \cup F, D^{\prime} \cup E^{\prime} \cup F^{\prime}\right\}}$. The union of three disks $D^{\prime} \cup E^{\prime} \cup F^{\prime}$ cuts up $W$ into two 3-balls. One of them, say $B$, is shown in Figure 10, right. Consider the group of isotopy classes of orientation-preserving homeomorphisms of $B$ which preserve $D^{\prime} \cup E^{\prime} \cup F^{\prime}$ and $(\partial D \cup \partial E \cup \partial F) \cap \partial B$ on the boundary. This group is the dihedral group $D_{6}=\left\langle\delta, \gamma^{\prime} \mid \delta^{3}=\gamma^{\prime 2}=\left(\gamma^{\prime} \delta\right)^{2}=1\right\rangle$ of order 6 with generators $\delta$ and $\gamma^{\prime}$ in Figure 10, right. The element $\gamma$ in Figure 10, left, is different from $\gamma^{\prime}$, since $\gamma$ exchanges the two 3 -balls. But they are related by $\gamma=\alpha \gamma^{\prime}$, where $\alpha$ is the hyperelliptic involution exchanging the two 3-balls as described in Figure 10, left. Thus we see that the relation $\left(\gamma^{\prime} \delta\right)^{2}=1$ in $D_{6}$ is equivalent to $(\gamma \delta)^{2}=1$. Since the elements $\alpha, \gamma$ and $\delta$ extend to elements of $\mathscr{\varphi}_{\left\{D \cup E \cup F, D^{\prime} \cup E^{\prime} \cup F^{\prime}\right\}}$, this group can be considered as the extension of $D_{6}$ by $\left\langle\alpha \mid \alpha^{2}=1\right\rangle$ with relations $\alpha \gamma \alpha=\gamma$ and $\alpha \delta \alpha=\delta$. Thus we have the desired presentation of $\mathscr{G}_{\{D \cup E \cup F\}}$.

Finally, the stabilizer subgroups of an edge are calculated in a similar way.
Lemma 5.3. An edge of $\mathscr{T}$ corresponds to the pair of end vertices.
(i) Let $\{D, E\}$ be a primitive pair of $V$ in $L(p, 1)$. Then $\varphi_{\{E, D \cup E\}}=\mathscr{G}_{\{E, D\}}$ has a presentation $\left\langle\alpha \mid \alpha^{2}=1\right\rangle \oplus\left\langle\gamma \mid \gamma^{2}=1\right\rangle$ if $p=2$, and a presentation $\left\langle\alpha \mid \alpha^{2}=1\right\rangle$ if $p \geq 3$.
(ii) Let $\{D, E, F\}$ be a primitive triple of $V$ in $L(3,1)$. Then $\mathscr{G}_{\{E, D \cup E \cup F\}}=$ $\mathscr{G}_{\{E, D \cup F\}}$ has a presentation $\left\langle\alpha \mid \alpha^{2}=1\right\rangle \oplus\left\langle\gamma \mid \gamma^{2}=1\right\rangle$.
Combining Lemmas 5.1, 5.2, and 5.3, we obtain the main result.
Theorem 5.4. The genus-2 Goeritz group $\mathscr{G}$ of a lens space $L(p, 1)$ with $p \geq 2$ has the following presentations:
(i) $\left\langle\beta, \rho, \gamma \mid \rho^{4}=\gamma^{2}=(\gamma \rho)^{2}=\rho^{2} \beta \rho^{2} \beta^{-1}=1\right\rangle$ if $p=2$.
(ii) $\left\langle\alpha \mid \alpha^{2}=1\right\rangle \oplus\left\langle\beta, \delta, \gamma \mid \delta^{3}=\gamma^{2}=(\gamma \delta)^{2}=1\right\rangle$ if $p=3$.
(iii) $\left\langle\alpha \mid \alpha^{2}=1\right\rangle \oplus\left\langle\beta, \gamma, \sigma \mid \gamma^{2}=\sigma^{2}=1\right\rangle$ if $p \geq 4$.
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# A COMPACT EMBEDDING THEOREM FOR GENERALIZED SOBOLEV SPACES 

Seng-Kee Chua, Scott Rodney and Richard L. Wheeden


#### Abstract

We give an elementary proof of a compact embedding theorem in abstract Sobolev spaces. The result is first presented in a general context and later specialized to the case of degenerate Sobolev spaces defined with respect to nonnegative quadratic forms on $\mathbb{R}^{n}$. Although our primary interest concerns degenerate quadratic forms, our result also applies to nondegenerate cases, and we consider several such applications, including the classical Rellich-Kondrachov compact embedding theorem and results for the class of $s$-John domains in $\mathbb{R}^{n}$, the latter for weights equal to powers of the distance to the boundary. We also derive a compactness result for Lebesgue spaces on quasimetric spaces unrelated to $\mathbb{R}^{n}$ and possibly without any notion of gradient.


## 1. The general theorem

The main goal of this paper is to generalize the classical Rellich-Kondrachov theorem concerning compact embedding of Sobolev spaces into Lebesgue spaces. Our principal result applies not only to the classical Sobolev spaces on open sets $\Omega \subset \mathbb{R}^{n}$ but also allows us to treat the degenerate Sobolev spaces defined in [Sawyer and Wheeden 2010] and to obtain compact embedding of them into various $L^{q}(\Omega)$ spaces. These degenerate Sobolev spaces are associated with quadratic forms $Q(x, \xi)=\xi^{\prime} Q(x) \xi, x \in \Omega, \xi \in \mathbb{R}^{n}$, which are nonnegative but may vanish identically in $\xi$ for some values of $x$. Such quadratic forms and Sobolev spaces arise naturally in the study of existence and regularity of weak solutions of some second order subelliptic linear/quasilinear partial differential equations; see, for example, [Sawyer and Wheeden 2006; Rodney 2007; 2012; Monticelli et al. 2012; Rios et al. 2013].

The Rellich-Kondrachov theorem is frequently used to study the existence of solutions to elliptic equations, a famous example being subcritical and critical

[^1]Yamabe equations, resulting in the solution of Yamabe's problem; see [Yamabe 1960; Trudinger 1968; Aubin 1976; Schoen 1984]. Further applications lie in proving the existence of weak solutions to Dirichlet problems for elliptic equations with rough boundary data and coefficients; see [Gilbarg and Trudinger 1997]. In a sequel to this paper, we will apply our compact embedding results to study the existence of solutions for some classes of degenerate equations.

In this section, we state and prove our most general compact embedding results. In Sections 2 and 3, we study some applications to classical and degenerate Sobolev spaces, respectively. In Section 4, more general results in quasimetric spaces are studied.

We begin by listing some useful notation. Let $w$ be a measure on a $\sigma$-algebra $\Sigma$ of subsets of a set $\Omega$, with $\Omega \in \Sigma$. For $0<p \leq \infty$, let $L_{w}^{p}(\Omega)$ denote the class of real-valued measurable functions $f$ satisfying $\|f\|_{L_{w}^{p}(\Omega)}<\infty$, where $\|f\|_{L_{w}^{p}(\Omega)}=$ $\left(\int_{\Omega}|f|^{p} d w\right)^{1 / p}$ if $p<\infty$ and $\|f\|_{L_{w}^{\infty}(\Omega)}=$ ess sup ${ }_{\Omega}|f|$, the essential supremum being taken with respect to $w$-measure. When dealing with generic functions in $L_{w}^{p}(\Omega)$, we will not distinguish between functions which are equal a.e.- $w$. For $E \in \Sigma, w(E)$ denotes the $w$-measure of $E$, and if $0<w(E)<\infty, f_{E, w}$ denotes the $w$-average of $f$ over $E: f_{E, w}=\int_{E} f d w / w(E)$. Throughout the paper, positive constants are denoted by $C$ or $c$ and their dependence on important parameters is indicated.

For $k \in \mathbb{N}$, let $\mathscr{\mathscr { C }}(\Omega)$ be a normed linear space of measurable $\mathbb{R}^{k}$-valued functions $\boldsymbol{g}$ defined on $\Omega$ with norm $\|\boldsymbol{g}\|_{\mathscr{O}(\Omega)}$. We assume that there is a subset $\Sigma_{0} \subset \Sigma$ such that $\left(\mathscr{H}(\Omega), \Sigma_{0}\right)$ satisfies the following properties:
(A) For any $\boldsymbol{g} \in \mathscr{X}(\Omega)$ and $F \in \Sigma_{0}$, the function $g \chi_{F} \in \mathscr{X}(\Omega)$, where $\chi_{F}$ denotes the characteristic function of $F$.
$\left(\mathrm{B}_{p}\right)$ There are constants $C_{1}, C_{2}, p$ satisfying $1 \leq C_{1}, C_{2}, p<\infty$ and such that if $\left\{F_{l}\right\}$ is a finite collection of sets in $\Sigma_{0}$ with $\sum_{l} \chi_{F_{l}}(x) \leq C_{1}$ for all $x \in \Omega$, then

$$
\sum_{l}\left\|\boldsymbol{g} \chi_{F_{l}}\right\|_{\mathscr{X}(\Omega)}^{p} \leq C_{2}\|\boldsymbol{g}\|_{\mathscr{X}(\Omega)}^{p} \quad \text { for all } \boldsymbol{g} \in \mathscr{X}(\Omega)
$$

For $1 \leq N \leq \infty$, we will often consider the product space $L_{w}^{N}(\Omega) \times \mathscr{X}(\Omega)$. This is a normed linear space with norm

$$
\begin{equation*}
\|(f, \boldsymbol{g})\|_{L_{w}^{N}(\Omega) \times \mathscr{O}(\Omega)}=\|f\|_{L_{w}^{N}(\Omega)}+\|\boldsymbol{g}\|_{\mathscr{X}(\Omega)} . \tag{1-1}
\end{equation*}
$$

A set $\mathscr{C} \subset L_{w}^{N}(\Omega) \times \mathscr{X}(\Omega)$ will be called a bounded $\operatorname{set}$ in $L_{w}^{N}(\Omega) \times \mathscr{X}(\Omega)$ if

$$
\sup _{(f, g) \in \mathscr{Y}}\|(f, \boldsymbol{g})\|_{L_{w}^{N}(\Omega) \times \mathscr{X}(\Omega)}<\infty .
$$

Projection maps such as the one defined by

$$
\begin{equation*}
\pi:(f, \boldsymbol{g}) \rightarrow f, \quad(f, \boldsymbol{g}) \in L_{w}^{N}(\Omega) \times \mathscr{X}(\Omega) \tag{1-2}
\end{equation*}
$$

play a role in our results. If $w(\Omega)<\infty, \pi\left(L_{w}^{N}(\Omega) \times \mathscr{H}(\Omega)\right) \subset L_{w}^{q}(\Omega)$ if $1 \leq q \leq N$.
Theorem 1.1. Let $w$ be a finite measure on a $\sigma$-algebra $\Sigma$ of subsets of a set $\Omega$, with $\Omega \in \Sigma$. Let $1 \leq p<\infty, 1<N \leq \infty, \mathscr{X}(\Omega)$ be a normed linear space satisfying properties $(\mathrm{A})$ and $\left(\mathrm{B}_{p}\right)$ relative to a collection $\Sigma_{0} \subset \Sigma$, and let $\mathscr{S}$ be a bounded set in $L_{w}^{N}(\Omega) \times \mathscr{X}(\Omega)$.

Suppose that $\mathscr{G}$ satisfies the following: given $\epsilon>0$, there are a finite number of pairs $\left\{E_{l}, F_{l}\right\}_{l=1}^{J}$ with $E_{l} \in \Sigma$ and $F_{l} \in \Sigma_{0}$ (the pairs and $J$ may depend on $\epsilon$ ) satisfying these properties:
(i) $w\left(\Omega \backslash \bigcup_{l} E_{l}\right)<\epsilon$ and $w\left(E_{l}\right)>0$.
(ii) $\left\{F_{l}\right\}$ has bounded overlaps independent of $\epsilon$ with the same overlap constant as in $\left(\mathrm{B}_{p}\right)$, that is,

$$
\begin{equation*}
\sum_{l=1}^{J} \chi_{F_{l}}(x) \leq C_{1}, \quad x \in \Omega \tag{1-3}
\end{equation*}
$$

for $C_{1}$ as in $\left(\mathrm{B}_{p}\right)$.
(iii) For every $(f, \boldsymbol{g}) \in \mathscr{G}$, the local Poincaré-type inequality

$$
\begin{equation*}
\left\|f-f_{E_{l}, w}\right\|_{L_{w}^{p}\left(E_{l}\right)} \leq \epsilon\left\|\boldsymbol{g} \chi_{F_{l}}\right\|_{\mathscr{X}(\Omega)} \tag{1-4}
\end{equation*}
$$

holds for each $\left(E_{l}, F_{l}\right)$.
Let $\hat{\mathscr{Y}}$ be the set defined by
(1-5) $\hat{\mathscr{S}}=\left\{f \in L_{w}^{N}(\Omega)\right.$ : there exists $\left\{\left(f^{j}, \boldsymbol{g}^{j}\right)\right\}_{j=1}^{\infty} \subset \mathscr{\mathscr { S }}$ with $f^{j} \rightarrow f$ a.e.-w $\}$.
Then $\hat{\mathscr{Y}}$ is compactly embedded in $L_{w}^{q}(\Omega)$ if $1 \leq q<N$ in the sense that, for every sequence $\left\{f_{k}\right\} \subset \hat{\mathscr{Y}}$, there is a single subsequence $\left\{f_{k_{i}}\right\}$ and a function $f \in L_{w}^{N}(\Omega)$ such that $f_{k_{i}} \rightarrow f$ pointwise a.e.-w in $\Omega$ and in $L_{w}^{q}(\Omega)$ norm for $1 \leq q<N$.

Before proceeding with the proof of Theorem 1.1, we make several simple observations. First, in the definition of $\hat{\mathscr{Y}}$, the property that $f \in L_{w}^{N}(\Omega)$ follows by Fatou's lemma since the associated functions $f^{j}$ are bounded in $L_{w}^{N}(\Omega)$, as $\mathscr{S}$ is bounded in $L_{w}^{N}(\Omega) \times \mathscr{X}(\Omega)$ by hypothesis. Fatou's lemma also shows that $\hat{\mathscr{S}}$ is a bounded set in $L_{w}^{N}(\Omega)$. Moreover, since $N>1$, if $\left\{f^{j}\right\}$ is bounded in $L_{w}^{N}(\Omega)$ and $f^{j} \rightarrow f$ a.e.-w, then $\left(f^{j}\right)_{E, w} \rightarrow f_{E, w}$ for all $E \in \Sigma$; in fact, in this situation, by using Egorov's theorem, we have $\int_{\Omega} f^{j} \varphi d w \rightarrow \int_{\Omega} f \varphi d w$ for all $\varphi \in L_{w}^{N^{\prime}}(\Omega), 1 / N+1 / N^{\prime}=1$.

Next, while the hypothesis $w\left(E_{l}\right)>0$ in assumption (i) ensures that the averages $f_{E_{l}, w}$ in (1-4) are well-defined, it is not needed since we can discard any pair
$E_{l}, F_{l}$ with $w\left(E_{l}\right)=0$ without affecting the inequality $w\left(\Omega \backslash \bigcup E_{l}\right)<\epsilon$ or (1-3) and (1-4).

Finally, since $\hat{\mathscr{S}}$ contains the first component $f$ of any pair $(f, \boldsymbol{g}) \in \mathscr{S}$, a simple corollary of Theorem 1.1 is that the projection $\pi$ defined in (1-2) is a compact mapping of $\mathscr{S}$ into $L_{w}^{q}(\Omega), 1 \leq q<N$, in the sense that, for every sequence $\left\{\left(f_{k}, \boldsymbol{g}_{k}\right)\right\} \subset \mathscr{G}$, there is a subsequence $\left\{f_{k_{i}}\right\}$ and a function $f \in L_{w}^{N}(\Omega)$ such that $f_{k_{i}} \rightarrow f$ pointwise a.e.-w in $\Omega$ and in $L_{w}^{q}(\Omega)$ norm for $1 \leq q<N$.
Proof of Theorem 1.1. Let $\mathscr{\mathscr { L }}$ satisfy the hypotheses and suppose $\left\{f_{k}\right\}_{k \in \mathbb{N}} \subset \hat{\mathscr{S}}$. For each $f_{k}$, use the definition of $\hat{\mathscr{G}}$ to choose a sequence $\left\{\left(f_{k}^{j}, \boldsymbol{g}_{k}^{j}\right)\right\}_{j} \subset \mathscr{\mathscr { S }}$ with $f_{k}^{j} \rightarrow f_{k}$ a.e.- $w$ as $j \rightarrow \infty$. Since $\mathscr{\mathscr { S }}$ is bounded in $L_{w}^{N}(\Omega) \times \mathscr{X}(\Omega)$, there is $M \in(0, \infty)$ such that

$$
\left\|\left(f_{k}^{j}, \boldsymbol{g}_{k}^{j}\right)\right\|_{L_{w}^{N}(\Omega) \times \mathscr{X}(\Omega)} \leq M
$$

for all $k$ and $j$. Also, as noted above, $\left\{f_{k}\right\}$ is bounded in $L_{w}^{N}(\Omega)$ norm; in fact $\left\|f_{k}\right\|_{L_{w}^{N}(\Omega)} \leq M$ for the same constant $M$ and all $k$.

Since $\left\{f_{k}\right\}$ is bounded in $L_{w}^{N}(\Omega)$, if $1<N<\infty$, it has a weakly convergent subsequence, while if $N=\infty$, it has a subsequence which converges in the weakstar topology. In either case, we relabel the subsequence as $\left\{f_{k}\right\}$ to preserve the index. Fix $\epsilon>0$ and let $\left\{E_{l}, F_{l}\right\}_{l=1}^{J}$ satisfy the hypotheses of the theorem relative to $\epsilon$. Setting $\Omega^{\epsilon}=\bigcup E_{l}$, we have by assumption (i) that

$$
\begin{equation*}
w\left(\Omega \backslash \Omega^{\epsilon}\right)<\epsilon \tag{1-6}
\end{equation*}
$$

Let us show that there is a positive constant $C$ independent of $\epsilon$ such that

$$
\begin{equation*}
\sum_{l}\left\|f_{k}-\left(f_{k}\right)_{E_{l}, w}\right\|_{L_{w}^{p}\left(E_{l}\right)}^{p} \leq C \epsilon^{p} \quad \text { for all } k . \tag{1-7}
\end{equation*}
$$

Fix $k$ and let $\Delta$ denote the expression on the left side of (1-7). Since

$$
f_{k}^{j}-\left(f_{k}^{j}\right)_{E_{l}, w} \rightarrow f_{k}-\left(f_{k}\right)_{E_{l}, w}
$$

a.e.- $w$ as $j \rightarrow \infty$, Fatou's lemma gives

$$
\Delta \leq \sum_{l} \liminf _{j \rightarrow \infty}\left\|f_{k}^{j}-\left(f_{k}^{j}\right)_{E_{l}, w}\right\|_{L_{w}^{p}\left(E_{l}\right)}^{p} .
$$

Consequently, by using the Poincaré inequality (1-4) for $\mathscr{\mathscr { S }}$ and superadditivity of liminf, we obtain

$$
\Delta \leq \liminf _{j \rightarrow \infty} \sum_{l} \epsilon^{p}\left\|g_{k}^{j} \chi_{F_{l}}\right\|_{\mathscr{Q}(\Omega)}^{p} .
$$

By (1-3), the sets $F_{l}$ have finite overlaps uniformly in $\epsilon$, with the same overlap constant $C_{1}$ as in property $\left(\mathrm{B}_{p}\right)$ of $\mathscr{X}(\Omega)$. Hence, by applying property $\left(\mathrm{B}_{p}\right)$ to the last expression together with boundedness of $\mathscr{S}$, we get

$$
\Delta \leq C_{2} \epsilon^{p} \liminf _{j \rightarrow \infty}\left\|\boldsymbol{g}_{k}^{j}\right\|_{\mathscr{X}(\Omega)}^{p} \leq C_{2} M^{p} \epsilon^{p} .
$$

This proves (1-7) with $C=C_{2} M^{p}$.
Next note that

$$
\begin{equation*}
\int_{\Omega^{\epsilon}}\left|f_{m}-f_{k}\right|^{p} d w \leq \sum_{l} \int_{E_{l}}\left|f_{m}-f_{k}\right|^{p} d w \leq 2^{p-1}(I+I I), \tag{1-8}
\end{equation*}
$$

where
$I:=\sum_{l} \int_{E_{l}}\left|f_{m}-f_{k}-\left(f_{m}-f_{k}\right)_{E_{l}, w}\right|^{p} d w, \quad I I:=\sum_{l}\left|\left(f_{m}-f_{k}\right)_{E_{l}, w}\right|^{p} w\left(E_{l}\right)$.
We estimate $I$ and $I I$ separately. We have

$$
\begin{align*}
I & \leq 2^{p-1}\left(\sum_{l}\left\|f_{m}-\left(f_{m}\right)_{E_{l}, w}\right\|_{L_{w}^{p}\left(E_{l}\right)}^{p}+\sum_{l}\left\|f_{k}-\left(f_{k}\right)_{E_{l}, w}\right\|_{L_{w}^{p}\left(E_{l}\right)}^{p}\right)  \tag{1-9}\\
& \leq 2^{p-1}\left(C \epsilon^{p}+C \epsilon^{p}\right)=2^{p} C \epsilon^{p},
\end{align*}
$$

by (1-7). To estimate $I I$, first note that

$$
I I=\sum_{l=1}^{J}\left|\left(f_{m}-f_{k}\right)_{E_{l}, w}\right|^{p} w\left(E_{l}\right)=\sum_{l=1}^{J} \frac{1}{w\left(E_{l}\right)^{p-1}}\left|\int_{\Omega}\left(f_{m}-f_{k}\right) \chi_{E_{l}} d w\right|^{p} .
$$

Since $w(\Omega)<\infty$, each characteristic function $\chi_{E_{l}} \in L_{w}^{N^{\prime}}(\Omega), 1 / N+1 / N^{\prime}=1$ (with $N^{\prime}=1$ if $N=\infty$ ). As $\left\{f_{k}\right\}$ converges weakly in $L_{w}^{N}(\Omega)$ when $1<N<\infty$ or converges in the weak-star sense when $N=\infty$, for $m, k$ sufficiently large depending on $\epsilon$, and for all $1 \leq l \leq J$,

$$
\frac{1}{w\left(E_{l}\right)^{p-1}}\left|\int_{\Omega}\left(f_{m}-f_{k}\right) \chi_{E_{l}} d w\right|^{p} \leq \frac{\epsilon^{p}}{J} .
$$

Thus $I I \leq \epsilon^{p}$ for $m, k$ sufficiently large depending on $\epsilon$. Combining this estimate with (1-8) and (1-9) shows that

$$
\begin{equation*}
\left\|f_{m}-f_{k}\right\|_{L_{w}^{p}\left(\Omega^{\epsilon}\right)}<C \epsilon \tag{1-10}
\end{equation*}
$$

for $m, k$ sufficiently large and $C=C\left(M, C_{2}\right)$.
Let us now show that $\left\{f_{k}\right\}$ is a Cauchy sequence in $L_{w}^{1}(\Omega)$. For $m, k$ as in (1-10), Hölder's inequality and the fact that $\left\|f_{k}\right\|_{L_{w}^{N}(\Omega)} \leq M$ for all $k$ yield $\left\|f_{m}-f_{k}\right\|_{L_{w}^{1}(\Omega)}$

$$
\begin{aligned}
& \leq\left\|f_{m}-f_{k}\right\|_{L_{w}^{1}\left(\Omega^{\epsilon}\right)}+\left\|f_{m}-f_{k}\right\|_{L_{w}^{1}\left(\Omega \backslash \Omega^{\epsilon}\right)} \\
& \leq\left\|f_{m}-f_{k}\right\|_{L_{w}^{p}\left(\Omega^{\epsilon}\right)} w\left(\Omega^{\epsilon}\right)^{1 / p^{\prime}}+\left\|f_{m}-f_{k}\right\|_{L_{w}^{N}\left(\Omega \backslash \Omega^{\epsilon}\right)} w\left(\Omega \backslash \Omega^{\epsilon}\right)^{1 / N^{\prime}} \\
& <C \epsilon w\left(\Omega^{\epsilon}\right)^{1 / p^{\prime}}+2 M w\left(\Omega \backslash \Omega^{\epsilon}\right)^{1 / N^{\prime}} \\
& <C \epsilon w(\Omega)^{1 / p^{\prime}}+2 M \epsilon^{1 / N^{\prime}} \quad \text { by }(1-6) .
\end{aligned}
$$

Since $N^{\prime}<\infty$, it follows that $\left\{f_{k}\right\}$ is Cauchy in $L_{w}^{1}(\Omega)$. Hence it has a subsequence (again denoted by $\left\{f_{k}\right\}$ ) that converges in $L_{w}^{1}(\Omega)$ and pointwise a.e.- $w$ in $\Omega$ to a function $f \in L_{w}^{1}(\Omega)$. If $N=\infty,\left\{f_{k}\right\}$ is bounded in $L_{w}^{\infty}(\Omega)$ by hypothesis, so its pointwise limit $f \in L_{w}^{\infty}(\Omega)$. If $N<\infty$, since $\left\{f_{k}\right\}$ is bounded in $L_{w}^{N}(\Omega)$, Fatou's Lemma implies that $f \in L_{w}^{N}(\Omega)$. This completes the proof in case $q=1$.

For general $q$, we use the same subsequence $\left\{f_{k}\right\}$ as above. Thus we only need to show that $\left\{f_{k}\right\}$ converges in $L_{w}^{q}(\Omega)$ for $1<q<N$. We use Hölder's inequality. Given $q \in(1, N)$, choose $\lambda \in(0,1)$, namely, $\lambda=(1 / q-1 / N) /(1-1 / N)$. Hence $\lambda=1 / q$ if $N=\infty$. Then

$$
\begin{equation*}
\left\|f_{m}-f_{k}\right\|_{L_{w}^{q}(\Omega)} \leq\left\|f_{m}-f_{k}\right\|_{L_{w}^{1}(\Omega)}^{\lambda}\left\|f_{m}-f_{k}\right\|_{L_{w}^{N}(\Omega)}^{1-\lambda} \tag{1-11}
\end{equation*}
$$

As before, $\left\|f_{k}\right\|_{L_{w}^{N}(\Omega)} \leq M$, and therefore

$$
\left\|f_{m}-f_{k}\right\|_{L_{w}^{N}(\Omega)}^{1-\lambda} \leq(2 M)^{1-\lambda}
$$

Hence, by (1-11), $\left\{f_{k}\right\}$ is Cauchy in $L_{w}^{q}(\Omega)$ as it is Cauchy in $L_{w}^{1}(\Omega)$. This completes the proof of Theorem 1.1.

A compact embedding result is also proved in [Franchi et al. 1997, Theorem 3.4] by using Poincaré type estimates. However, Theorem 1.1 applies to situations not considered in [Franchi et al. 1997] since it is not restricted to the context of Lipschitz vector fields in $\mathbb{R}^{n}$. Other abstract compact embedding results can be found in [Hajłasz and Koskela 1998, Theorem 4; Hajłasz and Koskela 2000, Theorem 8.1], including a version [Hajłasz and Koskela 1998, Theorem 5] for weighted Sobolev spaces with nonzero continuous weights, and a version [Hajłasz and Koskela 2000] for metric spaces with a single doubling measure. The proof in [Hajłasz and Koskela 1998] assumes prior knowledge of the classical Rellich-Kondrachov compactness theorem (see, for example, [Gilbarg and Trudinger 1997, Theorem 7.22(i)] and below).

By making minor changes in the proof of Theorem 1.1, we can obtain a sufficient condition for a bounded set in $L_{w}^{N}(\Omega)$ to be precompact in $L_{w}^{q}(\Omega), 1 \leq q<N$, without mentioning the sets $\left\{F_{l}\right\}$, the space $\mathscr{X}(\Omega)$, properties (A) and ( $\mathrm{B}_{p}$ ), or conditions (1-3) and (1-4). We state this result in the next theorem. An application is given in Section 4.

Theorem 1.2. Let $w$ be a finite measure on a $\sigma$-algebra $\Sigma$ of subsets of a set $\Omega$, with $\Omega \in \Sigma$. Let $1 \leq p<\infty, 1<N \leq \infty$, and $\mathscr{P}$ be a bounded subset of $L_{w}^{N}(\Omega)$. Suppose there is a positive constant $C$ such that, for every $\epsilon>0$, there are a finite number of sets $E_{l} \in \Sigma$ with
(i) $w\left(\Omega \backslash \bigcup_{l} E_{l}\right)<\epsilon$ and $w\left(E_{l}\right)>0$;
(ii) for every $f \in \mathscr{P}$,

$$
\begin{equation*}
\sum_{l}\left\|f-f_{E_{l}, w}\right\|_{L_{w}^{p}\left(E_{l}\right)}^{p} \leq C \epsilon^{p} \tag{1-12}
\end{equation*}
$$

Let

$$
\widehat{\mathscr{P}}=\left\{f \in L_{w}^{N}(\Omega): \text { there exists }\left\{f^{j}\right\} \subset \mathscr{P} \text { with } f^{j} \rightarrow f \text { a.e. }-w\right\}
$$

Then, for every sequence $\left\{f_{k}\right\} \subset \widehat{\mathscr{P}}$, there is a single subsequence $\left\{f_{k_{i}}\right\}$ and a function $f \in L_{w}^{N}(\Omega)$ such that $f_{k_{i}} \rightarrow f$ pointwise a.e.-w in $\Omega$ and in $L_{w}^{q}(\Omega)$ norm for $1 \leq q<N$.

Remark 1.3. (1) Given $\epsilon>0$, let $\left\{E_{l}\right\}$ satisfy hypothesis (i) of Theorem 1.2. Hypothesis (ii) of Theorem 1.2 is clearly true for $\left\{E_{l}\right\}$ if, for every $f \in \mathscr{P}$, there are nonnegative constants $\left\{a_{l}\right\}$ such that

$$
\begin{equation*}
\left\|f-f_{E_{l}, w}\right\|_{L_{w}^{p}\left(E_{l}\right)} \leq \epsilon a_{l} \tag{1-13}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum a_{l}^{p} \leq C \tag{1-14}
\end{equation*}
$$

with $C$ independent of $f, \epsilon$. The constants $\left\{a_{l}\right\}$ may vary with $f$ and $\epsilon$.
(2) Theorem 1.1 is a corollary of Theorem 1.2. To see why, suppose that the hypothesis of Theorem 1.1 holds. Define

$$
\mathscr{P}=\pi(\mathscr{Y})=\{f:(f, \boldsymbol{g}) \in \mathscr{P}\}
$$

Let $\epsilon>0$ and choose $\left\{\left(E_{l}, F_{l}\right)\right\}$ as in Theorem 1.1. Given $f \in \mathscr{P}$, choose any $\boldsymbol{g}$ such that $(f, \boldsymbol{g}) \in \mathscr{S}$ and set $a_{l}=\left\|\boldsymbol{g} \chi_{F_{l}}\right\|_{\mathscr{X}(\Omega)}$ for all $l$. Then (1-4), (1-3), and property $\left(\mathrm{B}_{p}\right)$ of $\mathscr{X}(\Omega)$ imply (1-13) and (1-14). The preceding remark shows that the hypothesis of Theorem 1.2 holds. The conclusion of Theorem 1.1 now follows from Theorem 1.2.

Proof of Theorem 1.2. Theorem 1.2 can be proved by checking through the proof of Theorem 1.1. In fact, the nature of hypothesis (1-12) allows simplification of the proof. First recall that if $f^{j} \rightarrow f$ a.e. $-w$ and $\left\{f^{j}\right\}$ is bounded in $L_{w}^{N}(\Omega)$, $\left(f^{j}\right)_{E, w} \rightarrow f_{E, w}$ for every $E \in \Sigma$. Therefore, by the definition of $\widehat{\mathscr{P}}$ and Fatou's lemma, the truth of (1-12) for all $f \in \mathscr{P}$ implies its truth for all $f \in \widehat{\mathscr{P}}$. Given a sequence $\left\{f_{k}\right\}$ in $\widehat{\mathscr{P}}$, we follow the proof of Theorem 1.1 , but we no longer need to introduce the $\left\{f_{k}^{j}\right\}$ or prove (1-7) since (1-7) now follows from the fact that (1-12) holds for $\widehat{\mathscr{P}}$. Further details are left to the reader.

We close this section by listing an alternate version of Theorem 1.1 that we use in Section 3D when we consider local results.

Theorem 1.4. Let $w$ be a measure (not necessarily finite) on a $\sigma$-algebra $\Sigma$ of subsets of a set $\Omega$, with $\Omega \in \Sigma$. Let $1 \leq p<\infty, 1<N \leq \infty, \mathscr{X}(\Omega)$ be a normed linear space satisfying properties $(\mathrm{A})$ and $\left(\mathrm{B}_{p}\right)$ relative to a set $\Sigma_{0} \subset \Sigma$, and let $\mathscr{S}$ be a collection of pairs $(f, \boldsymbol{g})$ such that $f$ is $\Sigma$-measurable and $\boldsymbol{g} \in \mathscr{X}(\Omega)$.

Suppose that $\mathscr{S}$ satisfies the following conditions relative to a fixed set $\Omega^{\prime} \in \Sigma$ (in particular $\left.\Omega^{\prime} \subset \Omega\right)$ : for each $\epsilon=\epsilon_{j}=1 / j$ with $j \in \mathbb{N}$, there are a finite number of pairs $\left\{E_{l}^{\epsilon}, F_{l}^{\epsilon}\right\}_{l}$ with $E_{l}^{\epsilon} \in \Sigma$ and $F_{l}^{\epsilon} \in \Sigma_{0}$ satisfying these conditions:
(i) $w\left(\Omega^{\prime} \backslash \bigcup_{l} E_{l}^{\epsilon}\right)=0$ and $0<w\left(E_{l}^{\epsilon}\right)<\infty$.
(ii) $\left\{F_{l}^{\epsilon}\right\}_{l}$ has bounded overlaps independent of $\epsilon$ with the same overlap constant as in $\left(\mathrm{B}_{p}\right)$, that is,

$$
\sum_{l} \chi_{F_{l}^{\epsilon}}(x) \leq C_{1}, \quad x \in \Omega,
$$

for $C_{1}$ as in $\left(\mathrm{B}_{p}\right)$.
(iii) For every $(f, \boldsymbol{g}) \in \mathscr{G}$, the local Poincaré-type inequality

$$
\left\|f-f_{E_{l}^{\epsilon}, w}\right\|_{L_{w}^{p}\left(E_{l}^{\epsilon}\right)} \leq \epsilon\left\|\boldsymbol{g} \chi_{F_{l}^{\epsilon}}\right\|_{\mathscr{X}(\Omega)}
$$

holds for each $\left(E_{l}^{\epsilon}, F_{l}^{\epsilon}\right)$.
Then, for every sequence $\left\{\left(f_{k}, \boldsymbol{g}_{k}\right)\right\}$ in $\mathscr{S}$ with

$$
\begin{equation*}
\sup _{k}\left[\left\|f_{k}\right\|_{L_{w}^{N}\left(\bigcup_{l, j} E_{l}^{1 / j}\right)}+\left\|g_{k}\right\|_{\mathscr{X}(\Omega)}\right]<\infty, \tag{1-15}
\end{equation*}
$$

there is a subsequence $\left\{f_{k_{i}}\right\}$ of $\left\{f_{k}\right\}$ and a function $f \in L_{w}^{N}\left(\Omega^{\prime}\right)$ such that $f_{k_{i}} \rightarrow f$ pointwise a.e.-w in $\Omega^{\prime}$ and in $L_{w}^{q}\left(\Omega^{\prime}\right)$ norm for $1 \leq q \leq p$. If $p<N$, then also $f_{k_{i}} \rightarrow f$ in $L_{w}^{q}\left(\Omega^{\prime}\right)$ norm for $1 \leq q<N$.

The principal difference between the assumptions in Theorems 1.1 and 1.4 occurs in hypothesis (i). When we apply Theorem 1.4 in Section 3D, the sets $\left\{E_{l}^{\epsilon}\right\}$ will satisfy $\Omega^{\prime} \subset \bigcup_{l} E_{l}^{\epsilon}$ for each $\epsilon$, and consequently the condition in hypothesis (i) that $w\left(\Omega^{\prime} \backslash \bigcup_{l} E_{l}^{\epsilon}\right)=0$ for each $\epsilon$ will automatically be true. Unlike Theorem 1.1, the value of $q$ in Theorem 1.4 is always allowed to equal $p$. Although $w(\Omega)$ is not assumed to be finite in Theorem 1.4, w( $\left.\Omega^{\prime}\right)<\infty$ is true due to hypothesis (i) and the fact that the number of $E_{l}^{\epsilon}$ is finite for each $\epsilon$. As in Theorem 1.1, the hypothesis $w\left(E_{l}^{\epsilon}\right)>0$ is dispensable.
Proof of Theorem 1.4. The proof is like that of Theorem 1.1, with minor changes and some simplifications. We work directly with the pairs $\left(f_{k}, \boldsymbol{g}_{k}\right)$ without considering approximations $\left(f_{k}^{j}, \boldsymbol{g}_{k}^{j}\right)$. Due to the form of assumption (i) in Theorem 1.4, neither the set $\Omega^{\epsilon}$ nor estimate (1-6) is now needed. Since $w\left(\Omega^{\prime} \backslash \bigcup_{l} E_{l}^{\epsilon}\right)=0$ for each $\epsilon=1 / j$, we can replace $\Omega^{\epsilon}$ by $\Omega^{\prime}$ in the proof, obtaining the estimate

$$
\begin{equation*}
\left\|f_{m}-f_{k}\right\|_{L_{w}^{p}\left(\Omega^{\prime}\right)}<C \epsilon \tag{1-16}
\end{equation*}
$$

as an analogue of (1-10). In deriving (1-16), the weak and weak-star arguments are guaranteed since, by (1-15),

$$
\sup _{k}\left\|f_{k}\right\|_{L_{w}^{N}\left(\cup_{l, j} E_{l}^{1 / j}\right)}<\infty .
$$

The main change in the proof comes by observing that the entire argument formerly used to show that $\left\{f_{k}\right\}$ is Cauchy in $L_{w}^{1}(\Omega)$ is no longer needed. In fact, (1-16) proves that $\left\{f_{k}\right\}$ is Cauchy in $L_{w}^{p}\left(\Omega^{\prime}\right)$, and therefore it is also Cauchy in $L_{w}^{q}\left(\Omega^{\prime}\right)$ if $1 \leq q \leq p$ since $w\left(\Omega^{\prime}\right)<\infty$. The first conclusion in Theorem 1.4 then follows. To prove the second one, assuming that $p, q<N$, we use an analogue of (1-11) with $\Omega^{\prime}$ in place of $\Omega$ and the same choice of $\lambda$, namely,

$$
\left\|f_{m}-f_{k}\right\|_{L_{w}^{q}\left(\Omega^{\prime}\right)} \leq\left\|f_{m}-f_{k}\right\|_{L_{w}^{1}\left(\Omega^{\prime}\right)}^{\lambda}\left\|f_{m}-f_{k}\right\|_{L_{w}^{N}\left(\Omega^{\prime}\right)}^{1-\lambda}
$$

The desired conclusion then follows as before since we have already shown that the first factor on the right side tends to 0 .

## 2. Applications in the nondegenerate case

Roughly speaking, a consequence of Theorem 1.1 is that a set of functions which is bounded in $L_{w}^{N}(\Omega)$ is precompact in $L_{w}^{q}(\Omega)$ for $1 \leq q<N$ if the gradients of the functions are bounded in an appropriate norm and a local Poincaré inequality holds for them. The requirement of boundedness in $L_{w}^{N}(\Omega)$ will be fulfilled if, for example, the functions satisfy a global Poincaré or Sobolev estimate with exponent $N$ on the left side. In order to illustrate this principle more precisely, we first consider the classical gradient operator and functions on $\mathbb{R}^{n}$ with the standard Euclidean metric. We include a simple way to see that the Rellich-Kondrachov compactness theorem follows from our results. Our derivation of this fact is different from those in [Adams and Fournier 2003; Gilbarg and Trudinger 1997]; in particular, it avoids using the Arzelá-Ascoli theorem and regularization of functions by convolution. We also list compactness results for the special class of $s$-John domains in $\mathbb{R}^{n}$. Hajlasz and Koskela [1998] mention that such results follow from their development without giving specific statements. See also [Hajłasz and Koskela 2000, Theorem 8.1]. We list results for degenerate quadratic forms and vector fields in Section 3.

We begin by proving a compact embedding result for some Sobolev spaces involving two measures. Let $w$ be a measure on the Borel subsets of a fixed open set $\Omega \subset \mathbb{R}^{n}$, and let $\mu$ be a measure on the $\sigma$-algebra of Lebesgue measurable subsets of $\Omega$. We also assume that $\mu$ is absolutely continuous with respect to Lebesgue measure. If $1 \leq p<\infty$, let $E_{\mu}^{p}(\Omega)$ denote the class of locally Lebesgue integrable functions on $\Omega$ with distributional derivatives in $L_{\mu}^{p}(\Omega)$. If $1 \leq N \leq \infty$, we say that a set $Y \subset L_{w}^{N}(\Omega) \cap E_{\mu}^{p}(\Omega)$ (intersection of function spaces instead of normed
spaces of equivalence classes) is bounded in $L_{w}^{N}(\Omega) \cap E_{\mu}^{p}(\Omega)$ if

$$
\sup _{f \in Y}\left\{\|f\|_{L_{w}^{N}(\Omega)}+\|\nabla f\|_{L_{\mu}^{p}(\Omega)}\right\}<\infty .
$$

We use $D$ to denote a generic open Euclidean ball. The radius and center of $D$ will be denoted $r(D)$ and $x_{D}$, and if $C$ is a positive constant, $C D$ will denote the ball concentric with $D$ whose radius is $\operatorname{Cr}(D)$.

Theorem 2.1. Let $\widetilde{\Omega} \subset \Omega$ be open sets in $\mathbb{R}^{n}$. Let $w$ be a Borel measure on $\Omega$ with $w(\widetilde{\Omega})=w(\Omega)<\infty$ and $\mu$ be a measure on the Lebesgue measurable sets in $\Omega$ which is absolutely continuous with respect to Lebesgue measure. Let $1 \leq p<\infty$, $1<N \leq \infty$, and $\mathscr{G} \subset L_{w}^{N}(\Omega) \cap E_{\mu}^{p}(\Omega)$, and suppose that, for all $\epsilon>0$, there exists $\delta_{\epsilon}>0$ such that

$$
\begin{equation*}
\left\|f-f_{D, w}\right\|_{L_{w}^{p}(D)} \leq \epsilon\|\nabla f\|_{L_{\mu}^{p}(D)} \quad \text { for all } f \in \mathscr{\mathscr { C }} \tag{2-1}
\end{equation*}
$$

and all Euclidean balls $D$ with $r(D)<\delta_{\epsilon}$ and $2 D \subset \tilde{\Omega}$. Then, for any sequence $\left\{f_{k}\right\} \subset \mathscr{G}$ that is bounded in $L_{w}^{N}(\Omega) \cap E_{\mu}^{p}(\Omega)$, there is a subsequence $\left\{f_{k_{i}}\right\}$ and a function $f \in L_{w}^{N}(\Omega)$ such that $\left\{f_{k_{i}}\right\} \rightarrow f$ pointwise a.e.-w in $\Omega$ and in $L_{w}^{q}(\Omega)$ norm for $1 \leq q<N$.

Before proving Theorem 2.1, we give typical examples of $\tilde{\Omega}$ and $w$ with $w(\tilde{\Omega})=$ $w(\Omega)<\infty$. For any two nonempty sets $E_{1}, E_{2} \subset \mathbb{R}^{n}$, let

$$
\begin{equation*}
\rho\left(E_{1}, E_{2}\right)=\inf \left\{|x-y|: x \in E_{1}, y \in E_{2}\right\} \tag{2-2}
\end{equation*}
$$

denote the Euclidean distance between $E_{1}$ and $E_{2}$. If $x \in \mathbb{R}^{n}$ and $E$ is a nonempty set, we write $\rho(x, E)$ instead of $\rho(\{x\}, E)$. Let $\widetilde{\Omega}$ be an open subset of $\Omega$. If $\Omega$ is bounded and $\Omega \backslash \widetilde{\Omega}$ has Lebesgue measure 0 , the measure $w$ on $\Omega$ defined by $d w=\rho\left(x, \mathbb{R}^{n} \backslash \tilde{\Omega}\right)^{\alpha} d x$ clearly has the desired properties if $\alpha \geq 0$. The range of $\alpha$ can be increased to $\alpha>-1$ if $\Omega$ is a Lipschitz domain and $\Omega \backslash \tilde{\Omega}$ is a finite set. Indeed, if $\partial \Omega$ is described in local coordinates $x=\left(x_{1}, \ldots, x_{n}\right)$ by $x_{n}=F\left(x_{1}, \ldots, x_{n-1}\right)$ with $F$ Lipschitz, the distance from $x$ to $\partial \Omega$ is equivalent to $\left|x_{n}-F\left(x_{1}, \ldots, x_{n-1}\right)\right|$, and, consequently, the restriction $\alpha>-1$ guarantees that $w$ is finite near $\partial \Omega$ by using Fubini's theorem; see also [Chua 1995, Remark 3.4(b)]. If $\Omega$ is bounded and $\Omega \backslash \widetilde{\Omega}$ is finite, but with no restriction on $\partial \Omega$, the range can clearly be further increased to $\alpha>-n$ for the measure $\rho(x, \Omega \backslash \widetilde{\Omega})^{\alpha} d x$. Also note that any $w$ without point masses satisfies $w(\widetilde{\Omega})=w(\Omega)$ if $\widetilde{\Omega}$ is obtained by deleting a countable subset of $\Omega$.

Proof of Theorem 2.1. We verify the hypotheses of Theorem 1.1. Let

$$
\mathscr{X}(\Omega)=\left\{g=\left(g_{1}, \ldots, g_{n}\right):|\boldsymbol{g}|=\left(\sum_{i=1}^{n} g_{i}^{2}\right)^{1 / 2} \in L_{\mu}^{p}(\Omega)\right\}
$$

and $\|\boldsymbol{g}\|_{\mathscr{X}(\Omega)}=\|\boldsymbol{g}\|_{L_{\mu}^{p}(\Omega)}$. Then

$$
\|\nabla f\|_{\mathscr{X}(\Omega)}=\|\nabla f\|_{L_{\mu}^{p}(\Omega)} \quad \text { if } f \in E_{\mu}^{p}(\Omega)
$$

If $f \in E_{\mu}^{p}(\Omega)$, we may identify $f$ with the pair $(f, \nabla f)$ since the distributional gradient $\nabla f$ is uniquely determined by $f$ up to a set of Lebesgue measure zero. Then $L_{w}^{N}(\Omega) \cap E_{\mu}^{p}(\Omega)$ can be viewed as a subset of $L_{w}^{N}(\Omega) \times \mathscr{X}(\Omega)$. In Theorem 1.1, choose $\mathscr{S}$ to be the particular sequence $\left\{f_{k}\right\} \subset \mathscr{S}$ in the hypothesis of Theorem 2.1, $\Sigma$ to be the Lebesgue measurable subsets of $\Omega$, and $\Sigma_{0}$ to be the collection of balls $D \subset \Omega$. Then hypotheses (A) and ( $\mathrm{B}_{p}$ ) are valid with $C_{2}=\underset{\sim}{C} C_{1}$ for any $C_{1}$. Given $\epsilon>0$, since $w(\tilde{\Omega})=w(\Omega)<\infty$, there is a compact set $K \subset \tilde{\Omega}$ with $w(\Omega \backslash K)<\epsilon$. Let $0<\delta_{\epsilon}^{\prime}<\rho\left(K, \mathbb{R}^{n} \backslash \widetilde{\Omega}\right.$ ) (where $\rho\left(K, \mathbb{R}^{n} \backslash \widetilde{\Omega}\right)$ is interpreted as $\infty$ if $\widetilde{\Omega}=\mathbb{R}^{n}$ ). Let $\delta_{\epsilon}$ be as in (2-1), and fix $r_{\epsilon}$ with $0<r_{\epsilon}<\min \left\{\delta_{\epsilon}, \delta_{\epsilon}^{\prime}\right\}$. By considering the triples of balls in a maximal collection of pairwise disjoint balls of radius $r_{\epsilon} / 6$ centered in $K$, we obtain a collection $\left\{E_{l}^{\epsilon}\right\}_{l}$ of balls of radius $r_{\epsilon} / 2$ which satisfy $2 E_{l}^{\epsilon} \subset \widetilde{\Omega}$, have bounded overlaps with overlap constant independent of $\epsilon$, and whose union covers $K$. Since $K$ is compact, we may assume the collection is finite. Also,

$$
w\left(\Omega \backslash \bigcup_{l} E_{l}^{\epsilon}\right) \leq w(\Omega \backslash K)<\epsilon,
$$

and (1-4) holds with $F_{l}=E_{l}=E_{l}^{\epsilon}$ by (2-1). Theorem 2.1 now follows from Theorem 1.1 applied to $\Omega$.

In particular, we obtain the following result when $w=\mu$ is a Muckenhoupt $A_{p}\left(\mathbb{R}^{n}\right)$ weight, that is, when $d \mu=d w=\eta d x$, where $\eta(x)$ satisfies

$$
\left(\frac{1}{|D|} \int_{D} \eta d x\right)\left(\frac{1}{|D|} \int_{D} \eta^{-1 /(p-1)} d x\right)^{p-1} \leq C
$$

if $1<p<\infty$, and satisfies $|D|^{-1} \int_{D} \eta d x \leq C \operatorname{essinf}_{D} w$ if $p=1$, for all Euclidean balls $D$, with $C$ independent of $D$. As is well known, such a weight also satisfies the classical doubling condition

$$
\begin{equation*}
w\left(D_{r}(x)\right) \leq C\left(\frac{r}{r^{\prime}}\right)^{\theta} w\left(D_{r^{\prime}}(x)\right), \quad 0<r^{\prime}<r<\infty, \tag{2-3}
\end{equation*}
$$

with $\theta=n p-\epsilon$ for some $\epsilon>0$ if $p>1$, and with $\theta=n$ if $p=1$, where $C$ and $\epsilon$ are independent of $r, r^{\prime}, x$.

We denote by $W^{1, p, w}(\Omega)$ the weighted Sobolev space defined as all functions in $L_{w}^{p}(\Omega)$ whose distributional gradient is in $L_{w}^{p}(\Omega)$. Therefore $W^{1, p, w}(\Omega)=$ $L_{w}^{p}(\Omega) \cap E_{w}^{p}(\Omega)$. If $w(\Omega)<\infty$, it follows that $L_{w}^{N}(\Omega) \cap E_{w}^{p}(\Omega) \subset W^{1, p, w}(\Omega)$ when $N \geq p$, and that the opposite containment holds when $N \leq p$.
Theorem 2.2. Let $1 \leq p<\infty, w \in A_{p}\left(\mathbb{R}^{n}\right)$, and $\Omega$ be an open set in $\mathbb{R}^{n}$ with $w(\Omega)<\infty$. If $1<N \leq \infty$, then any bounded subset of $L_{w}^{N}(\Omega) \cap E_{w}^{p}(\Omega)$ is
precompact in $L_{w}^{q}(\Omega)$ if $1 \leq q<N$. Consequently, if $N>p$ and $\mathscr{S}$ is a subset of $W^{1, p, w}(\Omega)$ with

$$
\begin{equation*}
\|f\|_{L_{w}^{N}(\Omega)} \leq C\left(\|f\|_{L_{w}^{p}(\Omega)}+\|\nabla f\|_{L_{w}^{p}(\Omega)}\right) \quad \text { for all } f \in \mathscr{S} \tag{2-4}
\end{equation*}
$$

then any set in $\mathscr{S}$ that is bounded in $W^{1, p, w}(\Omega)$ is precompact in $L_{w}^{q}(\Omega)$ for $1 \leq q<N$.

If $\Omega$ is a John domain, then there exists $N>p$ ( $N$ can be $\theta p /(\theta-p)$ for some $\theta>p$ as described after (2-3)) such that $W^{1, p, w}(\Omega)$ is compactly embedded in $L_{w}^{q}(\Omega)$ for $1 \leq q<N$. In particular, the embedding of $W^{1, p, w}(\Omega)$ into $L_{w}^{p}(\Omega)$ is compact when $w \in A_{p}\left(\mathbb{R}^{n}\right)$ and $\Omega$ is a John domain.
Remark 2.3. When $w=1$ and $p<n$, the choices $N=n p /(n-p)$ and $\mathscr{S}=$ $W_{0}^{1, p}(\Omega)$ - the closure in $W^{1, p}(\Omega)$ of the class of Lipschitz functions with compact support in $\Omega$ - guarantee (2-4) by the classical Sobolev inequality for functions in $W_{0}^{1, p}(\Omega)$ (see, for example, [Gilbarg and Trudinger 1997, Theorem 7.10]). Consequently, the classical Rellich-Kondrachov theorem giving the compact embedding of $W_{0}^{1, p}(\Omega)$ in $L^{q}(\Omega)$ for $1 \leq q<n p /(n-p)$ follows as a special case of the first part of Theorem 2.2.

Proof. We apply Theorem 2.1 with $w=\mu$. Fix $p$ and $w$ with $1 \leq p<\infty$ and $w \in A_{p}\left(\mathbb{R}^{n}\right)$. By [Fabes et al. 1982], there is a constant $C$ such that the weighted Poincaré inequality

$$
\left\|f-f_{D, w}\right\|_{L_{w}^{p}(D)} \leq C r(D)\|\nabla f\|_{L_{w}^{p}(D)}, \quad f \in C^{\infty}(\Omega)
$$

holds for all Euclidean balls $D \subset \Omega$. Then since $C^{\infty}(\Omega)$ is dense in $L_{w}^{N}(\Omega) \cap$ $E_{w}^{p}(\Omega)$ if $1 \leq N<\infty$ (see, for example, [Turesson 2000]), by fixing any $\epsilon>0$ we obtain from Fatou's lemma that, for all balls $D \subset \Omega$ with $\operatorname{Cr}(D) \leq \epsilon$,

$$
\left\|f-f_{D, w}\right\|_{L_{w}^{p}(D)} \leq \epsilon\|\nabla f\|_{L_{w}^{p}(D)} \quad \text { if } f \in L_{w}^{N}(\Omega) \cap E_{w}^{p}(\Omega)
$$

The same holds when $N=\infty$ since $L_{w}^{\infty}(\Omega)=L^{\infty}(\Omega) \subset L_{w}^{p}(\Omega)$ due to the assumptions $w \in A_{p}\left(\mathbb{R}^{n}\right)$ and $w(\Omega)<\infty$. With $1<N \leq \infty$, the first statement of the theorem now follows from Theorem 2.1, and the second statement is a corollary of the first one.

Next, let $\Omega$ be a John domain. Choose $\theta>p$ such that $w$ satisfies (2-3) and define $N=\theta p /(\theta-p)$. Then $N>p$ and, by [Chua and Wheeden 2008, Theorem 1.8(b) or Theorem 4.1],

$$
\left\|f-f_{\Omega, w}\right\|_{L_{w}^{N}(\Omega)} \leq C\|\nabla f\|_{L_{w}^{p}(\Omega)}, \quad \forall f \in C^{\infty}(\Omega)
$$

Again, the inequality remains true for functions in $W^{1, p, w}(\Omega)$ by density and Fatou's lemma. It is now clear that (2-4) holds, and the last part of the theorem follows.

Our next example involves domains in $\mathbb{R}^{n}$ which are more restricted. For special $\Omega$, there are values $N>1$ such that

$$
\begin{equation*}
\|f\|_{L^{N}(\Omega)} \leq C\left(\|f\|_{L^{1}(\Omega)}+\|\nabla f\|_{L^{p}(\Omega)}\right) \tag{2-5}
\end{equation*}
$$

for all $f \in L^{1}(\Omega) \cap E^{p}(\Omega)$. Note that if $\Omega$ has finite Lebesgue measure, then $W^{1, p}(\Omega) \subset L^{1}(\Omega) \cap E^{p}(\Omega)$. As we will explain, (2-5) is true for some $N>1$ if $\Omega$ is an $s$-John domain in $\mathbb{R}^{n}$ and $1 \leq s<1+p /(n-1)$. Recall that, for $1 \leq s<\infty$, a bounded domain $\Omega \subset \mathbb{R}^{n}$ is called an $s$-John domain with central point $x^{\prime} \in \Omega$ if for some constant $c>0$ and all $x \in \Omega$ with $x \neq x^{\prime}$, there is a curve $\Gamma:[0, l] \rightarrow \Omega$ such that $\Gamma(0)=x, \Gamma(l)=x^{\prime}$,

$$
\begin{array}{rlrl}
\left|\Gamma\left(t_{1}\right)-\Gamma\left(t_{2}\right)\right| & \leq t_{2}-t_{1} & & \text { for all }\left[t_{1}, t_{2}\right] \subset[0, l] \\
\rho\left(\Gamma(t), \Omega^{c}\right) \geq c t^{s} & & \text { for all } t \in[0, l]
\end{array}
$$

The terms 1-John domain and John domain are the same. When $\Omega$ is an $s$-John domain for some $s \in[1,1+p /(n-1)$ ), it is shown in [Kilpeläinen and Malý 2000; Chua and Wheeden 2008; 2011] that (2-5) holds for all finite $N$ with

$$
\begin{equation*}
\frac{1}{N} \geq \frac{s(n-1)-p+1}{n p} \tag{2-6}
\end{equation*}
$$

and for all $f \in W^{1, p}(\Omega)$ without any support restrictions. Note that the right side of (2-6) is strictly less than $1 / p$ for such $s$, and consequently there are values $N>p$ which satisfy (2-6). For $N$ as in (2-6), the global estimate

$$
\begin{equation*}
\left\|f-f_{\Omega}\right\|_{L^{N}(\Omega)} \leq C\|\nabla f\|_{L^{p}(\Omega)}, \quad f_{\Omega}=\int_{\Omega} f(x) d x /|\Omega|, \tag{2-7}
\end{equation*}
$$

is shown to hold if $f \in \operatorname{Lip}_{\text {loc }}(\Omega)$ [Chua and Wheeden 2011], and then follows for all $f \in L^{1}(\Omega) \cap E^{p}(\Omega)$; see the proof of Theorem 2.4 for related comments. Inequality (2-5) is clearly a consequence of (2-7).

More generally, weighted versions of (2-7) hold for $s$-John domains and lead to weighted compactness results, as we now show. Let $1 \leq p<\infty$, and, for real $\alpha$ and $\rho\left(x, \Omega^{c}\right)$ as in (2-2), let $L_{\rho^{\alpha} d x}^{p}(\Omega)$ be the class of Lebesgue measurable $f$ on $\Omega$ with

$$
\|f\|_{L_{\rho}^{p} d x}^{p}(\Omega)=\left(\int_{\Omega}|f(x)|^{p} \rho\left(x, \Omega^{c}\right)^{\alpha} d x\right)^{1 / p}<\infty
$$

Theorem 2.4. Suppose that $1 \leq s<\infty$ and $\Omega$ is an $s$-John domain in $\mathbb{R}^{n}$. Let $p, a, b$ satisfy $1 \leq p<\infty, a \geq 0, b \in \mathbb{R}$, and $b-a<p$.
(i) If

$$
\begin{equation*}
n+a>s(n-1+b)-p+1 \tag{2-8}
\end{equation*}
$$

then, for any $1 \leq q<\infty$ such that

$$
\begin{equation*}
\frac{1}{q}>\max \left\{\frac{1}{p}-\frac{1}{n}, \frac{s(n-1+b)-p+1}{(n+a) p}\right\}, \tag{2-9}
\end{equation*}
$$

$L_{\rho^{a} d x}^{1}(\Omega) \cap E_{\rho^{b} d x}^{p}(\Omega)$ is compactly embedded in $L_{\rho^{a} d x}^{q}(\Omega)$.
(ii) If $p>1$ and

$$
\begin{equation*}
n+a p>s(n-1+b)-p+1 \geq n+a, \tag{2-10}
\end{equation*}
$$

then, for any $1 \leq q<\infty$ such that

$$
\begin{equation*}
\frac{a}{q}>\max \left\{\frac{b}{p}-1, \frac{s(n-1+b)-p-n+1}{p}\right\}, \tag{2-11}
\end{equation*}
$$

$L_{\rho^{a} d x}^{1}(\Omega) \cap E_{\rho^{b} d x}^{p}(\Omega)$ is compactly embedded in $L_{\rho^{a} d x}^{q}(\Omega)$.
Remark 2.5. (1) If $a=b=0,(2-8)$ is the same as $s<1+p /(n-1)$. If $a=0$, (2-10) never holds.
(2) The requirement that $b-a<p$ follows from (2-8) and (2-9) by considering the cases $n-1+b \geq 0$ and $n-1+b<0$ separately. Hence $b-a<p$ automatically holds in Theorem 2.4(i), but it is an assumption in (ii). Also, (2-10) and (2-11) imply that $q<p$, and consequently that $p>1$.
(3) Conditions (2-8) and (2-9) imply there exists $N \in(p, \infty)$ with

$$
\begin{equation*}
\frac{1}{q}>\frac{1}{N}>\max \left\{\frac{1}{p}-\frac{1}{n}, \frac{s(n-1+b)-p+1}{(n+a) p}\right\} . \tag{2-12}
\end{equation*}
$$

Conversely, (2-8) holds if there exists $N \in(p, \infty)$ such that (2-12) holds.
(4) Assumption (2-11) ensures that there exists $N \in(q, \infty)$ such that (2-11) holds with $q$ replaced by $N$.

Proof of Theorem 2.4. This result is also a consequence of Theorem 2.1, but we deduce it from Theorem 1.1 by using arguments like those in the proofs of Theorems 2.1 and 2.2. Fix $a, b, p, q$ as in the hypothesis and denote $\rho(x)=\rho\left(x, \Omega^{c}\right)$. Choose $w=\rho^{a} d x$ and note that $w(\Omega)<\infty$ since $a \geq 0$ and $\Omega$ is now bounded. Define

$$
\mathscr{X}(\Omega)=\left\{\boldsymbol{g}=\left(g_{1}, \ldots, g_{n}\right):|\boldsymbol{g}| \in L_{\rho^{b} d x}^{p}(\Omega)\right\}
$$

and $\|\boldsymbol{g}\|_{\mathscr{X}(\Omega)}=\|\boldsymbol{g}\|_{L^{p}{ }^{p} d x}(\Omega)$. Fix $\epsilon>0$ and choose a compact set $K \subset \Omega$ with

$$
|\Omega \backslash K|_{\rho^{a}} d x:=\int_{\Omega \backslash K} \rho^{a} d x<\epsilon .
$$

Also choose $\delta_{\epsilon}^{\prime}$ with $0<\delta_{\epsilon}^{\prime}<\rho\left(K, \Omega^{c}\right)$, where $\rho\left(K, \Omega^{c}\right)$ is the Euclidean distance between $K$ and $\Omega^{c}$.

If $D$ is a Euclidean ball with center $x_{D} \in K$ and $r(D)<\frac{1}{2} \delta_{\epsilon}^{\prime}$, then $2 D \subset \Omega$ and $\rho(x)$ is essentially constant on $D$; in fact, for such $D$,

$$
\frac{1}{2} \rho\left(x_{D}\right) \leq \rho(x) \leq \frac{3}{2} \rho\left(x_{D}\right), \quad x \in D .
$$

We claim that, for such $D$, the simple unweighted Poincaré estimate

$$
\left\|f-f_{D}\right\|_{L^{p}(D)} \leq C r(D)\|\nabla f\|_{L^{p}(D)}, \quad f \in \operatorname{Lip}_{\mathrm{loc}}(\Omega)
$$

where $f_{D}=f_{D, d x}$, implies that for $f \in \operatorname{Lip}_{\text {loc }}(\Omega)$,

$$
\begin{align*}
& \left\|f-f_{D, \rho^{a} d x}\right\|_{L_{\rho}^{p}{ }_{d x}(D)}  \tag{2-13}\\
& \quad \leq \widetilde{C}\left(r(D)^{(a-b) / p}+\operatorname{diam}(\Omega)^{(a-b) / p}\right) r(D)\|\nabla f\|_{L_{\rho^{b} d x}^{p}(D)},
\end{align*}
$$

where $f_{D, \rho^{a}} d x=\int_{D} f \rho^{a} d x / \int_{D} \rho^{a} d x$ and $\tilde{C}$ depends on $C, a, b$ but is independent of $D, f$. To show this, first note that, for such $D$, since $\rho \sim \rho\left(x_{D}\right)$ on $D$, the simple Poincaré estimate immediately gives

$$
\left\|f-f_{D}\right\|_{L_{\rho^{a} d x}^{p}(D)} \leq \tilde{C} \rho\left(x_{D}\right)^{(a-b) / p_{r}} r(D)\|\nabla f\|_{L_{\rho^{b} d x}^{p}(D)}, \quad f \in \operatorname{Lip}_{\mathrm{loc}}(\Omega),
$$

and then a similar estimate with $f_{D}$ replaced by $f_{D, \rho^{a}} d x$ follows by standard arguments. Clearly (2-13) will now follow if we show that

$$
\rho\left(x_{D}\right)^{(a-b) / p} \leq r(D)^{(a-b) / p}+\operatorname{diam}(\Omega)^{(a-b) / p} \quad \text { for such } D .
$$

However, this is clear since $r(D) \leq \rho\left(x_{D}\right) \leq \operatorname{diam}(\Omega)$ for $D$ as above, and (2-13) is proved.

We can now apply the weighted density result of [Hajłasz 1993; Hajłasz and Koskela 1998] to conclude that (2-13) holds for all $f \in L_{\rho^{a} d x}^{1}(\Omega) \cap E_{\rho^{b} d x}^{p}(\Omega)$ and all balls $D$ with $x_{D} \in K$ and $r(D)<\frac{1}{2} \delta_{\epsilon}^{\prime}$.

Recall that $(a-b) / p+1>0$. Thus there exists $r_{\epsilon}$ with $0<r_{\epsilon}<\frac{1}{2} \delta_{\epsilon}^{\prime}$ and

$$
\widetilde{C}\left(r_{\epsilon}^{(a-b) / p}+\operatorname{diam}(\Omega)^{(a-b) / p}\right) r_{\epsilon}<\epsilon .
$$

Let $\Sigma$ and $\Sigma_{0}$ be as in the proof of Theorem 2.1, and let $\left\{E_{l}\right\}_{l}=\left\{F_{l}\right\}_{l}$ be the triples of balls in a maximal collection of pairwise disjoint balls centered in $K$ with radius $\frac{1}{3} r_{\epsilon}$. Then (2-13) and the choice of $r_{\epsilon}$ give the desired version of (1-4), namely

$$
\left\|f-f_{D, \rho^{a} d x}\right\|_{L_{\rho^{a} d x}^{p}}(D) \leq \epsilon\|\nabla f\|_{L_{\rho^{b} d x}^{p}(D)}
$$

for $D=E_{l}$ and $f \in L_{\rho^{a} d x}^{1}(\Omega) \cap E_{\rho^{b} d x}^{p}(\Omega)$. Next, use the last two parts of Remark 2.5 to choose $N \in(q, \infty)$ such that either (2-9) or (2-11) holds with $q$
replaced by $N$. Every $f \in L_{\rho^{a} d x}^{1}(\Omega) \cap E_{\rho^{b} d x}^{p}(\Omega)$ then satisfies the global Poincaré estimate

$$
\begin{align*}
& \left\|f-f_{\Omega, \rho^{a} d x}\right\|_{L_{\rho^{a} d x}^{N}(\Omega)} \leq C\|\nabla f\|_{L_{\rho^{b} d x}^{p}(\Omega)},  \tag{2-14}\\
& \quad f \in L_{\rho^{a} d x}^{1}(\Omega) \cap E_{\rho^{b} d x}^{p}(\Omega),
\end{align*}
$$

where

$$
f_{\Omega, \rho^{a}} d x=\int_{\Omega} f \rho^{a} d x / \int_{\Omega} \rho^{a} d x
$$

In fact, under the hypothesis of Theorem 2.4, this is proved for example in [Chua and Wheeden 2011] for $f \in \operatorname{Lip}_{\text {loc }}(\Omega) \cap L_{\rho^{a} d x}^{1}(\Omega) \cap E_{\rho^{b} d x}^{p}(\Omega)$, and then follows for all $f \in L_{\rho^{a} d x}^{1}(\Omega) \cap E_{\rho^{b} d x}^{p}(\Omega)$ by the density result of [Hajłasz 1993; Hajłasz and Koskela 1998] and Fatou's lemma. By (2-14),

$$
\|f\|_{L_{\rho^{a} d x}^{N}(\Omega)} \leq C\|f\|_{L_{\rho^{1}{ }_{d x}}^{1}(\Omega)}+C\|\nabla f\|_{L_{\rho^{b} d x}^{p}(\Omega)}
$$

for the same class of $f$. The remaining details of the proof are left to the reader.
In passing, we mention that the role played by the distance function $\rho\left(x, \Omega^{c}\right)$ in Theorem 2.4 can instead be played by

$$
\rho_{0}(x)=\inf \left\{|x-y|: y \in \Omega_{0}\right\}, \quad x \in \Omega,
$$

for certain $\Omega_{0} \subset \Omega^{c}$; see [Chua and Wheeden 2011, Theorem 1.6] for a description of such $\Omega_{0}$ and the required Poincaré estimate, and note that the density result in [Hajłasz and Koskela 1998] holds for positive continuous weights.

## 3. Applications in the degenerate case

In this section, $\Omega$ will denote a fixed open set in $\mathbb{R}^{n}$, possibly unbounded. For $(x, \xi) \in \Omega \times \mathbb{R}^{n}$, we consider a nonnegative quadratic form $\xi^{\prime} Q(x) \xi$ which may degenerate, that is, which may vanish for some $\xi \neq 0$. Such quadratic forms occur naturally in the context of subelliptic equations and give rise to degenerate Sobolev spaces as discussed below. Our goal is to apply Theorem 1.1 to obtain compact embedding of these degenerate spaces into Lebesgue spaces related to the gain in integrability provided by Poincaré-Sobolev inequalities. The framework that we use contains the subelliptic one developed in [Sawyer and Wheeden 2006; 2010], where regularity theory for weak solutions of linear subelliptic equations of second order in divergence form is studied.

3A. Standing assumptions. We now list some notation and assumptions that will be in force everywhere in Section 3, even when not explicitly mentioned.

Definition 3.1. A function $d$ is called a finite symmetric quasimetric (or simply a quasimetric) on $\Omega$ if $d: \Omega \times \Omega \rightarrow[0, \infty)$ and there is a constant $\kappa \geq 1$ such that, for all $x, y, z \in \Omega$,

$$
\begin{align*}
& d(x, y)=d(y, x), \\
& d(x, y)=0 \Longleftrightarrow x=y,  \tag{3-1}\\
& d(x, y) \leq \kappa[d(x, z)+d(z, y)] .
\end{align*}
$$

If $d$ is a quasimetric on $\Omega$, we refer to the pair $(\Omega, d)$ as a quasimetric space. In some applications, $d$ is closely related to $Q(x)$. For example, $d$ is sometimes chosen to be the Carnot-Carathéodory control metric related to $Q$; cf. [Sawyer and Wheeden 2006].

Given $x \in \Omega, r>0$, and a quasimetric $d$, the subset of $\Omega$ defined by

$$
B_{r}(x)=\{y \in \Omega: d(x, y)<r\}
$$

will be called the quasimetric $d$-ball centered at $x$ of radius $r$. Note that every $d$-ball $B=B_{r}(x)$ satisfies $B \subset \Omega$ by definition.

It is sometimes possible, and desirable in case the boundary of $\Omega$ is rough, to be able to work only with $d$-balls that are deep inside $\Omega$ in the sense that their Euclidean closures $\bar{B}$ lie in $\Omega$. See Remark 3.6(ii) for comments about being able to use such balls.

Recall that $D_{s}(x)$ denotes the ordinary Euclidean ball of radius $s$ centered at $x$. We always assume that $d$ is related to the standard Euclidean metric as follows:

$$
\begin{equation*}
\forall x \in \Omega \text { and } r>0, \exists s=s(x, r)>0 \text { such that } D_{s}(x) \subset B_{r}(x) . \tag{3-2}
\end{equation*}
$$

Remark 3.2. Condition (3-2) is clearly true if $d$-balls are open, and it is weaker than the well-known condition of C. Fefferman and Phong stating that for each compact $K \subset \Omega$, there are constants $\beta, r_{0}>0$ such that $D_{r \beta}(x) \subset B_{r}(x)$ for all $x \in K$ and $0<r<r_{0}$.

Throughout Section 3, $Q(x)$ denotes a fixed Lebesgue measurable $n \times n$ nonnegative symmetric matrix on $\Omega$ and we assume that every $d$-ball $B$ centered in $\Omega$ is Lebesgue measurable. We deal with three locally finite measures $w, \nu, \mu$ on the Lebesgue measurable subsets of $\Omega$, each with a particular role. In Section 3C, where only global results are developed, we assume $w(\Omega)<\infty$, but this assumption is not required for the local results of Section 3D. The measure $\mu$ is assumed to be absolutely continuous with respect to Lebesgue measure; the comment following (3-4) explains why this assumption is natural. In Section 3, we sometimes assume that $w$ is absolutely continuous with respect to $v$, but we drop this assumption completely in the Appendix.

We do not require the existence of a doubling measure for the collection of $d$-balls, but we always assume that $(\Omega, d)$ satisfies the weaker local geometric doubling property given in the next definition; see [Hytönen and Martikainen 2012] for a global version.

Definition 3.3. A quasimetric space $(\Omega, d)$ satisfies the local geometric doubling condition if for every compact $K \subset \Omega$, there exists $\delta^{\prime}=\delta^{\prime}(K)>0$ such that, for all $x \in K$ and all $0<r^{\prime}<r<\delta^{\prime}$, the number of disjoint $d$-balls of radius $r^{\prime}$ contained in $B_{r}(x)$ is at most a constant $\mathscr{C}_{r / r^{\prime}}$ depending on $r / r^{\prime}$ but not on $K$.

3B. The degenerate Sobolev spaces $W_{v, \mu}^{1, p}(\Omega, Q)$ and $W_{v, \mu, \boldsymbol{0}}^{1, p}(\Omega, Q)$. We will define weighted degenerate Sobolev spaces by using an approach like the one in [Sawyer and Wheeden 2010] or [Monticelli et al. 2012] for the unweighted case. We first define an appropriate space of vectors, including vectors which will eventually play the role of gradients, where size is measured relative to the nonnegative quadratic form

$$
Q(x, \xi)=\xi^{\prime} Q(x) \xi, \quad(x, \xi) \in \Omega \times \mathbb{R}^{n} .
$$

For $1 \leq p<\infty$, consider the collection of measurable $\mathbb{R}^{n}$-valued functions $\vec{g}(x)=$ ( $g_{1}(x), \ldots, g_{n}(x)$ ) satisfying

$$
\begin{align*}
\|\vec{g}\|_{\mathscr{L}_{\mu}^{p}(\Omega, Q)} & =\left\{\int_{\Omega} Q(x, \vec{g}(x))^{p / 2} d \mu\right\}^{1 / p}  \tag{3-3}\\
& =\left\{\int_{\Omega}|\sqrt{Q(x)} \vec{g}(x)|^{p} d \mu\right\}^{1 / p} \\
& <\infty
\end{align*}
$$

We identify any two functions $\vec{g}, \vec{h}$ in the collection for which $\|\vec{g}-\vec{h}\|_{\mathscr{L}_{\mu}^{p}(\Omega, Q)}=0$. Then (3-3) defines a norm on the resulting space of equivalence classes. The formweighted space $\mathscr{L}_{\mu}^{p}(\Omega, Q)$ is defined to be the collection of these equivalence classes, with norm (3-3). By using methods similar to those in [Sawyer and Wheeden 2010], it follows that $\mathscr{L}_{\mu}^{2}(\Omega, Q)$ is a Hilbert space and $\mathscr{L}_{\mu}^{p}(\Omega, Q)$ is a Banach space for $1 \leq p<\infty$.

Now consider the (possibly infinite) norm on $\operatorname{Lip}_{\text {loc }}(\Omega)$ defined by

$$
\begin{equation*}
\|f\|_{W_{v}^{1, \mu}(\Omega, Q)}^{1, p}=\|f\|_{L_{\nu}^{p}(\Omega)}+\|\nabla f\|_{\mathscr{L}_{\mu}^{p}(\Omega, Q)} . \tag{3-4}
\end{equation*}
$$

We comment here that our standing assumption that $\mu(Z)=0$ when $Z$ has Lebesgue measure 0 assures that $\|\nabla f\|_{\mathscr{L}_{\mu}^{p}(\Omega, Q)}$ is well-defined if $f \in \operatorname{Lip}_{\text {loc }}(\Omega)$; in fact, for such $f$, the Rademacher-Stepanov theorem implies that $\nabla f$ exists a.e. in $\Omega$ with respect to Lebesgue measure.

Definition 3.4. Let $1 \leq p<\infty$.
(1) The degenerate Sobolev space $W_{\nu, \mu}^{1, p}(\Omega, Q)$ is the completion under the norm (3-4) of the set

$$
\operatorname{Lip}_{Q, p}(\Omega)=\operatorname{Lip}_{Q, p, \nu, \mu}(\Omega)=\left\{f \in \operatorname{Lip}_{\mathrm{loc}}(\Omega):\|f\|_{W_{v, \mu}^{1, p}(\Omega, Q)}<\infty\right\}
$$

(2) The degenerate Sobolev space $W_{\nu, \mu, 0}^{1, p}(\Omega, Q)$ is the completion under the norm (3-4) of the set $\operatorname{Lip}_{Q, p, 0}(\Omega)=\operatorname{Lip}_{0}(\Omega) \cap \operatorname{Lip}_{Q, p}(\Omega)$, where $\operatorname{Lip}_{0}(\Omega)$ denotes the collection of Lipschitz functions with compact support in $\Omega$. If $Q \in L_{\text {loc }}^{p / 2}(\Omega), \operatorname{Lip}_{Q, p, 0}(\Omega)=\operatorname{Lip}_{0}(\Omega)$ since $v$ and $\mu$ are locally finite.

We now make some comments about $W_{\nu, \mu}^{1, p}(\Omega, Q)$, most of which have analogues for $W_{\nu, \mu, 0}^{1, p}(\Omega, Q)$. By definition, $W_{\nu, \mu}^{1, p}(\Omega, Q)$ is the Banach space of equivalence classes of Cauchy sequences of $\operatorname{Lip}_{Q, p}(\Omega)$ functions with respect to the norm (3-4). Given a Cauchy sequence $\left\{f_{j}\right\}$ of $\operatorname{Lip}_{Q, p}(\Omega)$ functions, denote its equivalence class by $\left[\left\{f_{j}\right\}\right]$. If $\left\{v_{j}\right\} \in\left[\left\{f_{j}\right\}\right]$, then $\left\{v_{j}\right\}$ is a Cauchy sequence in $L_{v}^{p}(\Omega)$ and $\left\{\nabla v_{j}\right\}$ is a Cauchy sequence in $\mathscr{L}_{\mu}^{p}(\Omega, Q)$. Hence there is a pair $(f, \vec{g}) \in L_{\nu}^{p}(\Omega) \times \mathscr{L}_{\mu}^{p}(\Omega, Q)$ so that

$$
\left\|v_{j}-f\right\|_{L_{v}^{p}(\Omega)} \rightarrow 0 \quad \text { and } \quad\left\|\nabla v_{j}-\vec{g}\right\|_{\mathscr{L}_{\mu}^{p}(\Omega, Q)} \rightarrow 0
$$

as $j \rightarrow \infty$. The pair $(f, \vec{g})$ is uniquely determined by the equivalence class $\left[\left\{f_{j}\right\}\right]$, that is, it is independent of a particular $\left\{v_{j}\right\} \in\left[\left\{f_{j}\right\}\right]$. We say that $(f, \vec{g})$ is represented by $\left\{v_{j}\right\}$. We obtain a Banach space isomorphism $\mathscr{f}$ from $W_{\nu, \mu}^{1, p}(\Omega, Q)$ onto a closed subspace $\mathscr{W}_{\nu, \mu}^{1, p}(\Omega, Q)$ of $L_{\nu}^{p}(\Omega) \times \mathscr{L}_{\mu}^{p}(\Omega, Q)$ by setting

$$
\begin{equation*}
\mathscr{F}\left(\left[\left\{f_{j}\right\}\right]\right)=(f, \vec{g}) . \tag{3-5}
\end{equation*}
$$

We often do not distinguish between $W_{\nu, \mu}^{1, p}(\Omega, Q)$ and $W_{\nu, \mu}^{1, p}(\Omega, Q)$. Similarly, $W_{v, \mu, 0}^{1, p}(\Omega, Q)$ denotes the image of $W_{v, \mu, 0}^{1, p}(\Omega, Q)$ under $\mathscr{F}$, but we often consider these spaces to be the same.

It is important to think of a typical element of $\mathcal{W}_{\nu, \mu}^{1, p}(\Omega, Q)$, or $W_{\nu, \mu}^{1, p}(\Omega, Q)$, as a pair $(f, \vec{g})$ as above, and not simply as the first component $f$. In fact, if $(f, \vec{g}) \in \mathscr{W}_{v, \mu}^{1, p}(\Omega, Q)$, the vector $\vec{g}$ may not be uniquely determined by $f$; see [Fabes et al. 1982, Section 2.1] for a well-known example.

If $f \in \operatorname{Lip}_{Q, p}(\Omega)$, the pair $(f, \nabla f)$ may be viewed as an element of $W_{\nu, \mu}^{1, p}(\Omega, Q)$ by identifying it with the equivalence class $[\{f\}]$ corresponding to the sequence each of whose entries is $f$. When viewed as a class, $(f, \nabla f)$ generally contains pairs whose first components are not Lipschitz functions; for example, if $f \in \operatorname{Lip}_{Q, p}(\Omega)$ and $F$ is any function with $F=f$ a.e.- $\nu$, then $(f, \nabla f)=(F, \nabla f)$ in $W_{\nu, \mu}^{1, p}(\Omega, Q)$. However, in what follows, when we consider a pair $(f, \nabla f)$ with $f \in \operatorname{Lip}_{Q, p}(\Omega)$, we do not adopt this point of view. Instead we identify an $f \in \operatorname{Lip}_{Q, p}(\Omega)$ with the single pair $(f, \nabla f)$ whose first component is $f$ (defined everywhere in $\Omega$ )
and whose second component is $\nabla f$, which exists a.e. with respect to Lebesgue measure by the Rademacher-Stepanov theorem. This convention lets us avoid assuming that $w$ is absolutely continuous with respect to $v$, written $w \ll \nu$, in Poincaré-Sobolev estimates for $\operatorname{Lip}_{Q, p}(\Omega)$ functions. We reserve the notation $\mathscr{H}$ for subsets of $\operatorname{Lip}_{Q, p}(\Omega)$ viewed in this way.

On the other hand, $\mathscr{W}$ denotes various subsets of $W_{v, \mu}^{1, p}(\Omega, Q)$ with elements viewed as equivalence classes. When our hypotheses are phrased in terms of such $W$, we assume that $w \ll v$ in order to avoid technical difficulties associated with sets of measure 0 ; see the comment after (3-18). In the Appendix, we drop the assumption $w \ll v$ altogether.

We abuse the notation (3-4) by writing

$$
\begin{equation*}
\|(f, \nabla f)\|_{W_{v}, \mu(\Omega, Q)}=\|f\|_{L_{\nu}^{p}(\Omega)}+\|\nabla f\|_{\mathscr{L}_{\mu}^{p}(\Omega, Q)}, \quad f \in \operatorname{Lip}_{Q, p}(\Omega), \tag{3-6}
\end{equation*}
$$

and we extend this to generic $(f, \vec{g}) \in W_{\nu, \mu}^{1, p}(\Omega, Q)$ by writing

$$
\begin{equation*}
\|(f, \vec{g})\|_{W_{\nu, \mu}^{1, p}(E, Q)}=\|f\|_{L_{\nu}^{p}(E)}+\|\vec{g}\|_{\mathscr{L}_{\mu}^{p}(E, Q)} \quad \text { for any measurable } E \subset \Omega . \tag{3-7}
\end{equation*}
$$

3C. Global compactness results for degenerate spaces. In this section, we state and prove compactness results which apply to the entire set $\Omega$. Results which are more local are given in Section 3D.

In order to apply Theorem 1.1 in this setting, we use the following version of Poincaré's inequality for $d$-balls.
Definition 3.5. Let $1 \leq p<\infty$, let $\operatorname{Lip}_{Q, p}(\Omega)$ be as in Definition 3.4, and let $\mathscr{H} \subset \operatorname{Lip}_{Q, p}(\Omega)$. We say that the Poincaré property of order $p$ holds for $\mathscr{H}$ if there is a constant $c_{0} \geq 1$ such that for every $\epsilon>0$ and every compact set $K \subset \Omega$, there exists $\delta=\delta(\epsilon, K)>0$ such that, for all $f \in \mathscr{H}$ and every $d$-ball $B_{r}(y)$ with $y \in K$ and $0<r<\delta$,

$$
\begin{equation*}
\left(\int_{B_{r}(y)}\left|f-f_{B_{r}(y), w}\right|^{p} d w\right)^{1 / p} \leq \epsilon\|(f, \nabla f)\|_{W_{v, \mu}^{1, p}\left(B_{c_{0} r}(y), Q\right)} . \tag{3-8}
\end{equation*}
$$

Remark 3.6. (i) Inequality (3-8) is not of standard Poincaré form. A more typical form is

$$
\begin{align*}
& \left(\frac{1}{w\left(B_{r}(y)\right)} \int_{B_{r}(y)}\left|f-f_{B_{r}(y), w}\right|^{p} d w\right)^{1 / p}  \tag{3-9}\\
& \quad \leq C r\left(\frac{1}{\mu\left(B_{c_{0} r}(y)\right)} \int_{B_{c_{0} r}(y)}|\sqrt{Q} \nabla f|^{p} d \mu\right)^{1 / p}
\end{align*}
$$

for some $c_{0} \geq 1$. In [Sawyer and Wheeden 2006; 2010; Rodney 2007; 2012], the unweighted version of (3-9) with $p=2$ is used. Let $\rho(x, \partial \Omega)$ and $\rho(E, \partial \Omega)$ be as in (2-2). In [Sawyer and Wheeden 2010], the unweighted form of (3-9) with $p=2$
is assumed for all $f \in \operatorname{Lip}_{Q, 2}(\Omega)$ and all $B_{r}(y)$ with $y \in \Omega$ and $0<r<\delta_{0} \rho(y, \partial \Omega)$ for some $\delta_{0} \in(0,1)$ independent of $y, r$. If $K$ is a compact set in $\Omega$, this version would then hold for all $B_{r}(y)$ with $y \in K$ and $0<r<\delta_{0} \rho(K, \partial \Omega)$. For general $p, w$, and $\mu$, if for every compact $K \subset \Omega,(3-9)$ is valid for all $B_{r}(y)$ with $y \in K$ and $0<r<\delta_{0} \rho(K, \partial \Omega)$, then (3-8) follows easily, provided

$$
\begin{equation*}
\lim _{r \rightarrow 0}\left\{\sup _{y \in K} r^{p} \frac{w\left(B_{r}(y)\right)}{\mu\left(B_{c_{0} r} r(y)\right)}\right\}=0 \tag{3-10}
\end{equation*}
$$

for every compact $K \subset \Omega$. Note that (3-10) automatically holds if $w=\mu$.
If both (3-9) and (3-10) hold, then (3-8) is true for any choice of $\nu$. In this situation, one can pick $\nu=w$ in order to avoid technicalities encountered below when $w$ is not absolutely continuous with respect to $v$.
(ii) Especially when $\partial \Omega$ is rough, it is simplest to deal only with $d$-balls $B$ which stay away from $\partial \Omega$, that is, which satisfy

$$
\begin{equation*}
\bar{B} \subset \Omega . \tag{3-11}
\end{equation*}
$$

We can always assume this for the balls in (3-8) if the converse of (3-2) is also true, namely, if

$$
\begin{equation*}
\forall x \in \Omega \text { and } r>0, \exists s=s(r, x)>0 \text { such that } B_{s}(x) \subset D_{r}(x) . \tag{3-12}
\end{equation*}
$$

To see why, let us first show that given a compact set $K$ and an open set $G$ with $K \subset G \subset \Omega$, there exists $t>0$ so that $\overline{B_{t}(y)} \subset G$ for all $y \in K$. Indeed, for such $K$ and $G$, let $t^{\prime}=\frac{1}{2} \rho\left(K, G^{c}\right)$. By (3-12), for each $x \in K$, there exists $r(x)>0$ such that $B_{r(x)}(x) \subset D_{t^{\prime}}(x)$. Further, by (3-2), there exists $s(x)>0$ such that $D_{s(x)}(x) \subset B_{r(x) /(2 \kappa)}(x)$, where $\kappa$ is as in (3-1). Since $K$ is compact, we may choose finite collections $\left\{B_{r_{i} /(2 \kappa)}\left(x_{i}\right)\right\}$ and $\left\{D_{s_{i}}\left(x_{i}\right)\right\}$ with $x_{i} \in K, r_{i}=r\left(x_{i}\right)$, $s_{i}=s\left(x_{i}\right)$, and $K \subset \bigcup D_{s_{i}}\left(x_{i}\right) \subset \bigcup B_{r_{i} /(2 \kappa)}\left(x_{i}\right)$. Now set $t=\min \left\{r_{i} /(2 \kappa)\right\}$. Let $y \in K$ and choose $i$ such that $y \in B_{r_{i} /(2 \kappa)}\left(x_{i}\right)$. By (3-1), $B_{t}(y) \subset B_{r_{i}}\left(x_{i}\right)$ and, consequently, $B_{t}(y) \subset D_{t^{\prime}}\left(x_{i}\right)$. Since $\overline{D_{t^{\prime}}\left(x_{i}\right)} \subset G$, we obtain $\overline{B_{t}(y)} \subset G$ for every $y \in K$, as desired. In particular, $\overline{B_{t}(y)} \subset \Omega$ for all $y \in K$. Since the validity of (3-8) for some $\delta=\delta(\epsilon, K)$ implies its validity for $\min \{\delta, t\}$, it follows that we may assume (3-11) for every $B_{r}(y)$ in (3-8) when (3-12) holds. Similarly, since the constant $c_{0}$ in (3-8) is independent of $K$, we may also assume that every $B_{c_{0} r}(y)$ in (3-8) has closure in $\Omega$.
(iii) We can often slightly weaken the assumption in Definition 3.5 that $K$ is an arbitrary compact set in $\Omega$. For example, in our results where $w(\Omega)<\infty$, it is generally enough to assume that for each $\epsilon>0$, there is a particular compact $K$ with $w(\Omega \backslash K)<\epsilon$ such that (3-8) holds. However, in Section 3D, where we do not assume $w(\Omega)<\infty$, it is convenient to keep the hypothesis that $K$ is arbitrary.

Given a set $\mathscr{H} \subset \operatorname{Lip}_{Q, p}(\Omega)$, define

$$
\begin{equation*}
\widehat{\mathscr{H}}=\left\{f: \text { there exists }\left\{f^{j}\right\} \subset \mathscr{H} \text { with } f^{j} \rightarrow f \text { a.e.- } w\right\} . \tag{3-13}
\end{equation*}
$$

It will be useful later to note that if $\mathscr{H}$ is bounded in $L_{w}^{N}(\Omega)$ for some $N$, then $\widehat{\mathscr{H}}$ is also bounded in $L_{w}^{N}(\Omega)$ by Fatou's lemma; in particular, every $f \in \widehat{\mathscr{H}}$ then belongs to $L_{w}^{N}(\Omega)$. See (3-15) for a relationship between $\widehat{\mathscr{H}}$ and the closure of $\mathscr{H}$ in $W_{\nu, \mu}^{1, p}(\Omega, Q)$ in case $w \ll \nu$.

We now state our simplest global result. Its proof is given after Corollary 3.11.
Theorem 3.7. Let the assumptions of Section $3 A$ hold, $w(\Omega)<\infty, 1 \leq p<\infty$, $1<N \leq \infty$, and $\mathscr{H} \subset \operatorname{Lip}_{Q, p}(\Omega)$. Suppose that the Poincaré property of order $p$ in Definition 3.5 holds for $\mathscr{H}$ and that

$$
\begin{equation*}
\sup _{f \in \mathscr{H}}\left\{\|f\|_{L_{w}^{N}(\Omega)}+\|f\|_{L_{v}^{p}(\Omega)}+\|\nabla f\|_{\mathscr{L}_{\mu}^{p}(\Omega, Q)}\right\}<\infty . \tag{3-14}
\end{equation*}
$$

Then any sequence $\left\{f_{k}\right\} \subset \widehat{\mathscr{H}}$ has a subsequence that converges in $L_{w}^{q}(\Omega)$ norm for every $1 \leq q<N$ to a function belonging to $L_{w}^{N}(\Omega)$.

Let $\mathscr{H} \subset \operatorname{Lip}_{Q, p}(\Omega)$ and $\widehat{\mathscr{H}}$ be as in (3-13). We reserve the notation $\overline{\mathscr{H}}$ for the closure of $\mathscr{H}$ in $W_{v, \mu}^{1, p}(\Omega, Q)$, that is, for the closure of the collection

$$
\{(f, \nabla f): f \in \mathscr{H}\}
$$

with respect to the norm (3-6). Elements of $\overline{\mathcal{H}}$ are viewed as equivalence classes. If $w \ll \nu$,

$$
\begin{equation*}
\{f: \text { there exists } \vec{g} \text { such that }(f, \vec{g}) \in \overline{\mathscr{H}}\} \subset \widehat{\mathscr{H}} . \tag{3-15}
\end{equation*}
$$

Indeed, if $(f, \vec{g}) \in \overline{\mathcal{H}}$, there is a sequence $\left\{f^{j}\right\} \subset \mathscr{H}$ such that $\left(f^{j}, \nabla f^{j}\right) \rightarrow(f, \vec{g})$ in $W_{\nu, \mu}^{1, p}(\Omega, Q)$ norm, and consequently $f^{j} \rightarrow f$ in $L_{v}^{p}(\Omega)$. By using a subsequence, we may assume that $f^{j} \rightarrow f$ pointwise a.e.- $\nu$, and hence, by absolute continuity, that $f^{j} \rightarrow f$ pointwise a.e.- $w$. This proves (3-15). In fact, it can be verified by using Egorov's theorem that

$$
\begin{equation*}
\left\{f: \text { there exists }\left\{\left(f^{j}, \overrightarrow{g^{j}}\right)\right\} \subset \overline{\mathscr{H}} \text { with } f^{j} \rightarrow f \text { a.e. }-w\right\} \subset \widehat{\mathscr{H}} . \tag{3-16}
\end{equation*}
$$

Theorem 3.7 and (3-15) immediately imply the following corollary.
Corollary 3.8. Let the assumptions of Section $3 A$ hold, $w(\Omega)<\infty$, and $w \ll \nu$. Let $1 \leq p<\infty, 1<N \leq \infty, \mathscr{H} \subset \operatorname{Lip}_{Q, p}(\Omega)$, and $\overline{\mathscr{H}}$ be the closure of $\mathscr{H}$ in $W_{v, \mu}^{1, p}(\Omega, Q)$. Suppose that the Poincaré property of order p in Definition 3.5 holds for $\mathscr{H}$ and that

$$
\begin{equation*}
\sup _{f \in \mathscr{H}}\left\{\|f\|_{L_{w}^{N}(\Omega)}+\|(f, \nabla f)\|_{W_{v, \mu}^{1, p}(\Omega, Q)}\right\}<\infty . \tag{3-17}
\end{equation*}
$$

Then any sequence $\left\{f_{k}\right\}$ in

$$
\{f: \text { there exists } \vec{g} \text { such that }(f, \vec{g}) \in \overline{\mathscr{H}}\}
$$

has a subsequence that converges in $L_{w}^{q}(\Omega)$ norm for $1 \leq q<N$ to a function that belongs to $L_{w}^{N}(\Omega)$.

Remark 3.9. Corollary 3.8 may be thought of as an analogue in the degenerate setting of the Rellich-Kondrachov theorem since it contains this classical result as a special case. To see why, set $Q(x)=\mathrm{Id}$ and $w=v=\mu$ to be Lebesgue measure. Then, given a bounded sequence $\left\{\left(f_{k}, \vec{g}_{k}\right)\right\} \subset W_{0}^{1, p}(\Omega)=W_{d x, d x, 0}^{1, p}(\Omega, Q)$, we may choose $\left\{f_{k}^{j}\right\} \subset \operatorname{Lip}_{0}(\Omega)$ with $\left(f_{k}^{j}, \nabla f_{k}^{j}\right) \rightarrow\left(f_{k}, \vec{g}_{k}\right)$ in $W^{1, p}(\Omega)$ norm. Thus, setting $\mathscr{H}=\left\{f_{k}^{j}\right\}_{k \in \mathbb{N}, j>J_{k}}$ where each $J_{k}$ is chosen sufficiently large to preserve boundedness, the classical Sobolev inequality gives (3-17) with $N=n p /(n-p)$ for $1 \leq p<n$. The Rellich-Kondrachov theorem now follows from Corollary 3.8.

We next mention analogues of these results when $\mathscr{H}$ is replaced by a set

$$
\mathscr{W} \subset W_{\nu, \mu}^{1, p}(\Omega, Q)
$$

with elements viewed as equivalence classes, assuming that $w \ll \nu$. We then modify Definition 3.5 by replacing (3-8) with the analogous estimate

$$
\begin{equation*}
\left(\int_{B_{r}(y)}\left|f-f_{B_{r}(y), w}\right|^{p} d w\right)^{1 / p} \leq \epsilon\|(f, \vec{g})\|_{W_{v, \mu}^{1, p}\left(B_{c_{0} r}(y), Q\right)} \quad \text { if }(f, \vec{g}) \in \mathscr{W} . \tag{3-18}
\end{equation*}
$$

The assumption $w \ll v$ guarantees that the left side of (3-18) does not change when the first component of a pair is arbitrarily altered in a set of $v$-measure zero.

If Poincaré's inequality is known to hold for subsets of Lipschitz functions in the form (3-8), it can often be extended by approximation to the similar form (3-18) for subsets of $W_{v, \mu}^{1, p}(\Omega, Q)$. Indeed, let us show without using weak convergence that if $w \ll v$ and the Radon-Nikodym derivative $d w / d v \in L_{v}^{p^{\prime}}(\Omega), 1 / p+1 / p^{\prime}=1$, then (3-18) holds with $\mathscr{W}=W_{v, \mu}^{1, p}(\Omega, Q)$ if (3-8) holds with $\mathscr{H}=\operatorname{Lip}_{Q, p}(\Omega)$. This follows easily from Fatou's lemma since if $(f, \vec{g}) \in W_{\nu, \mu}^{1, p}(\Omega, Q)$ and we choose $\left\{f_{j}\right\} \subset \operatorname{Lip}_{Q, p}(\Omega)$ with $\left(f_{j}, \nabla f_{j}\right) \rightarrow(f, \vec{g})$ in $W_{v, \mu}^{1, p}(\Omega, Q)$, then, for any ball $B$, since $f_{j} \rightarrow f$ in $L_{\nu}^{p}(\Omega)$, we have

$$
\left(f_{j}\right)_{B, w}=\frac{1}{w(B)} \int_{B} f_{j} \frac{d w}{d v} d v \rightarrow \frac{1}{w(B)} \int_{B} f \frac{d w}{d \nu} d \nu=f_{B, w}
$$

Of course we may also assume that $f_{j} \rightarrow f$ a.e.- $w$ by selecting a subsequence of $\left\{f_{j}\right\}$ which converges to $f$ a.e. $v$. The same argument shows that if (3-18) holds for all pairs in any set $\mathscr{W} \subset W_{v, \mu}^{1, p}(\Omega, Q)$, then it also holds for pairs in the closure $\bar{W}$ of $\mathscr{W}$ in $W_{\nu, \mu}^{1, p}(\Omega, Q)$. Moreover, if all balls $B$ in question satisfy $\bar{B} \subset \Omega$ (cf. (3-11)), the assumption can clearly be weakened to $d w / d \nu \in L_{v, \text { loc }}^{p^{\prime}}(\Omega)$. As we observed in

Remark 3.6(ii), the balls in (3-8) can be assumed to satisfy (3-11) provided (3-12) is true.

Analogues of Theorem 3.7 and Corollary 3.8 for a set $\mathscr{W} \subset W_{\nu, \mu}^{1, p}(\Omega, Q)$ are given in the next result, which also includes the Rellich-Kondrachov theorem as a special case.
Theorem 3.10. Let the assumptions of Section $3 A$ hold, $w(\Omega)<\infty$, and $w \ll \nu$. Let $1 \leq p<\infty, 1<N \leq \infty$, and $W \subset W_{v, \mu}^{1, p}(\Omega, Q)$. Suppose that the Poincaré property in Definition 3.5 holds, but in the modified form given in (3-18), and that

$$
\begin{equation*}
\sup _{(f, \vec{g}) \in \mathscr{W}}\left\{\|f\|_{L_{w}^{N}(\Omega)}+\|(f, \vec{g})\|_{W_{v, \mu}^{1, p}(\Omega, Q)}\right\}<\infty . \tag{3-19}
\end{equation*}
$$

Let

$$
\widehat{\mathscr{W}}=\left\{f: \text { there exists }\left\{\left(f^{j}, \overrightarrow{g^{j}}\right)\right\} \subset \mathscr{W} \text { with } f^{j} \rightarrow f \text { a.e. }-w\right\} .
$$

Then any sequence in $\widehat{W}$ has a subsequence that converges in $L_{w}^{q}(\Omega)$ norm for every $1 \leq q<N$ to a function belonging to $L_{w}^{N}(\Omega)$. In particular, if $\bar{W}$ denotes the closure of $\mathcal{W}$ in $W_{v, \mu}^{1, p}(\Omega, Q)$, the same is true for any sequence in
$\{f:$ there exists $\vec{g}$ such that $(f, \vec{g}) \in \bar{W}\}$.
As a corollary, we obtain a result for arbitrary sequences $\left\{\left(f_{k}, \vec{g}_{k}\right)\right\}$ which are bounded in $W_{\nu, \mu}^{1, p}(\Omega, Q)$ and whose first components $\left\{f_{k}\right\}$ are bounded in $L_{w}^{N}(\Omega)$.
Corollary 3.11. Let the assumptions of Section 3A hold, $w(\Omega)<\infty, w \ll \nu$, $1 \leq p<\infty$, and $1<N \leq \infty$. Suppose that the Poincaré property in Definition 3.5 holds for all of $W_{v, \mu}^{1, p}(\Omega, Q)$, that is, Definition 3.5 holds with (3-8) replaced by (3-18) for $W=W_{v, \mu}^{1, p}(\Omega, Q)$. Then if $\left\{\left(f_{k}, \overrightarrow{g_{k}}\right)\right\}$ is any sequence in $W_{v, \mu}^{1, p}(\Omega, Q)$ such that

$$
\sup _{k}\left[\left\|f_{k}\right\|_{L_{w}^{N}(\Omega)}+\left\|\left(f_{k}, \overrightarrow{g_{k}}\right)\right\|_{W_{v}, \mu}^{1, p}(\Omega, Q)\right]<\infty,
$$

there is a subsequence of $\left\{f_{k}\right\}$ that converges in $L_{w}^{q}(\Omega)$ norm for $1 \leq q<N$ to a function belonging to $L_{w}^{N}(\Omega)$. If in addition $d w / d v \in L_{v}^{p^{\prime}}(\Omega), 1 / p+1 / p^{\prime}=1$, the conclusion remains valid if the Poincaré property holds just for $\operatorname{Lip}_{Q, p}(\Omega)$.

In fact, the first conclusion in Corollary 3.11 follows by applying Theorem 3.10 with $\mathscr{W}$ chosen to be the specific sequence $\left\{\left(f_{k}, \overrightarrow{g_{k}}\right)\right\}_{k}$ in question, and the second statement follows from the first one and our observation above that (3-18) holds with $\mathscr{W}=W_{v, \mu}^{1, p}(\Omega, Q)$ if $d w / d v \in L_{v}^{p^{\prime}}(\Omega), 1 / p+1 / p^{\prime}=1$, and if (3-8) holds with $\mathscr{H}=\operatorname{Lip}_{Q, p}(\Omega)$.
Proofs of Theorems 3.7 and 3.10. We will concentrate on the proof of Theorem 3.7. The proof of Theorem 3.10 is similar and omitted. We begin with a useful covering lemma.

Lemma 3.12. Let the assumptions of Section $3 A$ hold and let $w(\Omega)<\infty$. Fix $p \in[1, \infty)$ and a set $\mathscr{H} \subset \operatorname{Lip}_{Q, p}(\Omega)$. Suppose the Poincaré property of order $p$ in Definition 3.5 holds for $\mathscr{H}$, and let $\kappa$ be as in (3-1) and $c_{0}$ be as in (3-8). Then, for every $\epsilon>0$, there are positive constants $r=r\left(\epsilon, \kappa, c_{0}\right), M=M\left(\kappa, c_{0}\right)$, and a finite collection $\left\{B_{r}\left(y_{k}\right)\right\}_{k}$ of $d$-balls, such that

$$
\begin{equation*}
w\left(\Omega \backslash \bigcup_{k} B_{r}\left(y_{k}\right)\right)<\epsilon, \tag{3-20}
\end{equation*}
$$

$$
\begin{align*}
& \sum_{k} \chi_{B_{c_{0} r}\left(y_{k}\right)}(x) \leq M \quad \text { for all } x \in \Omega,  \tag{3-21}\\
& \left\|f-f_{B_{r}\left(y_{k}\right), w}\right\|_{L_{w}^{p}\left(B_{r}\left(y_{k}\right)\right)} \leq \epsilon\|(f, \nabla f)\|_{W_{v, \mu}^{1, p}\left(B_{c_{0} r}\left(y_{k}\right), Q\right)} \tag{3-22}
\end{align*}
$$

for all $f \in \mathscr{H}$ and all $k$. Note that $M$ is independent of $\epsilon$.
Proof. We first recall the "swallowing" property of $d$-balls: there is a constant $\gamma \geq 1$ depending only on $\kappa$ such that if $x, y \in \Omega, 0<r_{1} \leq r_{2}<\infty$ and $B_{r_{1}}(x) \cap B_{r_{2}}(y) \neq \varnothing$, then

$$
\begin{equation*}
B_{r_{1}}(x) \subset B_{\gamma r_{2}}(y) . \tag{3-23}
\end{equation*}
$$

Indeed, by [Chua and Wheeden 2008, Observation 2.1], $\gamma$ can be chosen to be $\kappa+2 \kappa^{2}$.

Fix $\epsilon>0$. Since $w(\Omega)<\infty$, there is a compact set $K \subset \Omega$ with $w(\Omega \backslash K)<\epsilon$. Let $\delta^{\prime}=\delta^{\prime}(\epsilon)$ be as in Definition 3.3 for $K$, and let $\delta=\delta(\epsilon)$ be as in (3-8). Fix $r$ with $0<r<\min \left\{\delta, \delta^{\prime} /\left(c_{0} \gamma\right)\right\}$ where $c_{0}$ is as in (3-8). For each $x \in K$, use (3-2) to pick $s(x, r)>0$ so that $D_{s(x, r)}(x) \subset B_{r / \gamma}(x)$. Since $K$ is compact, there are finitely many points $\left\{x_{j}\right\}$ in $K$ such that $K \subset \bigcup_{j} B_{r / \gamma}\left(x_{j}\right)$. Choose a maximal pairwise disjoint subcollection $\left\{B_{r / \gamma}\left(y_{k}\right)\right\}$ of $\left\{B_{r / \gamma}\left(x_{j}\right)\right\}$. We show that the collection $\left\{B_{r}\left(y_{k}\right)\right\}$ satisfies (3-20)-(3-22).

To verify (3-20), it is enough to show that $K \subset \bigcup_{k} B_{r}\left(y_{k}\right)$. Let $y \in K$. Then $y \in B_{r / \gamma}\left(x_{j}\right)$ for some $x_{j}$. If $x_{j}=y_{k}$ for some $y_{k}$ then $y \in B_{r}\left(y_{k}\right)$. If $x_{j} \neq y_{k}$ for all $y_{k}$, there exists $y_{l}$ such that $B_{r / \gamma}\left(y_{l}\right) \cap B_{r / \gamma}\left(x_{j}\right) \neq \varnothing$. Then $B_{r / \gamma}\left(x_{j}\right) \subset B_{r}\left(y_{l}\right)$ by (3-23), and so $y \in B_{r}\left(y_{l}\right)$. In either case, we obtain $y \in \bigcup_{k} B_{r}\left(y_{k}\right)$ as desired.

To verify (3-21), suppose that $\left\{k_{i}\right\}_{i=1}^{L}$ satisfies $\cap_{i=1}^{L} B_{c_{0} r}\left(y_{k_{i}}\right) \neq \varnothing$. Then, by (3-23), $B_{c_{0} r}\left(y_{k_{i}}\right) \subset B_{c_{0} \gamma r}\left(y_{k_{1}}\right)$ for $1 \leq i \leq L$. Since $\gamma, c_{0} \geq 1$, we have

$$
B_{r / \gamma}\left(y_{k}\right) \subset B_{c_{0} r}\left(y_{k}\right)
$$

for all $k$, and consequently

$$
\bigcup B_{r / \gamma}\left(y_{k_{i}}\right) \subset \bigcup B_{c_{0} r}\left(y_{k_{i}}\right) \subset B_{c_{0} \gamma r}\left(y_{k_{1}}\right) .
$$

By construction, $\left\{B_{r / \gamma}\left(y_{k}\right)\right\}$ is pairwise disjoint in $k$. Since $0<r / \gamma<c_{0} \gamma r<\delta^{\prime}$, the corresponding constant $\mathscr{C}$ in the definition of geometric doubling depends only on $\left(c_{0} \gamma r\right) /(r / \gamma)=c_{0} \gamma^{2}$, that is, $\mathscr{C}$ depends only on $\kappa$ and $c_{0}$. Choosing $M$ to be
this constant, we obtain that $L \leq M$ as desired. The same argument shows that the collection $\left\{B_{c_{0} r}\left(y_{k}\right)\right\}$ has the stronger bounded intercept property with the same bound $M$, that is, any ball in the collection intersects at most $M-1$ others.

Finally, let us verify (3-22). Recall that $0<r<\delta$ by construction. Hence (3-8) implies that for each $k$ and all $f \in \mathscr{H}$,

$$
\begin{equation*}
\left\|f-f_{B_{r}\left(y_{k}\right), w}\right\|_{L_{w}^{p}\left(B_{r}\left(y_{k}\right)\right)} \leq \epsilon\|(f, \nabla f)\|_{W_{v, \mu}^{1, p}\left(B_{c_{0} r}\left(y_{k}\right), Q\right)} . \tag{3-24}
\end{equation*}
$$

We deduce the proof of Theorem 3.7 from Theorem 1.1 by choosing $\mathscr{X}(\Omega)=$ $L_{v}^{p}(\Omega) \times \mathscr{L}_{\mu}^{p}(\Omega, Q)$ and considering the product space

$$
\mathscr{B}_{N, \mathscr{X}(\Omega)}=L_{w}^{N}(\Omega) \times\left(L_{v}^{p}(\Omega) \times \mathscr{L}_{\mu}^{p}(\Omega, Q)\right)
$$

We always choose $\Sigma$ to be the Lebesgue measurable subsets of $\Omega$ and

$$
\Sigma_{0}=\left\{B_{r}(x): r>0, x \in \Omega\right\}
$$

Note that $\mathscr{X}(\Omega)$ and $\mathscr{B}_{N, \mathscr{X}(\Omega)}$ are normed linear spaces (even Banach spaces), and the norm in $\mathscr{B}_{N, \mathscr{X}(\Omega)}$ is

$$
\begin{equation*}
\|(h,(f, \vec{g}))\|_{\mathscr{B}_{N, \mathscr{P}}(\Omega)}=\|h\|_{L_{w}^{N}(\Omega)}+\|f\|_{L_{v}^{p}(\Omega)}+\|\vec{g}\|_{\mathscr{L}_{\mu}^{p}(\Omega, Q)} . \tag{3-25}
\end{equation*}
$$

The roles of $\boldsymbol{g}$ and $(f, \boldsymbol{g})$ in Section 1 are now played by $(f, \vec{g})$ and $(h,(f, \vec{g}))$ respectively.

Let us verify properties $(\mathrm{A})$ and $\left(\mathrm{B}_{p}\right)$ in Section 1 with $\mathscr{X}(\Omega)$ and $\Sigma_{0}$ chosen as above. To verify (A), fix $B \in \Sigma_{0}$ and $(f, \vec{g}) \in \mathscr{X}(\Omega)$. Clearly $f \chi_{B} \in L_{\nu}^{p}(\Omega)$ since $f \in L_{\nu}^{p}(\Omega)$. Also,

$$
\begin{aligned}
\int_{\Omega}\left(\left(\vec{g} \chi_{B}\right)^{\prime} Q\left(\vec{g} \chi_{B}\right)\right)^{p / 2} d \mu & =\int_{B}\left(\vec{g}^{\prime} Q(x) \vec{g}\right)^{p / 2} d \mu \\
& \leq \int_{\Omega}\left(\vec{g}^{\prime} Q(x) \vec{g}\right)^{p / 2} d \mu<\infty
\end{aligned}
$$

Thus $(f, \vec{g}) \chi_{B} \in \mathscr{X}(\Omega)$ and property (A) is proved.
To verify $\left(\mathrm{B}_{p}\right)$, let $\left\{B_{l}\right\}$ be a finite collection of $d$-balls satisfying $\sum_{l} \chi_{B_{l}}(x) \leq C_{1}$ for all $x \in \Omega$. Then if $(f, \vec{g}) \in \mathscr{X}(\Omega)$,

$$
\begin{aligned}
\sum_{l}\left\|(f, \vec{g}) \chi_{B_{l}}\right\|_{\mathscr{X}(\Omega)}^{p} & =\sum_{l}\left(\left\|f \chi_{B_{l}}\right\|_{L_{\nu}^{p}(\Omega)}+\left\|\vec{g} \chi_{B_{l}}\right\|_{\mathscr{L}_{\mu}^{p}(\Omega, Q)}\right)^{p} \\
& \leq 2^{p-1} \sum_{l}\left(\left\|f \chi_{B_{l}}\right\|_{L_{\nu}^{p}(\Omega)}^{p}+\left\|\vec{g} \chi_{B_{l}}\right\|_{\mathscr{L}_{\mu}^{p}(\Omega, Q)}^{p}\right) \\
& =2^{p-1} \int_{\Omega}|f|^{p}\left(\sum_{l} \chi_{B_{l}}\right) d v+\int_{\Omega}\left(\vec{g}^{\prime} Q \vec{g}\right)^{p / 2}\left(\sum_{l} \chi_{B_{l}}\right) d \mu \\
& \leq 2^{p-1} C_{1}\left(\|f\|_{L_{v}^{p}(\Omega)}^{p}+\|\vec{g}\|_{\mathscr{L}_{\mu}^{p}(\Omega, Q)}^{p}\right) \leq 2^{p} C_{1}\|(f, \vec{g})\|_{\mathscr{X}(\Omega)}^{p}
\end{aligned}
$$

This verifies $\left(\mathrm{B}_{p}\right)$ with $C_{2}$ chosen to be $2^{p} C_{1}$.
The proof of Theorem 3.7 is now very simple. Let $\mathscr{H}$ satisfy its hypotheses and choose $\mathscr{S}$ in Theorem 1.1 to be the set

$$
\mathscr{S}=\{(f,(f, \nabla f)): f \in \mathscr{H}\}
$$

Note that $\mathscr{S}$ is a bounded subset of $\mathscr{B}_{N, \mathscr{X}(\Omega)}$ by hypothesis (3-14). Next, in order to choose the pairs $\left\{E_{l}, F_{l}\right\}_{l}$ and verify conditions (i)-(iii) of Theorem 1.1 (see (1-3) and (1-4)), we appeal to Lemma 3.12. Given $\epsilon>0$, let $\left\{E_{l}, F_{l}\right\}_{l}=$ $\left\{B_{r}\left(y_{k}\right), B_{c_{0} r}\left(y_{k}\right)\right\}_{k}$ where $\left\{y_{k}\right\}$ and $r$ are as in Lemma 3.12. Then $E_{l}, F_{l} \in \Sigma_{0}$, and conditions (i)-(iii) of Theorem 1.1 are guaranteed by Lemma 3.12. Finally, by noting that the set $\widehat{\mathscr{H}}$ defined in (3-13) is the same as the set $\hat{\mathscr{S}}$ defined in (1-5), the conclusion of Theorem 3.7 follows from Theorem 1.1.

For special domains $\Omega$ and special choices of $N$, the boundedness assumption (3-14) (or (3-17)) can be weakened to

$$
\begin{equation*}
\sup _{f \in \mathscr{H}}\left\{\|f\|_{L_{\nu}^{p}(\Omega)}+\|\nabla f\|_{\mathscr{L}_{\mu}^{p}(\Omega, Q)}\right\}=\sup _{f \in \mathscr{H}}\|(f, \nabla f)\|_{W_{v, \mu}^{1, p}(\Omega, Q)}<\infty . \tag{3-26}
\end{equation*}
$$

This is clearly the case for any $\Omega$ and $N$ for which there exists a global SobolevPoincaré estimate that bounds $\|f\|_{L_{w}^{N}(\Omega)}$ by

$$
\|(f, \nabla f)\|_{W_{\nu, \mu}^{1, p}(\Omega, Q)}
$$

for all $f \in \mathscr{H}$. We now formalize this situation assuming that $w \ll \nu$. In the Appendix, we consider a case when $w \ll v$ fails.

The form of the global Sobolev-Poincaré estimate we will use is given in the next definition. It guarantees that (3-14) and (3-26) are the same when $N=p \sigma$.

Definition 3.13. Let $1 \leq p<\infty$ and $\mathscr{H} \subset \operatorname{Lip}_{Q, p}(\Omega)$. Then the global Sobolev property of order $p$ holds for $\mathscr{H}$ if there are constants $C>0$ and $\sigma>1$ such that

$$
\begin{equation*}
\|f\|_{L_{w}^{p \sigma}(\Omega)} \leq C\|(f, \nabla f)\|_{W_{v, \mu}^{1, p}(\Omega, Q)} \quad \text { for all } f \in \mathscr{H} \tag{3-27}
\end{equation*}
$$

If $w \ll v,(3-27)$ extends to $(f, \vec{g}) \in \overline{\mathcal{H}}$. In fact, let $(f, \vec{g}) \in \overline{\mathcal{H}}$ and choose $\left\{f_{j}\right\} \subset \mathscr{H}$ with $\left(f_{j}, \nabla f_{j}\right) \rightarrow(f, \vec{g})$ in $W_{\nu, \mu}^{1, p}(\Omega, Q)$. Then $f_{j} \rightarrow f$ in $L_{v}^{p}(\Omega)$ norm, and by choosing a subsequence we may assume that $f_{j} \rightarrow f$ a.e. $-v$. Hence $f_{j} \rightarrow f$ a.e.- $w$ because $w \ll v$. Since each $f_{j}$ satisfies (3-27), it follows that

$$
\begin{equation*}
\|f\|_{L_{w}^{p \sigma}(\Omega)} \leq C\|(f, \vec{g})\|_{W_{\nu, \mu}^{1, p}(\Omega, Q)} \quad \text { if }(f, \vec{g}) \in \overline{\mathcal{H}} \tag{3-28}
\end{equation*}
$$

Under the same assumptions, namely, that Definition 3.13 holds for a set

$$
\mathscr{H} \subset \operatorname{Lip}_{Q, p}(\Omega)
$$

and that $w \ll \nu$, the same sequence $\left\{f_{j}\right\}$ as above is also bounded in $L_{w}^{p \sigma}(\Omega)$ norm and so satisfies $\left(f_{j}\right)_{E, w} \rightarrow f_{E, w}$ for measurable $E$ by the same weak convergence argument given after the statement of Theorem 1.1. Hence the Poincaré estimate in Definition 3.5 also extends to $\overline{\mathscr{H}}$ in the same form as (3-18), with $\mathscr{W}$ replaced by $\overline{\mathscr{H}}$, that is,

$$
\begin{equation*}
\left(\int_{B_{r}(y)}\left|f-f_{B_{r}(y), w}\right|^{p} d w\right)^{1 / p} \leq \epsilon\|(f, \vec{g})\|_{W_{v, \mu}^{1, p}\left(B_{c_{0} r}(y), Q\right)} \text { if }(f, \vec{g}) \in \overline{\mathcal{H}} \tag{3-29}
\end{equation*}
$$

Hence we immediately obtain the next result by choosing $\mathscr{W}=\overline{\mathscr{H}}$ and $N=p \sigma$ in Theorem 3.10.

Theorem 3.14. Let the assumptions of Section 3 A hold, $w(\Omega)<\infty$, and $w \ll v$. Fix $p \in[1, \infty)$ and a set $\mathcal{H} \subset \operatorname{Lip}_{Q, p}(\Omega)$. Suppose the Poincaré and global Sobolev properties of order $p$ in Definitions 3.5 and 3.13 hold for $\mathscr{H}$, and let $\sigma$ be as in (3-27). If $\left\{\left(f_{k}, \overrightarrow{g_{k}}\right)\right\}$ is a sequence in $\overline{\mathcal{H}}$ with

$$
\begin{equation*}
\sup _{k}\left\|\left(f_{k}, \overrightarrow{g_{k}}\right)\right\|_{W_{v, \mu}^{1, p}(\Omega, Q)}<\infty \tag{3-30}
\end{equation*}
$$

then $\left\{f_{k}\right\}$ has a subsequence which converges in $L_{w}^{q}(\Omega)$ for $1 \leq q<p \sigma$, and the limit of the subsequence belongs to $L_{w}^{p \sigma}(\Omega)$.

A result for the entire space $W_{\nu, \mu}^{1, p}(\Omega, Q)$ follows by choosing $\mathscr{H}=\operatorname{Lip}_{Q, p}(\Omega)$ in Theorem 3.14 or Corollary 3.8:
Corollary 3.15. Suppose the hypotheses of Theorem 3.14 hold with $\mathcal{H}=\operatorname{Lip}_{Q, p}(\Omega)$. If $\left\{\left(f_{k}, \vec{g}_{k}\right)\right\} \subset W_{v, \mu}^{1, p}(\Omega, Q)$ and (3-30) is true, $\left\{f_{k}\right\}$ has a subsequence which converges in $L_{w}^{q}(\Omega)$ for $1 \leq q<p \sigma$, and the limit of the subsequence belongs to $L_{w}^{p \sigma}(\Omega)$.

See the Appendix for analogues of Theorem 3.14 and Corollary 3.15 without the assumption $w \ll v$.

3D. Local compactness results for degenerate spaces. In this section, for general bounded open sets $\Omega^{\prime}$ with $\bar{\Omega}^{\prime} \subset \Omega$, we study compact embedding of subsets of $W_{\nu, \mu}^{1, p}(\Omega, Q)$ into $L_{w}^{q}\left(\Omega^{\prime}\right)$ without assuming a global Sobolev estimate for $\Omega$ or $\Omega^{\prime}$ and without assuming $w(\Omega)<\infty$. For some applications, see the comment at the end of the section.

The theorems below assume a much weaker condition than the global Sobolev estimate (3-27), namely, the following local estimate.

Definition 3.16. Let $1 \leq p<\infty$. We say that the local Sobolev property of order $p$ holds if, for some fixed constant $\sigma>1$ and every compact set $K \subset \Omega$, there is a constant $r_{1}>0$ such that, for all $d$-balls $B=B_{r}(y)$ with $y \in K$ and $0<r<r_{1}$,

$$
\begin{equation*}
\|f\|_{L_{w}^{p \sigma}(B)} \leq C(B)\|(f, \nabla f)\|_{W_{v, h}^{1, p}(\Omega, Q)} \text { if } f \in \operatorname{Lip}_{0}(\Omega) \text { with } \operatorname{supp} f \subset B, \tag{3-31}
\end{equation*}
$$

where $C(B)$ is a positive constant independent of $f$.
Remark 3.17. (i) A more standard assumption than (3-31) is a normalized inequality that includes a factor $r$ in the gradient term on the right side:

$$
\begin{align*}
& \quad\left(\frac{1}{w\left(B_{r}(y)\right)} \int_{B_{r}(y)}|f|^{p \sigma} d w\right)^{1 /(p \sigma)}  \tag{3-32}\\
& \leq C\left(\frac{1}{v\left(B_{r}(y)\right)} \int_{B_{r}(y)}|f|^{p} d \nu\right)^{1 / p}+C r\left(\frac{1}{\mu\left(B_{r}(y)\right)} \int_{B_{r}(y)}|\sqrt{Q} \nabla f|^{p} d \mu\right)^{1 / p},
\end{align*}
$$

with $C$ independent of $r, y$; see, for example, [Sawyer and Wheeden 2006; Rodney 2007; 2012] in the unweighted case with $p=2$. Clearly (3-32) is a stronger requirement than (3-31).
(ii) In the classical $n$-dimensional elliptic case for linear second order equations in divergence form, $Q$ satisfies $c|\xi|^{2} \leq Q(x, \xi) \leq C|\xi|^{2}$ for some fixed constants $c, C>0$ and $d$ is the standard Euclidean metric $d(x, y)=|x-y|$. For $1 \leq p<n$ and $\sigma=n /(n-p),(3-31)$ then holds with $d w=d \nu=d \mu=d x$ since the corresponding version of (3-32) is true with $|\sqrt{Q} \nabla f|$ replaced by $|\nabla f|$.

We also use a notion of Lipschitz cutoff functions on $d$-balls:
Definition 3.18. For $s \geq 1$, we say that the cutoff property of order $s$ holds for $\mu$ if, for each compact $K \subset \Omega$, there exists $\delta=\delta(K)>0$ such that, for every d-ball $B_{r}(y)$ with $y \in K$ and $0<r<\delta$, there is a function $\phi \in \operatorname{Lip}_{0}(\Omega)$ and a constant $\gamma=\gamma(y, r) \in(0, r)$ satisfying
(i) $0 \leq \phi \leq 1$ in $\Omega$,
(ii) $\operatorname{supp} \phi \subset B_{r}(y)$ and $\phi=1$ in $B_{\gamma}(y)$,
(iii) $\nabla \phi \in \mathscr{L}_{\mu}^{s}(\Omega, Q)$.

Since $\mu$ is always assumed to be locally finite, the strongest form of Definition 3.18, namely, the version with $s=\infty$, automatically holds if $Q$ is locally bounded in $\Omega$ and (3-12) is true; recall that we always assume (3-2). To see why, fix a compact set $K \subset \Omega$ and consider $B_{r}(y)$ with $y \in K$ and $r<1$. Use (3-2) to choose open Euclidean balls $D^{\prime}, D$ with common center $y$ such that $\bar{D}^{\prime} \subset D \subset B_{r}(y)(\subset \Omega$ by definition). Construct a smooth function $\phi$ in $\Omega$ with support in $D$ such that $0 \leq \phi \leq 1$ and $\phi=1$ on $D^{\prime}$. By (3-12), there is $\gamma>0$ such that $B_{\gamma}(y) \subset D^{\prime}$. Then $\phi$ satisfies Definition 3.18(i)-(iii) with $s=\infty$; for (iii), we use the fact that $\nabla \phi$ has compact support in $\Omega$ together with local boundedness of $Q$ and local finiteness of $\mu$.

To compensate for the lack of a global Sobolev estimate, given $\mathscr{H} \subset \operatorname{Lip}_{Q, p}(\Omega)$, we assume in conjunction with the cutoff property of some order $s \geq p \sigma^{\prime}$ that, for every compact set $K \subset \Omega$, there exists $\delta=\delta(K)>0$ such that, for every $d$-ball $B$
with center in $K$ and radius less than $\delta$, there is a constant $C_{1}(B)$ such that

$$
\begin{equation*}
\|f\|_{L_{\mu}^{p t^{\prime}}(B)} \leq C_{1}(B)\|(f, \nabla f)\|_{W_{v}, \mu(\Omega, Q)} \quad \text { if } f \in \mathscr{H}, \tag{3-33}
\end{equation*}
$$

where $t=s / p$ and $1 / t+1 / t^{\prime}=1$. Note that $1 \leq t^{\prime} \leq \sigma$ since $s \geq p \sigma^{\prime}$.
Remark 3.19. Inequality (3-33) is different in nature from (3-31) even if $t^{\prime}=\sigma$ and $w=\mu$ since there is a restriction on supports in (3-31) but not in (3-33). However, (3-33) implies (3-31) when $s=p \sigma^{\prime}, w=\mu$, and $\mathscr{H}$ contains all functions in $\operatorname{Lip}_{0}(\Omega)$ with support in any ball. On the other hand, (3-33) is often automatic if $\mu=v$. For example, as mentioned earlier, if $Q$ is locally bounded and (3-12) is true, the cutoff property holds with $s=\infty$, giving $t=\infty$ and $t^{\prime}=1$. In this case, when $\mu=v$, the left side of (3-33) is clearly smaller than the right side (in fact smaller than $\left.\|f\|_{L_{\nu}^{p}(\Omega)}\right)$.

We can now state our main local result.
Theorem 3.20. Let the assumptions of Section 3A and condition (3-12) hold, and let $w \ll v$. Fix $p \in[1, \infty)$ and suppose the Poincaré property of order $p$ in Definition 3.5 holds for a fixed set $\mathscr{H} \subset \operatorname{Lip}_{Q, p}(\Omega)$ and the local Sobolev property of order $p$ in Definition 3.16 holds. Assume the cutoff property of some order $s \geq p \sigma^{\prime}$ is true for $\mu$, with $\sigma$ as in (3-31), and that (3-33) holds for He with $t=s / p$. Then, for every $\left\{\left(f_{k}, \overrightarrow{g_{k}}\right)\right\} \subset \overline{\mathscr{H}}$ that is bounded in $W_{v, \mu}^{1, p}(\Omega, Q)$ norm, there is a subsequence $\left\{f_{k_{i}}\right\}$ of $\left\{f_{k}\right\}$ and an $f \in L_{w, \text { loc }}^{p \sigma}(\Omega)$ such that $f_{k_{i}} \rightarrow f$ pointwise a.e.-w in $\Omega$ and in $L_{w}^{q}\left(\Omega^{\prime}\right)$ norm for all $1 \leq q<p \sigma$ and every bounded open $\Omega^{\prime}$ with $\bar{\Omega}^{\prime} \subset \Omega$.

See the Appendix for a version of Theorem 3.20 without assuming $w \ll \nu$.
Recall that $\overline{\mathscr{H}}=W_{\nu, \mu}^{1, p}(\Omega, Q)$ if $\mathscr{H}=\operatorname{Lip}_{Q, p}(\Omega)$. In the important case when $Q \in L_{\mathrm{loc}}^{\infty}(\Omega)$, Theorem 3.20 and Remark 3.19 immediately imply the next result.
Corollary 3.21. Let $Q$ be locally bounded in $\Omega$ and suppose that (3-12) holds. Fix $p \in[1, \infty)$, and with $w=v=\mu$, assume the Poincaré property of order $p$ holds for $\operatorname{Lip}_{Q, p}(\Omega)$ and the local Sobolev property of order $p$ holds. Then, for every bounded sequence $\left\{\left(f_{k}, \overrightarrow{g_{k}}\right)\right\} \subset W_{w, w}^{1, p}(\Omega, Q)$, there is a subsequence $\left\{f_{k_{i}}\right\}$ of $\left\{f_{k}\right\}$ and a function $f \in L_{w, \mathrm{loc}}^{p \sigma}(\Omega)$ such that $f_{k_{i}} \rightarrow f$ pointwise a.e. $-w$ in $\Omega$ and in $L_{w}^{q}\left(\Omega^{\prime}\right)$ norm, $1 \leq q<p \sigma$, for every bounded open $\Omega^{\prime}$ with $\bar{\Omega}^{\prime} \subset \Omega$.

Proof of Theorem 3.20. We begin by using the cutoff property in Definition 3.18 to construct a partition of unity relative to $d$-balls and compact subsets of $\Omega$.

Lemma 3.22. Fix $\Omega$ and $s \geq 1$, and suppose the cutoff property of order $s$ holds for $\mu$. If $K$ is a compact subset of $\Omega$ and $r>0$, there is a finite collection of $d$-balls $\left\{B_{r}\left(y_{j}\right)\right\}$ with $y_{j} \in K$ together with functions $\left\{\psi_{j}\right\}$ in $\operatorname{Lip}_{0}(\Omega)$ such that $\operatorname{supp} \psi_{j} \subset B_{r}\left(y_{j}\right)$ and
(a) $K \subset \bigcup_{j} B_{r}\left(y_{j}\right)$,
(b) $0 \leq \psi_{j} \leq 1$ in $\Omega$ for each $j$ and $\sum_{j} \psi_{j}(x)=1$ for all $x \in K$,
(c) $\nabla \psi_{j} \in \mathscr{L}_{\mu}^{s}(\Omega, Q)$ for each $j$.

Proof. The argument is an adaptation of one in [Rudin 1987] for the usual Euclidean case. The authors thank D. D. Monticelli for related discussions. Fix $r>0$ and a compact set $K \subset \Omega$, and set $\beta=\min \{\delta / 2, r\}$ for $\delta=\delta(K)$ as in Definition 3.18. Since $\beta<\delta$, Definition 3.18 implies that, for each $y \in K$, there exist $\gamma(y) \in(0, \beta)$ and $\phi_{y}(x) \in \operatorname{Lip}_{0}(\Omega)$ such that $0 \leq \phi_{y} \leq 1$ in $\left.\Omega, \operatorname{supp} \phi_{y} \subset B_{\beta}(y)\right), \phi_{y}=1$ in $B_{\gamma(y)}(y)$ and $\nabla \phi_{y} \in \mathscr{L}_{\mu}^{s}(\Omega, Q)$. The collection $\left\{B_{\gamma(y)}(y)\right\}_{y \in K}$ covers $K$, so by (3-2) and the compactness of $K$, there is a finite subcollection $\left\{B_{\gamma\left(y_{j}\right)}\left(y_{j}\right)\right\}_{j=1}^{m}$ whose union covers $K$. Part (a) follows since $\gamma\left(y_{j}\right)<r$. Next let $\phi_{j}(x)=\phi_{y_{j}}(x)$ and define $\left\{\psi_{j}\right\}_{j=1}^{m}$ as follows: set $\psi_{1}=\phi_{1}$ and

$$
\psi_{j}=\left(1-\phi_{1}\right) \cdots\left(1-\phi_{j-1}\right) \phi_{j}
$$

for $j=2, \ldots, m$. Then each $\psi_{j} \in \operatorname{Lip}_{0}(\Omega)$, and $\operatorname{supp} \phi_{j} \subset B_{r}\left(y_{j}\right)$ since $\beta<r$. Also, $0 \leq \psi_{j} \leq 1$ in $\Omega$ and

$$
\sum_{j=1}^{m} \psi_{j}(x)=1-\prod_{j=1}^{m}\left(1-\phi_{j}(x)\right), \quad x \in \Omega .
$$

If $x \in K, x \in B_{\gamma\left(y_{j}\right)}\left(y_{j}\right)$ for some $j$. Hence some $\phi_{j}(x)=1$ and consequently $\sum_{j} \psi_{j}(x)=1$. This proves part (b). Lastly, we use Leibniz's product rule to compute $\nabla \psi_{j}$ and then apply Minkowski's inequality $j$ times to obtain part (c) from the fact that $\nabla \phi_{j} \in \mathscr{L}_{\mu}^{s}(\Omega, Q)$.

The next lemma shows how the local Sobolev estimate (3-31) and Lemma 3.22 lead to a local analogue of the global Sobolev estimate (3-27).

Lemma 3.23. Let $\Omega^{\prime}$ be a bounded open set with $\bar{\Omega}^{\prime} \subset \Omega$. Suppose that both Definition 3.16 and the cutoff property for $\mu$ of some order $s \geq p \sigma^{\prime}$ hold, and also that (3-33) holds with $t=s / p$ for a fixed set $\mathscr{H} \subset \operatorname{Lip}_{\mathrm{loc}}(\Omega)$. Then there is a finite constant $C\left(\Omega^{\prime}\right)$ such that

$$
\begin{equation*}
\|f\|_{L_{w}^{p \sigma}\left(\Omega^{\prime}\right)} \leq C\left(\Omega^{\prime}\right)\|(f, \nabla f)\|_{W_{v}, \mu}^{1, p}(\Omega, Q) \quad \text { if } f \in \mathscr{H} . \tag{3-34}
\end{equation*}
$$

Proof. Let $r_{1}$ be as in Definition 3.16 relative to the compact set $\bar{\Omega}^{\prime} \subset \Omega$, and let $\delta$ be as in (3-33). Use Lemma 3.22 to cover $\bar{\Omega}^{\prime}$ by the union of a finite number of $d$-balls $\left\{B_{j}\right\}$ each of radius smaller than $\min \left\{r_{1}, \delta\right\}$. Associated with this cover is a collection $\left\{\psi_{j}\right\} \subset \operatorname{Lip}_{0}(\Omega)$ with $\operatorname{supp} \psi_{j} \subset B_{j}, \sum_{j} \psi_{j}=1$ in $\Omega^{\prime}$, and

$$
\nabla \psi_{j} \in \mathscr{L}_{\mu}^{s}(\Omega, Q) .
$$

If $f \in \mathscr{H}$, then

$$
\begin{equation*}
\|f\|_{L_{w}^{p \sigma}\left(\Omega^{\prime}\right)}=\left\|f \sum_{j} \psi_{j}\right\|_{L_{w}^{p \sigma}\left(\Omega^{\prime}\right)} \leq \sum_{j}\left\|\psi_{j} f\right\|_{L_{w}^{p \sigma}\left(B_{j}\right)} \tag{3-35}
\end{equation*}
$$

Since $\psi_{j} f \in \operatorname{Lip}_{0}(\Omega)$ and $\operatorname{supp}\left(\psi_{j} f\right) \subset B_{j}$, the estimate (3-31) and the product rule give
(3-36) $\left\|\psi_{j} f\right\|_{L_{w}^{p \sigma}\left(B_{j}\right)}$

$$
\begin{aligned}
& \leq C\left(B_{j}\right)\left\|\left(\psi_{j} f, \nabla\left(\psi_{j} f\right)\right)\right\|_{W_{v, \mu}^{1, p}\left(B_{j}, Q\right)} \\
& =C\left(B_{j}\right)\left(\left\|\psi_{j} f\right\|_{L_{v}^{p}\left(B_{j}\right)}+\left\|\sqrt{Q} \nabla\left(\psi_{j} f\right)\right\|_{L_{\mu}^{p}\left(B_{j}\right)}\right) \\
& \leq C\left(B_{j}\right)\left(\left\|\psi_{j} f\right\|_{L_{v}^{p}\left(B_{j}\right)}+\left\|\psi_{j} \sqrt{Q} \nabla f\right\|_{L_{\mu}^{p}\left(B_{j}\right)}+\left\|f \sqrt{Q} \nabla \psi_{j}\right\|_{L_{\mu}^{p}\left(B_{j}\right)}\right) \\
& \leq C\left(B_{j}\right)\left(\|(f, \nabla f)\|_{W_{v, \mu}^{1, p}(\Omega, Q)}+\left\|f \sqrt{Q} \nabla \psi_{j}\right\|_{L_{\mu}^{p}\left(B_{j}\right)}\right)
\end{aligned}
$$

where we have used $\left|\psi_{j}\right| \leq 1$. We estimate the second term on the right of (3-36) by using (3-33). Recall that $t=s / p \geq \sigma^{\prime}$ and $1 / t+1 / t^{\prime}=1$. Let

$$
\bar{C}=\max _{j}\left\|\sqrt{Q} \nabla \psi_{j}\right\|_{L_{\mu}^{s}\left(\boldsymbol{B}_{j}\right)} .
$$

By Hölder's inequality and (3-33),

$$
\begin{align*}
\left\|f \sqrt{Q} \nabla \psi_{j}\right\|_{L_{\mu}^{p}\left(B_{j}\right)} & \leq\|f\|_{L_{\mu}^{p t^{\prime}}\left(B_{j}\right)}\left\|\sqrt{Q} \nabla \psi_{j}\right\|_{L_{\mu}^{s}\left(B_{j}\right)}  \tag{3-37}\\
& \leq \bar{C} C_{1}\left(B_{j}\right)\|(f, \nabla f)\|_{W_{\nu, \mu}^{1, p}(\Omega, Q)}
\end{align*}
$$

Combining this with (3-36) gives

$$
\left\|\psi_{j} f\right\|_{L_{w}^{p \sigma}\left(B_{j}\right)} \leq C\left(B_{j}\right)\left(1+\bar{C} C_{1}\left(B_{j}\right)\right)\|(f, \nabla f)\|_{W_{v, \mu}^{1, p}(\Omega, Q)}
$$

By (3-35), for any $f \in \mathscr{H}$,

$$
\begin{aligned}
\|f\|_{L_{w}^{p \sigma}\left(\Omega^{\prime}\right)} & \leq\|(f, \nabla f)\|_{W_{\nu, \mu}^{1, p}(\Omega, Q)} \sum_{j} C\left(B_{j}\right)\left(1+\bar{C} C_{1}\left(B_{j}\right)\right) \\
& =C\left(\Omega^{\prime}\right)\|(f, \nabla f)\|_{W_{v, \mu}^{1, p}(\Omega, Q)}
\end{aligned}
$$

Theorem 3.20 follows from Lemma 3.23 and Theorem 1.4. We sketch the proof, omitting some familiar details. By choosing a sequence of compact sets increasing to $\Omega$ and using a diagonalization argument, it is enough to prove the conclusion for a fixed open $\Omega^{\prime}$ with compact closure $\bar{\Omega}^{\prime}$ in $\Omega$. Fix such an $\Omega^{\prime}$ and select a bounded open $\Omega^{\prime \prime}$ with $\bar{\Omega}^{\prime} \subset \Omega^{\prime \prime} \subset \bar{\Omega}^{\prime \prime} \subset \Omega$. For $\mathscr{H}$ as in Theorem 3.20, apply Lemma 3.23 to the set $\Omega^{\prime \prime}$ to obtain

$$
\begin{equation*}
\|f\|_{L_{w}^{p \sigma}\left(\Omega^{\prime \prime}\right)} \leq C\left(\Omega^{\prime \prime}\right)\|(f, \nabla f)\|_{W_{\nu, \mu}^{1, p}(\Omega, Q)}, \quad f \in \mathscr{H} \tag{3-38}
\end{equation*}
$$

By assumption, $w \ll \nu$, so (3-38) extends to $\overline{\mathscr{H}}$ in the form

$$
\begin{equation*}
\|f\|_{L_{w}^{p \sigma}\left(\Omega^{\prime \prime}\right)} \leq C\left(\Omega^{\prime \prime}\right)\|(f, \vec{g})\|_{W_{v}^{1, \mu}(\Omega, Q)}, \quad(f, \vec{g}) \in \overline{\mathcal{H}} . \tag{3-39}
\end{equation*}
$$

Let $\epsilon>0$. By hypothesis, $\mathscr{H}$ satisfies the Poincaré estimate (3-8) for balls $B_{r}(y)$ with $y \in \bar{\Omega}^{\prime}$ and $r<\delta\left(\epsilon, \Omega^{\prime}\right)$. Since the Euclidean distance between $\bar{\Omega}^{\prime}$ and $\partial \Omega^{\prime \prime}$ is positive and we have assumed (3-12), we may also assume by Remark 3.6(ii) that all such balls lie in the larger set $\Omega^{\prime \prime}$. Next we claim that (3-8) extends to $\overline{\mathscr{H}}$, that is,
(3-40) $\left(\int_{B_{r}(y)}\left|f-f_{B_{r}(y), w}\right|^{p} d w\right)^{1 / p} \leq \epsilon\|(f, \vec{g})\|_{W_{v, \mu}^{1, p}\left(B_{c_{0} r}(y), Q\right)}$ if $(f, \vec{g}) \in \overline{\mathcal{H}}$,
for the same class of balls $B_{r}(y)$. In fact, if $(f, \vec{g}) \in \overline{\mathcal{H}}$ and $\left\{f^{j}\right\} \subset \mathscr{H}$ satisfies $\left(f^{j}, \nabla f^{j}\right) \rightarrow(f, \vec{g})$ in $W_{\nu, \mu}^{1, p}(\Omega, Q)$ norm, then there is a subsequence, still denoted $\left\{f^{j}\right\}$, with $f^{j} \rightarrow f$ a.e.-v in $\Omega$, and so with $f^{j} \rightarrow f$ a.e. $w$ in $\Omega$ since $w \ll v$. By (3-38), $\left\{f^{j}\right\}$ is bounded in $L_{w}^{p \sigma}\left(\Omega^{\prime \prime}\right)$. Hence, since the balls in (3-40) satisfy $B_{r}(y) \subset \Omega^{\prime \prime}$, we obtain $f_{B_{r}(y), w}^{j} \rightarrow f_{B_{r}(y), w}$ by our usual weak convergence argument, and (3-40) follows by Fatou's lemma from its analogue (3-8) for the $\left(f^{j}, \nabla f^{j}\right)$.

Now let $\left\{\left(f_{k}, \overrightarrow{g_{k}}\right)\right\} \subset \overline{\mathscr{H}}$ be bounded in $W_{v, \mu}^{1, p}(\Omega, Q)$ norm and apply Theorem 1.4 with $\mathscr{X}(\Omega)=L_{\nu}^{p}(\Omega) \times \mathscr{L}_{\mu}^{p}(\Omega, Q)$ to the set $\mathscr{S}$ defined by

$$
\mathscr{S}=\left\{\left(f_{k},\left(f_{k}, \vec{g}_{k}\right)\right)\right\}_{k},
$$

and with $\left\{\left(E_{l}^{\epsilon}, F_{l}^{\epsilon}\right)\right\}_{l}$ chosen to be a finite number of pairs $\left\{\left(B_{r}\left(y_{l}\right), B_{c_{0} r}\left(y_{l}\right)\right\}_{l}\right.$ as in (3-40), but now with $r$ fixed depending on $\epsilon$, and with $\Omega^{\prime} \subset \bigcup_{l} B_{r}\left(y_{l}\right)$. Such a finite choice exists by (3-2) and the Heine-Borel theorem since $\bar{\Omega}^{\prime}$ is compact; cf. the proof of Lemma 3.12. Since $\Omega^{\prime}$ is completely covered by $\bigcup_{l} E_{l}^{\epsilon}$, assumption (i) of Theorem 1.4 is fulfilled. Moreover, the collection $\left\{F_{l}^{\epsilon}\right\}$ has bounded overlaps uniformly in $\epsilon$ by the geometric doubling argument used to prove Lemma 3.12.

Finally, (1-15) follows from (3-39) applied to the bounded sequence $\left\{\left(f_{k}, \overrightarrow{g_{k}}\right)\right\}$ since $\bigcup_{l, \epsilon} E_{l}^{\epsilon} \subset \Omega^{\prime \prime}$. Thus Theorem 1.4 implies that there is a subsequence $\left\{f_{k_{i}}\right\}$ of $\left\{f_{k}\right\}$ and a function $f \in L_{w}^{p \sigma}\left(\Omega^{\prime}\right)$ such that $f_{k_{i}} \rightarrow f$ a.e.-w in $\Omega^{\prime}$ and in $L_{w}^{q}\left(\Omega^{\prime}\right)$ norm, $1 \leq q<p \sigma$. This completes the proof of Theorem 3.20.

For functions which are compactly supported in a fixed bounded open $\Omega^{\prime}$ with $\bar{\Omega}^{\prime} \subset \Omega$, the proof of Theorem 3.20 can be modified to yield compact embedding into $L_{w}^{q}\left(\Omega^{\prime}\right)$ for the same $\Omega^{\prime}$ without assuming (3-12). Of course we always require (3-2). Given such $\Omega^{\prime}$ and a set $\mathscr{H} \subset \operatorname{Lip}_{Q, p, 0}\left(\Omega^{\prime}\right)$, we may view $\mathscr{H}$ as a subset of $\operatorname{Lip}_{Q, p, 0}(\Omega)$ simply by extending functions in $\mathscr{H}$ to all of $\Omega$ as 0 in $\Omega \backslash \Omega^{\prime}$. In this way, the proof of Theorem 3.20 works without (3-12). For example, choosing $\mathscr{H}=\operatorname{Lip}_{Q, p, 0}\left(\Omega^{\prime}\right)$, we obtain:

Theorem 3.24. Let the assumptions of Section $3 A$ hold and $w \ll v$. Let $\Omega^{\prime}$ be a bounded open set with $\bar{\Omega}^{\prime} \subset \Omega$. Fix $p \in[1, \infty)$ and suppose the Poincaré property of order $p$ in Definition 3.5 holds for $\operatorname{Lip}_{Q, p, 0}\left(\Omega^{\prime}\right)$, with $\operatorname{Lip}_{Q, p, 0}\left(\Omega^{\prime}\right)$ viewed as a subset of $\operatorname{Lip}_{Q, p, 0}(\Omega)$ using extension by 0 , and suppose the local Sobolev property of order $p$ in Definition 3.16 holds. Assume the cutoff property of some order $s \geq p \sigma^{\prime}$ is true for $\mu$, with $\sigma$ as in (3-31), and that (3-33) holds for $\operatorname{Lip}_{Q, p, 0}\left(\Omega^{\prime}\right)$ with $t=s / p$. Then, for every sequence $\left\{\left(f_{k}, \vec{g}_{k}\right)\right\} \subset W_{v, \mu, 0}^{1, p}\left(\Omega^{\prime}, Q\right)$ which is bounded in $W_{v, \mu}^{1, p}\left(\Omega^{\prime}, Q\right)$ norm, there is a subsequence $\left\{f_{k_{i}}\right\}$ of $\left\{f_{k}\right\}$ and a function $f \in L_{w}^{p \sigma}\left(\Omega^{\prime}\right)$ such that $f_{k_{i}} \rightarrow f$ pointwise a.e.-w in $\Omega^{\prime}$ and in $L_{w}^{q}\left(\Omega^{\prime}\right)$ norm, $1 \leq q<p \sigma$.

The full force of the local Sobolev estimate in Definition 3.16 is not needed to prove Theorem 3.24. In fact, it is enough to assume that (3-31) holds only for balls centered in the fixed compact set $\bar{\Omega}^{\prime}$.

The proof of Theorem 3.24 is like that of Theorem 3.20 , working with the set $\Omega^{\prime}$ that occurs in the hypotheses of Theorem 3.24. However, now (3-34) in the conclusion of Lemma 3.23 (with $\mathscr{H}=\operatorname{Lip}_{Q, p, 0}\left(\Omega^{\prime}\right)$ ) remains valid if $\Omega^{\prime}$ is replaced on the left side by $\Omega$ since every $f \in \operatorname{Lip}_{Q, p, 0}\left(\Omega^{\prime}\right)$ vanishes on $\Omega \backslash \Omega^{\prime}$. The resulting estimate serves as a replacement for (3-38), so it is not necessary to demand that the $E_{l}^{\epsilon}$ are subsets of a compact set $\bar{\Omega}^{\prime \prime} \subset \Omega$. Hence (3-12) is no longer required. Finally, the Poincaré estimate extends as usual to $W_{v, \mu, 0}^{1, p}\left(\Omega^{\prime}, Q\right)$ (the closure of $\operatorname{Lip}_{Q, p, 0}\left(\Omega^{\prime}\right)$ ), and due to support considerations, the $E_{l}^{\epsilon}$ can be restricted to subsets of $\Omega^{\prime}$ by replacing $E_{l}^{\epsilon}$ by $E_{l}^{\epsilon} \cap \Omega^{\prime}$; this guarantees $w\left(E_{l}^{\epsilon}\right)<\infty$ since $w$ is locally finite by hypothesis.

Recalling the comments immediately after Definition 3.18 and in Remark 3.19, we obtain a useful special case of Theorem 3.24:

Corollary 3.25. Let the assumptions of Section $3 A$ hold, $\Omega$ and $Q$ be bounded, $w=$ $v=\mu$, and (3-12) be true. Let $\Omega^{\prime}$ be an open set with $\bar{\Omega}^{\prime} \subset \Omega$. Fix $p \in[1, \infty)$ and suppose the Poincaré property of order $p$ in Definition 3.5 holds for $\operatorname{Lip}_{Q, p, 0}\left(\Omega^{\prime}\right)$ and the local Sobolev property of order $p$ in Definition 3.16 holds. Then, for every $\left\{\left(f_{k}, \vec{g}_{k}\right)\right\} \subset W_{v, \mu, 0}^{1, p}\left(\Omega^{\prime}, Q\right)$ which is bounded in $W_{v, \mu}^{1, p}(\Omega, Q)$ norm, there is a subsequence $\left\{f_{k_{i}}\right\}$ of $\left\{f_{k}\right\}$ and a function $f \in L_{w}^{p \sigma}\left(\Omega^{\prime}\right)$ such that $f_{k_{i}} \rightarrow f$ pointwise a.e.-w in $\Omega^{\prime}$ and in $L_{w}^{q}\left(\Omega^{\prime}\right)$ norm, $1 \leq q<p \sigma$.

In the case where $p=2$ and all measures are Lebesgue measure, Corollary 3.25 is used in [Rodney 2007; 2012] to show the existence of weak solutions to Dirichlet problems for some linear subelliptic equations. It is also used in [Rodney 2010] to derive the following global Sobolev inequality from the local estimate (3-32), where $\Omega^{\prime}$ is open and $\bar{\Omega}^{\prime} \subset \Omega$ :

$$
\begin{equation*}
\|f\|_{L^{2 \sigma}\left(\Omega^{\prime}\right)} \leq C\left(\int_{\Omega^{\prime}}|\sqrt{Q} \nabla f|^{2} d x\right)^{1 / 2} \tag{3-41}
\end{equation*}
$$

## 4. Precompact subsets of $\boldsymbol{L}^{\boldsymbol{N}}$ in a quasimetric space

In this section, we consider the situation of an open set $\Omega$ in a topological space $X$ when $X$ is also endowed with a quasimetric $d$. As there is no easy way to define Sobolev spaces on general quasimetric spaces, this section concentrates on establishing a simple criterion not directly related to Sobolev spaces ensuring that bounded subsets of $L_{w}^{N}(\Omega)$ are precompact in $L_{w}^{q}(\Omega)$ when $1 \leq q<N \leq \infty$.

We begin by further describing the setting for our result. The topology on $X$ is expressed in terms of a fixed collection $\mathscr{T}$ of subsets of $X$ which may not be related to the quasimetric $d$. Thus when we say that a set $\mathbb{O} \subset X$ is open, we mean that $0 \in \mathscr{T}$. Given an open $\Omega$, we assume the following:
(i) $\forall x \in X$ and $r>0$, the $d$-ball $B_{r}(x)=\{y \in X: d(x, y)<r\}$ is a Borel set.
(ii) $\forall x \in X$ and $r>0$, there is an open set 0 such that $x \in \mathbb{O} \subset B_{r}(x)$.
(iii) If $X \neq \Omega$, then $\forall x \in \Omega, d\left(x, \Omega^{c}\right)=\inf \left\{d(x, y): y \in \Omega^{c}\right\}>0$.

Property (ii) serves as a substitute for (3-2).
Unlike the situation in Section 3, $d$-balls centered in $\Omega$ may not be subsets of $\Omega$ unless $X=\Omega$. However, we note the following fact.
Remark 4.1. Properties (ii) and (iii) guarantee that for any compact set $K \subset \Omega$, there exists $\varepsilon(K)>0$ such that $B_{r}(x) \subset \Omega$ if $x \in K$ and $r<\varepsilon(K)$. In fact, first note that for any $x \in \Omega$, (iii) implies that the $d$-ball $B(x)$ with center $x$ and radius $r_{x}=d\left(x, \Omega^{c}\right) /(2 \kappa)$ lies in $\Omega$. If $K$ is a compact set in $\Omega$, (ii) shows that $K$ can be covered by a finite number of such balls $\left\{B\left(x_{i}\right)\right\}$. With $\varepsilon(K)$ chosen to be a suitably small multiple (depending on $\kappa$ ) of $\min \left\{r_{x_{i}}\right\}$, the remark then follows easily from the swallowing property of $d$-balls.

Further, we assume that $(\Omega, d)$ satisfies the local geometric doubling condition in Definition 3.3, that is, for each compact set $K \subset \Omega$, there exists $\delta^{\prime}(K)>0$ such that, for all $x \in K$ and all $0<r^{\prime}<r<\delta^{\prime}(K)$, the number of disjoint $d$-balls of common radius $r^{\prime}$ contained in $B_{r}(x)$ is at most a constant $\mathscr{C}_{r / r^{\prime}}$ depending on $r / r^{\prime}$ but not on $K$. We will choose $\delta^{\prime}(K) \leq \varepsilon(K)$.

With this framework in force, we now state the main result of the section.
Theorem 4.2. Let $\Omega \subset X$ be as above, and let $w$ be a finite Borel measure on $\Omega$ such that, given any $\epsilon>0$, there is a compact set $K \subset \Omega$ with $w(\Omega \backslash K)<\epsilon$. Let $1 \leq p<\infty$ and $1<N \leq \infty$, and suppose $\mathscr{S} \subset L_{w}^{N}(\Omega)$ has the property that, for any compact set $K \subset \Omega$, there exists $\delta_{K}>0$ such that (4-1)

$$
\left\|f-f_{B, w}\right\|_{L_{w}^{p}(B)} \leq b(f, B) \quad \text { if } f \in \mathscr{S} \text { and } B=B_{r}(x), x \in K, 0<r<\delta_{K},
$$

where $b(f, B)$ is a nonnegative ball set function. Furthermore, suppose there is a constant $c_{0} \geq 1$ such that for every $\epsilon>0$ and every compact set $K \subset \Omega$, there exists
$\tilde{\delta}_{\epsilon, K}>0$ such that

$$
\begin{equation*}
\sum_{B \in \mathscr{F}} b(f, B)^{p} \leq \epsilon^{p} \quad \text { for all } f \in \mathscr{Y} \tag{4-2}
\end{equation*}
$$

for every finite family $\mathscr{F}=\{B\}$ of $d$-balls centered in $K$ with common radius less than $\tilde{\delta}_{\epsilon, K}$ for which $\left\{c_{0} B\right\}$ is a pairwise disjoint family of subsets of $\Omega$. Then any sequence in $\mathscr{S}$ that is bounded in $L_{w}^{N}(\Omega)$ has a subsequence that converges in $L_{w}^{q}(\Omega)$ for $1 \leq q<N$ to a function in $L_{w}^{N}(\Omega)$.
Proof. Let $\epsilon>0$ and choose a compact set $K \subset \Omega$ with $w(\Omega \backslash K)<\epsilon$. Next, for $c_{0} \geq 1$, as in the proof of Lemma 3.12, there is a positive constant $r=r\left(\epsilon, K, c_{0}\right)<$ $\min \left\{\delta_{K}, \tilde{\delta}_{\epsilon, K}, \delta^{\prime}(K), \varepsilon(K) /\left(\gamma c_{0}\right)\right\}$ (see (4-1),(4-2), Definition 3.3 and Remark 4.1), where $\gamma=\kappa+2 \kappa^{2}$ with $\kappa$ as in (3-1), and a finite family $\left\{B_{r}\left(y_{k}\right)\right\}_{k}$ of $d$-balls centered in $K$ satisfying $K \subset \bigcup_{k} B_{r}\left(y_{k}\right)$ and whose dilates $\left\{B_{c_{0} r}\left(y_{k}\right)\right\}_{k}$ lie in $\Omega$ and have the bounded intercept property (with intercept constant $M$ independent of $\epsilon$ ). Since $\left\{B_{c_{0} r}\left(y_{k}\right)\right\}_{k}$ has bounded intercepts with bound $M$, it can be written as the union of at most $M$ families of disjoint $d$-balls; see, for example, the proof of [Chua and Wheeden 2008, Lemma 2.5]. By (4-2), we conclude that

$$
\sum_{k} b\left(f, B_{r}\left(y_{k}\right)\right)^{p} \leq M \epsilon^{p} .
$$

Theorem 4.2 follows then immediately from Theorem 1.2; see also Remark 1.3(1).

As an application of Theorem 4.2 we present a version of [Hajłasz and Koskela 2000, Theorem 8.1] in the case $p \geq 1$. Our version improves the one in [Hajłasz and Koskela 2000] by allowing two different measures and by relaxing the assumptions made about embedding and doubling. Furthermore, while the analogue in [Hajłasz and Koskela 2000] of our (4-3) uses only the $L_{w}^{1}(B)$ norm on the left side, it automatically self-improves to the $L_{w}^{p}(B)$ norm due to the doubling assumption, with a further fixed enlargement of the ball $c_{0} B$ on the right side; see, for example, [Hajłasz and Koskela 2000, Theorem 5.1].

Corollary 4.3. Let $X, d, \Omega, w$ be as above, and let $\mu$ be a Borel measure on $\Omega$. Fix $1 \leq p<\infty, 1<N \leq \infty$, and $c_{0} \geq 1$. Consider a sequence of pairs

$$
\left\{\left(f_{i}, g_{i}\right)\right\} \subset L_{w}^{N}(\Omega) \times L_{\mu}^{p}(\Omega)
$$

such that, for any compact set $K \subset \Omega$, there exists $\bar{\delta}_{K}>0$ with

$$
\begin{equation*}
\left\|f_{i}-\left(f_{i}\right)_{B, w}\right\|_{L_{w}^{p}(B)} \leq a_{*}(B)\left\|g_{i}\right\|_{L_{\mu}^{p}\left(c_{0} B\right)} \tag{4-3}
\end{equation*}
$$

for all $i$ and all $d$-balls $B$ centered in $K$ with $c_{0} B \subset \Omega$ and $r(B)<\bar{\delta}_{K}$, where
$a_{*}(B)$ is a nonnegative ball set function satisfying

$$
\begin{equation*}
\limsup _{r \rightarrow 0}\left\{\sup _{y \in K} a_{*}\left(B_{r}(y)\right)\right\}=0 \tag{4-4}
\end{equation*}
$$

Then if $\left\{f_{i}\right\}$ and $\left\{g_{i}\right\}$ are bounded in $L_{w}^{N}(\Omega)$ and $L_{\mu}^{p}(\Omega)$, respectively, $\left\{f_{i}\right\}$ has a subsequence converging in $L_{w}^{q}(\Omega)$ for $1 \leq q<N$ to a function belonging to $L_{w}^{N}(\Omega)$.

Proof. Given $\epsilon>0$ and compact set $K \subset \Omega$, use (4-4) to choose $r_{0}>0$ such that $a_{*}\left(B_{r}\right)<\epsilon / \beta$ for any $d$-ball $B_{r}$ centered in $K$ with $r<r_{0}$, where $\beta=$ $\sup _{i}\left\|g_{i}\right\|_{L_{\mu}^{p}(\Omega)}<\infty$. In Theorem 4.2, choose $\mathscr{S}=\left\{f_{i}\right\}, \delta_{K}=\bar{\delta}_{K}, b\left(f_{i}, B\right)=$ $a_{*}(B)\left\|g_{i}\right\|_{L_{\mu}^{p}\left(c_{0} B\right)}$, and

$$
\tilde{\delta}_{\epsilon, K}=\min \left\{\bar{\delta}_{K}, \delta^{\prime}(K), r_{0}, \varepsilon(K) / c_{0}\right\}
$$

If $B$ is a $d$-ball with center in $K$ and $r(B)<\tilde{\delta}_{\epsilon, K}$, then $c_{0} B \subset \Omega$. Hence

$$
\sum_{B \in \mathscr{F}}\left(a_{*}(B)\left\|g_{i}\right\|_{L_{\mu}^{p}\left(c_{0} B\right)}\right)^{p} \leq \epsilon^{p}\left\|g_{i}\right\|_{L_{\mu}^{p}(\Omega)}^{p} / \beta^{p} \leq \epsilon^{p}
$$

for every $\mathscr{F}$ as in Theorem 4.2. The conclusion now follows from Theorem 4.2.
Remark 4.4. (1) The $g_{i}$ in (4-3) are usually the modulus of a fixed derivative of the corresponding $f_{i}$, such as $\left|\nabla f_{i}\right|$ when $X$ is a Riemannian manifold. More generally, $g_{i}$ may be the upper gradient of $f_{i}$ (see [Heinonen 2001] for the definition).
(2) Theorem 4.2 can also be used to obtain an extension of Theorem 2.4 to $s$-John domains in quasimetric spaces; see [Chua and Wheeden 2011, Theorem 1.6].

## Appendix

We briefly consider analogues of Theorem 3.14, Corollary 3.15, and Theorem 3.20 without assuming $w \ll v$, but adding the assumption that $\mathscr{H}$ is linear. In this case, (3-27) can be extended by continuity to obtain a bounded linear map from $\overline{\mathscr{H}}$ into $L_{w}^{p \sigma}(\Omega)$. Here, as always, $\overline{\mathcal{H}}$ denotes the closure of $\{(f, \nabla f): f \in \mathscr{H}\}$ in $W_{v, \mu}^{1, p}(\Omega, Q)$. However, when $w \ll v$ fails, there is no natural way to obtain the extension for every $(f, \vec{g}) \in \overline{\mathscr{H}}$ keeping the same $f$ on the left side. In fact, let $(f, \vec{g}) \in \overline{\mathscr{H}}$ and choose $\left\{f_{j}\right\} \subset \mathscr{H}$ with $\left(f_{j}, \nabla f_{j}\right) \rightarrow(f, \vec{g})$ in $W_{\nu, \mu}^{1, p}(\Omega, Q)$. Linearity of $\mathscr{H}$ allows us to apply (3-27) to differences of the $f_{j}$ and conclude that $\left\{f_{j}\right\}$ is a Cauchy sequence in $L_{w}^{p \sigma}(\Omega)$. Therefore $f_{j} \rightarrow f^{*}$ in $L_{w}^{p \sigma}(\Omega)$ for some $f^{*} \in L_{w}^{p \sigma}(\Omega)$, and

$$
\left\|f^{*}\right\|_{L_{w}^{p \sigma}(\Omega)} \leq C\|(f, \vec{g})\|_{W_{\nu, \mu}^{1, p}(\Omega, Q)} \quad \text { if }(f, \vec{g}) \in \overline{\mathcal{H}}
$$

The function $f^{*}$ is determined by $(f, \vec{g})$, that is, $f^{*}$ is independent of the particular sequence $\left\{f_{j}\right\} \subset \mathscr{H}$ above. Indeed, if $\left\{\tilde{f}_{j}\right\}$ is another sequence in $\mathscr{H}$ with $\left(\tilde{f}_{j}, \nabla \tilde{f}_{j}\right) \rightarrow(f, \vec{g})$ in $W_{v, \mu}^{1, p}(\Omega, Q)$, and if $\tilde{f}_{j} \rightarrow \tilde{f}^{*}$ in $L_{w}^{p \sigma}(\Omega)$, then, by (3-27) and linearity of $\mathscr{H}$,

$$
\left\|\tilde{f}_{j}-f_{j}\right\|_{L_{w}^{p \sigma}(\Omega)} \leq C\left\|\left(\tilde{f}_{j}-f_{j}, \nabla \tilde{f}_{j}-\nabla f_{j}\right)\right\|_{W_{v, \mu}^{1, p}(\Omega, Q)} \rightarrow 0 .
$$

Consequently $\left\|\tilde{f}^{*}-f^{*}\right\|_{L_{w}^{p \sigma}(\Omega)}=0$. Thus $(f, \vec{g})$ determines $f^{*}$ uniquely as an element of $L_{w}^{p \sigma}(\Omega)$. Define a mapping

$$
\begin{equation*}
T: \overline{\mathscr{H}} \rightarrow L_{w}^{p \sigma}(\Omega) \quad \text { by setting } T(f, \vec{g})=f^{*} . \tag{A-1}
\end{equation*}
$$

Note that $\overline{\mathcal{H}}$ is a linear set in $W_{v, \mu}^{1, p}(\Omega, Q)$ since $\mathscr{H}$ is linear, and that $T$ is a bounded linear map from $\overline{\mathcal{H}}$ into $L_{w}^{p \sigma}(\Omega)$. Also note that $T$ satisfies $T(f, \nabla f)=f$ when restricted to those $(f, \nabla f)$ with $f \in \mathscr{H}$. Furthermore, if $w \ll \nu$, then $T(f, \vec{g})=f$ for all $(f, \vec{g}) \in \overline{\mathscr{H}}$, that is, $f^{*}=f$ a.e.- $w$ for all $(f, \vec{g}) \in \overline{\mathcal{H}}$. This follows since $f_{j} \rightarrow f$ in $L_{v}^{p}(\Omega)$ norm and $f_{j} \rightarrow f^{*}$ in $L_{w}^{p \sigma}(\Omega)$ norm. In this appendix, where it is not assumed that $w \ll v, f^{*}$ plays a main role. One can find a function $h$ such that $h=f^{*}$ a.e. $-w$ and $h=f$ a.e. $v$, but as this fact is not needed, we omit its proof.

An analogue of Theorem 3.14 is given in the next result.
Theorem A.1. Let all the assumptions of Theorem 3.14 hold except that now the set $\mathscr{H}$ is linear and we do not assume $w \ll \nu$. Then the map $T: \overline{\mathcal{H}} \rightarrow L_{w}^{q}(\Omega)$ defined in (A-1) is compact if $1 \leq q<p \sigma$. Equivalently, if $\left\{\left(f_{k}, \overrightarrow{g_{k}}\right)\right\}$ is a sequence in $\overline{\mathscr{H}}$ with $\sup _{k}\left\|\left(f_{k}, \overrightarrow{g_{k}}\right)\right\|_{W_{v, \mu}^{1, p}}(\Omega, Q)<\infty$, then $\left\{f_{k}^{*}\right\}$ has a subsequence which converges in $L_{w}^{q}(\Omega)$ for $1 \leq q<p \sigma$, where $f_{k}^{*}=T\left(f_{k}, \overrightarrow{g_{k}}\right)$. Moreover, the limit of the subsequence belongs to $L_{w}^{p \sigma}(\Omega)$.
Proof. Let $\mathscr{H}$ satisfy the hypothesis of the theorem and let $\left\{\left(f_{k}, \overrightarrow{g_{k}}\right)\right\} \subset \overline{\mathscr{H}}$ be bounded in $W_{v, \mu}^{1, p}(\Omega, Q)$. For each $k$, choose $h_{k} \in \mathscr{H}$ such that

$$
\begin{equation*}
\left\|\left(f_{k}, \overrightarrow{g_{k}}\right)-\left(h_{k}, \nabla h_{k}\right)\right\|_{W_{v, \mu}^{1, p}(\Omega, Q)} \leq 2^{-k} . \tag{A-2}
\end{equation*}
$$

Set $\mathscr{H}_{1}=\left\{h_{k}\right\}_{k} \subset \mathscr{H}$. Then $\left\{\left(h_{k}, \nabla h_{k}\right): h_{k} \in \mathscr{H}_{1}\right\}$ is bounded in $W_{v, \mu}^{1, p}(\Omega, Q)$. Furthermore, (3-27) implies a version of (3-14), namely,

$$
\sup _{f \in \mathscr{H}_{1}}\left\{\|f\|_{L_{w}^{p \sigma}(\Omega)}+\|(f, \nabla f)\|_{W_{v}, \mu}^{1, p}(\Omega, Q)\right\}<\infty .
$$

Theorem 3.7 now applies to $\mathscr{H}_{1}$ with $N=p \sigma$ and gives that any sequence in $\widehat{\mathscr{H}_{1}}$ has a subsequence which converges in $L_{w}^{q}(\Omega)$ norm for $1 \leq q<p \sigma$ to a function belonging to $L_{w}^{p \sigma}(\Omega)$. The sequence $\left\{h_{k}\right\}$ lies in $\widehat{\mathscr{H}}_{1}$, as is easily seen by considering, for each fixed $k$, the constant sequence $\left\{f^{j}\right\}$ defined by $f^{j}=h_{k}$ for
all $j$. We conclude that $\left\{h_{k}\right\}$ has a subsequence $\left\{h_{k_{l}}\right\}$ converging in $L_{w}^{q}(\Omega)$ norm for $1 \leq q<p \sigma$ to a function $h \in L_{w}^{p \sigma}(\Omega)$. By linearity and boundedness of $T$ from $\overline{\mathscr{H}}$ to $L_{w}^{p \sigma}(\Omega)$ together with (A-2), we have (writing $f_{k}^{*}=T\left(f_{k}, \vec{g}_{k}\right)$ )

$$
\left\|f_{k}^{*}-h_{k}\right\|_{L_{w}^{p \sigma}(\Omega)}=\left\|T\left(f_{k}, \vec{g}_{k}\right)-T\left(h_{k}, \nabla h_{k}\right)\right\|_{L_{w}^{p \sigma}(\Omega)} \leq C 2^{-k} \rightarrow 0
$$

Restricting $k$ to $\left\{k_{l}\right\}$ and using $w(\Omega)<\infty$, we conclude that $\left\{f_{k_{l}}^{*}\right\}$ also converges to $h$ in $L_{w}^{q}(\Omega)$ for $1 \leq q<p \sigma$, which completes the proof.

Setting $\mathscr{H}=\operatorname{Lip}_{Q, p}(\Omega)$ in Theorem A. 1 gives an analogue of Corollary 3.15.
Corollary A.2. Let the hypotheses of Theorem A.l hold for $\mathscr{H}=\operatorname{Lip}_{Q, p}(\Omega)$. Then the map $T$ defined by (A-1) is a compact map of $W_{\nu, \mu}^{1, p}(\Omega, Q)$ into $L_{w}^{q}(\Omega)$ for $1 \leq$ $q<p \sigma$, that is, if $\left\{\left(f_{k}, \vec{g}_{k}\right)\right\} \subset W_{\nu, \mu}^{1, p}(\Omega, Q)$ and $\sup _{k}\left\|\left(f_{k}, \vec{g}_{k}\right)\right\|_{W_{v, \mu}^{1, p}(\Omega, Q)}<\infty$, then $\left\{f_{k}^{*}\right\}$ has a subsequence which converges in $L_{w}^{q}(\Omega)$ for $1 \leq q, p p \sigma$, where $f_{k}^{*}=T\left(f_{k}, \vec{g}_{k}\right)$. Moreover, the limit of the subsequence belongs to $L_{w}^{p \sigma}(\Omega)$.

Theorem 3.20 also has an analogue without assuming $w \ll v$ provided $\mathscr{H}$ is linear, and in this instance (3-27) is not required: the subsequence $\left\{f_{k_{i}}\right\}$ of $\left\{f_{k}\right\}$ in the conclusion is then replaced by a subsequence of $\left\{f_{k}^{*}\right\}$, where $f_{k}^{*}$ is constructed as above but now using bounded open $\Omega^{\prime}$ whose closures increase to $\Omega$. Now $f^{*}$ arises when (3-38) is extended to $\overline{\mathcal{H}}$, namely, instead of (3-39), we obtain

$$
\left\|f^{*}\right\|_{L_{w}^{p \sigma}\left(\Omega^{\prime \prime}\right)} \leq C\left(\Omega^{\prime \prime}\right)\|(f, \vec{g})\|_{W_{\nu, \mu}^{1, p}(\Omega, Q)} \quad \text { if }(f, \vec{g}) \in \overline{\mathcal{H}}
$$

where $f^{*}$ is constructed for a pair $(f, \vec{g}) \in \overline{\mathscr{H}}$ by using linearity of $\mathscr{H}$ and (3-38) for a particular $\left(\Omega^{\prime}, \Omega^{\prime \prime}\right)$. It is easy to see that $f^{*} \in L_{w, \text { loc }}^{p \sigma}(\Omega)$ by letting $\Omega^{\prime} \nearrow \Omega$. The Poincaré inequality analogous to (3-40) is

$$
\left(\int_{B_{r}(y)}\left|f^{*}-f_{B_{r}(y), w}^{*}\right|^{p} d w\right)^{1 / p} \leq \epsilon\|(f, \vec{g})\|_{W_{v}, \mu}^{1, p}\left(B_{c_{0} r}(y), Q\right) \quad \text { if }(f, \vec{g}) \in \overline{\mathcal{H}}
$$

obtained by extending (3-8) from $\mathscr{H}$ to $\overline{\mathscr{H}}$. Further details are omitted.
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# PARTIAL INTEGRABILITY OF ALMOST COMPLEX STRUCTURES AND THE EXISTENCE OF SOLUTIONS FOR QUASILINEAR CAUCHY-RIEMANN EQUATIONS 

Chong-Kyu Han and Jong-Do Park


#### Abstract

We study the local solvability of the system of quasilinear Cauchy-Riemann equations for $\boldsymbol{d}$ unknown functions in $\boldsymbol{n}$ complex variables, which is a system of elliptic type and overdetermined if $n \geq 2$. We consider an associated almost complex structure on $\mathbb{C}^{n+d}$ and its partial integrability and prove by using the Newlander-Nirenberg theorem and its algebraic generalizations that the existence of a pseudoholomorphic function on the zero set is equivalent to the local solvability of the original quasilinear system. We discuss an algorithm for finding pseudoholomorphic functions on the zero set and then present examples.


## Introduction

A classical method for solving partial differential equations (PDE) of first order is the method of characteristics which originated from [Monge 1803]. One finds curves along which a PDE becomes a system of ordinary differential equations and constructs a solution whose graph, or 1-jet graph, is a union of those curves. Consider a quasilinear equation

$$
\begin{equation*}
\sum_{\lambda=1}^{n} a^{\lambda}(x, u) \frac{\partial u}{\partial x^{\lambda}}=b(x, u) \tag{0-1}
\end{equation*}
$$

for a real-valued function $u$ in $n$ real variables $x=\left(x^{1}, \ldots, x^{n}\right)$, where $a^{\lambda}$ and $b$ are smooth $\left(C^{\infty}\right)$ and $a^{\lambda}, \lambda=1, \ldots, n$, are not all zero. The characteristic vector field of (0-1) is a smooth vector field

$$
X=\sum_{\lambda=1}^{n} a^{\lambda} \frac{\partial}{\partial x^{\lambda}}+b \frac{\partial}{\partial u}
$$
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on $\mathbb{R}^{n+1}=\{(x, u)\}$ and a smooth real-valued function $\phi(x, u)$ is a first integral of $X$ if $X \phi=0$. Then, by the implicit function theorem, any first integral $\phi$ with $\phi_{u} \neq 0$ gives an implicit solution $\phi(x, u)=0$ to (0-1). The same method works for systems. Consider

$$
\begin{equation*}
\sum_{\lambda=1}^{n} a_{j}^{\lambda}(x, u) \frac{\partial u}{\partial x^{\lambda}}=b_{j}(x, u), \quad j=1, \ldots, p, \quad p \leq n \tag{0-2}
\end{equation*}
$$

for a real-valued function $u$ in $n$ real variables $x=\left(x^{1}, \ldots, x^{n}\right)$. We assume the matrix ( $a_{j}^{\lambda}$ ) has maximal rank $p$. If $p \geq 2$, then ( $0-2$ ) is overdetermined; therefore, there are no solutions generically. To discuss the existence of solutions let

$$
\begin{equation*}
X_{j}=\sum_{\lambda=1}^{n} a_{j}^{\lambda} \frac{\partial}{\partial x^{\lambda}}+b_{j} \frac{\partial}{\partial u}, \quad j=1, \ldots, p \tag{0-3}
\end{equation*}
$$

be vector fields on $\mathbb{R}^{n+1}=\{(x, u)\}$. For a smooth function $u(x)$, a normal vector to the graph $S=\left\{(x, u(x)) \in \mathbb{R}^{n+1}\right\}$ is $(\nabla u,-1)=\left(\partial u / \partial x^{1}, \ldots, \partial u / \partial x^{n},-1\right)$. Then (0-2) is equivalent to $X_{j} \cdot(\nabla u,-1)=0$, which implies that $X_{j}$ is tangent to the graph $S$ at every point. A smooth real-valued function $F$ is said to have invariant zero-level with respect to vector fields $X_{1}, \ldots, X_{p}$ if $\left(X_{j} F\right)(x)=0$ for all $j=1, \ldots, p$ and for all $x$ with $F(x)=0$. We have:

Theorem 0.1. Let $\left(x_{0}, u_{0}\right) \in \mathbb{R}^{n} \times \mathbb{R}$. On a neighborhood of $\left(x_{0}, u_{0}\right)$ there exists a solution $u(x)$ of (0-2) with $u\left(x_{0}\right)=u_{0}$ if and only if there is a function $F(x, u)$ with $\partial F / \partial u \neq 0$ and $F\left(x_{0}, u_{0}\right)=0$ that has invariant zero-level with respect to the set of vector fields (0-3).

Proof. Suppose that $u=f(x), x=\left(x^{1}, \ldots, x^{n}\right)$, is a solution of (0-2). Let $F(x, u):=f(x)-u$. Then we see that $F_{u} \neq 0$ and that, for each $j=1, \ldots, p$,

$$
X_{j} F=0 \quad \text { on }\{F=0\}
$$

Conversely, suppose that $F(x, u)$ is a function with $F_{u} \neq 0, F\left(x_{0}, u_{0}\right)=0$, that has invariant zero-level. Differentiating the implicit function $F(x, u)=0$ with respect to $x^{\lambda}$ using the chain rule, we have

$$
\begin{equation*}
\frac{\partial F}{\partial x^{\lambda}}=-\frac{\partial F}{\partial u} \frac{\partial u}{\partial x^{\lambda}} \quad \text { for each } \lambda=1, \ldots, n \tag{0-4}
\end{equation*}
$$

On the other hand, since $F$ has invariant zero-level we have

$$
\begin{equation*}
X_{j} F=\sum_{\lambda=1}^{n} a_{j}^{\lambda} \frac{\partial F}{\partial x^{\lambda}}+b_{j} \frac{\partial F}{\partial u}=0 \quad \text { on }\{F=0\} \tag{0-5}
\end{equation*}
$$

Substituting (0-4) for $\partial F / \partial x^{\lambda}$ in (0-5) we have

$$
-\frac{\partial F}{\partial u}\left(\sum_{\lambda=1}^{n} a_{j}^{\lambda} \frac{\partial u}{\partial x^{\lambda}}-b_{j}\right)=0 \quad \text { on }\{F=0\} ;
$$

that is, $u=f(x)$ satisfies (0-2).
For more details on (0-2) we refer the readers to [Han and Park 2013]. In this paper we study the complex analogue of Theorem 0.1. Let $z=\left(z^{1}, \ldots, z^{n}\right)$ for $z^{j}=x^{j}+\sqrt{-1} y^{j}$ be complex variables and let

$$
\frac{\partial}{\partial \bar{z}^{j}}:=\frac{1}{2}\left(\frac{\partial}{\partial x^{j}}+\sqrt{-1} \frac{\partial}{\partial y^{j}}\right) \quad \text { and } \quad \frac{\partial}{\partial z^{j}}:=\frac{1}{2}\left(\frac{\partial}{\partial x^{j}}-\sqrt{-1} \frac{\partial}{\partial y^{j}}\right) .
$$

Consider a system of PDE for a complex-valued unknown function $w=w(z, \bar{z})$ :

$$
\begin{equation*}
\frac{\partial w}{\partial \bar{z}^{j}}+\sum_{k=1}^{n} A_{j}^{k}(z, \bar{z}, w, \bar{w}) \frac{\partial w}{\partial z^{k}}=B_{j}(z, \bar{z}, w, \bar{w}), \quad j=1, \ldots, n, \tag{0-6}
\end{equation*}
$$

where $A_{j}^{k}$ and $B_{j}$ are complex-valued $C^{\infty}$ functions that are defined on a neighborhood of the origin of $\mathbb{C}^{n+1}=\{(z, w)\}$ and $A_{j}^{k}$ are sufficiently small. If $n \geq 2$, then (0-6) is overdetermined. We shall call (0-6) quasilinear Cauchy-Riemann equations. We prove the local solvability in the $C^{\infty}$ category by purely formal arguments based on the Newlander-Nirenberg theorem and its algebraic generalizations. We observed that a function $\zeta(z, \bar{z}, w, \bar{w})=0$ is an implicit solution to (0-6) if and only if $\zeta$ is pseudoholomorphic on the zero set (see Definition 1.6) with respect to an almost complex structure $J$ on $\mathbb{C}^{n+1}=\{(z, w)\}$ determined by the coefficients $A_{j}^{k}$ and $B_{j}$ (Theorem 3.3). Another observation is that a function $\zeta(z, \bar{z}, w, \bar{w})$ with $d \zeta \wedge d \bar{\zeta} \neq 0$ is pseudoholomorphic on the zero set if and only if the zero locus $\zeta=0$ is a $J$-invariant submanifold of $\left(\mathbb{C}^{n+1}, J\right)$ (Theorem 2.5). To check the partial integrability of the almost complex structure we make use of Theorem 1.3, which is due to L. Nirenberg and F. Treves.

Section 4 is a generalization of our results of Section 3 to the cases of multiple unknown functions $w=\left(w^{1}, \ldots, w^{d}\right)$ :

$$
\begin{equation*}
\frac{\partial w^{\alpha}}{\partial \bar{z}^{j}}+\sum_{k=1}^{n} A_{j}^{k}(z, \bar{z}, w, \bar{w}) \frac{\partial w^{\alpha}}{\partial z^{k}}=B_{j}^{\alpha}(z, \bar{z}, w, \bar{w}) \tag{0-7}
\end{equation*}
$$

for each $j=1, \ldots, n(n \geq 1)$ and $\alpha=1, \ldots, d$, where $A_{j}^{k}$ and $B_{j}^{\alpha}$ are $C^{\infty}$ functions defined on a neighborhood of the origin of $\mathbb{C}^{n+d}$ and $A_{j}^{k}$ are sufficiently small.

We discuss in Section 5 the determined case $n=1$. In Section 6 we present examples of $n=2$ including the equations for the pseudoanalytic functions, which will be introduced in Section 7. In the last section of this paper we briefly survey
the history of the perturbed Cauchy-Riemann equations and overdetermined PDE systems.

Finally we mention the regularity of solutions to (0-6) or (0-7): it is well-known (see [Gilbarg and Trudinger 1998]) that a linear elliptic partial differential equation is hypoelliptic; that is, any distribution solution is $C^{\infty}$ whenever all the coefficients of the differential operators are $C^{\infty}$. In general, a nonlinear differential equation is said to be elliptic if its linearization is an elliptic differential operator (see [Taylor 1997]). It was proved in [Douglis and Nirenberg 1955] that nonlinear elliptic systems are hypoelliptic by Schauder-type a priori estimates. Since the linearization of each quasilinear equation in (0-6) or (0-7) is elliptic, any $C^{1, \alpha}$ solution to (0-6) or (0-7) is always $C^{\infty}$.

## 1. $J$-holomorphic functions on almost complex manifolds

Let $M$ be a smooth $\left(C^{\infty}\right)$ manifold of dimension $2 m, m \geq 2$, with smooth almost complex structure $J$. Then the complexified tangent bundle $\mathbb{C} T M$ has the decomposition

$$
\mathbb{C} T M=T^{1,0}(M) \oplus T^{0,1}(M),
$$

where $T^{1,0}(M)\left(T^{0,1}(M)\right.$, respectively) is the subbundle of rank- $m$ of eigenvectors of $J$ associated with the eigenvalue $i$ ( $-i$, respectively). The dual decomposition of the complexified cotangent bundle $\mathbb{C} T^{*} M$ is

$$
\mathbb{C} T^{*} M=\left(T^{*} M\right)^{1,0} \oplus\left(T^{*} M\right)^{0,1} .
$$

We can find real vector fields $X_{j}, j=1, \ldots, m$, such that

$$
X_{1}, J X_{1}, \ldots, X_{m}, J X_{m}
$$

spans the real tangent bundle $T M$. Let

$$
Z_{j}=\frac{1}{2}\left(X_{j}-i J X_{j}\right) \quad \text { and } \quad \bar{Z}_{j}=\frac{1}{2}\left(X_{j}+i J X_{j}\right)
$$

for each $j=1, \ldots, m$. Then $\left\{Z_{1}, \ldots, Z_{m}\right\}$ spans $T^{1,0}(M)$ and $\left\{\bar{Z}_{1}, \ldots, \bar{Z}_{m}\right\}$ spans $T^{0,1}(M)$. Let $\left\{\theta^{1}, \ldots, \theta^{m}\right\}$ be a set of independent 1 -forms that annihilates $T^{0,1}(M)$ and thus $\left\{\bar{\theta}^{1}, \ldots, \bar{\theta}^{m}\right\}$ annihilates $T^{1,0}(M)$. Then the subbundles $\left(T^{*} M\right)^{1,0}$ and $\left(T^{*} M\right)^{0,1}$ of the complexified cotangent bundle are the linear spans of $\left\{\theta^{1}, \ldots, \theta^{m}\right\}$ and $\left\{\bar{\theta}^{1}, \ldots, \bar{\theta}^{m}\right\}$, respectively.

A complex-valued function $\zeta$ is called $J$-holomorphic (or pseudoholomorphic) if

$$
\begin{equation*}
\bar{Z}_{j} \zeta=0, \quad j=1, \ldots, m . \tag{1-1}
\end{equation*}
$$

Equation (1-1) is an overdetermined system of linear PDE, and thus, in general, there are no solutions other than constants. $J$-holomorphic functions $\zeta^{1}, \ldots, \zeta^{q}$
are said to be independent if

$$
d \zeta^{1} \wedge \cdots \wedge d \zeta^{q} \neq 0
$$

Equation (1-1) is equivalent to saying that $d \zeta$ is a section of $\left(T^{*} M\right)^{1,0}$, so that there exist at most $m$ independent $J$-holomorphic functions. $J$ is said to be integrable if

$$
\begin{equation*}
\left[T^{1,0}(M), T^{1,0}(M)\right] \subset T^{1,0}(M) \tag{1-2}
\end{equation*}
$$

which means that the bracket of any two sections of $T^{1,0}(M)$ is again a section of $T^{1,0}(M)$. For the theory of general integrable structures, we refer the readers to [Berhanu et al. 2008].

We consider the exterior algebra of differential forms with complex coefficients:

$$
\Omega^{*}=\Omega^{0} \oplus \Omega^{1} \oplus \cdots \oplus \Omega^{2 m},
$$

where $\Omega^{0}$ is the ring of smooth complex-valued functions and $\Omega^{r}(r=1, \ldots, 2 m)$ is the module over $\Omega^{0}$ of complex-valued smooth $r$-forms on $M$.
Definition 1.1. A subalgebra $\mathscr{I}$ of $\Omega^{*}$ is called an algebraic ideal if the following conditions hold:
(i) $₫ \wedge \Omega^{*} \subset \mathscr{I}$,
(ii) if $\phi=\sum_{r=0}^{2 m} \phi_{r} \in \mathscr{I}$, where $\phi_{r} \in \Omega^{r}$, then each component $\phi_{r}$ belongs to $\mathscr{I}$ (homogeneity condition).

The homogeneity condition implies that $\mathscr{I}$ is a two-sided ideal; that is, $\Omega^{*} \wedge \mathscr{I} \subset \mathscr{I}$.
In this paper we consider ideals generated by finitely many complex-valued functions and finitely many 1 -forms. Let $\rho=\left(\rho^{1}, \ldots, \rho^{d}\right)$ and $\phi=\left(\phi^{1}, \ldots, \phi^{q}\right)$ be a system of functions and 1-forms, respectively. We denote by $\mathscr{I}(\rho, \phi)$, or simply by ( $\rho, \phi$ ), the algebraic ideal generated by $\rho$ and $\phi$, which is the set of all elements of $\Omega^{*}$ of the form

$$
\sum_{\alpha=1}^{d} \rho^{\alpha} \omega^{\alpha}+\sum_{k=1}^{q} \phi^{k} \wedge \psi^{k} \quad \text { for some } \omega^{\alpha}, \psi^{k} \in \Omega^{*}
$$

For two elements $\alpha$ and $\beta$ of $\Omega^{*}$,

$$
\alpha \equiv \beta \bmod (\rho, \phi)
$$

means that $\alpha-\beta \in \mathscr{I}(\rho, \phi)$.
The integrability condition (1-2) can be written as

$$
\begin{equation*}
\left[Z_{j}, Z_{k}\right] \in \Gamma\left(T^{1,0}(M)\right) \quad \text { for all } j, k=1, \ldots, m, \tag{1-3}
\end{equation*}
$$

where $\Gamma$ denotes the set of all smooth sections. Equation (1-3) is equivalent to

$$
d \theta^{\ell} \equiv 0 \bmod (\theta) \quad \text { for all } \ell=1, \ldots, m,
$$

where $\theta=\left(\theta^{1}, \ldots, \theta^{m}\right)$.
Theorem 1.2 [Newlander and Nirenberg 1957]. Let $\left(M^{2 m}, J\right)$ be a $C^{\infty}$ almost complex manifold. If $J$ is integrable then there exist $m$ independent $J$-holomorphic functions.

The converse is also true, which is rather trivial. Now we fix notations: for any subbundle $I \subset\left(T^{*} M\right)^{1,0}$ we denote by $\underline{I}$ the module over $\Omega^{0}$ of smooth sections of $I$ and by ( $I$ ) the algebraic ideal of $\Omega^{*}$ generated by the smooth sections of $I$. By using Theorem 1.2 and the Frobenius theorem the following was proved in [Trèves 1981]:

Theorem 1.3. Suppose that $T^{\prime}$ is a subbundle of $\left(T^{*} M\right)^{1,0}$ of rank $q(q<m)$ and that $T^{\prime}$ is closed; that is, $d \underline{T}^{\prime} \subset\left(T^{\prime}\right)$. Then there exist $q$ independent $J$-holomorphic functions $\zeta^{1}, \ldots, \zeta^{q}$ whose differentials $d \zeta^{1}, \ldots, d \zeta^{q}$ span $T^{\prime}$.

The problem of determining conditions for the existence of $J$-holomorphic functions on almost complex manifolds has been examined in [Mushkarov 1981; 1986] by studying the involutivity of the Nijenhuis bundle. Criteria for the existence of $J$-holomorphic mappings into other almost complex manifolds are given in [Kruglikov 1998] in terms of Nijenhuis tensors and their generalizations. The following theorem is found in [Han and Kim 2012].

Theorem 1.4. Let $M^{2 m}(m \geq 2)$ be a $C^{\infty}$ manifold with $C^{\infty}$ almost complex structure J. Let $\left(T^{*} M\right)^{1,0}$ be the bundle of $(1,0)$-forms. Then there exist a sequence of subbundles $\left(T^{*} M\right)^{1,0}:=I^{(0)} \supset I^{(1)} \supset I^{(2)} \supset \cdots$ and a nonnegative integer $v$ such that for $k=0,1,2, \ldots$ :
(i) $I^{(k+1)} \subsetneq I^{(k)}$, if $k<\nu$,
(ii) $I^{(k+1)}=I^{(k)}$, if $k \geq v$,
(iii) $d \underline{I}^{(k+1)} \equiv 0 \bmod I^{(k)}$,
under a generic assumption in each step of the construction of the sequence. Moreover, a function $f$ is $J$-holomorphic if and only if $d f \in I^{(\nu)}$; thus the number of independent $J$-holomorphic functions is equal to the rank of $I^{(v)}$.

Definition 1.5. The integer $v$ of Theorem 1.4 is called the type of the almost complex structure $J$. We also say that the Pfaffian system $\left(\theta^{1}, \ldots, \theta^{m}\right)$ has derived length $\nu$.
Proof of Theorem 1.4. We shall find the largest closed subbundle of $\left(T^{*} M\right)^{1,0}$ starting with $I=I^{(0)}=\left(T^{*} M\right)^{1,0}$ : the exterior derivative $d: \underline{I} \rightarrow \Omega^{2}$ is not a module homomorphism, but composition with the projection

$$
\underline{I} \xrightarrow{d} \Omega^{2} \xrightarrow{\pi} \Omega^{2} /(I)
$$

is an $\Omega^{0}$-module homomorphism. Let $\delta=\pi \circ d$. Consider the submodule $\underline{I}^{(1)}:=$ $\operatorname{ker} \delta$ of $\underline{I}$. We assume that $\underline{I}^{(1)}$ has constant rank on $M$, and hence defines a subbundle $I^{(1)}$ of $\left(T^{*} M\right)^{1,0}$. We have a short exact sequence of $\Omega^{0}$-modules

$$
0 \rightarrow \underline{I}^{(1)} \rightarrow \underline{I} \xrightarrow{\delta} d \underline{I} /(I) \rightarrow 0 .
$$

The subbundle $I^{(1)}$ is called the first derived system of $\left(T^{*} M\right)^{1,0}$. Assuming that $\underline{I}^{(k-1)}$ has constant rank, we define inductively the $k$-th derived system $I^{(k)}$ by

$$
0 \rightarrow \underline{I}^{(k)} \rightarrow \underline{I}^{(k-1)} \xrightarrow{\delta} d \underline{I}^{(k-1)} /\left(I^{(k-1)}\right) \rightarrow 0 .
$$

Let $v$ be the smallest integer with $I^{(v)}=I^{(v+1)}$. Then we have the sequence of subbundles

$$
\begin{equation*}
\left(T^{*} M\right)^{1,0}:=I:=I^{(0)} \supset I^{(1)} \supset \cdots \supset I^{(v-1)} \supset I^{(v)} . \tag{1-4}
\end{equation*}
$$

Notice that $d \underline{I}^{(\nu)} \subset\left(I^{(v)}\right)$; that is, $I^{(v)}$ is closed. Assume that $\underline{I}^{(\nu)}$ has constant rank $q$. Then by Theorem 1.3 there exist independent $J$-holomorphic functions $\zeta^{1}, \ldots, \zeta^{q}$, which completes the proof of Theorem 1.4.

The idea of Theorem 1.4 came from the theory of first integrals for Pfaffian systems due to E. Cartan and R. Gardner [Gardner 1967], which is a real version of Theorem 1.4. A generalized notion of the first integral has been used in [Ahn and Han 2012; Han and Park 2013]. Our standard reference for the theory of Pfaffian systems is [Bryant et al. 1991]. In this paper we need a notion of $J$-holomorphicity on the zero set that we define as follows:

Definition 1.6. A system of complex-valued functions $\zeta=\left(\zeta^{1}, \ldots, \zeta^{d}\right)$ is said to be $J$-holomorphic on the zero set if, for each $\alpha=1, \ldots, d$, we have $\left(\bar{Z}_{j} \zeta^{\alpha}\right)(x)=0$, $j=1, \ldots, m$, for all $x$ with $\zeta(x)=0$, or, equivalently, if

$$
\begin{equation*}
d \zeta^{\alpha} \equiv 0 \bmod (\zeta, \bar{\zeta}, \theta) \tag{1-5}
\end{equation*}
$$

Assuming further that $\theta^{j}$ are dual to $Z_{k}$, that is,

$$
\theta^{j}\left(Z_{k}\right)=\delta_{k}^{j},
$$

we define $\partial f$ and $\bar{\partial} f$ for any complex-valued function $f$ by

$$
\partial f:=\sum_{j=1}^{m}\left(Z_{j} f\right) \theta^{j}, \quad \bar{\partial} f:=\sum_{j=1}^{m}\left(\bar{Z}_{j} f\right) \bar{\theta}^{j} .
$$

Then we have

$$
d f=\partial f+\bar{\partial} f .
$$

We may write (1-5) as

$$
\bar{\partial} \zeta^{\alpha} \equiv 0 \bmod (\zeta, \bar{\zeta}) \quad \text { for each } \alpha=1, \ldots, d
$$

## 2. J-invariant submanifolds

A submanifold $N \subset M$ is said to be $J$-invariant if $J T_{x} N=T_{x} N$ at every point $x \in N . J$-invariant submanifolds are even dimensional. In this section we shall discuss the properties of a system of real-valued functions

$$
\rho=\left(\rho^{1}, \ldots, \rho^{2 d}\right)
$$

that defines a $J$-invariant submanifold $N$. The system $\rho$ shall be called nondegenerate if

$$
d \rho^{1} \wedge \cdots \wedge d \rho^{2 d} \neq 0
$$

Given a set of finitely many differential 1-forms $\left\{\phi^{1}, \phi^{2}, \ldots,\right\}$, we shall mean by the rank at $x \in M$ the number of independent 1 -forms at $x$.

Now we consider a submanifold $N^{2 n}$ of $\left(M^{2 m}, J\right)$ locally defined as the common zero set of a nondegenerate set of real-valued functions $\rho^{1}, \ldots, \rho^{2 d}$ with $d=m-n$.

Proposition 2.1. Suppose that $\left(\rho^{1}, \ldots, \rho^{2 d}\right)$ is a nondegenerate set of real-valued functions on a neighborhood of a point $x$ of $\left(M^{2 m}, J\right)$ with $d \leq m$. Then we have

$$
d \leq \operatorname{rank}\left(\partial \rho^{1}, \ldots, \partial \rho^{2 d}\right) \leq 2 d .
$$

Proof. Consider

$$
\begin{align*}
d \rho^{1} \wedge \cdots \wedge d \rho^{2 d} & =\left(\partial \rho^{1}+\bar{\partial} \rho^{1}\right) \wedge \cdots \wedge\left(\partial \rho^{2 d}+\bar{\partial} \rho^{2 d}\right)  \tag{2-1}\\
& =\left(\partial \rho^{1} \wedge \cdots \wedge \partial \rho^{2 d}\right)+\text { mixed terms }+\left(\bar{\partial} \rho^{1} \wedge \cdots \wedge \bar{\partial} \rho^{2 d}\right),
\end{align*}
$$

where "mixed terms" means those terms that contain both $\partial \rho^{\alpha}$ 's and $\bar{\partial} \rho^{\alpha}$ 's. If $\operatorname{rank}\left(\partial \rho^{1}, \ldots, \partial \rho^{2 d}\right) \leq d-1$ then each term in the last line of (2-1) contains either $\partial \rho^{\alpha}$ s more than $d$ times or $\bar{\partial} \rho^{\alpha}$ 's more than $d$ times. Hence, each term of the last line of (2-1) is zero at $x$, which contradicts the nondegeneracy condition.

Proposition 2.2. Let u be a $C^{\infty}$ complex-valued function on $M$ and $X \in T M$. Then $\partial u(X)=\frac{1}{2}\{d u(X)-\sqrt{-1} d u(J X)\} \quad$ and $\quad \bar{\partial} u(X)=\frac{1}{2}\{d u(X)+\sqrt{-1} d u(J X)\}$. Proof. Since $\partial u$ annihilates any $(0,1)$-vector, we have

$$
\begin{aligned}
\partial u(X) & =\partial u\left(X^{1,0}+X^{0,1}\right)=\partial u\left(X^{1,0}\right)=d u\left(X^{1,0}\right) \\
& =\frac{1}{2} d u\{X-\sqrt{-1} J X\}=\frac{1}{2}\{d u(X)-\sqrt{-1} d u(J X)\} .
\end{aligned}
$$

We prove the second equality similarly.

Theorem 2.3. Let $N^{2 n}$ be a submanifold of $\left(M^{2 m}, J\right)$ given as a common zero set of a nondegenerate system of real-valued functions $\rho^{1}, \ldots, \rho^{2 d}$ with $d=m-n$. Let $T^{1,0} N=\{X-\sqrt{-1} J X: X \in T N \cap J T N\}$ and $T^{0,1} N=\{X+\sqrt{-1} J X$ : $X \in T N \cap J T N\}$. Then the following are equivalent:
(i) $N$ is $J$-invariant.
(ii) $T_{x}^{1,0} N$ and $T_{x}^{0,1} N$ have complex dimension $n$ for each $x \in N$.
(iii) $\operatorname{rank}\left(\partial \rho^{1}, \ldots, \partial \rho^{2 d}\right)(x)=d$ for each $x \in N$.

Proof. (i) $\Rightarrow$ (ii): Suppose that $N$ is $J$-invariant. Then it is easy to see that there exist linearly independent real vector fields

$$
X_{1}, J X_{1}, \ldots, X_{n}, J X_{n}
$$

that are tangent to $N$. Thus $2 n$ complex vectors $X_{k}^{1,0}:=\frac{1}{2}\left(X_{k}-\sqrt{-1} J X_{k}\right)$ and $X_{k}^{0,1}:=\frac{1}{2}\left(X_{k}+\sqrt{-1} J X_{k}\right), k=1, \ldots, n$, are linearly independent and tangent to $N$, which implies (ii).
(ii) $\Rightarrow$ (iii): Suppose that, for each $x \in N, T_{x}^{1,0} N$ has complex dimension $n$. Since

$$
\begin{aligned}
T^{1,0} N & =\left\{Z \in T^{1,0} M: d \rho^{\alpha}(Z)=\partial \rho^{\alpha}(Z)=0, \alpha=1, \ldots, 2 d\right\} \\
& =\bigcap_{\alpha=1}^{2 d}\left(\operatorname{Ker} \partial \rho^{\alpha} \cap T^{1,0} M\right)=\left(\bigcap_{\alpha=1}^{2 d}\left(\operatorname{Ker} \partial \rho^{\alpha}\right)\right) \cap T^{1,0} M
\end{aligned}
$$

has a fiber of complex dimension $n$ at each point $x \in N$, it follows that ( $\partial \rho^{1}, \ldots, \partial \rho^{2 d}$ ) has rank $m-n=d$ at $x$.
(iii) $\Rightarrow$ (i): Since $T_{x}^{1,0} M$ is of complex dimension $m$ and $\left(\partial \rho^{1}, \ldots, \partial \rho^{2 d}\right)$ has rank $d$, the intersection of the null spaces of $\partial \rho^{\alpha}: T_{x}^{1,0} M \rightarrow \mathbb{C}, \alpha=1, \ldots, 2 d$, is of complex dimension $m-d=n$, and therefore contains linearly independent vectors $X_{1}^{1,0}, \ldots, X_{n}^{1,0}$, where $X_{k}^{1,0}=\frac{1}{2}\left(X_{k}-\sqrt{-1} J X_{k}\right)$ for some real vector $X_{k}$. Then for each $\alpha=1, \ldots, 2 d$ and each $k=1, \ldots, n$ we have, by Proposition 2.2,

$$
0=\partial \rho^{\alpha}\left(X_{k}^{1,0}\right)=\partial \rho^{\alpha}\left(X_{k}\right)=\frac{1}{2}\left(d \rho^{\alpha}\left(X_{k}\right)-\sqrt{-1} d \rho^{\alpha}\left(J X_{k}\right)\right)
$$

which implies that $d \rho^{\alpha}\left(X_{k}\right)=0$ and $d \rho^{\alpha}\left(J X_{k}\right)=0$ since the $\rho^{\alpha}$ are real-valued functions. Therefore, $\left\{X_{k}, J X_{k}: k=1, \ldots, n\right\}$ are tangent to $N$. Since $\left\{X_{k}^{1,0}, k=1, \ldots, n\right\}$ are independent, the set of vectors $X_{j}, J X_{j}(j=1, \ldots, n)$ forms a $J$-invariant basis for $T_{x} N$. Therefore, $N$ is $J$-invariant.

The $J$-invariance of submanifolds has been studied in [Han and Lee 2010]. As for the special cases of real codimension $2(d=1)$ we have the following:

Corollary 2.4. Let $(s, t)$ be a nondegenerate set of real-valued functions of $\left(M^{2 m}, J\right)$ and let $N^{2(m-1)}$ be the common zero set of $s$ and $t$. Then $N$ is $J$-invariant if and
only if

$$
\begin{equation*}
\partial s \wedge \partial t \equiv 0 \bmod (s, t) \tag{2-2}
\end{equation*}
$$

Proof. In the case of $d=1$ in Theorem 2.3 the rank condition (iii),

$$
\operatorname{rank}(\partial s, \partial t)(x)=1 \quad \text { for each } x \in N
$$

can be written as (2-2).
Theorem 2.5. Let $\left(M^{2 m}, J\right)$ be an almost complex manifold. A submanifold $N^{2 n}$ of real codimension $2 d$, where $d=m-n$, is $J$-invariant if and only if $N$ is the common zero set of a set of complex-valued functions $\zeta=\left(\zeta^{1}, \ldots, \zeta^{d}\right)$ that are $J$-holomorphic on the zero set.

Proof. Suppose that $N$ is a $J$-invariant submanifold of real codimension $2 d$. Let $\left(\rho^{1}, \ldots, \rho^{2 d}\right)$ be a nondegenerate set of real-valued functions whose common zero set is $N$. Since $\left(\partial \rho^{1}, \ldots, \partial \rho^{2 d}\right)$ has rank $d$ by Theorem 2.3 , we may assume that $\partial \rho^{1} \wedge \cdots \wedge \partial \rho^{d} \neq 0$. Then, for each $\alpha=1, \ldots, d, \partial \rho^{d+\alpha}$ is a linear combination of $\left(\partial \rho^{1}, \ldots, \partial \rho^{d}\right)$, or, equivalently,

$$
\left[\begin{array}{c}
\bar{\partial} \rho^{d+1}  \tag{2-3}\\
\vdots \\
\bar{\partial} \rho^{2 d}
\end{array}\right]=A\left[\begin{array}{c}
\bar{\partial} \rho^{1} \\
\vdots \\
\bar{\partial} \rho^{d}
\end{array}\right]
$$

for some invertible matrix $A=\left(a_{\beta}^{\alpha}\right)$ of smooth functions. Define $\zeta=\left(\zeta^{1}, \ldots, \zeta^{d}\right)$ by

$$
\left[\begin{array}{c}
\zeta^{1} \\
\vdots \\
\zeta^{d}
\end{array}\right]=\left[\begin{array}{c}
\rho^{d+1} \\
\vdots \\
\rho^{2 d}
\end{array}\right]-A\left[\begin{array}{c}
\rho^{1} \\
\vdots \\
\rho^{d}
\end{array}\right]
$$

By (2-3) we have

$$
\bar{\partial} \zeta^{\alpha} \equiv 0 \bmod (\rho) \quad \text { for each } \alpha=1, \ldots, d
$$

Since $\mathscr{I}(\rho)=\mathscr{I}(\zeta, \bar{\zeta})$ it follows that the set of complex-valued functions $\zeta=$ $\left(\zeta^{1}, \ldots, \zeta^{d}\right)$ is $J$-holomorphic on the zero set. Conversely, suppose that $\zeta=$ $\left(\zeta^{1}, \ldots, \zeta^{d}\right)$ with $d \zeta^{1} \wedge \cdots \wedge d \zeta^{d} \neq 0$ is $J$-holomorphic on the zero set. Let $\zeta^{\alpha}=s^{\alpha}+i t^{\alpha}$. Then $\bar{\partial} \zeta^{\alpha}=\bar{\partial} s^{\alpha}+i \bar{\partial} t^{\alpha} \equiv 0 \bmod (\zeta, \bar{\zeta})$, which implies

$$
\begin{equation*}
\partial t^{\alpha} \equiv-i \partial s^{\alpha} \bmod (\zeta, \bar{\zeta}) \tag{2-4}
\end{equation*}
$$

Hence the rank of $\left(\partial s^{1}, \partial t^{1}, \ldots, \partial s^{d}, \partial t^{d}\right)$ is at most $d$. On the other hand, since

$$
\begin{aligned}
d \zeta^{\alpha} & \equiv \partial \zeta^{\alpha} \bmod (\zeta, \bar{\zeta}) \\
& \equiv 2 \partial s^{\alpha}, \quad \text { by }(2-4)
\end{aligned}
$$

we have

$$
\begin{aligned}
2^{d} \partial s^{1} \wedge \cdots \wedge \partial s^{d} & \equiv \partial \zeta^{1} \wedge \cdots \wedge \partial \zeta^{d} \bmod (\zeta, \bar{\zeta}) \\
& \equiv d \zeta^{1} \wedge \cdots \wedge d \zeta^{d} \bmod (\zeta, \bar{\zeta}) \\
& \neq 0
\end{aligned}
$$

Hence $\left(\partial s^{1}, \partial t^{1}, \ldots, \partial s^{d}, \partial t^{d}\right)$ has rank $d$. Then it follows from Theorem 2.3 that $N$ is $J$-invariant.

## 3. Nonlinearly perturbed Cauchy-Riemann equations

Let $z=\left(z^{1}, \ldots, z^{n}\right) \in \mathbb{C}^{n}, n \geq 1, z^{j}=x^{j}+\sqrt{-1} y^{j}$. In this section we discuss the local solvability of the quasilinear Cauchy-Riemann equations for one unknown function $w$ :

$$
\begin{equation*}
\frac{\partial w}{\partial \bar{z}^{j}}+\sum_{k=1}^{n} A_{j}^{k}(z, \bar{z}, w, \bar{w}) \frac{\partial w}{\partial z^{k}}=B_{j}(z, \bar{z}, w, \bar{w}), \quad j=1, \ldots, n \tag{3-1}
\end{equation*}
$$

where $A_{j}^{k}$ and $B_{j}$ are complex-valued $C^{\infty}$ functions defined on a neighborhood of the origin of $\mathbb{C}^{n+1}=\{(z, w)\}$.

We consider a system $\left(Z_{1}, \ldots, Z_{n+1}\right)$ of complex vector fields whose complex conjugates are given by

$$
\begin{equation*}
\bar{Z}_{j}=\frac{\partial}{\partial \bar{z}^{j}}+\sum_{k=1}^{n} A_{j}^{k} \frac{\partial}{\partial z^{k}}+B_{j} \frac{\partial}{\partial w}, \quad j=1, \ldots, n, \quad \bar{Z}_{n+1}=\frac{\partial}{\partial \bar{w}} \tag{3-2}
\end{equation*}
$$

Then $\bar{Z}_{1}, \ldots, \bar{Z}_{n+1}$ are annihilated by the following set of independent 1-forms:

$$
\begin{equation*}
\theta^{\alpha}=d z^{\alpha}-\sum_{j=1}^{n} A_{j}^{\alpha} d \bar{z}^{j}, \quad \alpha=1, \ldots, n, \quad \theta^{n+1}=d w-\sum_{j=1}^{n} B_{j} d \bar{z}^{j} \tag{3-3}
\end{equation*}
$$

Let $\langle\theta\rangle$ be the linear span of $\theta=\left(\theta^{1}, \ldots, \theta^{n+1}\right)$. Then there exists the unique almost complex structure for which $\theta^{1}, \ldots, \theta^{n+1}$ are $(1,0)$ forms, provided that

$$
\begin{equation*}
\langle\theta\rangle \cap\langle\bar{\theta}\rangle=\{0\} \tag{3-4}
\end{equation*}
$$

where $\bar{\theta}$ is the complex conjugate of $\theta$. Equation (3-4) holds if and only if $\theta^{1}, \ldots, \theta^{n+1}, \bar{\theta}^{1}, \ldots, \bar{\theta}^{n+1}$ are linearly independent. Note that $\theta^{1} \wedge \cdots \wedge \theta^{n+1} \wedge \bar{\theta}^{1} \wedge \cdots \wedge \bar{\theta}^{n+1}$

$$
=\left\{1+P\left(A_{j}^{\alpha}, \bar{A}_{j}^{\alpha}\right)\right\} d z^{1} \wedge d \bar{z}^{1} \wedge \cdots \wedge d z^{n} \wedge d \bar{z}^{n} \wedge d w \wedge d \bar{w}
$$

where $P$ is a polynomial in the arguments $\left(A_{j}^{\alpha}, \bar{A}_{j}^{\alpha}\right)$ without a constant term. Thus (3-4) holds if

$$
\begin{equation*}
\left|P\left(A_{j}^{\alpha}, \bar{A}_{j}^{\alpha}\right)\right|<1 \tag{3-5}
\end{equation*}
$$

In particular, if each $A_{j}^{\alpha}$ vanishes at the origin, then (3-5) holds. Henceforth we shall mean (3-5) by the $A_{j}^{\alpha}$ being sufficiently small.
Proposition 3.1. For each $j, k=1, \ldots, n$, let $A_{j}^{k}$ and $B_{j}$ be $C^{\infty}$ complex-valued functions defined on a neighborhood of the origin of $\mathbb{C}^{n+1}=\{(z, w)\}$. Let $J$ be the almost complex structure whose $(0,1)$-vectors and $(1,0)$-forms are given by (3-2)-(3-3) assuming $A_{j}^{k}$ are sufficiently small. Suppose that $J$ has type $v$ and that $I^{(v)}$ has rank $q$. Then there exist $q$ independent $J$-holomorphic functions $\zeta^{1}, \ldots, \zeta^{q}$. A function $\zeta$ is a J-holomorphic function if and only if $\zeta$ is holomorphic in the variables $\zeta^{1}, \ldots, \zeta^{q}$.
Proof. The first part of the conclusion follows from Theorems 1.3 and 1.4. To prove the second assertion, suppose that $\zeta$ is $J$-holomorphic. Since $d \zeta \in \underline{I}^{(v)}$ we have

$$
\begin{equation*}
d \zeta=\sum_{\alpha=1}^{q} a_{\alpha} d \zeta^{\alpha} \tag{3-6}
\end{equation*}
$$

for some $C^{\infty}$ functions $a_{\alpha}$. Without loss of generality assume

$$
\left(z^{1}, \ldots, z^{p}, \zeta^{1}, \ldots, \zeta^{q}\right), \quad p+q=n+1,
$$

are independent functions, so that they serve as $C^{\infty}$ local coordinates of $\mathbb{C}^{n+1}$. Then (3-6) implies

$$
\frac{\partial \zeta}{\partial z^{j}}=\frac{\partial \zeta}{\partial \bar{z}^{j}}=\frac{\partial \zeta}{\partial \bar{\zeta}^{\alpha}}=0
$$

for all $j=1, \ldots, p$ and $\alpha=1, \ldots, q$, which means that $\zeta$ is holomorphic in $\left(\zeta^{1}, \ldots, \zeta^{q}\right)$. Conversely, if $\zeta$ is a function in the variables $\zeta^{1}, \ldots, \zeta^{q}$, then we have

$$
d \zeta \in \mathscr{I}\left(d \zeta^{1}, \ldots, d \zeta^{q}\right)=I^{(\nu)} .
$$

Therefore, $\zeta$ is $J$-holomorphic.
Theorem 3.2. Under the same hypotheses as in Proposition 3.1, let $\zeta$ be a $J$ holomorphic function with $\partial \zeta / \partial w \neq 0$. Then

$$
\begin{equation*}
\zeta=\text { constant } \tag{3-7}
\end{equation*}
$$

is an implicit solution of (3-1).
Proof. Since $\partial \zeta / \partial w \neq 0$ and $\partial \zeta / \partial \bar{w}=0$, by implicit function theorem we can solve (3-7) for $w$ to have $w=f(z, \bar{z})$; that is,

$$
\begin{equation*}
\zeta(z, \bar{z}, f(z, \bar{z}), \overline{f(z, \bar{z})})=0 . \tag{3-8}
\end{equation*}
$$

Differentiating (3-8) in $\bar{z}^{j}$ and in $z^{k}$, respectively, we obtain

$$
\begin{equation*}
\frac{\partial \zeta}{\partial \bar{z}^{j}}+\frac{\partial \zeta}{\partial w} \frac{\partial f}{\partial \bar{z}^{j}}=0, \quad \frac{\partial \zeta}{\partial z^{k}}+\frac{\partial \zeta}{\partial w} \frac{\partial f}{\partial z^{k}}=0, \quad j, k=1, \ldots, n . \tag{3-9}
\end{equation*}
$$

Since $\zeta$ is $J$-holomorphic we have $L_{j} \zeta=0, j=1, \ldots, n$; namely,

$$
\begin{equation*}
\frac{\partial \zeta}{\partial \bar{z}^{j}}+\sum_{k=1}^{n} A_{j}^{k} \frac{\partial \zeta}{\partial z^{k}}+B_{j} \frac{\partial \zeta}{\partial w}=0, \quad j=1, \ldots, n . \tag{3-10}
\end{equation*}
$$

From (3-9) and (3-10) it follows that

$$
\begin{equation*}
-\frac{\partial \zeta}{\partial w}\left(\frac{\partial f}{\partial \bar{z}^{j}}+\sum_{k=1}^{n} A_{j}^{k} \frac{\partial f}{\partial z^{k}}-B_{j}\right)=0, \tag{3-11}
\end{equation*}
$$

which implies the conclusion.
Theorem 3.3. Let $\left(\bar{Z}_{1}, \ldots, \bar{Z}_{n+1}\right)$ and $\left(\theta^{1}, \ldots, \theta^{n+1}\right)$ be the same as in (3-2)-(3-3) and let $J$ be the almost complex structure with $(0,1)$-vectors $\bar{Z}_{j}$ (or, equivalently, $(1,0)$-forms $\left.\theta^{j}\right)$. Then there exists a solution $w=f(z, \bar{z})$ of (3-1) if and only if there exists a function $\zeta(z, \bar{z}, w, \bar{w})$ with $\partial \zeta / \partial w \neq 0$ which is $J$-holomorphic on the zero set.

Proof. Suppose that $w=f(z, \bar{z})$ is a solution of (3-1). Then

$$
\zeta(z, \bar{z}, w, \bar{w}):=f(z, \bar{z})-w
$$

satisfies $\bar{Z}_{j} \zeta \equiv 0, \bmod (\zeta, \bar{\zeta})$, for all $j=1, \ldots, n+1$. Conversely, suppose that $\zeta(z, \bar{z}, w, \bar{w})$ with $\partial \zeta / \partial w \neq 0$ is $J$-holomorphic on the zero set. Since $\partial \zeta / \partial \bar{w}=0$ on the zero set, by the implicit function theorem we can solve $\zeta=0$ for $w$, to obtain $w=f(z, \bar{z})$; that is,

$$
\begin{equation*}
\zeta(z, \bar{z}, f(z, \bar{z}), \overline{f(z, \bar{z})})=0 . \tag{3-12}
\end{equation*}
$$

Then by differentiating (3-12) with respect to $\bar{z}^{j}$ and $z^{k}$ and restricting to the zero set of $\zeta$ we have (3-9)-(3-11) and the proof is same as that of Theorem 3.2.

For the existence of solutions of (3-1) the coefficients $A_{j}^{k}$ and $B_{j}$ must satisfy certain conditions. To discuss this we first define smooth functions $T_{i j}^{\alpha}$ by setting

$$
\begin{equation*}
d \theta^{\alpha} \equiv \sum_{1 \leq i<j \leq n+1} T_{i j}^{\alpha} d \bar{z}^{i} \wedge d \bar{z}^{j} \bmod (\theta), \quad \alpha=1, \ldots, n+1, \tag{3-13}
\end{equation*}
$$

where $z^{n+1}=w, \bar{z}^{n+1}=\bar{w}$. Arranging the pairs ( $i j$ ) with $i<j$ in lexicographical order, we write (3-13) in matrices as

$$
\left[\begin{array}{c}
d \theta^{1} \\
\vdots \\
d \theta^{n+1}
\end{array}\right] \equiv \underbrace{\left[\begin{array}{cccc}
T_{12}^{1} & T_{13}^{1} & \cdots & T_{n, n+1}^{1} \\
\vdots & \vdots & & \vdots \\
T_{12}^{n+1} & T_{13}^{n+1} & \cdots & T_{n, n+1}^{n+1}
\end{array}\right]}_{\mathscr{T}}\left[\begin{array}{c}
d \bar{z}^{1} \wedge d \bar{z}^{2} \\
d \bar{z}^{1} \wedge d \bar{z}^{3} \\
\vdots \\
d \bar{z}^{n} \wedge d \bar{z}^{n+1}
\end{array}\right] \bmod (\theta)
$$

The matrix $\mathscr{T}$ of size $(n+1) \times\binom{ n+1}{2}$ shall be called the torsion of the Pfaffian system (3-3).

If $\mathscr{T}$ has rank zero, that is, if all $T_{i j}^{\alpha}$ are zero, this is the case $I=I^{(1)}$, and $I$ is closed. Then by Theorem 1.2 there exist $n+1$ independent $J$-holomorphic functions.

Theorem 3.4. Suppose there exist J-holomorphic functions $\zeta^{1}, \ldots, \zeta^{q}, q \leq n+1$, with $d \zeta^{1} \wedge \cdots \wedge d \zeta^{q} \neq 0$. Then $\mathcal{T}$ has rank at most $(n+1)-q$.

Proof. For each $\lambda=1, \ldots, q$, let

$$
\begin{equation*}
d \zeta^{\lambda}=\sum_{\alpha=1}^{n+1} a_{\alpha}^{\lambda} \theta^{\alpha} \tag{3-14}
\end{equation*}
$$

for some functions $a_{\alpha}^{\lambda}$. Applying $d$ to (3-14) we have

$$
\begin{equation*}
0 \equiv \sum_{\alpha} a_{\alpha}^{\lambda} d \theta^{\alpha} \bmod (\theta) \tag{3-15}
\end{equation*}
$$

for each $\lambda=1, \ldots, q$. Substituting (3-13) in (3-15) we have

$$
0 \equiv \sum_{\alpha=1}^{n+1} a_{\alpha}^{\lambda} \sum_{1 \leq i<j \leq n+1} T_{i j}^{\alpha} d \bar{z}^{i} \wedge d \bar{z}^{j} \bmod (\theta),
$$

which is written in matrices as

$$
\left[\begin{array}{c}
0 \\
\vdots \\
0
\end{array}\right] \equiv \underbrace{\left[\begin{array}{ccc}
a_{1}^{1} & \cdots & a_{n+1}^{1} \\
\vdots & & \vdots \\
a_{1}^{q} & \cdots & a_{n+1}^{q}
\end{array}\right]}_{\mathscr{A}} \underbrace{\left[\begin{array}{cccc}
T_{12}^{1} & T_{13}^{1} & \cdots & T_{n, n+1}^{1} \\
\vdots & \vdots & & \vdots \\
T_{12}^{n+1} & T_{13}^{n+1} & \cdots & T_{n, n+1}^{n+1}
\end{array}\right]}_{\mathscr{T}}\left[\begin{array}{c}
d \bar{z}^{1} \wedge d \bar{z}^{2} \\
d \bar{z}^{1} \wedge d \bar{z}^{3} \\
\vdots \\
d \bar{z}^{n} \wedge d \bar{z}^{n+1}
\end{array}\right] \bmod (\theta) .
$$

Since $d \zeta^{1} \wedge \cdots \wedge d \zeta^{q} \neq 0$, (3-14) implies that $\mathscr{A}$ has maximal rank $q$. Each row of $\mathscr{A}$ gives a linear relation among the rows of $\mathscr{T}$. Therefore, $\mathscr{T}$ has rank at most $(n+1)-q$.

We construct the sequence (1-4) of subbundles as follows: an element $\phi=$ $\sum_{\alpha=1}^{n+1} a_{\alpha} \theta^{\alpha}$ of $I$ belongs to $I^{(1)}$ if and only if $\left(a_{1}, \ldots, a_{n+1}\right)$ is a null vector of the matrix $\mathscr{T}$, because

$$
\begin{aligned}
d \phi & \equiv \sum_{\alpha=1}^{n+1} a_{\alpha} d \theta^{\alpha} \bmod (\theta) \\
& \equiv \sum_{1 \leq i<j \leq n+1} \sum_{\alpha=1}^{n+1} a_{\alpha} T_{i j}^{\alpha} d \bar{z}^{i} \wedge d \bar{z}^{j} \bmod (\theta)
\end{aligned}
$$

is zero if and only if $\left(a_{1}, \ldots, a_{n+1}\right)$ is a null vector of $\mathscr{T}$; that is,

$$
\sum_{\alpha=1}^{n+1} a_{\alpha} T_{i j}^{\alpha}=0 \quad \text { for all pairs }(i j)
$$

Inductively, let $\phi=\left(\phi^{1}, \ldots, \phi^{r}\right)$ be a set of generators of $I^{(k)}$. Then a 1-form $\psi=\sum_{\beta=1}^{r} b_{\beta} \phi^{\beta}$ is an element of $I^{(k+1)}$ if and only if $\left(b_{1}, \ldots, b_{r}\right)$ is a null vector of the torsion matrix of the Pfaffian system $\phi$. Now suppose that (3-3) has derived length $\nu$. In the construction of $I^{(v)}$ the coefficients $A_{j}^{k}, B_{j}$ in (3-3) are differentiated up to $v$ times and then the condition

$$
\begin{equation*}
d I^{(\nu)} \subset\left(I^{(\nu)}\right) \tag{3-16}
\end{equation*}
$$

raises the order of the derivatives by one. Thus we have:
Proposition 3.5. Let $J$ be the almost complex structure on $\mathbb{C}^{n+1}$ whose ( 1,0 )-forms are given in (3-3). Then its type condition is a system of partial differential equations on ( $A_{j}^{k}, B_{j}$ ): condition (3-16) being of type $v$ is a PDE system of order $v+1$. If $J$ has type $v$ and $I^{(\nu)}$ has rank $q$, then there exists a complex $q$-parameter family of solutions of (3-1).

Summarizing our previous discussions in Theorems 3.3 and 2.5 and Corollary 2.4 we have:

Theorem 3.6. Given a system of quasilinear Cauchy-Riemann equations (3-1) with coefficients $A_{j}^{\alpha}$ sufficiently small, let J be the almost complex structure on $\mathbb{C}^{n+1}=\{(z, w)\}, z=\left(z^{1}, \ldots, z^{n}\right), n \geq 2$, with (1, 0)-forms (3-3). Then (3-1) has a solution if and only if there exists a nondegenerate system of real-valued functions ( $s, t$ ) having the following properties:
(i) The determinant of any square submatrices of maximal size of $\mathscr{T}$ is zero modulo $(s, t)$.
(ii) $\partial s \wedge \partial t \equiv 0 \bmod (s, t)$.

Condition (ii) means that the common zero set of $s$ and $t$ is $J$-invariant. Condition (i) means that we construct $s$ and $t$ by finding a nondegenerate set of real-valued functions that generates an ideal to which the determinants of $n \times n$ submatrices of the torsion belong.

## 4. Cases of several unknown functions

Our arguments of the previous section can easily be generalized to the cases of several unknown functions. Let $z=\left(z^{1}, \ldots, z^{n}\right) \in \mathbb{C}^{n}, n \geq 1, z^{j}=x^{j}+\sqrt{-1} y^{j}$. We consider the system of quasilinear Cauchy-Riemann equations for $w=\left(w^{1}, \ldots, w^{d}\right)$,
$d \geq 2$ :

$$
\begin{equation*}
\frac{\partial w^{\alpha}}{\partial \bar{z}^{j}}+\sum_{k=1}^{n} A_{j}^{k}(z, \bar{z}, w, \bar{w}) \frac{\partial w^{\alpha}}{\partial z^{k}}=B_{j}^{\alpha}(z, \bar{z}, w, \bar{w}) \tag{4-1}
\end{equation*}
$$

for each $j=1, \ldots, n$ and $\alpha=1, \ldots, d$, where $A_{j}^{k}$ and $B_{j}^{\alpha}$ are complex-valued $C^{\infty}$ functions defined on a neighborhood of the origin of $\mathbb{C}^{n+d}=\{(z, w)\}$. We consider a system $\left(Z_{1}, \ldots, Z_{n+d}\right)$ of complex vector fields on an open neighborhood of the origin of $\mathbb{C}^{n+d}=\{(z, w)\}$ whose complex conjugates are given by

$$
\begin{gather*}
\bar{Z}_{j}=\frac{\partial}{\partial \bar{z}^{j}}+\sum_{k=1}^{n} A_{j}^{k} \frac{\partial}{\partial z^{k}}+\sum_{\alpha=1}^{d} B_{j}^{\alpha} \frac{\partial}{\partial w^{\alpha}}, \quad j=1, \ldots, n,  \tag{4-2}\\
\bar{Z}_{n+\beta}=\frac{\partial}{\partial \bar{w}^{\beta}}, \quad \beta=1, \ldots, d .
\end{gather*}
$$

Then $\bar{Z}_{1}, \ldots, \bar{Z}_{n+d}$ are annihilated by the following set of independent 1-forms:

$$
\begin{align*}
\theta^{k} & =d z^{k}-\sum_{j=1}^{n} A_{j}^{k} d \bar{z}^{j}, \quad k=1, \ldots, n,  \tag{4-3}\\
\theta^{n+\alpha} & =d w^{\alpha}-\sum_{j=1}^{n} B_{j}^{\alpha} d \bar{z}^{j}, \quad \alpha=1, \ldots, d .
\end{align*}
$$

If $A_{j}^{k}$ are sufficiently small, then the functions $A_{j}^{k}$ and $B_{j}^{\alpha}$ define an almost complex structure $J$ on $\mathbb{C}^{n+d}$, for which $\bar{Z}_{j}, \bar{Z}_{n+\beta}$ are $(0,1)$-vector fields, or, equivalently, $\theta^{k}, \theta^{n+\alpha}$ are $(1,0)$-forms. The following is a generalization of Theorem 3.3.

Theorem 4.1. Let $\left(\bar{Z}_{1}, \ldots, \bar{Z}_{n+d}\right)$ and $\left(\theta^{1}, \ldots, \theta^{n+d}\right)$ be the same as in (4-2)-(4-3) and let $J$ be the almost complex structure with $(0,1)$-vectors $\bar{Z}_{j}$ (or, equivalently, $(1,0)$-forms $\left.\theta^{j}\right)$. Then there exists a set of solutions $w^{\alpha}=f^{\alpha}(z, \bar{z})$, $\alpha=1, \ldots, d$, of (4-1) if and only if there exists a set of functions $\zeta^{\alpha}(z, \bar{z}, w, \bar{w})$, $\alpha=1, \ldots, d$ with $\operatorname{det}\left(\partial \zeta^{\alpha} / \partial w^{\beta}\right) \neq 0$ that is $J$-holomorphic on the zero set.

Proof. Suppose $w^{\alpha}=f^{\alpha}(z, \bar{z}), \alpha=1, \ldots, d$, is a solution of (4-1). Let $\zeta^{\alpha}=$ $f^{\alpha}(z, \bar{z})-w^{\alpha}$. Then, for each $j=1, \ldots, n$ and each $\alpha=1, \ldots, d$, we have

$$
\bar{Z}_{j} \zeta^{\alpha}=\frac{\partial f^{\alpha}}{\partial \bar{z}^{j}}+A_{j}^{k} \frac{\partial f^{\alpha}}{\partial z^{k}}-B_{j}^{\alpha} \equiv 0 \bmod (\zeta, \bar{\zeta}), \quad \bar{Z}_{n+\beta} \zeta^{\alpha}=0 .
$$

Therefore, $\zeta=\left(\zeta^{1}, \ldots, \zeta^{d}\right)$ is $J$-holomorphic on the zero set that satisfies the nondegeneracy condition as in the statement of the theorem. Conversely, suppose that $\zeta=\left(\zeta^{1}, \ldots, \zeta^{d}\right)$ is $J$-holomorphic on the zero set as in the statement of the theorem. Since $\operatorname{det}\left(\partial \zeta^{\alpha} / \partial w^{\beta}\right) \neq 0$ and $\partial \zeta^{\alpha} / \partial \bar{w}^{\beta}=0 \bmod (\zeta, \bar{\zeta})$, we can solve
$\zeta=0$ for $w=\left(w^{1}, \ldots, w^{d}\right)$ by implicit function theorem, to obtain $w^{\alpha}=f^{\alpha}(z, \bar{z})$; that is,

$$
\begin{equation*}
\zeta^{\alpha}(z, \bar{z}, f(z, \bar{z}), \overline{f(z, \bar{z})})=0, \quad \alpha=1, \ldots, d, \tag{4-4}
\end{equation*}
$$

where $f=\left(f^{1}, \ldots, f^{d}\right)$. By applying $\partial / \partial \bar{z}^{j}$ and $\partial / \partial z^{k}$, respectively, to (4-4) we have

$$
\begin{equation*}
\frac{\partial \zeta^{\alpha}}{\partial \bar{z}^{j}}+\sum_{\beta=1}^{d} \frac{\partial \zeta^{\alpha}}{\partial w^{\beta}} \frac{\partial f^{\beta}}{\partial \bar{z}^{j}}=0, \quad \frac{\partial \zeta^{\alpha}}{\partial z^{k}}+\sum_{\beta=1}^{d} \frac{\partial \zeta^{\alpha}}{\partial w^{\beta}} \frac{\partial f^{\beta}}{\partial z^{k}}=0 . \tag{4-5}
\end{equation*}
$$

Then, for each $j=1, \ldots, n$ and each $\alpha=1, \ldots, d$, we have

$$
\begin{align*}
\bar{Z}_{j} \zeta^{\alpha} & =\frac{\partial \zeta^{\alpha}}{\partial \bar{z}^{j}}+\sum_{k=1}^{n} A_{j}^{k}(z, \bar{z}, w, \bar{w}) \frac{\partial \zeta^{\alpha}}{\partial z^{k}}+\sum_{\beta=1}^{d} B_{j}^{\beta}(z, \bar{z}, w, \bar{w}) \frac{\partial \zeta^{\alpha}}{\partial w^{\beta}}  \tag{4-6}\\
& \equiv 0 \bmod (\zeta, \bar{\zeta})
\end{align*}
$$

Combining (4-5) and (4-6) we have

$$
-\sum_{\beta=1}^{d} \frac{\partial \zeta^{\alpha}}{\partial w^{\beta}} \frac{\partial f^{\beta}}{\partial \bar{z}^{j}}-\sum_{k=1}^{n} \sum_{\beta=1}^{d} A_{j}^{k} \frac{\partial \zeta^{\alpha}}{\partial w^{\beta}} \frac{\partial f^{\beta}}{\partial z^{k}}+\sum_{\beta=1}^{d} B_{j}^{\beta} \frac{\partial \zeta^{\alpha}}{\partial w^{\beta}} \equiv 0 \bmod (\zeta, \bar{\zeta}),
$$

which can be written in matrices as

$$
\frac{\partial \zeta}{\partial w} E \equiv\left[\begin{array}{ccc}
0 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 0
\end{array}\right]_{d \times n} \quad \bmod (\zeta, \bar{\zeta}),
$$

where

$$
\begin{gathered}
\frac{\partial \zeta}{\partial w}=\left[\begin{array}{ccc}
\frac{\partial \zeta^{1}}{\partial w^{1}} & \cdots & \frac{\partial \zeta^{1}}{\partial w^{d}} \\
\vdots & \ddots & \vdots \\
\frac{\partial \zeta^{d}}{\partial w^{1}} & \cdots & \frac{\partial \zeta^{d}}{\partial w^{d}}
\end{array}\right], \\
E=\left[\begin{array}{ccc}
-\frac{\partial f^{1}}{\partial \bar{z}^{1}}-\sum_{k=1}^{n} A_{1}^{k} \frac{\partial f^{1}}{\partial z^{k}}+B_{1}^{1} & \cdots & -\frac{\partial f^{1}}{\partial \bar{z}^{n}}-\sum_{k=1}^{n} A_{n}^{k} \frac{\partial f^{1}}{\partial z^{k}}+B_{n}^{1} \\
\vdots & \ddots & \vdots \\
-\frac{\partial f^{d}}{\partial \bar{z}^{1}}-\sum_{k=1}^{n} A_{1}^{k} \frac{\partial f^{d}}{\partial z^{k}}+B_{1}^{d} & \cdots & -\frac{\partial f^{n}}{\partial \bar{z}^{n}}-\sum_{k=1}^{n} A_{n}^{k} \frac{\partial f^{d}}{\partial z^{k}}+B_{n}^{d}
\end{array}\right]_{d \times n} .
\end{gathered} .
$$

Since $\partial \zeta / \partial w$ is invertible $E$ is identically zero on the zero set of $\zeta$, which implies that $w=f(z, \bar{z})$ is a solution of (4-1).

Then the almost complex structure on $\mathbb{C}^{n+d}$ whose ( 0,1 )-forms are given by (4-2) has torsion $\mathscr{T}$ of dimension $(n+d) \times\binom{ n+d}{2}$. By the same argument as in the previous section we have:

Theorem 4.2. Given a system of quasilinear Cauchy-Riemann equations (4-1), let $J$ be the almost complex structure on $\mathbb{C}^{n+d}=\{(z, w)\}, z=\left(z^{1}, \ldots, z^{n}\right)$, $w=\left(w^{1}, \ldots, w^{d}\right)$, with (1, 0)-forms (4-3). Then (4-1) has a solution if and only if there exists a nondegenerate system of real-valued functions $\left(s^{1}, \ldots, s^{2 d}\right)$ having the following properties:
(i) The determinant of any $n \times n$ submatrix of the $(n+d) \times\binom{ n+d}{2}$ matrix of the torsion $\mathscr{T}$ is zero modulo $\left(s^{1}, \ldots, s^{2 d}\right)$.
(ii) $\left(\partial s^{1}, \ldots, \partial s^{2 d}\right)$ has rank $d$.

Condition (ii) means that the common zero set of $s^{1}, \ldots, s^{2 d}$ is $J$-invariant. Condition (i) means that we construct $s^{1}, \ldots, s^{2 d}$ by finding a nondegenerate set of real-valued functions that generates an ideal to which the determinants of $n \times n$ submatrices of the torsion belong.

## 5. Quasilinear Cauchy-Riemann equations in one complex variable

Consider the following equation for a complex-valued function $w=w(z, \bar{z})$ :

$$
\begin{equation*}
\frac{\partial w}{\partial \bar{z}}+A(z, \bar{z}, w, \bar{w}) \frac{\partial w}{\partial z}=B(z, \bar{z}, w, \bar{w}), \quad|A(z, \bar{z}, w, \bar{w})|<1 \tag{5-1}
\end{equation*}
$$

This is a determined system of two real equations for two real unknown functions $\mathfrak{\Re w}$ and $\Im w$. Equation (5-1) is always solvable for the following reason: in $\mathbb{C}^{2}=\{(z, w)\}$ we consider complex vector fields

$$
\bar{Z}_{1}=\frac{\partial}{\partial \bar{z}}+A \frac{\partial}{\partial z}+B \frac{\partial}{\partial w}, \quad \bar{Z}_{2}=\frac{\partial}{\partial \bar{w}}
$$

and 1-forms that annihilate $\bar{Z}_{j}, j=1,2$ :

$$
\theta^{1}=d z-A d \bar{z}, \quad \theta^{2}=d w-B d \bar{z}
$$

An almost complex structure $J$ on $\mathbb{C}^{2}$ is uniquely determined by the functions $A$ and $B$ so that $\bar{Z}_{j}, j=1,2$, are $(0,1)$-vectors and $\theta^{j}, j=1,2$, are $(1,0)$-forms. A fundamental theorem of [Nijenhuis and Woolf 1963] states that for any real tangent vector $V$ of $\mathbb{C}^{2}$ at the origin there exists a $J$-holomorphic curve $\gamma(z)=(z, f(z))$ : $D \rightarrow \mathbb{C}^{2}$, where $D$ is a small open disk centered at the origin in $\mathbb{C}$, satisfying initial conditions $\gamma(0)=0$ and $d \gamma(0)(\partial / \partial x)=V$. The graph $\gamma$ is the zero set of

$$
\zeta:=f(z, \bar{z})-w
$$

which is $J$-holomorphic on its zero set. Thus (5-1) is solvable by Theorem 3.3.

Now we check the type of $J$. Since

$$
\left[\begin{array}{l}
d \theta^{1} \\
d \theta^{2}
\end{array}\right] \equiv \mathscr{T} d \bar{z} \wedge d \bar{w} \bmod (\theta), \quad \text { where } \mathscr{T}=\left[\begin{array}{l}
A_{\bar{w}} \\
B_{\bar{w}}
\end{array}\right]
$$

if $A_{\bar{w}}=B_{\bar{w}}=0$ the almost complex structure is integrable, and hence by Theorem 1.2 there exist two independent $J$-holomorphic functions $\left(\zeta^{1}, \zeta^{2}\right)$. For any function $\zeta$ that is analytic in $\left(\zeta^{1}, \zeta^{2}\right)$ such that $\zeta_{w} \neq 0$,

$$
\zeta=\text { constant }
$$

is an implicit solution of (5-1). This is the case of type 0 . Next, we assume $A_{\bar{w}} \neq 0$. Then $\left(-B_{\bar{w}}, A_{\bar{w}}\right)$ is a null vector of the torsion $\mathscr{T}$, so that

$$
\begin{equation*}
\phi:=-B_{\bar{w}} \theta^{1}+A_{\bar{w}} \theta^{2} \tag{5-2}
\end{equation*}
$$

generates $I^{(1)}$. If

$$
\begin{equation*}
d \phi \equiv 0 \bmod \phi \tag{5-3}
\end{equation*}
$$

then $I^{(1)}$ is closed. Equation (5-3) is a PDE system of second order for $A$ and $B$. In summary we have the following table:

| rank $\mathscr{T}$ | type $v$ | number of <br> $J$-holomorphic <br> functions | order of PDE <br> for $A, B$ | integrability |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 2 | 1 | integrable |
| 1 | 1 | 1 | 2 | $I^{(1)}$ is closed |

Let us consider the following special case of type 1 :

$$
\begin{equation*}
\frac{\partial w}{\partial \bar{z}}+A(z, \bar{z}, w, \bar{w}) \frac{\partial w}{\partial z}=B(\bar{z}, w), \quad A_{\bar{w}} \neq 0 . \tag{5-4}
\end{equation*}
$$

Since $B_{\bar{w}}=0$, from (5-2), $\phi=A_{\bar{w}} \theta^{2}$ generates $I^{(1)}$. Then computation shows

$$
d \phi \equiv 0 \bmod (\phi) .
$$

Thus $I^{(1)}$ has rank 1 and there is a nondegenerate $J$-holomorphic function $\zeta$. Since $d \zeta \in \mathscr{I}\left(\theta^{2}\right)$ we see that $\zeta_{w} \neq 0$. Therefore,

$$
\zeta=\text { constant }
$$

is a complex 1-parameter family of solutions of (5-4).

## 6. Examples

Example 6.1. Consider the following system for $w\left(z^{1}, \bar{z}^{1}, z^{2}, \bar{z}^{2}\right)$ :

$$
\begin{align*}
\frac{\partial w}{\partial \bar{z}^{1}}+w \frac{\partial w}{\partial z^{2}} & =\frac{-2 w}{1+\bar{z}^{1}}  \tag{6-1}\\
\frac{\partial w}{\partial \bar{z}^{2}}+\bar{w} \frac{\partial w}{\partial z^{1}}+\bar{z}^{1} \frac{\partial w}{\partial z^{2}} & =0
\end{align*}
$$

Then the associated almost complex structure on $\mathbb{C}^{3}=\left\{\left(z^{1}, z^{2}, w\right)\right\}$ has (1,0)forms

$$
\begin{aligned}
& \theta^{1}=d z^{1} \\
& \theta^{2}=d z^{2} \quad-\bar{w} d \bar{z}^{2} \\
& \theta^{3}=d w+\frac{2 w}{1+\bar{z}^{1}} d \bar{z}^{1}-\bar{z}^{1} d \bar{z}^{2}
\end{aligned}
$$

Then we have

$$
\left[\begin{array}{l}
d \theta^{1} \\
d \theta^{2} \\
d \theta^{3}
\end{array}\right]=\underbrace{\left[\begin{array}{ccc}
0 & 0 & 1 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]}_{\mathscr{T}}\left[\begin{array}{l}
d \bar{z}^{1} \wedge d \bar{z}^{2} \\
d \bar{z}^{1} \wedge d \bar{w} \\
d \bar{z}^{2} \wedge d \bar{w}
\end{array}\right] \bmod (\theta)
$$

Hence, $I^{(1)}$ is spanned by $\theta^{3}$. Since

$$
d \theta^{3} \equiv 0 \bmod \left(\theta^{3}\right)
$$

this is the case of type 1 . There exists a $J$-holomorphic function $\zeta$. Since $d \zeta$ is a nonzero multiple of $\theta^{3}$ we see that $\zeta_{w} \neq 0$. Each level set $\zeta=$ constant is an implicit solution of (6-1).

Example 6.2. Consider the following system for $w\left(z^{1}, \bar{z}^{1}, z^{2}, \bar{z}^{2}\right)$ :

$$
\begin{align*}
\frac{\partial w}{\partial \bar{z}^{1}} & +w \frac{\partial w}{\partial z^{2}} \tag{6-2}
\end{align*}=\frac{-2 w}{1+\bar{z}^{1}}, ~ 子 \frac{\partial w}{\partial \bar{z}^{2}}+\bar{w} \frac{\partial w}{\partial z^{1}}+\left[z^{2}+w\left(1+\bar{z}^{1}\right)\right] \frac{\partial w}{\partial z^{2}}=0 . ~ l
$$

Then the associated almost complex structure on $\mathbb{C}^{3}=\left\{\left(z^{1}, z^{2}, w\right)\right\}$ has $(1,0)$ forms

$$
\begin{aligned}
& \theta^{1}=d z^{1} \quad-\bar{w} d \bar{z}^{2} \\
& \theta^{2}=d z^{2} \quad-w d \bar{z}^{1}-\left[z^{2}+w\left(1+\bar{z}^{1}\right)\right] d \bar{z}^{2} \\
& \theta^{3}=d w+\frac{2 w}{1+\bar{z}^{1}} d \bar{z}^{1}
\end{aligned}
$$

Let

$$
\zeta:=z^{2}+w\left(1+\bar{z}^{1}\right) .
$$

Then we see that

$$
d \zeta=\theta^{2}+\left(1+\bar{z}^{1}\right) \theta^{3}+\zeta d \bar{z}^{2} .
$$

Therefore, $\zeta$ is $J$-holomorphic on its zero set. Thus $\zeta=0$ is an implicit solution of (6-2).

A pseudoanalytic function in several complex variables satisfies

$$
\frac{\partial w}{\partial \bar{z}^{j}}=\alpha_{j}(z) w(z)+\beta_{j}(z) \overline{w(z)} \quad \text { for } j=1, \ldots, n
$$

for some functions $\alpha_{j}(z)$ and $\beta_{j}(z)$. See the details in Section 7.
Example 6.3. Consider the system (7-4) of pseudoanalytic functions in $\mathbb{C}^{2}$ :

$$
\frac{\partial w}{\partial \bar{z}_{1}}=\alpha_{1}(z, \bar{z}) w+\beta_{1}(z, \bar{z}) \bar{w}, \quad \frac{\partial w}{\partial \bar{z}_{2}}=\alpha_{2}(z, \bar{z}) w+\beta_{2}(z, \bar{z}) \bar{w} .
$$

Let $B_{j}(z, \bar{z}, w, \bar{w})=\alpha_{j}(z, \bar{z}) w+\beta_{j}(z, \bar{z}) \bar{w}$ for $j=1,2$. Then the associated almost complex structure on $\mathbb{C}^{3}=\left\{\left(z^{1}, z^{2}, w\right)\right\}$ has $(1,0)$-forms

$$
\theta^{1}=d z^{1}, \quad \theta^{2}=d z^{2}, \quad \theta^{3}=d w-B_{1} d \bar{z}^{1}-B_{2} d \bar{z}^{2} .
$$

By applying $d$ to $\theta^{1}, \theta^{2}, \theta^{3}$, we obtain the components of the torsion $\mathscr{T}$ as follows:

$$
\begin{aligned}
T_{i j}^{\alpha} & =0 \quad \text { for } \alpha=1,2, \\
T_{12}^{3} & =\frac{\partial B_{1}}{\partial \bar{z}^{2}}+\frac{\partial B_{1}}{\partial w} B_{2}-\frac{\partial B_{2}}{\partial \bar{z}^{1}}-\frac{\partial B_{2}}{\partial w} B_{1} \\
& =\left(\frac{\partial \alpha_{1}}{\partial \bar{z}^{2}}-\frac{\partial \alpha_{2}}{\partial \bar{z}^{1}}\right) w+\left(\frac{\partial \beta_{1}}{\partial \bar{z}^{2}}-\frac{\partial \beta_{2}}{\partial \bar{z}^{1}}+\alpha_{1} \beta_{2}-\alpha_{2} \beta_{1}\right) \bar{w}, \\
T_{13}^{3} & =\frac{\partial B_{1}}{\partial \bar{w}}=\beta_{1}, \quad T_{23}^{3}=\frac{\partial B_{2}}{\partial \bar{w}}=\beta_{2} .
\end{aligned}
$$

Then $\mathscr{T}$ has rank 0 if and only if $\beta_{1}=\beta_{2}=0$ and

$$
\frac{\partial \alpha_{1}}{\partial \bar{z}^{2}}=\frac{\partial \alpha_{2}}{\partial \bar{z}^{1}} .
$$

This is the involutive case and there exist three independent pseudoholomorphic functions for the associated almost complex structure. One of them satisfies $\partial \zeta / \partial w \neq 0$, which gives implicit solutions $\zeta=$ constant.

If $\operatorname{rank} \mathscr{T}=1$, then $\phi^{1}=\theta^{1}$ and $\phi^{2}=\theta^{2}$ generates $I^{(1)}$. Since $d \phi^{k}=0$ for $k=1,2$, this is the case of type 2 . However, it is easy to check that there cannot be a function $\zeta$ with $\partial \zeta / \partial w \neq 0$ that is pseudoholomorphic on the zero set. Therefore, there are no solutions in this case.

## 7. Perturbed Cauchy-Riemann equations and overdetermined PDE systems: a brief survey of history

The main object of complex analysis is the family of holomorphic functions $w=w(z)$ which are characterized by the Cauchy-Riemann equations

$$
\frac{\partial w}{\partial \bar{z}^{j}}=0, \quad j=1, \ldots, n .
$$

It is not surprising that mathematical literature abounds in natural generalizations of the Cauchy-Riemann equations. For the cases $n=1$ the theories of quasiconformal functions and pseudoanalytic functions were developed in the mid-20th century [Ahlfors 1954; 1966; Bers 1956; 1977]. A quasiconformal mapping $w=w(z)$ satisfies the Beltrami equation

$$
\begin{equation*}
\frac{\partial w}{\partial \bar{z}}+\mu(z) \frac{\partial w}{\partial z}=0 \tag{7-1}
\end{equation*}
$$

for some complex-valued Lebesgue measurable function $\mu(z)$ with $|\mu(z)|<1$. Of central importance in the theory of quasiconformal mappings in the complex plane is the measurable Riemann mapping theorem [Morrey 1938], which generalizes the Riemann mapping theorem from conformal to quasiconformal homeomorphisms.

Pseudoanalytic functions [Bers 1953; Vekua 1962] are solutions of

$$
\begin{equation*}
\frac{\partial w}{\partial \bar{z}}=\alpha(z) w(z)+\beta(z) \overline{w(z)} \tag{7-2}
\end{equation*}
$$

for some functions $\alpha(z)$ and $\beta(z)$. Recall that every harmonic function $\phi(x, y)$ is locally the real part of an analytic function $h(z)$ and the complex gradient $w(z)=\partial \phi / \partial x-i \partial \phi / \partial y$ is analytic and $w(z)=h^{\prime}(z)$. On the other hand, a linear elliptic equation for a real-valued function $\phi(x, y)$ of second order with Hölder continuously differentiable coefficients can be transformed into the canonical form

$$
\phi_{x x}+\phi_{y y}+A \phi_{x}+B \phi_{y}=0 .
$$

Then $w:=\partial \phi / \partial x-i \partial \phi / \partial y$ is a pseudoanalytic function which satisfies (7-2) with $\alpha=-\frac{1}{4}(A+i B)$ and $\beta=-\frac{1}{4}(A-i B)$.

In $\mathbb{C}^{n}$ with $n \geq 2$, fundamental questions including the Levi problem were solved by means of the inhomogeneous Cauchy-Riemann equations of ( $p, q$ )-type (see [Oka 1953; Kohn 1963; Hörmander 1965]), which are generalizations of the ( 0,1 )-type equations

$$
\frac{\partial w}{\partial \bar{z}^{j}}=b_{j} \quad \text { for } j=1, \ldots, n .
$$

A multidimensional version of (7-1) is

$$
\begin{equation*}
\boldsymbol{L}_{j} w:=\frac{\partial w}{\partial \bar{z}^{j}}(z)+\sum_{k=1}^{n} a_{j}^{k}(z) \frac{\partial w}{\partial z^{k}}(z)=0 \quad \text { for } j=1, \ldots, n \tag{7-3}
\end{equation*}
$$

where the $a_{j}^{k}$ vanish at the origin. If the coefficients $a_{j}^{k}(z)$ are sufficiently smooth, it was shown in [Newlander and Nirenberg 1957] that there exist $n$ linearly independent solutions to (7-3) if and only if $\boldsymbol{L}_{j}$ commutes. We state this fundamental result as Theorem 1.2.

A pseudoanalytic function in several complex variables satisfies

$$
\begin{equation*}
\frac{\partial w}{\partial \bar{z}^{j}}=\alpha_{j}(z) w(z)+\beta_{j}(z) \overline{w(z)} \quad \text { for } j=1, \ldots, n \tag{7-4}
\end{equation*}
$$

for some functions $\alpha_{j}(z)$ and $\beta_{j}(z)$. The properties of solutions to (7-4) were investigated in [So'n 1990; Hayashi 1996]. In particular, it was proved in [So'n 1990] that (7-4) with $\beta_{j}(z)=0$ has the extension property: if $D \subset \mathbb{C}^{n}$ is a domain and $K$ is a compact subset of $D$ such that $D \backslash K$ is connected, then any solution to (7-4) with $\beta_{j}(z)=0$ on $D \backslash K$ extends to $D$. The extension phenomenon of holomorphic functions in several complex variables is the special case of this extension property for (7-4) with $\alpha_{j}(z)=\beta_{j}(z)=0$, which was discovered in [Hartogs 1906].

In the 1960s, the theory of overdetermined systems of linear partial differential equations was intensively studied from the algebraic viewpoint based on Spencer complexes [1962; 1965; 1969]. Quillen [1964], Goldschmidt [1967], MacKichan [1968] and Sweeney [1968] investigated the condition for the exactness of the Spencer complexes. The question was whether the Spencer complex is exact if it is elliptic. When the coefficients are real analytic the Spencer complex is exact in the elliptic case. In the $C^{\infty}$ category, however, one needs to prove an estimate that implies the solvability of the associated Neumann boundary value problem. It turned out that, if the linear elliptic overdetermined system satisfies the so-called $\delta$-estimate, then the Neumann problem for the elliptic system is solvable so that the Spencer sequence is exact and hence such a system is locally solvable.
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# AN OVERDETERMINED PROBLEM IN POTENTIAL THEORY 

Dmitry Khavinson, Erik Lundberg and Razvan Teodorescu


#### Abstract

We investigate a problem posed by L. Hauswirth, F. Hélein, and F. Pacard (Pacific J. Math. 250:2 (2011), 319-334): characterize all the domains in the plane admitting a positive harmonic function that solves simultaneously the Dirichlet problem with null boundary data and the Neumann problem with constant boundary data. Hauswirth et al. suggested that essentially only three possibilities exist: the exterior of a disk, a half-plane, and a nontrivial example they found - the image of the strip $|\Im \zeta|<\pi / 2$ under $\zeta \mapsto \zeta+\sinh \zeta$. We partially prove their conjecture, showing that these are indeed the only possibilities if the domain is Smirnov and it is either simply connected or its complement is bounded and connected. We also show the nonexistence in $\mathbb{R}^{4}$ of an analogous nontrivial example among axially symmetric domains containing their axis of symmetry.


## 1. Introduction

In [Hauswirth et al. 2011], the authors posed the following problem: find a smooth bounded domain $\Omega$ in a Riemannian manifold $\mathcal{M}_{g}$ with metric $g$, such that the first eigenvalue $\lambda_{1}$ of the Laplace-Beltrami operator on $\Omega$ has a corresponding real, positive eigenfunction $u_{1}$ satisfying $u_{1}=0, \partial u_{1} / \partial n=1$ on the boundary of $\Omega$. Any such domain is called extremal because it provides a critical point for the first eigenvalue $\lambda_{1}$ of the Laplace-Beltrami operator, under the constraint of fixed total volume of $\Omega$ (see [Hauswirth et al. 2011] and references therein).

In special cases, one can find a sequence of extremal domains $\left\{\Omega_{t}\right\}$ with increasing volumes, such that the limit domain $\Omega=\Omega_{t \rightarrow \infty}$ is unbounded, and its first eigenvalue vanishes as $t \rightarrow \infty$. This limit extremal domain is then called exceptional, and the corresponding limit function $\left(u_{1, t}\right)_{t \rightarrow \infty} \rightarrow u$ is a positive, harmonic function on $\Omega$ which solves simultaneously the overdetermined boundary value problem with null Dirichlet data and constant Neumann data.

The problem of finding exceptional domains in $\mathbb{R}^{n}$ and their corresponding functions $u$ (called roof functions by the authors of [Hauswirth et al. 2011]) is a

[^2]nontrivial problem of potential theory. There is no obvious variational principle to use, on the one hand because $\Omega$ is unbounded (so the Dirichlet energy of $u$ [Astala et al. 2009, Chapter 1] will diverge), and, on the other hand, because the constant Neumann data constraint is not conformally invariant.

In the absence of a suitable variational formulation, we may interpret the scaling $t \rightarrow \infty$ described above as a dynamical process, in which the pair $\left(\Omega_{t}, u_{t}\right)$ evolves so that the limit $t \rightarrow \infty$ solves the overdetermined problem. In other words, we can turn this observation into a constructive method for finding (building) exceptional domains. In order to do this, it is helpful to note that, upon compactification of the boundary $\partial \Omega$ (with metric $d \sigma^{2}$ ), the pair $(\Omega, u)$ with flat metric becomes conformal to the half-cylinder $\mathcal{N}:=\mathbb{R}_{+} \times \overline{\partial \Omega}$, with metric $d s^{2}=e^{-2 u}\left(d u^{2}+d \sigma^{2}\right)$. Under this reformulation, scaling of $\left(\Omega_{t}, u_{t}\right)_{t \rightarrow \infty}$ becomes equivalent to scaling of the metric structure given above, defined over the fixed space $\mathcal{N}$. This is reminiscent of the Ricci flow, in which the metric structure $g$ evolves with respect to a deformation parameter $t \in \mathbb{R}$ according to the equation

$$
\frac{d g_{i j}}{d t}=-2 R_{i j}
$$

with the right side of the equation given by the covariant Ricci tensor. It is known from [Topping 2006] that for the case of a two-dimensional manifold, with metric given by

$$
d s^{2}=e^{-2 u}\left(d x^{2}+d y^{2}\right)
$$

the Ricci flow equations reduce to a single nonlinear equation

$$
\frac{\partial u}{\partial t}=\nabla_{g}^{2} u
$$

(since in two dimensions the Riemann tensor has only one independent component). This is a heat equation with the generator given by the Laplace-Beltrami operator corresponding to the metric $d s^{2}$. Therefore, if there is a stationary solution $\partial u / \partial t \rightarrow$ 0 as $t \rightarrow \infty$, it will correspond to the scaling of the first eigenvalue $\lambda_{1}(t) \rightarrow 0$ and, by conformally mapping back $\mathcal{N}$ using the solution $u(t \rightarrow \infty)$, we will obtain the solution $(\Omega, u)$.

In other words, we can summarize this constructive method for finding exceptional domains in $\mathbb{R}^{2}$ as follows: starting from a 2-dimensional Riemannian manifold with finite volume and metric encoded through the positive real function $u$, and boundary set defined via $u=0$, consider the time evolution given by the Ricci flow, without volume renormalization. Then the manifold will remain Riemannian at all times [ibid.], and in the $t \rightarrow \infty$ limit, the function $u$ will become a solution of the nonlinear Laplace-Beltrami equation. Furthermore, if $u$ remains finite everywhere in the domain, then it is harmonic and satisfies both Dirichlet and Neumann conditions
at all finite boundary components, so it is a solution for the overdetermined potential problem. Considered together with the (boundary) point at infinity, the manifold is equivalent to a pseudosphere - flat everywhere except at the point at infinity, with overall positive curvature. (We wish to emphasize that there is no reason to assume that such constructive methods would be exhaustive.)

Thus, so motivated, it is natural to try to characterize exceptional domains in flat Euclidean spaces. Hauswirth et al. [2011] suggested that in two dimensions there are only three examples: a complement of a disk, a half-plane, and a nontrivial example they found [ibid., Section 2]: the image of the strip $|\Im \zeta| \leq \pi / 2$ under the mapping $\zeta \mapsto \zeta+\sinh \zeta$. They posed as an open problem to determine if these are the only examples [ibid., Section 7]. (They gave some evidence by characterizing the half-plane under a global assumption on the gradient of the roof function [ibid., Proposition 6.1].) They also posed the problem of finding nontrivial examples in higher dimensions and suggested the possibility of axially symmetric examples similar to the nontrivial example in the plane [ibid., Remark 2.1].

We address both of these problems. The paper is organized as follows. In Section 2, we review the theory of Hardy spaces in order to address a subtlety that arises in connection with the regularity of the boundary of an exceptional domain. This leads us to assume in our theorems that the domain $\Omega$ is Smirnov. In Section 3, we characterize exteriors of disks as being the only exceptional domain whose boundary is compact. In Section 4, we establish a connection between the roof function of an exceptional domain and the so-called Schwarz function of its boundary, and we also show that the boundary of a simply connected exceptional domain $\Omega$ can pass either once or twice through infinity. We then show that in the first case $\Omega$ is a half-plane (Section 5) and in the second case $\Omega$ is the nontrivial example of Hauswirth et al. (Section 6). In each of these theorems we assume that $\Omega$ is Smirnov, but we allow the roof function to be a weak solution merely satisfying the boundary conditions almost everywhere.

In Section 7, we extend the result of Section 3 to higher dimensions. In Section 8, we show that the nontrivial example from Section 6 does not allow an extension to axially symmetric domains in four dimensions, contrary to what was suggested in [Hauswirth et al. 2011, Remark 2.1] (and we conjecture that this example has no analogues in any number of dimensions greater than two).

Sections 3 through 6 together partially confirm what was suggested in [Hauswirth et al. 2011, Section 7], under some assumptions on the topology of $\Omega$ and assuming that $\Omega$ is Smirnov. In Section 9, we give concluding remarks, including a conjecture that, up to similarity, there are only three finitely connected exceptional domains. The additional assumption of finite connectivity is due to a remarkable example of an infinitely connected exceptional domains that appeared in the fluid dynamics literature [Baker et al. 1976]. See Section 9 for discussion.

Remark. After this paper was submitted, Martin Traizet [2013] announced a more complete classification of exceptional domains after developing an exciting new connection to minimal surfaces. He characterized the three examples as the only ones having finitely many boundary components. Traizet's preprint, which appeared while we were revising this paper, finds a new beautiful connection of the problem with the theory of minimal surfaces. From this point of view, he noticed the above-mentioned family of infinitely connected examples [Baker et al. 1976] and characterized them as the only periodic exceptional domains for which the quotient by the period has finitely many boundary components [Traizet 2013, Theorem 13]. For this latter result, he invokes a powerful theorem of W. H. Meeks and M. Wolf. Our methods mostly rely on classical function theory ( $H^{p}$ spaces) and potential theory and in most parts are different from Traizet's. Interestingly, as noted by Traizet [2013, Remark 5], if one could prove his Theorem 13 by only invoking pure function theory, this would give a new and independent proof of the Meeks-Wolf result from minimal surfaces. An attractive challenge!

## 2. Classical versus weak solutions, regularity of the boundary, and Hardy spaces

From the rigidity of the Cauchy problem, one might expect to obtain, for free, regularity of the boundary of an exceptional domain (as is often the case for solutions of free boundary problems). Unfortunately, the problem at hand is complicated by a remarkable family of examples with rectifiable but nonsmooth boundaries, also known as non-Smirnov domains; see [Duren 1970, Chapter 10]. This results in adding a Smirnov condition to the assumptions on the domains if we desire to consider weak solutions, i.e., harmonic roof functions satisfying the Dirichlet and Neumann boundary conditions almost everywhere with respect to the Lebesgue measure.

In order to address this subtlety, we first give some background from $H^{p}$ theory; see [Duren 1970] for details.

An analytic function $f: \mathbb{D} \rightarrow \mathbb{C}$ is said to belong to the Hardy class $H^{p}$, $0<p<\infty$, if the integrals

$$
\int_{0}^{2 \pi}\left|f\left(r e^{i \theta}\right)\right|^{p} d \theta
$$

remain bounded as $r \rightarrow 1$.
Recall that a Blaschke product is a function of the form

$$
B(z)=z^{m} \prod_{n} \frac{\left|a_{n}\right|}{a_{n}} \frac{a_{n}-z}{1-\bar{a}_{n} z},
$$

where $m$ is a nonnegative integer and $\sum\left(1-\left|a_{n}\right|\right)<\infty$. The latter condition ensures convergence of the product [Duren 1970, Theorem 2.4].

A function analytic in $\mathbb{D}$ is called an inner function if its modulus is bounded by 1 and its modulus has radial limit 1 almost everywhere on the boundary. If $S(z)$ is an inner function without zeros, then $S(z)$ is called a singular inner function.

An outer function for the class $H^{p}$ is a function of the form

$$
\begin{equation*}
F(z)=e^{i \gamma} \exp \left\{\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{e^{i t}+z}{e^{i t}-z} \log \psi(t) d t\right\}, \tag{2-1}
\end{equation*}
$$

where $\gamma$ is a real number, $\psi(t) \geq 0, \log \psi(t) \in L^{1}$, and $\psi(t) \in L^{p}$.
The following theorem [Duren 1970, Chapter 2, Chapter 5] (see also [Fisher 1983]) provides the parametrization of functions in Hardy classes by their zero sets, associated singular measures, and moduli of their boundary values.

Theorem 2.1. Every function $f(z)$ of class $H^{p}(p>0)$ has a unique (up to a unimodular constant factor) factorization of the form $f(z)=B(z) S(z) F(z)$, where $B(z)$ is a Blaschke product, $S(z)$ is a singular inner function, and $F(z)$ is an outer function for the class $H^{p}$.

Suppose $\Omega$ is a Jordan domain with rectifiable boundary and $f: \mathbb{D} \rightarrow \Omega$ is a conformal map. Then $f^{\prime} \in H^{1}$ by Theorem 3.12 in [Duren 1970]. By Theorem 2.1, $f^{\prime}$ has a canonical factorization $f^{\prime}(z)=B(z) S(z) F(z)$, and since $f$ is a conformal map $f^{\prime}$ does not vanish, so $f^{\prime}(z)=S(z) F(z)$. Then $\Omega$ is called a Smirnov domain if $S(z) \equiv 1$ so that $f^{\prime}(z)=F(z)$ is purely an outer function. This definition is independent of the choice of conformal map.

There are examples of non-Smirnov domains with, as above, $f^{\prime}(z)=S(z) F(z)$, but now $F(z) \equiv 1$ and the singular inner function $S(z)$ is not constant. Such examples were first constructed by M. Keldysh and M. Lavrentiev [1937] using complicated geometric arguments. Their existence was somewhat demystified by an analytic proof provided by P. Duren, H. S. Shapiro, and A. L. Shields [Duren et al. 1966; Shapiro 1966]. Like the disk, such a domain has harmonic measure at zero (assuming $f(0)=0$ ) proportional to arclength. Thus, its boundary is sometimes called a pseudocircle.

Similarly, there are exterior pseudocircles, arising as the boundary of an unbounded non-Smirnov domain [Jones and Smirnov 1999] for which the harmonic measure at infinity is proportional to arclength, and thus Green's function with singularity at infinity provides a roof function that is a weak solution satisfying the boundary conditions almost everywhere. Thus, this provides a pathological example of an exceptional domain in a weak sense. In order to construct such an unbounded non-Smirnov domain, let us follow the method above-mentioned [Duren et al. 1966], which is presented in Duren's book [1970, Section 10.4]. We recall that the construction is carried out by working backwards, first writing down a singular inner function $S(z)$ as a candidate for the derivative $f^{\prime}(z)$ of the conformal map $f(z)$. The difficulty is then to show that $f(z)$ is not only analytic, but is also
univalent, so that it actually gives a conformal map from $\mathbb{D}$ to some domain $\Omega$. Univalence is established using a univalence criterion of Nehari (and Ahlfors and Weill), which states that the growth condition

$$
\begin{equation*}
|(S f)(z)| \leq \frac{k}{\left(1-|z|^{2}\right)^{2}}, \quad \text { with } k<2 \tag{2-2}
\end{equation*}
$$

on the Schwarzian derivative $S f$ implies that $f$ maps $\mathbb{D}$ univalently onto a Jordan domain on the Riemann sphere.

We follow this procedure, indicating the step that needs to be modified. Start with a nondecreasing measure $\mu \leq 0$, singular with respect to Lebesgue measure on the circle, yet sufficiently smooth, so that it belongs to the Zygmund class $\Lambda_{*}$ [Duren 1970, Section 10.4].

We will also require $\mu$ to have first moment zero:

$$
\begin{equation*}
\int_{0}^{2 \pi} e^{i \theta} d \mu(\theta)=0 \tag{2-3}
\end{equation*}
$$

This can always be achieved by symmetrizing $\mu$ around the origin, thus replacing $\mu$ by $\frac{1}{2}(d \mu(\theta)+d \mu(\theta+\pi))$. Then the center of mass is at the origin, which is (2-3).

As in [Duren 1970, p. 177], let $F(z)$ be the Schwarz integral of $\mu$ :

$$
F(z)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{e^{i \theta}+z}{e^{i \theta}-z} d \mu(\theta)
$$

Let $g(z)$ be the exponential of a constant (to be chosen later) times $F$ :

$$
g(z)=\exp \{-a F(z)\}
$$

Having chosen $\mu$ in $\Lambda_{*}$ and nondecreasing, for $a$ small enough the antiderivative of $g$ maps the disk onto a bounded Jordan domain with rectifiable boundary [Duren 1970, Theorem 10.9]. Here is where we depart slightly from [Duren 1970], to get an unbounded domain as the image of $f(z)$. Instead of taking $g(z)$ as a candidate for $f^{\prime}(z)$, we take

$$
f^{\prime}(z)=g(z) / z^{2}
$$

and we check that the same estimates used in the proof of [Duren 1970, Theorem 10.9] also apply to this case. The residue of $f^{\prime}(z)$ is zero (since we made the first moment of $\mu$ zero), so its antiderivative $f(z)$ is analytic in $\mathbb{D}$ except for a simple pole at $z=0$. Also, $\left|f^{\prime}(z)\right|=1$ a.e. on $\partial \mathbb{D}$.

A calculation shows that the Schwarzian derivative $S f$ of $f$ is given by

$$
(S f)(z)=(S G)(z)+\frac{2}{z} \frac{g^{\prime}(z)}{g(z)}=-a F^{\prime \prime}(z)-\frac{a^{2}}{2} F^{\prime}(z)^{2}-\frac{2 a}{z} F^{\prime}(z)
$$

where $G$ is an antiderivative of $g$. As explicitly stated in [Duren 1970, Section 10.4],
$F^{\prime \prime}(z), F^{\prime}(z)^{2}$, and $F^{\prime}(z)$ are each $O\left((1-|z|)^{-2}\right)$. Moreover, $F^{\prime}(0)=0$ by the vanishing of the first moment of $\mu$, so that $F^{\prime}(z) / z$ is also $O\left((1-|z|)^{-2}\right)$. Thus, if $a$ is chosen small enough, $S f$ satisfies the Nehari criterion for univalence, (2-2).

Hence, $f(z)$ is a conformal map taking $\{|z|<1\}$ onto the complement of a Jordan domain with rectifiable boundary. To see why the boundary is rectifiable, note that, as stated in [Duren 1970, Section 10.4]), $g(z) \in H^{1}$, and so $f^{\prime}(z)=g(z) / z^{2}$ is in $H^{1}$ in an annulus $0<r<|z|<1$.

This seemingly excessive construction of an exterior pseudocircle cannot be avoided by simply taking an inversion of an interior pseudocircle; the result will be non-Smirnov, but it will not be an exterior pseudocircle. Nor can one simply take the complement. As proved by P. Jones and S. Smirnov [1999], the complement of a non-Smirnov domain is often Smirnov! (This unexpected resolution of a long standing problem put to rest all hopes of characterizing the Smirnov property in terms of a boundary curve.)

Remark. Closely related examples of similar function-theoretic problems can be found in [Ebenfelt et al. 2002; Shahgholian 1992]. These examples of non-Smirnov exceptional domains lead to assuming $\Omega$ is Smirnov in our main theorems; but we allow $u$ to be a weak solution.

An alternative approach is to require the roof function $u$ to be a classical solution that satisfies the boundary condition everywhere (and not just a.e.). Then the domain must be Smirnov. This is because the boundary is locally real-analytic, as stated in the next lemma. Thus, the boundary is smooth except possibly at infinity. The preimage of infinity under a conformal map from the disc (or a circular domain, in the multiply connected case) can consist of at most countably many points on the boundary, i.e., infinity represents at most countably many "prime ends" [Markushevich 1977]. Indeed, the complement of $\bar{\Omega}$ is a disjoint union of domains, and for each boundary component of $\Omega$ going to infinity there is a separate component of the complement. None of these are void, since boundary components must be petals as opposed to slits - on a slit the normal vector would jump at the finite end point of the slit (violating the local real analyticity stated in the lemma below). There can be at most countably many such boundary components, because otherwise the complement of $\Omega$ would consists of uncountably many disjoint nonempty domains (impossible). Thus, the point at infinity can represent at most countably many prime ends (for the definition of prime end, see [Markushevich 1977, Chapter 2]). So, if the Smirnov condition is violated, meaning the derivative $f^{\prime}$ of the conformal map has a factor that is a nontrivial singular inner function, then the associated singular measure would consist of atoms. The derivative $f^{\prime}$ then decays exponentially at those points. This violates basic estimates on the derivatives of univalent functions, as given by Koebe's distortion theorem [Pommerenke 1975, Theorem 1.3].

Lemma 2.2. If $\Omega \subset \mathbb{R}^{2}$ is exceptional and the rooffunction $u$ is a classical solution in $C^{1}(\bar{\Omega})$, then $\partial \Omega$ is locally real-analytic.

Proof. The analytic completion $f(z)=u+i v$ (possibly multivalued) maps $\Omega$ into the right half-plane, since $u$ is positive. The Neumann condition for $u$ implies that $\left|f^{\prime}(z)\right|=1$ on $\partial \Omega$. Also, $u \in C^{1}(\bar{\Omega})$ implies that $f^{\prime} \in C(\bar{\Omega})$.

Choose a point $z_{0} \in \partial \Omega$, and let $\zeta_{0}=f\left(z_{0}\right)$. Let $g(\zeta)=f^{-1}(\zeta)$ denote the local inverse of $f(z)$. Choose a neighborhood $U$ of $\zeta$ and let $F:=\overline{U \cap\{\mathfrak{R}(\zeta) \geq 0\}}$. Choose $U$ small enough so that $g \in C(F)$.

Since $\left|g^{\prime}(\zeta)\right|=1$ on $\partial \Omega$, we can also choose $U$ small enough that $g^{\prime}$ does not vanish in $F$. This implies that $h(\zeta)=\log \left(g^{\prime}(\zeta)\right)$ is analytic in the interior of $F$ and continuous in $F$. Further, $\mathfrak{R}\{h(\zeta)\}$ vanishes on the imaginary axis, since $\left|g^{\prime}(\zeta)\right|=1$ there. Thus $h(\zeta)$ extends to a neighborhood of $\zeta_{0}$ by the Schwarz reflection principle. This allows us to extend $g^{\prime}(z)$, and therefore $g(z)$ and $f(z)$ extend analytically across $z_{0}$, since $u:=\Re f=0$ on $\partial \Omega$ and $|\nabla u|=1$ on $\partial \Omega$ near $z_{0}$.

Corollary 2.3. If $\partial \Omega$ is $C^{2}$-smooth and $\Omega$ is exceptional, then $\partial \Omega$ is locally realanalytic.

Proof. $C^{2}$-smoothness of $\partial \Omega$ implies that $u$ is in $C^{1}(\bar{\Omega})$. Now use Lemma 2.2.
Using Kellogg's theorem [1929] on regularity of conformal maps up to the boundary (see also [Pommerenke 1992, Chapter 3]), one easily extends the corollary to $C^{1, \alpha}$ boundaries $(\alpha>0)$ and even $C^{1}$ boundaries. We shall not pursue these details here. It would be interesting to find sharp necessary and sufficient conditions for the a priori regularity of the boundary that would guarantee the conclusion of Corollary 2.3. As we have mentioned in the beginning of this section, it is necessary to assume that the domain is Smirnov, but it is not at all obvious that this is sufficient. See [Castro and Khavinson 2013a; 2013b] for a related discussion regarding nonconstant functions in $E^{p}$ classes with real boundary values.

## 3. The case when infinity is an isolated boundary point

Theorem 3.1. Suppose $\Omega$ is an exceptional domain whose complement $\mathbb{C} \backslash \Omega$ is bounded and connected, and assume $\Omega$ is Smirnov. Then $\Omega$ is the exterior of a disk.

Proof. Let $u$ be a roof function for $\Omega$. Positivity of $u$ implies, by Bôcher's theorem [Axler et al. 1992, Chapter 3], $u(z)=u_{0}(z)+C \log |z|$ for some constant $C$, where $u_{0}(z)$ is harmonic in $\Omega \cup\{\infty\}$, and $u_{0}(z)$ approaches a constant at infinity (the Robin constant of $\partial \Omega$ provided $C=1)$. Thus, in view of the Dirichlet data of $u, u(z)$ is a multiple of the Green's function of $\Omega$ with a pole at infinity, and taking $v(z)$ to be the harmonic conjugate of $u(z) / C$, we have a conformal map $g(z)=e^{u(z) / C+i v(z)}$ from $\Omega$ to the exterior of the unit disk (note that $g(z)$ is single-valued in $\Omega$ ).

Using both the Dirichlet and Neumann data, we have $\left|g^{\prime}(z)\right|=1 / C$ a.e. on $\partial \Omega$, and therefore

$$
\left|\left(g^{-1}\right)^{\prime}(\zeta)\right|=\frac{1}{\left|g^{\prime}\left(g^{-1}(\zeta)\right)\right|}=C
$$

a.e. on $\partial \mathbb{D}$. Since $g^{-1}$ has a simple pole at infinity, $\left(g^{-1}\right)^{\prime}$ is analytic. Also, $\left(g^{-1}\right)^{\prime}$ is in $H^{1}(\mathbb{C} \backslash \mathbb{D})$ since $\partial \Omega$ is rectifiable. Since $\Omega$ is Smirnov, the latter function is outer and also has constant modulus on the unit circle a.e., which together imply that it is constant. (Recall from (2-1) that an outer function is determined from its boundary values.) Hence, $g^{-1}$ is a linear function and $\partial \Omega$ is a circle.

We defer proving a higher-dimensional version of this result until Section 7, but we mention here that under more smoothness assumptions, the higher-dimensional case can be proved using a theorem of W. Reichel [1997].

Under additional smoothness assumptions, the hypothesis of Theorem 3.1 guarantees that $\Omega$ is a special type of arclength quadrature domain. The following is then an immediate corollary of a result of B. Gustafsson [1987, Remark 6.1].

Theorem 3.2. Suppose $\Omega$ is a finitely connected exceptional domain, with piecewise $C^{1}$ boundary, and infinity is not a point on the boundary of $\Omega$. Then $\Omega$ is the exterior of a disk.

This removes the condition that the complement of $\Omega$ is connected.
Proof. We will show that $\Omega$ is an arclength null-quadrature domain (this term is defined in Section 9.3) for analytic functions vanishing at infinity. At first, take the class of test functions to be integrated over $\partial \Omega$ to consist of rational functions $r(z)$ in $\Omega$ vanishing at infinity.

Let $f(z)=u(z)+i v(z)$ be the analytic completion of the roof function $u$. Note that $f^{\prime}(z)$ is single-valued (since it is the conjugate of the gradient of $u$ ), and, by the theorem of Bôcher already cited, $f^{\prime}(z)=O\left(|z|^{-1}\right)$. The inward normal of $\partial \Omega$ coincides with the gradient of $u$, which equals $\overline{f^{\prime}(z)}=1 / f^{\prime}(z)$. The unit tangent vector $d z / d s$ is a $90^{\circ}$ rotation of the normal vector $1 / f^{\prime}(z)$. Thus, $i f^{\prime}(z) d z=d s$. We then have a quadrature formula for integration of $r(z)$ with respect to arclength:

$$
\begin{equation*}
\int_{\partial \Omega} r(z) d s=i \int_{\partial \Omega} r(z) f^{\prime}(z) d z=0 \tag{3-1}
\end{equation*}
$$

where the vanishing of this integral is obtained by deforming the contour to infinity where $f^{\prime}(z) r(z)=O\left(|z|^{-2}\right)$. Indeed, $r(z)=O\left(|z|^{-1}\right)$ by our choice of the test class, and $f^{\prime}(z)=O\left(|z|^{-1}\right)$ as mentioned above.

If the boundary of $\Omega$ is piecewise $C^{1}$, rational functions are dense in $E^{p}$ classes (see [Duren 1970, Theorem 10.7] and, for the multiply connected case, [Tumarkin and Havinson 1958a; 1958b; 1960]). In particular, rational functions $r(z)$ vanishing
at infinity are dense in the space of functions $E(\Omega)$ considered in [Gustafsson 1987]. Thus, (3-1) shows that $\Omega$ is an arclength null-quadrature domain for this space of functions, and the result now follows from Remark 6.1 in [Gustafsson 1987].

## 4. The Schwarz function of an exceptional domain

The Schwarz function of a real-analytic curve $\Gamma$ is the (unique and guaranteed to exist near $\Gamma$ ) complex-analytic function that coincides with $\bar{z}$ on $\Gamma$. For the basics on the Schwarz function, we refer to [Davis 1974] and [Shapiro 1992].

We recall two basic facts needed in the proof of the next proposition.
(i) On $\Gamma,\left|S^{\prime}(z)\right|=1$.
(ii) The complex conjugate of $\sqrt{-S^{\prime}(z)}$ is normal to $\Gamma$.

Statement (i) follows from the chain rule and the fact that the complex conjugate of the Schwarz function, $\overline{S(z)}$, is an involution; see [Davis 1974, Chapter 7]. Statement (ii) follows from Formula (7.5) of the same reference, expressing the tangent vector along $\Gamma$ (i.e., the derivative of $z$ with respect to arclength):

$$
\begin{equation*}
T(z)=d z / d s=1 / \sqrt{S^{\prime}(z)} \tag{4-1}
\end{equation*}
$$

Proposition 4.1. If $\Omega$ is an exceptional domain such that the rooffunction is a classical solution, then the $z$-derivative of the rooffunction is given by $u_{z}(z)=c \sqrt{-S^{\prime}(z)}$, where $c$ is a real constant and $S(z)$ is the Schwarz function of $\partial \Omega$. In particular, $S^{\prime}(z)$ is analytic throughout $\Omega$.
Remark. If, for instance, the constant Neumann data for the roof function is 1 , then the constant above $c= \pm \frac{1}{2}$, where the sign depends on the orientation of the boundary.

Proof. Lemma 2.2 implies that $\Gamma$ is locally real-analytic. So $\Gamma$ has a Schwarz function $S(z)$. The complex conjugate of the analytic function $u_{z}$ is normal to $\Gamma$ (since $u$ has zero Dirichlet data). In light of the constant Neumann data, we then have $\left|u_{z}(z)\right|=\left|\left(u_{z}(z)\right)^{*}\right|=\frac{1}{2}\left|u_{x}+i u_{y}\right|=\frac{1}{2} \sqrt{u_{x}^{2}+u_{y}^{2}}$ is constant on $\Gamma$. This, along with the statements (i) and (ii) above, shows that on $\Gamma$ the vectors $u_{z}(z)$ and $\sqrt{-S^{\prime}(z)}$ are parallel and each have constant length. Therefore, for some real constant $c$, the equation $u_{z}(z)=c \sqrt{-S^{\prime}(z)}$ holds on $\Gamma$. But since $u_{z}$ and $\sqrt{-S^{\prime}(z)}$ are both analytic, the equation is true everywhere that either side is defined. In particular, this guarantees analytic continuation of $S^{\prime}(z)$ throughout $\Omega$.

Let us use the Schwarz function to give a heuristic argument that the boundary of an exceptional domain can pass through infinity at most twice. In fact, the angle between consecutive arcs at infinity must be $\pi$ (and obviously there cannot be more than two such angles at infinity). Suppose the boundary of a domain has a corner where two arcs meet at an angle different from 0 , $\pi$, or $2 \pi$. Then the derivatives
of the Schwarz functions of the two arcs have a branch cut along a third arc that propagates into the domain from the corner. To see why this is the case, note that the Schwarz function of an arc can be approximated near a point by the Schwarz function of the tangent line. Thus, to first order, the jump along the branch cut is linear, so to zeroth order, the jump of $S^{\prime}$ is determined by the slopes of the tangent lines. If the angle is 0 or $2 \pi$, then the tangent line is the same for each arc, but the orientation changes, so there is still a jump due to the sign change. In the case of an angle of $\pi$, both the tangent line and the orientation are unchanged. Thus, for any angle other than $\pi, S^{\prime}(z)$ has a jump across a branch cut between the two boundary components. For an exceptional domain, $u$ is a global solution throughout $\Omega$, and so Proposition 4.1 indicates that the Schwarz function cannot have such branch cuts. Thus, the angle between consecutive boundary arcs at infinity can only be $\pi$, and there can be at most two such angles.

In the informal argument above, we have assumed that each arc is real-analytic at infinity, so that the Schwarz function has a Taylor expansion there. A. Eremenko (private communication, 2012) related to us the following proof using ideas from [Barrett and Eremenko 2012] that extend techniques due to C. Pommerenke. Its indisputable advantage is that no regularity assumptions on $\partial \Omega$ are required. Also, an important part of the theorem readily extends to higher dimensions.

We recall that a Martin function is a positive harmonic function $M$ in a region $\Omega$ with the property that for any positive harmonic function $v$ in $\Omega$, the condition $v \leq M$ implies that $v=c M$, where $c>0$ is a constant. (Martin functions are also called minimal harmonic functions, as in [Heins 1950].) Martin functions on finitely connected domains are simply Poisson kernels evaluated at points of the Martin boundary, the boundary under Carathéodory compactification (prime ends) of the domain (see [Brelot 1971]).

Theorem 4.2 (A. Eremenko). The roof function $u$ of any exceptional domain $\Omega$ is a convex combination of at most two Martin functions of $\Omega$ at infinity. Moreover, $u(z)=O(|z|)$, and in two dimensions we also have $\nabla u(z)=O(1)$ in $\Omega$.

Remark. M. Traizet [2013] obtained the estimate $|\nabla u| \leq 1$ in $\Omega$ for domains with finitely many boundary components using the Phragmén-Lindelöf principle. For Smirnov domains $\Omega$, it suffices to show that $u_{z}$ belongs to the class $N^{+}$(see [Castro and Khavinson 2013a]) in order to conclude that the analytic function $u_{z}$ is bounded by 1 in $\Omega$. However, even this assumption is not needed here, and it is possible to establish the estimate on $\nabla u$ in full generality. Eremenko has kindly permitted us to include his argument here.

Proof. First we note that, as observed in [Barrett and Eremenko 2012, Lemma 1], if $u$ is a positive harmonic function in a disk (or a ball in higher dimensions), $D(a, R)$
of radius $R$ centered at $a$, and $u\left(z_{1}\right)=0$ for some boundary point $z_{1}$, then

$$
\begin{equation*}
u(a) \leq 2 R\left|\nabla u\left(z_{1}\right)\right| \tag{4-2}
\end{equation*}
$$

This immediately follows from Harnack's inequality for $D(a, R)$ as for $z \in D(a, R)$

$$
\frac{u(a)}{R+|z-a|} \leq \frac{u(z)}{R-|z-a|}=\frac{u(z)-u\left(z_{1}\right)}{R-|z-a|}
$$

and letting $z \rightarrow z_{1}$ establishes (4-2).
Applying (4-2) when $a \in \Omega$ and $R$ is the distance from $a$ to $\partial \Omega$, gives $u(a) \leq$ $2 R C \leq 2(|a|+$ const $) C$, where $C$ is the constant value of the Neumann data. So $u(z)=O(|z|)$, as $z \rightarrow \infty$, showing that $u(z)$ has order at most one.

That $u$ is a combination of at most two Martin functions now follows directly from [Kjellberg 1950, Theorem II], which states that if $\Omega$ has $n \geq 2$ different (nonproportional) Martin functions of respective orders $\rho_{1}, \rho_{2}, \ldots, \rho_{n}$, then

$$
\sum_{j=1}^{n} 1 / \rho_{j} \leq 2
$$

(This is proved using an application of Carleman's inequality [1926].) In higher dimensions, one must use [Friedland and Hayman 1976] instead of [Kjellberg 1950].

Next we show, in the two-dimensional case, the additional claim that $\nabla u(z)=$ $O(1)$. Let $R>0$ and consider an auxiliary function

$$
w_{R}=\frac{|\nabla u|}{u+R}
$$

where $R>0$ is a parameter. A direct computation shows that

$$
\begin{equation*}
\Delta \log w_{R}=w_{R}^{2} \tag{4-3}
\end{equation*}
$$

and $w_{R}(z)=C / R$ for $z \in \partial D$. We claim that

$$
\begin{equation*}
w_{R}(z) \leq 2 C / R \quad \text { for } z \in \Omega \tag{4-4}
\end{equation*}
$$

from which the result follows by letting $R \rightarrow \infty$, which gives $|\nabla u| \leq 2 C$ in $\Omega$.
Suppose, contrary to (4-4), that $w_{R}\left(z_{0}\right)>2 / R$ for some $z_{0} \in \Omega$. Here and in the next lines, we assume for simplicity that $C=1$. Let

$$
v(z)=\frac{2 R}{R^{2}-\left|z-z_{0}\right|^{2}} \quad \text { for } z \in D\left(z_{0}, R\right)=\left\{z:\left|z-z_{0}\right|<R\right\}
$$

Obviously, $v(z) \geq 2 / R$. A computation reveals that $\Delta \log v=v^{2}$. Let

$$
K=\left\{z \in \Omega \cap D\left(z_{0}, R\right): w_{R}(z)>v(z)\right\}
$$

We have $z_{0} \in K$, since $v\left(z_{0}\right)=2 / R$. Let $K_{0}$ be the component of $K$ containing $z_{0}$. Then we have $w_{R}(z)=v(z)$ on $\partial K_{0}$, since $w_{R}(z)<v(z)$ on $\partial \Omega \cap D\left(z_{0}, R\right)$ while $v(z)=+\infty$ on $\partial D\left(z_{0}, R\right)$. On the other hand,

$$
\Delta\left(\log w_{R}-\log v\right) \geq w_{R}^{2}-v^{2}>0 \quad \text { in } K_{0} .
$$

So the subharmonic function $\log w_{R}-\log v$ is positive in $K_{0}$ and vanishes on the boundary, a contradiction.

Remark. This a priori estimate implies the following corollary showing that the boundaries of exceptional domains are extremely regular. Namely, they are locally real-analytic and can even be parametrized from the unit circle via an antiderivative of a rational function. In particular, it validates the preceding argument using the Schwarz function, and establishes that the boundary passes at most twice through infinity each time with an angle of $\pi$. The only additional assumptions needed here are that the domain is Smirnov (compare Section 2) and simply connected.

Corollary 4.3. Let $\Omega$ be a simply connected Smirnov domain, and let $h(\zeta)$ be the conformal map from $\mathbb{D}$ to $\Omega$. If $\Omega$ is exceptional, then $h^{\prime}(\zeta)$ is a rational function, and we are in one of two cases:
(i) $h^{\prime}$ has one pole on $\partial \mathbb{D}$.
(ii) $h^{\prime}$ has two poles on $\partial \mathbb{D}$.

Proof. Let $u$ be a roof function for $\Omega$, and $f(z)=u+i v$ its analytic completion. Since $u>0, f(z)$ takes $\Omega$ into the right half-plane, and $f(h(\zeta))$ takes the unit disk $\mathbb{D}$ into the right half-plane. Adding an imaginary constant if necessary, we may assume that $f(h(0))>0$ is real. Then, by Herglotz's theorem [Hoffman 1962, Chapter 3; Duren 1970, Chapter 1], we can represent $f(h(\zeta))$ as

$$
\begin{equation*}
f(h(\zeta))=\int_{\mathbb{T}} \frac{e^{i \theta}+z}{e^{i \theta}-z} d \mu(\theta), \tag{4-5}
\end{equation*}
$$

with $\mu$ positive.
Now, since $\Re f(h(\zeta))$ is the pullback to $\mathbb{D}$ of the roof function $u$, which by Theorem 4.2 is a convex combination of at most two Martin functions, $\mu$ consists of at most two atoms.

Thus, differentiating (4-5),

$$
\begin{equation*}
f^{\prime}(h(\zeta)) \cdot h^{\prime}(\zeta)=R(\zeta) \tag{4-6}
\end{equation*}
$$

where $R(\zeta)$ is a rational function with either one or two double poles on $\partial \mathbb{D}$ (at the atoms of $\mu$ ). Since by Theorem 4.2, $f^{\prime}(h(\zeta))=2 u_{z}(h(\zeta)$ ) is a bounded analytic function in $\mathbb{D}$ with $\left|f^{\prime}(h(\zeta))\right|=1$ a.e. on $\partial \Omega, f^{\prime}(h(\zeta))$ is an inner function. Moreover, $h^{\prime}(\zeta)$ is an outer function, since $\Omega$ is Smirnov.

For a rational function such as $R(\zeta)$, the canonical factorization given by Theorem 2.1 reduces to

$$
R(\zeta)=B(\zeta) \cdot F(\zeta)
$$

with $B$ a Blaschke product and $F$ a (rational) outer function. (The singular factor $S(\zeta)$ is trivial, since $R(\zeta)$ has no essential singularities.) By the uniqueness of the canonical factorization, $h^{\prime}(\zeta)$ and $f^{\prime}(h(\zeta))$ equal $F(\zeta)$ and $B(\zeta)$ respectively (up to multiplication by a unimodular constant). Hence, $h^{\prime}(\zeta)=F(\zeta)$ is rational, and $f^{\prime}(h(\zeta))=B(z)$ is a Blaschke product.

Remarks. (i) It is also possible to see that $f^{\prime}(h(\zeta))=B(z)$ has either no zeros or a single simple zero in $\mathbb{D}$. The reason is that the increment of the argument of $R^{\prime}(\zeta) d \zeta=d R$ over $\partial \Omega$ is zero, since $f^{\prime}(z) d z$ is positive. Thus, the winding number of $R^{\prime}(\zeta)$ over $\partial \Omega$ is negative one. If $R^{\prime}(\zeta)$ has one double pole on the boundary (recall that a pole on the boundary counts half [Bell 1992, p. 48]), then $R^{\prime}$ has no zeros inside $\mathbb{D}$. If $R^{\prime}(\zeta)$ has two double poles (each counts half), then $R^{\prime}(\zeta)$ has one simple zero.
(ii) It seems of interest to discuss to what extent the Corollary extends to the multiply connected case (Theorem 4.2 does not assume the domain is simply connected.) Let us make a few comments in this direction. Suppose $\Omega$ is a finitely connected Smirnov exceptional domain with the boundary passing through infinity and $n-1$ additional boundary components that are rectifiable Jordan curves. Let $z=h(w): K \rightarrow \Omega$ be a conformal map from a bounded circular domain into $\Omega$, with the outer circle $C_{n}$ mapped onto the unbounded component of $\partial \Omega$. Then it is possible to show that $u(h(\zeta))$ is a Poisson integral of a positive measure $\mu$ supported at one or two points on the circle $C_{n}$. Now $d u(h(\zeta)) / d \zeta=u_{z}(h(\zeta)) h^{\prime}(\zeta)$ is a single-valued analytic function in $K$ with at most two double poles at $\zeta_{1}, \zeta_{2}$, the support of $\mu$. Since the Poisson kernel $\partial_{n} g$ of $K$ is analytic in a neighborhood of $K$ except for $\zeta_{1}, \zeta_{2}$ on $C_{n}$, the function $g(\zeta):=d u(h(\zeta)) / d \zeta$ extends to a meromorphic function in a neighborhood of $C_{n} \backslash\left\{\zeta_{1}, \zeta_{2}\right\}$ and has poles at those points. (This gives us local real-analyticity of the contour going through $\infty$ on $\partial \Omega$.) Applying the argument principle as in the first part of this remark, we see that the total increment of the argument of $u_{z}(h(\zeta)) h^{\prime}(\zeta)$ is $n-2$, and $u_{z}(h(\zeta))$ has either $n$ or $n-1$ zeros in $K$. From an extension of the factorization theorem [Khavinson 1983] to the multiply connected case, it follows that $B(\zeta)=u_{z}(h(\zeta))$ is either a constant or a covering of the disk $\mathbb{D}$ with $n$ sheets. It is at most $n$ sheets by the above, and at least $n$ since each boundary component of $K$ is mapped to the circle and must have winding number at least one. Otherwise $B^{\prime}(\zeta)$ vanishes somewhere on the boundary of $K$, and a local expansion of $B^{\prime}$ at that point indicates that $B$ maps part of $K$ outside of $\mathbb{D}$, a contradiction. Putting all this together, either $h^{\prime}(\zeta)$ has two double poles
or $B(\zeta)$ is constant. Thus, if $C_{n}$ passes through infinity only once, then $\Omega$ is a half-plane.

## 5. Infinity as a single point on the boundary

We now characterize the half-plane as the only simply connected exceptional domain having infinity as a single point on the boundary. This extends Proposition 6.1 of [Hauswirth et al. 2011] by removing a hypothesis ( $\partial_{x} u>0$ in $\Omega$ ) on the roof function.
Theorem 5.1. A domain $\Omega$ as in case (i) of Corollary 4.3 is a half-plane.
Remarks. (i) As mentioned in the introduction and Section 9, M. Traizet [2013] recently used minimal surfaces to establish this result under the assumption of finitely many boundary components. We note that, in the simply connected case, this assumption is stronger than ours, since infinitely many boundary components were allowed in Eremenko's result (Theorem 4.2). The final remark in the previous section explains how to use pure function theory in order to argue that $\Omega$ is a half-plane without the assumption that $\Omega$ is simply connected.
(ii) We have not been able to prove a higher-dimensional version of Theorem 5.1 (see also Section 7).
Proof. Using the same notation $f$ and $h$ from the proof of Corollary 4.3,

$$
f(h(\zeta))=\int_{\partial \mathbb{D}} \frac{e^{i \theta}+\zeta}{e^{i \theta}-\zeta} d \mu(\theta)
$$

for some finite positive measure $\mu$ on $\partial \mathbb{D}$. By assumption, we are in the case when $h^{\prime}$ has one pole, and according to the proof of Corollary 4.3, $\mu$ is an atomic measure with a single point mass. Without loss of generality, we can place it at the point $e^{i \theta}=1$.

Thus, $f(h(\zeta))=C \frac{1+\zeta}{1-\zeta}$, which upon differentiation gives

$$
\begin{equation*}
f^{\prime}(h(\zeta)) h^{\prime}(\zeta)=2 C \frac{1}{(1-\zeta)^{2}} \tag{5-1}
\end{equation*}
$$

As asserted in the proof of Corollary 4.3, $f^{\prime}(h(\zeta))$ is the Blaschke factor of the right side, which has no zeros, so $f^{\prime}(h(\zeta))$ is a unimodular constant. Therefore, $f=u+i v$ is a linear function and $\Omega$ is a half-plane.

## 6. Infinity as a double point of the boundary

In this section we characterize the nontrivial example found in [Hauswirth et al. 2011]. Suppose $\Omega$ is a simply connected domain and $\Omega$ is exceptional. By Corollary 4.3, recall that the derivative $h^{\prime}(\zeta)$ of the conformal map from the disk onto $\Omega$ is a rational function with either one or two double poles on $\partial \mathbb{D}$.

Theorem 6.1. A domain $\Omega$ as in case (ii) of Corollary 4.3 is, up to similarity, the image of the strip $|\Im w| \leq \pi / 2$ under the conformal map $g(w)=w+\sinh w$, while the analytic completion of the function $u(g(w))$ is the function $f(g(w))=\cosh w$.

Remark. Together with Theorems 3.1, 4.2 and 5.1, this shows that, under an assumption on the topology, the image of the strip under $\zeta \mapsto \zeta+\sinh \zeta$ is essentially the only nontrivial example of an exceptional domain in $\mathbb{R}^{2}$. The topological assumption is necessary, since there is a whole one-parameter family of nonsimilar infinitely connected exceptional domains (see Figure 3 on page 106). However, under the assumption of finitely many boundary components, the example described in Theorem 6.1 is the only nontrivial example, as recently proved in [Traizet 2013].

Proof. Using the same notation as in the proofs of Corollary 4.3 and Theorem 5.1, we have that $h^{\prime}(\zeta)$ is a rational function, and according to (4-6), $f^{\prime}(h(\zeta))$ is as well. This justifies applying the argument principle to study $f(h(\zeta))$ and $f^{\prime}(h(\zeta))$. Namely, we will prove the following.

Claim. The function $f$ solves the differential equation

$$
\begin{equation*}
f^{\prime}=\sqrt{(f-1) /(f+1)}, \quad z \in \Omega, \tag{6-1}
\end{equation*}
$$

after simple normalizations described below.
Before proving this, we solve the differential equation to see that it gives the desired result. Separating variables,

$$
\int \sqrt{(f+1) /(f-1)} d f=z+C .
$$

Making the substitution $f=\cosh w$, we obtain $z=w+\sinh w$ (fixing the constant of integration $C=0$ ). Now using the conditions $\Re f(z(w))=0$ for $z \in \partial \Omega$ and $\Re f(z(w))>0$ for $\zeta \in \Omega$, and the identity $\Re \cosh (x+i y)=\cosh x \cos y$, we find that the preimage of the domain in the $w$-plane is the strip $|\Im w| \leq \pi / 2$. Therefore, $\Omega$ can be described as the image of the strip under the map $z(w)=w+\sinh w$, concluding the proof of the theorem.


Figure 1. Local geometry of the boundary $\Gamma=\partial \Omega$ near infinity.

To prove the claim, we will use the argument principle to show that both sides of (6-1) provide a conformal map from $\Omega$ to $\mathbb{D}$. From the formula

$$
T(z)=\frac{d z}{d s}=\frac{-i}{f^{\prime}(z)}=\frac{1}{\sqrt{S^{\prime}(z)}},
$$

which relates the tangent vector $T(z)$ on $\partial \Omega$ to the derivative of the analytic completion $f$ of $u(z)$, we obtain using the continuity of $T(z)$ through the double point at infinity (see Figure 1) that

$$
\oint_{\partial \Omega} d \log f^{\prime}(z)=2 \pi i .
$$

We conclude that $f^{\prime}$ is a single-sheeted covering of the unit disk by the domain $\Omega$, and that it has only one zero, at some point $z_{0} \in \Omega$.

We may assume that $f\left(z_{0}\right)=1$. If not, say $f\left(z_{0}\right)=a+i b, a>0$, then one may subtract the constant $i b$ from $f$ (this just amounts to choosing a different harmonic conjugate for the same roof function), so we have $f\left(z_{0}\right)=a$. Then one may simply replace 1 with $a$ in the claim, and integrating the differential equation is done similarly resulting in a dilation of the original solution.

Now consider the function $g(z):=\sqrt{(f(z)-1) /(f(z)+1)}$, defined on $\Omega$ and taking values in the unit disk $\mathbb{D}$. This too is a univalent map from $\Omega$ into $\mathbb{D}$. Indeed, by the argument principle, $(f(z)-1) /(f(z)+1)$ is a branched, two-sheeted covering of the disk, since it maps each of the two boundary components shown in Figure 1 onto $\mathbb{T}$, Since the single branch point $z_{0}$ is mapped to the origin, taking the square root gives a single-valued analytic function.

Also, $f^{\prime}\left(z_{0}\right)=g\left(z_{0}\right)=0$. This uniquely determines the conformal map up to a unimodular constant, which we may assume is 1 (after a rotation), and we then arrive at the differential equation (6-1).

## 7. An extension of Theorem 3.1 to higher dimensions

In this section, we notice that some results in Section 3 extend to higher dimensions.
Theorem 7.1. Suppose $\Omega$ is an exceptional domain in $\mathbb{R}^{n}$ whose exterior is bounded and connected. If $\partial \Omega$ is $C^{2, \alpha}$-smooth, $\alpha>0$, then $\partial \Omega$ is a sphere.

Proof. Let $u$ be a roof function for $\Omega$, and let $v(s)=1 /|s|^{n-2}$ denote the Newtonian kernel. Fix $y \in \Omega$ and take a small ball $B_{\varepsilon}$ centered at $y$. Take also a large ball $B_{R}$ of radius $R$ that contains both $B_{\varepsilon}$ and the complement of $\Omega$.

Since $u(x)$ and $v(x-y)$ are harmonic in $\Omega \backslash B_{\varepsilon}$, Green's second identity gives

$$
\begin{equation*}
\int_{\partial B_{R}+\partial \Omega-\partial B_{\varepsilon}}\left(v(x-y) \partial_{n} u(x)-u(x) \partial_{n} v(x-y)\right) d \sigma_{x}=0 . \tag{7-1}
\end{equation*}
$$

Letting $R \rightarrow \infty$, we can drop the integration over $\partial B_{R}$, since again by Bôcher's theorem [Axler et al. 1992, Chapter 3], near infinity $u(x) \approx|x|^{2-n}$.

Since, $u(x)=0$ on $\partial \Omega$ and $\partial_{n} u(x)=1$ on $\partial \Omega$,

$$
\begin{equation*}
\int_{\partial \Omega} v(x-y) d \sigma_{x}=\int_{\partial B_{\varepsilon}}\left(v(x-y) \partial_{n} u(x)-u(x) \partial_{n} v(x-y)\right) d \sigma_{x} . \tag{7-2}
\end{equation*}
$$

Let $U$ be a bounded domain such that $\mathbb{R}^{n} \backslash \bar{U}=\Omega$. The outward normal for $\partial U$ is opposite to that of $\partial \Omega$, and since $v(x-y)=1 / \varepsilon^{n-2}$ on $\partial B_{\varepsilon}$,

$$
\begin{equation*}
\int_{\partial U} v(x-y) d \sigma_{x}=\int_{\partial B_{\varepsilon}}\left(-\varepsilon^{-(n-2)} \partial_{n} u(x)+u(x) \partial_{n} v(x-y)\right) d \sigma_{x} . \tag{7-3}
\end{equation*}
$$

For the first term on the right, we have

$$
\int_{\partial B_{\varepsilon}} \varepsilon^{-(n-2)} \partial_{n} u(x) d \sigma_{x}=\int_{B_{\varepsilon}} \Delta u(x) d V=0 .
$$

So,

$$
\int_{\partial U} v(x-y) d \sigma_{x}=\int_{\partial B_{\varepsilon}} u(x) \partial_{n} v(x-y) d \sigma_{x} \rightarrow u(y),
$$

as $\varepsilon \rightarrow 0$. So, $u(y)$ is the single layer potential with charge density 1 on the surface $\partial U$. That $U$ is a ball now follows from Theorem 1 of [Reichel 1997].
Remark. Reichel's result holds for more general elliptic operators than the Laplacian. In the setting of the Laplacian, J. L. Lewis and A. Vogel [1992] characterized the sphere in terms of its interior Green's function under weaker regularity assumptions, namely, the boundary is assumed Lipschitz. In that case, the Neumann condition can be assumed to hold almost everywhere on the boundary. Thus, the hypothesis of Theorem 7.1 could be weakened by checking that the proof in [Lewis and Vogel 1992] works for the exterior case we are interested in. Yet, we have chosen an easier and more transparent path to apply Reichel's result directly, even though it requires a stronger regularity on the boundary.

## 8. Nonexistence of a higher-dimensional analog of the $\cosh z$ example

The authors in [Hauswirth et al. 2011] expressed a suspicion (see Remark 2.1 in [Hauswirth et al. 2011]) that there exist $n$-dimensional, rotationally symmetric examples similar to the two-dimensional example $\left\{(x, y) \in \mathbb{R}^{2}:|y|<\pi / 2+\cosh x\right\}$, which appeared in Section 6. We show that there does not exist an exceptional domain in $\mathbb{R}^{4}$ whose boundary is generated by rotation about the $x$-axis of the (two-dimensional) graph of an even function.

Theorem 8.1. There does not exist a rotationally symmetric exceptional domain $\Omega$ in $\mathbb{R}^{4}$ that contains its own axis of symmetry and whose boundary is obtained by
rotating the (two-dimensional) graph of an even real-analytic function about the $x$-axis.

Our proof will rely heavily on two tricks, one exploiting the assumption that $n=4$, and the other using the assumption that the generating curve is symmetric. However, we strongly suspect a more general nonexistence of such examples in $\mathbb{R}^{n}$ for any $n>2$.

Therefore, we conjecture the following.
Conjecture. For $n>2$, there does not exist an axially symmetric, exceptional domain in $\mathbb{R}^{n}$ that contains its own axis of symmetry.

Remark. The assumption that the domain contains its axis of symmetry rules out the exteriors of balls and circular (or spherical) cylinders, respectively (which are clearly exceptional domains as was noted in [Hauswirth et al. 2011]). Also, A. Petrosyan and K. Ramachandran pointed out to us (private communication, 2012) that the nonconvex component of the exterior of a certain cone is also an exceptional domain. In $\mathbb{R}^{4}$, using the $x$-axis as the axis of rotation, the cone is the rotation of $\left\{(x, y): y^{2}-x^{2}=0\right\}$, and the roof function in the meridian coordinates $x, y$ where $y$ is the distance to the $x$-axis in $\mathbb{R}^{4}$, is $u(x, y)=\left(y^{2}-x^{2}\right) / y$ for $y>0$.
Proof of Theorem 8.1. Suppose that $\Omega$ is such a domain in $\mathbb{R}^{4}$. Namely, the boundary $\partial \Omega$ is obtained from rotation of $\gamma:=\left\{(x, y) \in \mathbb{R}^{2}: y=g(x)\right\}$, with $g(-x)=g(x)$. That is, the boundary of $\Omega$ is given by

$$
\left\{\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \in \mathbb{R}^{4}: \sqrt{x_{2}^{2}+x_{3}^{2}+x_{4}^{2}}=g\left(x_{1}\right)\right\} .
$$

Considering the boundary data, the rotational symmetry of the domain will be passed to the roof function (this requires uniqueness of the roof function guaranteed by the Cauchy-Kovalevskaya theorem, which may be applied since the boundary is assumed to be real-analytic), so that, abusing notation, we can write

$$
u\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=u(x, y)
$$

For clarity, we emphasize that the $x$-axis corresponds to the axis of symmetry and the $y$-coordinate gives the distance from the axis of symmetry.

For axially symmetric potentials $v$ in $\mathbb{R}^{n}$, the cylindrical reduction of Laplace's equation is

$$
\Delta_{(x, y)} v+(n-2) v_{y} / y=0,
$$

where $x=x_{1}$ and $y=\sqrt{x_{2}^{2}+\cdots+x_{n}^{2}}$. Moreover, in the case we are considering, when $n=4, u$ satisfies the equation $\Delta u+\left(2 u_{y}\right) / y=0$, if and only if $y u(x, y)$ is a harmonic function of two variables $x$ and $y$. Indeed,

$$
\Delta(y u)=y \Delta u+2 \nabla u \cdot \nabla y+u \Delta y=y \Delta u+2 u_{y} .
$$

(The trick that reduces axially symmetric potentials in $\mathbb{R}^{4}$ to harmonic functions in the meridian plane is well known: compare [Khavinson 1991; Karp 1992].)

Since $y u(x, y)$ is then harmonic in the unbounded two-dimensional domain $D$ bounded by $\gamma$ and its reflection (which we denote by $\bar{\gamma}$ ) with respect to the $x$-axis, this implies $\partial(y u(x, y)) / \partial z$ is analytic in the domain $D$, where as usual $z=x+i y$. The Cauchy data (originally posed in $\left.\mathbb{R}^{4}\right)$ imply that $u_{z}=\frac{1}{2}\left(u_{x}-i u_{y}\right)$ coincides with $\sqrt{-S^{\prime}(z)}$ on $\gamma$ and $\bar{\gamma}$. This implies that the analytic function

$$
\begin{equation*}
W(z):=(y u)_{z}=(-i / 2) u+y u_{z} \tag{8-1}
\end{equation*}
$$

coincides with $((z-S(z)) / 2 i) \sqrt{-S^{\prime}(z)}$ on $\gamma$ and $\bar{\gamma}$. The latter function is analytic, so this actually gives a formula for $W(z)$ whose validity is not limited to $\gamma$ and $\bar{\gamma}$ :

$$
\begin{equation*}
W(z)=\frac{z-S(z)}{2 i} \sqrt{-S^{\prime}(z)} . \tag{8-2}
\end{equation*}
$$

We note that (8-2) can be used to analytically continue $S(z)$ to all of $D$, but this is not needed in our proof.

Let $f(\zeta)$ be the conformal map from the strip $\Sigma:=\left\{|\Im \zeta|<\frac{1}{2}\right\}$ to $D$ such that $f(0)=0$ and $\arg \left\{f^{\prime}(0)\right\}=0$. The two-fold symmetry of $D$ implies that $f(\zeta)$ is an odd function. Indeed, otherwise $h(\zeta)=-f(-\zeta)$ gives another conformal map from the strip $\Sigma$ to $D$. But, $h(0)=-f(0)=0$ and $h^{\prime}(0)=f^{\prime}(0)$ implies $h=f$, by the uniqueness of the conformal map (up to choice of $f(0)$ and argument of $f^{\prime}(0)$ ).

The Schwarz functions $S_{t}, S_{b}$ of the top and bottom edges of the strip $\Sigma$ are $S_{t}(\zeta)=\zeta-i$ and $S_{b}(\zeta)=\zeta+i$. In terms of the conformal map $f(\zeta)$, the pullbacks to the $\zeta$-plane of the Schwarz functions $S_{+}$and $S_{-}$of $\gamma$ and $\bar{\gamma}$, respectively, satisfy (see [Davis 1974, Chapter 8, Equation 8.7])

$$
S_{ \pm}(f(\zeta))=f(\zeta \mp i) \quad \text { and } \quad S_{ \pm}^{\prime}(f(\zeta))=\frac{f^{\prime}(\zeta \mp i)}{f^{\prime}(\zeta)}
$$

Substituting these into (8-2), we obtain two expressions for the pullback of $W(z)$ to the strip $\Sigma$ :

$$
\begin{equation*}
\frac{f(\zeta)-f(\zeta \mp i)}{2 i} \sqrt{-\frac{f^{\prime}(\zeta \mp i)}{f^{\prime}(\zeta)}} \tag{8-3}
\end{equation*}
$$

Even though $W(f(\zeta))$ is analytic throughout $\Sigma$, we caution that these two expressions (one expression for + and one for - ) may only be valid near the bottom and top sides (respectively) of the strip $\Sigma$.

Claim. The function $W(f(\zeta))$ is odd.
In view of the claim, $W(0)=W(f(0))=0$. By (8-1), we then have that $(-i / 2) u+y u_{z}=0$ at $z=0$, which implies that $u(0,0)=0$. This contradicts the positivity of $u$, proving the theorem.

There remains to prove the claim. Set $V(\zeta)=W(f(\zeta))+W(f(-\zeta))$. Using (8-3), we can write

$$
V(\zeta)=\frac{f(\zeta)-f(\zeta-i)}{2 i} \sqrt{-\frac{f^{\prime}(\zeta-i)}{f^{\prime}(\zeta)}}+\frac{f(-\zeta)-f(-\zeta+i)}{2 i} \sqrt{-\frac{f^{\prime}(-\zeta+i)}{f^{\prime}(-\zeta)}}
$$

We show that this formula vanishes where it is valid, which then implies that $V(\zeta)$ vanishes identically throughout $\Sigma$. For this, we use the fact that $f$ is odd and consequently $f^{\prime}$ is even.

$$
V(\zeta)=\frac{f(\zeta)-f(\zeta-i)}{2 i} \sqrt{-\frac{f^{\prime}(\zeta-i)}{f^{\prime}(\zeta)}}+\frac{-f(\zeta)+f(\zeta-i)}{2 i} \sqrt{-\frac{f^{\prime}(\zeta-i)}{f^{\prime}(\zeta)}}=0
$$

This establishes the claim.

## 9. Concluding remarks and main conjecture

9.1. It is tempting to conjecture that the three examples in the plane studied above are the only exceptional domains in the plane, as suggested in [Hauswirth et al. 2011]. However, there is a remarkable family of infinitely connected exceptional domains. They were discovered as solutions to a fluid dynamics problem by Baker, Saffman, and Sheffield [Baker et al. 1976]. (See also [Crowdy and Green 2011] for a more detailed account.) The original problem there was to find hollow vortex equilibria with an infinite periodic array of vortices, known as spinning bubbles, amid a stationary flow of ideal fluid. The domain occupied by fluid turns out to be an exceptional domain with an infinite periodic array of holes, and the roof function is a stream function of the fluid flow; see Figure 2. The constant Dirichlet condition corresponds to the requirement that the boundary of each hollow vortex is a stream line, and the constant Neumann condition corresponds to the requirement that the fluid pressure should be balanced at the interface by the pressure inside each bubble which is assumed constant. The latter correspondence is more subtle; in order to have constant pressure along a stream line, the fluid velocity (which equals the normal derivative of stream function) should be constant, by Bernoulli's law.

This infinitely connected example leads us to add to the conjecture the assumption that the domain is finitely connected.

Conjecture. The only finitely connected exceptional domains in $\mathbb{R}^{2}$ are the exterior of the unit disk, the half-plane, and the domain described in Theorem 6.1.

Remark. As mentioned in the introduction, Martin Traizet [2013] recently announced a classification of exceptional domains. His results confirm our conjecture for domains having finitely many boundary components and also show that the above infinitely connected example is the only periodic exceptional domain for which the quotient by the period has finitely many boundary components. His methods


Figure 2. An infinitely connected exceptional domain that also provides a hollow vortex equilibrium. Level curves of the roof function are stream lines. The shape of the bubbles ensures that the pressure dictated by Bernoulli's law is constant at the fluid-bubble interface.


Figure 3. One-parameter family of bubble shapes associated with exceptional domains. As stated in [Traizet 2013], each of the three previously known examples can be recovered as scaling limits of this family. In that sense, this family includes all known examples.
use a remarkable nontrivial correspondence to minimal surfaces, perturbing an exceptional domain by harmonically mapping it to another domain in such a way that the graph of the new height function (which pulls back to the roof function in the original domain) satisfies the minimal surface equation. A miraculous (and crucial to his approach) by-product is that, whereas the graph of the roof function meets its boundary at a $45^{\circ}$ angle, the minimal graph meets its boundary vertically so that gluing it to its own reflection over the $x y$-plane results in a smooth minimal surface (without boundary!) embedded in $\mathbb{R}^{3}$.
9.2. Regarding the higher-dimensional case, we conjecture the following extension of Theorem 5.1 to higher dimensions.

Conjecture. Suppose $\Omega$ is an exceptional domain in $\mathbb{R}^{n}$ that is homeomorphic to a half-space. Then $\Omega$ is a half-space.
9.3. The connection to the Schwarz function in Section 4 reveals that exceptional domains are arclength null-quadrature domains. That is, for any function $f$, say analytic in $\Omega$, continuous in $\bar{\Omega}$, integrable over the boundary, and decaying sufficiently at infinity, we have $\int_{\partial \Omega} f d s=0$. Indeed, $\int_{\partial \Omega} f d s=\int_{\partial \Omega} f(z)(1 / T(z)) T(z) d s=$ $\int_{\partial \Omega} f(z) \sqrt{S^{\prime}(z)} d z$, where $T(z)$ is the complex unit tangent vector (see Section 4), and now this integral vanishes as long as the integrand decays sufficiently at infinity. Null-quadrature domains were previously studied in the case of area measure. They were characterized in the plane by M. Sakai [1981]. Our current study can be seen as a step toward characterizing null-quadrature domains for arclength.
9.4. Other interesting connections involve differentials on Riemann surfaces. The study of Gustafsson [1987] used half-order differentials on the Schottky double of an arclength quadrature domain. From a different point of view, the boundary of an exceptional domain is a trajectory of the positive quadratic differential $-(d f)^{2}$, where $f(z)$ is the analytic completion of the roof function.
9.5. The differential equation (6-1) can be solved by a more general substitution using Jacobi elliptic functions [Abramowitz and Stegun 1964, p. 567, §16]:

$$
\begin{align*}
f(\zeta, k) & =\cos \theta \operatorname{cn}(\zeta, k)+\sin \theta \operatorname{sn}(\zeta, k)  \tag{9-1}\\
z(\zeta) & =\cos \theta \operatorname{sn}(\zeta, k)-\sin \theta \operatorname{cn}(\zeta, k)+\int^{\zeta} \operatorname{dn}(\xi, k) d \xi \tag{9-2}
\end{align*}
$$

where $\theta$ is an arbitrary phase, $\theta \in[0,2 \pi]$.
For a given value of the elliptic modulus $k \in[0,1]$, we define the corresponding domain $\mathbb{F}$ through its fundamental periods

$$
T_{1}(k)=4 K\left(\sqrt{1-k^{2}}\right) \quad \text { and } \quad T_{2}(k)=4 K(k),
$$

where

$$
K(k) \equiv \int_{0}^{\pi / 2} \frac{1}{\sqrt{1-k^{2} \sin ^{2} \theta}} d \theta
$$

is the complete elliptic integral of the first kind [Abramowitz and Stegun 1964, p. $590, \S 17.3]$. It diverges for $k=1$ and equals $\pi / 2$ for $k=0$.

Then it is straightforward to check that $(6-1)$ is satisfied by $f(z)$, due to the identity [Abramowitz and Stegun 1964, p. 573, §16.9]

$$
1=(-\operatorname{sn} z \cos \theta+\mathrm{cn} z \sin \theta)^{2}+(\mathrm{cn} z \cos \theta+\operatorname{sn} z \sin \theta)^{2} .
$$

Let $\gamma$ be the preimage of $\partial \Omega$ under $z(\zeta)$ : it consists of two pieces $\gamma_{ \pm}, \gamma_{-}=-\gamma_{+}$, dividing the fundamental domain $\mathbb{F}$ into three subdomains. Denote the component which contains the origin by $D_{0}$. Since $f(0)=1$, we conclude that $\Re f(z)>0$ for $z \in D_{0} \backslash \gamma_{ \pm}$, and we have proven the following result.

Proposition. The exceptional domain $\Omega$ is the image of the domain $D_{0}(k)$ under the map $\zeta \mapsto z(\zeta)$ defined in (9-2).

Remark. The case discussed in the proof of the theorem corresponds to the degenerate elliptic modulus $k=0$. Then the domain $\mathbb{F}$ becomes the infinite strip

$$
T_{1}(0)=4 K(1) \rightarrow \infty, \quad T_{2}(0)=4 K(0)=2 \pi,
$$

while the functions $f, g$ become (using the fact that $\operatorname{dn}(z, 1) \equiv 1$ )

$$
z(\zeta)=\zeta+\sinh \zeta, \quad f(z(\zeta))=\cosh \zeta .
$$

As noted before, the conditions $\left.\Re f(\zeta)\right|_{\gamma_{ \pm}}=0$ give the preimage $\gamma_{ \pm}:=z^{-1}(\partial \Omega)=$ $\{\Im \zeta= \pm \pi / 2\}$, and the preimage of the domain, $D_{0}$, becomes the strip $|\Im \zeta| \leq \pi / 2$.
9.6. The domain $D_{0}(k)$ is the preimage of the unit disk under the map $\zeta: \mathbb{F} \rightarrow \mathbb{D}$ defined by

$$
\zeta(w)=\frac{\operatorname{sn}(w, k)-i}{\operatorname{sn}(w, k)+i}, \quad k \in[0,1],
$$

with the support of $\mu$ at points $\zeta_{ \pm}= \pm(1-i k) /(1+i k)$, where $\mu$ is the measure discussed in the proof of Corollary 4.3. The case $k \rightarrow 0$ corresponds to the strip domain and to $\zeta_{ \pm}= \pm 1$. The reparametrization invariance noted above for the solution $f(z)$ of (6-1) under rescaling of the elliptic modulus $k$ is indicative of a deeper invariance of the solution: all the specific solutions in $\mathbb{C}$ discussed here are associated with fixed points in the moduli space of Riemann surfaces.

Again let $f(h(z))$ be the analytic completion of a solution, and denote by $\varphi$ the group of transformations that leaves $\operatorname{supp}(\mu)$ invariant up to a global rotation. It follows that $f$ is an automorphism of the quotient of the group of linear fractional transformations by $\mathscr{G}$, which can be in general a Kleinian group.. The limit set (accumulation points of the orbits of the group) can be finite (in which case it can consist of only 0,1 , or 2 points), or infinite. It is known (see [Astala et al. 2009, Theorem 10.3.4]) that the set of homeomorphic solutions for a quasilinear elliptic equation of Laplace-Beltrami type forms a group only in the case of finite limit set. The Kleinian groups are called degenerate in this case, and they correspond to either finite groups (with empty limit set), or cyclic groups (generated by one element, with limit set consisting of 1 or 2 points). These correspond to the solutions described in the present paper (isolated point at infinity, respectively simple and double boundary point at infinity).
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# QUASISYMMETRIC HOMEOMORPHISMS ON REDUCIBLE CARNOT GROUPS 

Xiangdong Xie


#### Abstract

We show that quasisymmetric homeomorphisms between (most) reducible Carnot groups are bilipschitz. This implies rigidity for quasi-isometries between certain negatively curved homogeneous manifolds. The proof uses Pansu's differentiability theorem for quasisymmetric homeomorphisms between Carnot groups.


## 1. Introduction

We study quasisymmetric homeomorphisms between reducible Carnot groups. The main result says that in most cases, the quasisymmetric homeomorphism must be bilipschitz.

A Carnot group is reducible if it is isomorphic to the direct product of two Carnot groups. Otherwise, a Carnot group is called irreducible. A reducible Carnot group $G$ can be written as $G=G_{0} \times G_{1} \times \cdots \times G_{m}$, where $G_{0}$ is abelian (i.e., isomorphic to some $\left.\mathbb{R}^{n}\right)$, and $G_{j}(1 \leq j \leq m)$ is nonabelian irreducible. Such a decomposition is not unique in general; see Example 2.1.

All Carnot groups in this paper are equipped with the Carnot metric (see Section 3).

Theorem 1.1. Let $F: G \rightarrow G^{\prime}$ be a quasisymmetric map between two Carnot groups. Suppose $G$ is reducible and admits a direct product decomposition of irreducible Carnot groups where at least two of the factors are not isomorphic. Then $F$ is bilipschitz.

The same claim remains open in the case when $G$ is isomorphic to a direct product $N \times \cdots \times N$, where $N$ is nonabelian irreducible.

Quasisymmetric homeomorphisms between general metric spaces are quasiconformal. In the case of Carnot groups (and of Loewner spaces more generally), a map is quasisymmetric if and only if it is quasiconformal (see [Heinonen and Koskela 1998]).

[^3]Theorem 1.1 has consequences for the rigidity of quasi-isometries between certain negatively curved homogeneous manifolds. Recall that a quasi-isometry between two metric spaces is an almost isometry if it preserves distance up to an additive constant. A quasi-isometry between two negatively curved spaces induces a quasisymmetric homeomorphism between the ideal boundaries (of the negatively curved spaces), where the ideal boundaries are equipped with visual metrics. Conversely, under mild conditions on the negatively curved spaces, each quasisymmetric homeomorphism between the ideal boundaries is the boundary map of a quasi-isometry; see [Bonk and Schramm 2000]. Similarly, almost isometries between negatively curved spaces correspond to bilipschitz maps between the ideal boundaries [ibid.]. On the other hand, Carnot groups arise as the ideal boundary of certain negatively curved homogeneous manifolds (see below for more details). Hence a direct consequence of Theorem 1.1 is that each quasi-isometry between certain negatively curved homogeneous manifolds is an almost isometry.

Heintze [1974] characterized homogeneous manifolds with negative sectional curvature (HMNs): Each HMN is isometric to a simply connected solvable Lie group $S$ equipped with a left invariant Riemannian metric, and furthermore $S=N \rtimes \mathbb{R}$ is a semidirect product of a nilpotent Lie group $N$ with $\mathbb{R}$, where $\mathbb{R}$ acts on $N$ by expanding (and contracting) automorphisms; conversely, every semidirect product as above admits a left invariant Riemannian metric with negative sectional curvature (hence is an HMN). The ideal boundary of an HMN $S=N \rtimes \mathbb{R}$ can be naturally identified with (the one-point compactification of) $N$. On the other hand, each Carnot group $N$ is a simply connected nilpotent Lie group having a one-parameter family of dilations (see Section 3 for more details). These dilations induce an action of $\mathbb{R}$ on the Carnot group by expanding (and contracting) automorphisms, so there is an HMN $N \rtimes \mathbb{R}$ associated with each Carnot group $N$. It follows that each Carnot group can be identified with the ideal boundary of some HMN. Hence Theorem 1.1 implies that each quasi-isometry between these HMNs is an almost isometry.

We next make some comments about the proof of Theorem 1.1. A main step in the proof is to show that the quasisymmetric homeomorphism preserves a certain foliation. Then the arguments in [Shanmugalingam and Xie 2012] show that the quasisymmetric homeomorphism is bilipschitz. To show that the quasisymmetric homeomorphism preserves a foliation, one first proves that infinitesimally it preserves a foliation. The global result then follows by integration. Recall that Pansu's differentiability theorem (see [Pansu 1989] or Section 3) says that a quasisymmetric homeomorphism $F: G \rightarrow G^{\prime}$ between Carnot groups is Pansu-differentiable a.e., and the Pansu differential is a.e. a graded isomorphism between the two Carnot groups. Under the assumption of Theorem 1.1, we show that there are (proper) connected and simply connected subgroups $N \subset G$ and $N^{\prime} \subset G^{\prime}$ such that $\phi(N)=N^{\prime}$ for every graded isomorphism $\phi: G \rightarrow G^{\prime}$; see Section 2.

In Section 2 we show that graded isomorphisms between reducible Carnot algebras preserve certain subalgebras, which implies that graded isomorphisms between reducible Carnot groups preserve certain subgroups (as indicated in the preceding paragraph). And in Section 3 we show that quasisymmetric homeomorphisms are bilipschitz.

## 2. Graded isomorphisms of Carnot algebras

In this section we show that graded isomorphisms between reducible Carnot algebras preserve certain subalgebras. This implies that graded isomorphisms between reducible Carnot groups preserve certain subgroups (see Section 3).

A Carnot Lie algebra is a finite-dimensional Lie algebra $\mathscr{G}$ together with a direct sum decomposition $\mathscr{G}=V_{1} \oplus V_{2} \oplus \cdots \oplus V_{r}$ of vector subspaces such that [ $\left.V_{1}, V_{i}\right]=V_{i+1}$ for all $1 \leq i \leq r$, where we set $V_{r+1}=\{0\}$. The integer $r$ is called the degree of nilpotency of $\mathscr{G}$. Every Carnot algebra $\mathscr{G}=V_{1} \oplus V_{2} \oplus \cdots \oplus V_{r}$ admits a one-parameter family of automorphisms $\lambda_{t}: \mathscr{G} \rightarrow \mathscr{G}$ for $t \in(0, \infty)$, where $\lambda_{t}(x)=t^{i} x$ for $x \in V_{i}$. Let $\mathscr{G}=V_{1} \oplus V_{2} \oplus \cdots \oplus V_{r}$ and $\mathscr{G}^{\prime}=V_{1}^{\prime} \oplus V_{2}^{\prime} \oplus \cdots \oplus V_{s}^{\prime}$ be two Carnot algebras. A Lie algebra homomorphism $\phi: \mathscr{G} \rightarrow \mathcal{G}^{\prime}$ is graded if $\phi$ commutes with $\lambda_{t}$ for all $t>0$; that is, if $\phi \circ \lambda_{t}=\lambda_{t} \circ \phi$. We observe that $\phi\left(V_{i}\right) \subset V_{i}^{\prime}$ for all $1 \leq i \leq r$.

A Carnot algebra $\mathscr{G}$ is called reducible if there exist two nontrivial Carnot algebras $\mathscr{G}_{1}$ and $\mathscr{G}_{2}$ and a graded isomorphism between $\mathscr{G}$ and $\mathscr{G}_{1} \oplus \mathscr{G}_{2}$. It is called irreducible otherwise. The finite dimensionality implies that every reducible Carnot algebra $\mathscr{G}$ can be written as a direct sum of Carnot algebras $\mathscr{G}=\mathscr{G}_{0} \oplus \mathscr{G}_{1} \oplus \cdots \oplus \mathscr{G}_{m}$, where $\mathscr{G}_{0}$ is abelian, and each $\mathscr{\varphi}_{i}$ with $i \geq 1$ is nonabelian and irreducible.

Let $\mathscr{G}=V_{1} \oplus V_{2} \oplus \cdots \oplus V_{r}$ be a Carnot algebra. When $\mathscr{G}$ is reducible, it also has a decomposition $\mathscr{G}=\mathscr{G}_{0} \oplus \mathscr{G}_{1} \oplus \cdots \oplus \mathscr{G}_{m}$ as a direct sum of an abelian factor and irreducible nonabelian factors. We are interested in the question whether graded isomorphisms preserve such decompositions (after possibly permuting the factors). This question is equivalent to the uniqueness problem of such a decomposition. In general the decomposition is not unique, as the following example shows. The author thanks Bruce Kleiner for suggesting the example.

Example 2.1 (Kleiner). Let $\mathscr{G}$ be a nonabelian irreducible Carnot algebra, and let $f: \mathscr{G} \rightarrow \mathbb{R}^{m}$ be a nontrivial Lie algebra homomorphism into an abelian group. Let $G(f) \subset \mathscr{G} \oplus \mathbb{R}^{m}$ be the graph of $f$. Then $G(f)$ is a Carnot algebra (being isomorphic to $\mathscr{G}$ ), and $\mathscr{G} \oplus \mathbb{R}^{m}$ has two different decompositions $\mathscr{G} \oplus \mathbb{R}^{m}=G(f) \oplus \mathbb{R}^{m}$. Alternatively, let $g: \mathscr{G} \oplus \mathbb{R}^{m} \rightarrow \mathscr{G} \oplus \mathbb{R}^{m}$ be the map given by $g(x, a)=(x, a+f(x))$. Then $g$ is a graded isomorphism and it does not preserve the factor $\mathscr{G}$.

Despite this example, we show that graded isomorphisms always preserve the abelian factor (Proposition 2.4) and, in the case of a trivial abelian factor, preserve
the decomposition after possibly permuting the factors (Proposition 2.5).
Definition 2-1. Let $\mathscr{G}$ be a Lie algebra and $x \in \mathscr{G}$. Define $d(x)=\operatorname{dim}(\operatorname{ker}(\operatorname{ad} x))$, where ad $x: \mathscr{G} \rightarrow \mathscr{G}$ is the linear map given by ad $x(y)=[x, y]$.

Lemma 2.2. If $d(x)=\operatorname{dim} \mathscr{G}>1$ for some $x \in V_{1} \backslash\{0\}$, then $\mathscr{G}$ is reducible.
Proof. Note $[x, y]=0$ for all $y \in \mathscr{G}$. Let $\mathscr{G}_{1}$ be the one-dimensional subspace of $V_{1}$ spanned by $x$, and let $W$ be a complementary subspace of $\mathscr{G}_{1}$ in $V_{1}$. Set $\mathscr{G}_{2}=W \oplus V_{2} \oplus \cdots \oplus V_{r}$. Then $\mathscr{G}=\mathscr{G}_{1} \oplus \mathscr{G}_{2}$ is a direct sum of vector subspaces. The assumption on $x$ now implies that $\mathscr{G}_{1}$ and $\mathscr{G}_{2}$ are ideals of $\mathscr{G}$ and that both $\mathscr{G}_{1}$ and $\mathscr{G}_{2}$ are Carnot algebras. Hence $\mathscr{G}$ is reducible.

The next lemma provides an intrinsic characterization of the abelian factor $\mathscr{G}_{0}$.
Lemma 2.3. Let $\mathscr{G}=V_{1} \oplus V_{2} \oplus \cdots \oplus V_{r}$ be a Carnot algebra, and consider a direct sum decomposition $\mathscr{G}=\mathscr{G}_{0} \oplus \mathscr{G}_{1} \oplus \cdots \oplus \mathscr{G}_{m}$ of $\mathscr{G}$ into an abelian factor and irreducible nonabelian factors. Let $x \in V_{1}$. Then $x \in \mathscr{G}_{0}$ if and only if $d(x)=\operatorname{dim} \mathscr{G}$.

Proof. It is clear that $x \in \mathscr{G}_{0}$ implies $d(x)=\operatorname{dim} \mathscr{G}$. We assume $d(x)=\operatorname{dim} \mathscr{G}$ and shall prove that $x \in \mathscr{G}_{0}$. Note $[x, y]=0$ for all $y \in \mathscr{G}$. Write $x=x_{0}+x_{1}+\cdots+x_{m}$ with $x_{i} \in \mathscr{G}_{i} \cap V_{1}$. Suppose $x \notin \mathscr{G}_{0}$. Then $x_{i} \neq 0$ for some $i \geq 1$. Since $\left[x_{i}, y\right]=[x, y]=0$ for all $y \in \mathscr{G}_{i}$, Lemma 2.2 implies $\mathscr{G}_{i}$ is reducible, contradicting the assumption. $\square$

Recall that the goal of this section is to show that a graded isomorphism of reducible Carnot algebras preserves certain Lie subalgebras. The case when the abelian factor is nontrivial is covered by Proposition 2.4.

Proposition 2.4. Let $\mathscr{G}=\mathscr{G}_{0} \oplus \mathscr{G}_{1} \oplus \cdots \oplus \mathscr{G}_{m}$ and $\mathscr{G}^{\prime}=\mathscr{G}_{0}^{\prime} \oplus \mathscr{G}_{1}^{\prime} \oplus \cdots \oplus \mathscr{G}_{n}^{\prime}$ be two reducible Carnot algebras written as direct sums of an abelian factor and irreducible nonabelian factors. Let $\phi: \mathscr{G} \rightarrow \mathscr{G}^{\prime}$ be a graded isomorphism. Then $\phi\left(\mathscr{G}_{0}\right)=\mathscr{G}_{0}^{\prime}$.
Proof. By Lemma 2.3, $\phi\left(\mathscr{G}_{0}\right) \subset \mathscr{G}_{0}^{\prime}$. Since $\phi$ is an isomorphism, the conclusion follows by considering $\phi^{-1}$.

Proposition 2.5 treats the case when the abelian factor is trivial.
Proposition 2.5. Let $\mathscr{G}=\mathscr{G}_{0} \oplus \mathscr{G}_{1} \oplus \cdots \oplus \mathscr{G}_{m}$ and $\mathscr{G}^{\prime}=\mathscr{G}_{0}^{\prime} \oplus \mathscr{G}_{1}^{\prime} \oplus \cdots \oplus \mathscr{G}_{n}^{\prime}$ be two reducible Carnot algebras written as direct sums of an abelian factor and irreducible nonabelian factors. Let $\phi: \mathscr{G} \rightarrow \mathscr{G}^{\prime}$ be a graded isomorphism. Suppose $\mathscr{G}$ has no abelian factor (that is, $\mathscr{G}_{0}=\{0\}$ ). Then $\mathscr{G}_{0}^{\prime}=\{0\}, m=n$ and after possibly permuting the factors $\mathscr{G}_{1}^{\prime}, \ldots, \mathscr{G}_{m}^{\prime}$, there exist graded isomorphisms $\phi_{i}: \mathscr{G}_{i} \rightarrow \mathscr{G}_{i}^{\prime}$ such that $\phi=\phi_{1} \oplus \cdots \oplus \phi_{m}$.

Now we start the proof of Proposition 2.5. First observe that Proposition 2.4 implies $\mathscr{G}_{0}^{\prime}=\{0\}$. In the following proofs, we shall use both decompositions $\mathscr{G}=V_{1} \oplus \cdots \oplus V_{r}=\mathscr{G}_{1} \oplus \cdots \oplus \mathscr{G}_{m}$ of $\mathscr{G}$, as well as those for $\mathscr{G}^{\prime}$.

Lemma 2.6. Let $x \in V_{1}$. Write $x=x_{i_{1}}+\cdots+x_{i_{k}}\left(1 \leq i_{1}<\cdots<i_{k} \leq m\right)$ with $x_{i_{j}} \in\left(\varphi_{i_{j}} \cap V_{1}\right) \backslash\{0\}$. If $k \geq 2$, then $d\left(x_{i_{j}}\right)>d(x)$.

Proof. We first show that $\operatorname{ker}(\operatorname{ad} x) \subset \operatorname{ker}\left(\operatorname{ad} x_{i_{j}}\right)$ for all $1 \leq j \leq k$. Let $y \in \operatorname{ker}(\operatorname{ad} x)$. Write $y=y_{1}+\cdots+y_{m}$ with $y_{i} \in \mathscr{G}_{i}$. Then $0=[x, y]=\left[x_{i_{1}}, y_{i_{1}}\right]+\cdots+\left[x_{i_{k}}, y_{i_{k}}\right]$. Since $\left[x_{i_{j}}, y_{i_{j}}\right] \in \mathscr{G}_{i_{j}}$, we have $\left[x_{i_{j}}, y_{i_{j}}\right]=0$. Hence $\left[x_{i_{j}}, y\right]=\left[x_{i_{j}}, y_{i_{j}}\right]=0$; that is, $y \in \operatorname{ker}\left(\operatorname{ad} x_{i_{j}}\right)$.

Next we shall find an element $y \in \operatorname{ker}\left(\operatorname{ad} x_{i_{j}}\right) \backslash \operatorname{ker}(\operatorname{ad} x)$. Since $k \geq 2$, there is some $1 \leq l \leq k$ with $l \neq j$. By Lemma 2.2, since $\mathscr{\varphi}_{i_{l}}$ is nonabelian and irreducible, there is some $y \in \mathscr{C}_{i_{l}}$ such that $\left[x_{i l}, y\right] \neq 0$. Now notice that $\left[x_{i_{i}}, y\right]=0$ and $[x, y]=\left[x_{i_{l}}, y\right] \neq 0$.

For each $1 \leq i \leq m$, set

$$
A_{i}=\left\{x \in \mathscr{G}_{i} \cap V_{1}: \phi(x) \in \mathscr{G}_{j}^{\prime} \text { for some } j\right\} .
$$

Let $N_{i} \subset \mathscr{G}_{i} \cap V_{1}$ be the vector subspace spanned by $A_{i}$. Similarly, for each $1 \leq j \leq n$ set

$$
A_{j}^{\prime}=\left\{y \in \mathscr{G}_{j}^{\prime} \cap V_{1}^{\prime}: \phi^{-1}(y) \in \mathscr{\varphi}_{i} \text { for some } i\right\} .
$$

Let $N_{j}^{\prime} \subset \mathscr{G}_{j}^{\prime} \cap V_{1}^{\prime}$ be the vector subspace spanned by $A_{j}^{\prime}$.
Lemma 2.7. We have $N_{i}=\mathscr{G}_{i} \cap V_{1}$ for each $i$ and $N_{j}^{\prime}=\mathscr{G}_{j}^{\prime} \cap V_{1}^{\prime}$ for each $j$.
Proof. We prove by contradiction. Suppose $N_{i} \neq \mathscr{G}_{i} \cap V_{1}$ for some $i$ or $N_{j}^{\prime} \neq \mathscr{G}_{j}^{\prime} \cap V_{1}^{\prime}$ for some $j$. Let $d_{1}=0$ if $N_{i}=\mathscr{G}_{i} \cap V_{1}$ for all $i$; otherwise, let

$$
d_{1}=\max \left\{d(x): x \in\left(\mathscr{G}_{i} \cap V_{1}\right) \backslash N_{i} \text { for some } i\right\} .
$$

Similarly, let $d_{2}=0$ if $N_{j}^{\prime}=\mathscr{G}_{j}^{\prime} \cap V_{1}^{\prime}$ for all $j$; otherwise, let

$$
d_{2}=\max \left\{d(y): y \in\left(\mathscr{G}_{j}^{\prime} \cap V_{1}^{\prime}\right) \backslash N_{j}^{\prime} \text { for some } j\right\} .
$$

Let $d_{0}=\max \left\{d_{1}, d_{2}\right\}$. After possibly replacing $\phi$ with $\phi^{-1}$, we may assume $d_{0}=d_{1}$. Pick $x \in\left(\mathscr{\varphi}_{i} \cap V_{1}\right) \backslash N_{i}$ (for some $i$ ) with $d(x)=d_{0}$. By the definition of $N_{i}$ we have $x \notin A_{i}$. Hence $\phi(x)$ can be written as

$$
\begin{equation*}
\phi(x)=y_{1}+\cdots+y_{k}, \tag{2-2}
\end{equation*}
$$

where $k \geq 2$ and $y_{s} \in\left(\mathscr{C}_{j_{s}}^{\prime} \cap V_{1}^{\prime}\right) \backslash\{0\}$ for each $1 \leq s \leq k$, and $1 \leq j_{1}<\cdots<j_{k} \leq n$. By Lemma 2.6, $d\left(y_{s}\right)>d(\phi(x))=d(x)=d_{0}$. It follows from the definition of $d_{0}$ that $y_{s} \in N_{j_{s}}^{\prime}$. Hence there is an expression

$$
\begin{equation*}
y_{s}=z_{s, 1}+\cdots+z_{s, u_{s}}+w_{s, 1}+\cdots+w_{s, v_{s}} \tag{2-3}
\end{equation*}
$$

with $z_{s, p}, w_{s, q} \in A_{j_{s}}^{\prime}$ such that $\phi^{-1}\left(z_{s, p}\right) \in \mathscr{G}_{i} \cap V_{1}$ and $\phi^{-1}\left(w_{s, q}\right) \in \mathscr{\varphi}_{t} \cap V_{1}$ for some $t \neq i$ (here $t$ may depend on $q$ ). Notice that (2-2) and (2-3) imply

$$
x=\sum_{s, p} \phi^{-1}\left(z_{s, p}\right)+\sum_{s, q} \phi^{-1}\left(w_{s, q}\right) .
$$

Since $x \in \mathscr{G}_{i}$ and $\mathscr{G}=\mathscr{G}_{1} \oplus \cdots \oplus \mathscr{G}_{m}$ is a direct sum decomposition, we obtain $x=\sum_{s, p} \phi^{-1}\left(z_{s, p}\right)$. Notice that each $\phi^{-1}\left(z_{s, p}\right) \in A_{i}$. It follows that $x \in N_{i}$, contradicting the assumption.
Lemma 2.8. For each $i$, there is some $j$ such that $\phi\left(\mathscr{Y}_{i} \cap V_{1}\right) \subset \mathscr{G}_{j}^{\prime} \cap V_{1}^{\prime}$.
Proof. Fix $i$. By Lemma 2.7, $\mathscr{\varphi}_{i} \cap V_{1}=N_{i}$. Hence there is a vector space basis $B$ of $\mathscr{G}_{i} \cap V_{1}$ consisting of elements of $A_{i}$. Write $B$ as a disjoint union $B=\sqcup B_{j}$, where $B_{j}$ consists of those elements of $B$ that are mapped into $\mathscr{G}_{j}^{\prime}$ under $\phi$. Since $\phi$ is an isomorphism and $\mathscr{G}_{j_{1}}$ and $\mathscr{S}_{j_{2}}^{\prime}$ commute for $j_{1} \neq j_{2}$, we see that $[X, Y]=0$ for $X \in B_{j_{1}}$ and $Y \in B_{j_{2}}$. Let $E_{j} \subset \mathscr{G}_{i}$ be the subalgebra of $\mathscr{\varphi}_{i}$ generated by $B_{j}$. Observe that $E_{j}$ is an ideal of $\varphi_{i}$ and $\varphi_{i}$ admits the direct sum decomposition $\mathscr{\varphi}_{i}=E_{1} \oplus \cdots \oplus E_{n}$. Since $\mathscr{\varphi}_{i}$ is irreducible, $E_{j}=\{0\}$ for all $j$ except exactly one. It follows that for some $j$, all the elements in $B$ are mapped into $\mathscr{C}_{j}^{\prime}$. Since $B$ is a basis of $\mathscr{G}_{i} \cap V_{1}$, we have $\phi\left(\mathscr{G}_{i} \cap V_{1}\right) \subset \mathscr{C}_{j}^{\prime}$.

Applying Lemma 2.8 to $\phi^{-1}$, we see that for each $j$, there is some $i$ such that $\phi^{-1}\left(\mathscr{G}_{j}^{\prime} \cap V_{1}^{\prime}\right) \subset \mathscr{G}_{i} \cap V_{1}$. From this it is easy to see that $m=n$, and after possibly permuting the factors $\mathscr{G}_{j}^{\prime}$ we have $\phi\left(\mathscr{G}_{i}\right)=\mathscr{Y}_{i}^{\prime}$. Proposition 2.5 follows.

## 3. Quasisymmetric homeomorphisms are bilipschitz

In this section we show that in most cases quasisymmetric homeomorphisms between reducible Carnot groups are bilipschitz.

A simply connected nilpotent Lie group is a Carnot group if its Lie algebra is a Carnot algebra. Let $G$ be a Carnot group with Lie algebra $\mathscr{G}=V_{1} \oplus \cdots \oplus V_{r}$. The subspace $V_{1}$ defines a left invariant distribution $H G \subset T G$ on $G$. We fix a left invariant inner product on $H G$. An absolutely continuous curve $\gamma$ in $G$ whose velocity vector $\gamma^{\prime}(t)$ is contained in $H_{\gamma(t)} G$ for a.e. $t$ is called a horizontal curve. By Chow's theorem ([Bellaïche and Risler 1996], Theorem 2.4), any two points of $G$ can be connected by horizontal curves. Let $p, q \in G$; the Carnot distance $d(p, q)$ between them is defined as the infimum of length of horizontal curves that join $p$ and $q$.

Since the inner product on $H G$ is left invariant, the Carnot metric on $G$ is also left invariant. Different choices of inner product on $H G$ result in Carnot metrics that are bilipschitz equivalent. The Hausdorff dimension of $G$ with respect to a Carnot metric is given by $\sum_{i=1}^{r} i \cdot \operatorname{dim} V_{i}$. We use the corresponding Hausdorff measure on $G$. When $G=G_{1} \times G_{2}$ is a direct product of two Carnot groups (with
a suitable choice of inner product on $H G$ ), the Carnot metric on $G$ is the product of the Carnot metrics on $G_{1}$ and $G_{2}$, and the Hausdorff measure on $G$ is the product of the Hausdorff measures on $G_{1}$ and $G_{2}$.

Recall that, for a simply connected nilpotent Lie group $G$ with Lie algebra $\mathscr{G}$, the exponential map exp : $\mathscr{G} \rightarrow G$ is a diffeomorphism. Furthermore, the exponential map induces a one-to-one correspondence between Lie subalgebras of $\mathscr{\varphi}$ and connected Lie subgroups of $G$.

Let $G$ be a Carnot group with Lie algebra $\mathscr{G}=V_{1} \oplus \cdots \oplus V_{r}$. Since $\lambda_{t}: \mathscr{G} \rightarrow \mathscr{G}$ $(t>0)$ is a Lie algebra automorphism and $G$ is simply connected, there is a unique Lie group automorphism $\Lambda_{t}: G \rightarrow G$ whose differential at the identity is $\lambda_{t}$. For each $t>0, \Lambda_{t}$ is a similarity with respect to the Carnot metric: $d\left(\Lambda_{t}(p), \Lambda_{t}(q)\right)=$ $t d(p, q)$ for any two points $p, q \in G$. A Lie group homomorphism $f: G \rightarrow G^{\prime}$ between two Carnot groups is a graded homomorphism if it commutes with $\Lambda_{t}$ for all $t>0$; that is, if $f \circ \Lambda_{t}=\Lambda_{t} \circ f$. Notice that a Lie group homomorphism $f: G \rightarrow G^{\prime}$ between two Carnot groups is graded if and only if the corresponding Lie algebra homomorphism is graded.

A Carnot group is reducible if its Lie algebra is reducible. Equivalently, a Carnot group is reducible if it is isomorphic to the direct product of two Carnot groups. A Carnot group is called irreducible otherwise.

Proposition 2.4 and Proposition 2.5 respectively immediately imply Corollary 3.1 and Corollary 3.2, which say that a graded isomorphism of reducible Carnot groups preserves certain Lie subgroups.

Corollary 3.1. Let $G=G_{0} \times G_{1} \times \cdots \times G_{m}$ and $G^{\prime}=G_{0}^{\prime} \times G_{1}^{\prime} \times \cdots \times G_{n}^{\prime}$ be two reducible Carnot groups written as direct products of an abelian factor and irreducible nonabelian factors. Let $f: G \rightarrow G^{\prime}$ be a graded isomorphism. Then $f\left(G_{0}\right)=G_{0}^{\prime}$.

Corollary 3.2. Let $G=G_{0} \times G_{1} \times \cdots \times G_{m}$ and $G^{\prime}=G_{0}^{\prime} \times G_{1}^{\prime} \times \cdots \times G_{n}^{\prime}$ be two reducible Carnot groups written as direct products of an abelian factor and irreducible nonabelian factors. Let $f: G \rightarrow G^{\prime}$ be a graded isomorphism. Suppose $G$ has no abelian factor (that is, $G_{0}=\{e\}$ ). Then $G_{0}^{\prime}=\{e\}, m=n$ and after possibly permuting the factors $G_{1}^{\prime}, \ldots, G_{m}^{\prime}$, there exist graded isomorphisms $f_{i}: G_{i} \rightarrow G_{i}^{\prime}$ such that $f=f_{1} \times \cdots \times f_{m}$.

Definition 3-1. Let $G$ and $G^{\prime}$ be two Carnot groups endowed with Carnot metrics. A map $F: G \rightarrow G^{\prime}$ is Pansu-differentiable at $x \in G$ if there exists a graded homomorphism $L: G \rightarrow G^{\prime}$ such that

$$
\lim _{y \rightarrow x} \frac{d\left(F(x)^{-1} F(y), L\left(x^{-1} y\right)\right)}{d(x, y)}=0 .
$$

In this case, the graded homomorphism $L: G \rightarrow G^{\prime}$ is called the Pansu differential of $F$ at $x$, and is denoted by $d F(x)$.

Definition 3-2. Let $\eta:[0, \infty) \rightarrow[0, \infty)$ be a homeomorphism. A homeomorphism of metric spaces $F: X \rightarrow Y$ is an $\eta$-quasisymmetric homeomorphism if for all distinct triples $x, y, z \in X$, we have

$$
\frac{d(F(x), F(y))}{d(F(x), F(z))} \leq \eta\left(\frac{d(x, y)}{d(x, z)}\right) .
$$

A map $F: X \rightarrow Y$ is a quasisymmetric homeomorphism if it is an $\eta$-quasisymmetric homeomorphism for some $\eta$.

The following result (except the terminology) is due to Pansu [1989].
Theorem 3.3. Let $F: G \rightarrow G^{\prime}$ be a quasisymmetric homeomorphism between two Carnot groups. Then $F$ is a.e. Pansu-differentiable. Furthermore, at a.e. $x \in G$, the Pansu differential $d F(x): G \rightarrow G^{\prime}$ is a graded isomorphism.

In Theorem 3.3 and the proofs below, "a.e." is with respect to the Hausdorff measure on $G$.

For the proof of Theorem 1.1, we need the following:
Proposition 3.4. Let $G$ and $G^{\prime}$ be two Carnot groups, $W \subset V_{1}, W^{\prime} \subset V_{1}^{\prime}$ be subspaces. Denote by $\mathscr{G}_{W} \subset \mathscr{G}^{G}$ and $\mathscr{G}_{W^{\prime}}^{\prime} \subset \mathscr{G}^{\prime}$, respectively, the Lie subalgebras generated by $W$ and $W^{\prime}$. Let $H \subset G$ and $H^{\prime} \subset G^{\prime}$, respectively, be the connected Lie subgroups of $G$ and $G^{\prime}$ corresponding to $\mathscr{G}_{W}$ and $\mathscr{G}_{W^{\prime}}^{\prime}$. Let $F: G \rightarrow G^{\prime}$ be a quasisymmetric homeomorphism. If $d F(x)(W) \subset W^{\prime}$ for a.e. $x \in G$, then $F$ sends left cosets of $H$ into left cosets of $H^{\prime}$.

Proof. For each nonzero vector $u \in W$, the set $\{\exp (t u): t \in \mathbb{R}\}$ is a subgroup of $G$. It is a geodesic with respect to the Carnot metric and shall be called a horizontal line. For each nonzero vector $u \in W$, let $\mathscr{F}_{u}$ be the set of left cosets of $\{\exp (t u): t \in \mathbb{R}\}$ in $G$. By the main result in [Balogh et al. 2007], $F: G \rightarrow G^{\prime}$ is absolutely continuous on almost every curve. It follows that for almost every $L \in \mathscr{F}_{u}$, the map $\left.F\right|_{L}: L \rightarrow G^{\prime}$ is an absolutely continuous curve in $G^{\prime}$. On the other hand, by Pansu's theorem, $F$ is a.e. Pansu-differentiable and the Pansu differential $d F(x): G \rightarrow G^{\prime}$ is a graded isomorphism for a.e. $x \in G$. Also by assumption, $d F(x)(W) \subset W^{\prime}$ for a.e. $x \in G$. It follows from Fubini's theorem that, for almost every $L \in \mathscr{F}_{u}$, the Pansu differential $d F(x): G \rightarrow G^{\prime}$ exists, is a graded isomorphism and satisfies $d F(x)(W) \subset W^{\prime}$ for a.e. $x \in L$. Hence, the tangent vectors of the curve $\left.F\right|_{L}$ lie in $W^{\prime}$ almost everywhere. It follows that for almost every $L \in \mathscr{F}_{u}, F(L)$ lies in a left coset of $H^{\prime}$. Now the continuity of $F$ and a limiting argument show that the same is true for all $L \in \mathscr{F}_{u}$. Conceivably, it might be possible for distinct $L_{1}, L_{2} \in \mathscr{F}_{u}$ to lie in the same left
coset of $H$, while their images $F\left(L_{1}\right)$ and $F\left(L_{2}\right)$ lie in distinct cosets of $H^{\prime}$. We next show that this cannot happen.

In a Carnot group, every two points can be joined by a piecewise geodesic, where each piece is a left translation of a segment in a horizontal line. The preceding paragraph shows that the image under $F$ of each piece lies in a left coset of $H^{\prime}$. It follows that the image of the entire piecewise geodesic lies in a left coset of $H^{\prime}$. Hence $F$ sends left cosets of $H$ into left cosets of $H^{\prime}$.

Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. Let $F: G \rightarrow G^{\prime}$ be a quasisymmetric homeomorphism between two Carnot groups. Suppose $G$ is reducible and admits a direct product decomposition of irreducible Carnot groups where at least two of the factors are not isomorphic. We first use Proposition 3.4 to show that $F$ preserves a certain foliation. The arguments in [Shanmugalingam and Xie 2012] then show that $F$ is bilipschitz.

Write $G=G_{0} \times G_{1} \times \cdots \times G_{m}$ and $G^{\prime}=G_{0}^{\prime} \times G_{1}^{\prime} \times \cdots \times G_{n}^{\prime}$, where $G_{0}, G_{0}^{\prime}$ are abelian and $G_{i}, G_{j}^{\prime}$ are irreducible nonabelian factors.

First consider the case when $G_{0}$ is nontrivial. Let $\mathscr{F}$ be the foliation of $G$ consisting of the cosets of $G_{0}$, and similarly let $\mathscr{F}^{\prime}$ be the foliation of $G^{\prime}$ consisting of the cosets of $G_{0}^{\prime}$. The leaf space of $\mathscr{F}$ can be naturally identified with $N:=G_{1} \times \cdots \times G_{m}$, and that of $\mathscr{F}^{\prime}$ with $N^{\prime}:=G_{1}^{\prime} \times \cdots \times G_{n}^{\prime}$. By Corollary 3.1 and Proposition 3.4, the map $F$ sends the leafs of $\mathscr{F}$ to the leafs of $\mathscr{F}^{\prime}$. Hence $F$ induces a map $F_{1}: N \rightarrow N^{\prime}$. Notice that $G=G_{0} \times N$ with the Carnot metric is isometric to the product of $G_{0}$ and $N$ (also equipped with the Carnot metric); similarly for $G^{\prime}$. The arguments in [Shanmugalingam and Xie 2012] go through and imply that $F_{1}$ is also quasisymmetric. Since both the leafs and the leaf spaces are geodesic metric spaces, the arguments further show that $F$ is bilipschitz.

Next we consider the case when $G_{0}$ is trivial. Then $G=G_{1} \times \cdots \times G_{m}$ is a direct product of nonabelian irreducible Carnot groups. We combine all isomorphic factors in the above decomposition to obtain $G=N_{1} \times \cdots \times N_{s}$. Each $N_{j}$ is a direct product of isomorphic nonabelian irreducible Carnot groups, and the factors in $N_{i}$ and $N_{j}$ are not isomorphic for $i \neq j$. Similarly, $G^{\prime}$ can also be written as such a product $G^{\prime}=N_{1}^{\prime} \times \cdots \times N_{t}^{\prime}$. Notice that the assumption of Theorem 1.1 implies that $s \geq 2$. Corollary 3.2 implies that $s=t$, and after possibly permuting the factors $N_{i}^{\prime}$, the Pansu differential satisfies $d F(x)\left(N_{i}\right)=N_{i}^{\prime}$ for all $i$ and a.e. $x \in N$. Now the arguments in the preceding paragraph show that $F$ is bilipschitz. The proof of Theorem 1.1 is now complete.
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# CAPILLARITY AND ARCHIMEDES' PRINCIPLE 

John McCuan and Ray Treinen

We consider some of the complications that arise in attempting to generalize a version of Archimedes' principle concerning floating bodies to account for capillary effects. The main result provides a means to relate the floating position (depth in the liquid) of a symmetrically floating sphere in terms of other observable geometric quantities.

A similar result is obtained for an idealized case corresponding to a symmetrically floating infinite cylinder.

These results depend on a definition of equilibrium for capillary systems with floating objects which to our knowledge has not formally appeared in the literature. The definition, in turn, depends on a variational formula for floating bodies which was derived in a special case earlier (Pacific J. Math. 231:1 (2007), 167-191) and is here generalized to account for gravitational forces.

A formal application of our results is made to the problem of a ball floating in an infinite bath asymptotic to a prescribed level. We obtain existence and nonuniqueness results.

## 1. Introduction

Archimedes stated the principle that bears his name in a work titled On floating bodies. The principle is commonly stated as follows:

A body immersed in a fluid is buoyed up with a force equal to the weight of the displaced fluid.

This is actually a reformulation of Archimedes' principle and, as Erlend Graf [2004] points out, it is deficient (and incorrect) in various respects.

Archimedes considered three distinct cases. The first case is that in which the density of the body is equal to the density of the liquid. The assertion is that the body, after it is deposited into the liquid and comes to rest, will not project above the surface of the liquid nor sink lower in the liquid (On floating bodies, part I, Proposition 3; see [Archimedes/Heath 1897, p. 255]).

The second case is that in which the density of the body is less than that of the liquid. The assertion is that the body, if left to interact freely with the liquid bath, will project above the surface of the bath and will displace a volume of liquid having the same weight as the object (Propositions 4 and 5; [ibid., pp. 256-257]). Furthermore, if the object is not allowed to float freely, but is manually pushed downward into the liquid from its floating position, then the object will experience an upward force equivalent to the difference of the weight of the object and the weight of the displaced liquid (Proposition 6; [ibid., p. 257]).

Finally, if the body is more dense than the liquid it will sink to the bottom and, if weighed while in the liquid will be found lighter than its true weight by the weight of the displaced liquid (Proposition 7; [ibid., p. 258]).

The reformulation is about the force experienced by a body deposited in a liquid bath (and nothing else). The original principle of Archimedes specifically addresses two additional questions:
(1) Will the body float ${ }^{1}$ or sink?
(2) At what height will the object come to rest?

The first question is conditional; the second is geometric. The fact that the reformulation ignores these aspects of the problem is a deficiency of the reformulation and no reflection on the acuity of Archimedes.

An aspect of the problem that does seem to have escaped the notice of Archimedes involves the effect of surface tension or surface energy associated with wetting. Indeed, simple experiments show that it is possible, under certain circumstances, for even a convex ${ }^{2}$ object with density greater than that of a given liquid bath to float (only) partially submerged on the surface of the bath, contradicting Archimedes' Proposition 7; see Figure 1.

Finn [2011] has recently given the first rigorous mathematical proof of this fact, at least in an idealized situation which we describe in Section 4 below. Finn and Vogel [2009] wrote: "One may assume that [Archimedes] was unaware of observations of Aristotles a century earlier" (concerning heavy floating objects). This may be true, or perhaps Archimedes restricted himself to a problem whose solution used the mathematical tools he had at hand. In either case, we find connections with the results of Archimedes, and derive from our new results what can be viewed as a generalization of results which follow from Archimedes' approach. Notice also

[^4]

Figure 1. Photos of a plastic ball in a bath of water: sinking to the bottom (left), being raised to the surface (middle), floating (right)
that the results of [Finn 2011] and [Finn and Vogel 2009] initiate a return to the question addressed by Archimedes: Does the body sink or swim?

Our work below assumes the answer to the question of floating versus sinking is affirmative for floating and seeks to answer a version of Archimedes' second question: What is the geometry? More precisely: What is the height of the floating body and what is the geometry of the interface? We are able to give a partial answer under the assumption of rotational symmetry of the object and the interface. This symmetry appears to hold in the physical system of Figure 1, and similar symmetric interfaces have been shown to exist mathematically in [Treinen 2012] and [Elcrat et al. 2004b]. For further discussion of this point, see Section 6.

For purposes of comparison, we describe briefly this problem of a floating ball as we imagine Archimedes might have considered it. ${ }^{3}$ Given the diagram in Figure 2, with an assumed planar interface meeting a floating sphere $\Sigma$ along a circular contact line determined by an azimuthal angle $\bar{\phi}$, and assuming a density $\rho$ of the ball less than the density $\rho_{l}$ of the liquid, Archimedes' Proposition 5 then becomes

$$
\begin{equation*}
\rho_{l} V_{d}=\rho|\Sigma| \tag{1}
\end{equation*}
$$

where $V_{d}$ is the volume of displaced liquid. Equating this volume of liquid with the volume of the spherical cap below the plane of the interface,

$$
V_{d}=\frac{1}{3} \pi a^{3}\left(\sin ^{2} \bar{\phi} \cos \bar{\phi}+2+2 \cos \bar{\phi}\right),
$$

[^5]

Figure 2. Azimuthal angle determined by a horizontal contact line.
we obtain this:
Theorem 1. According to Archimedes' principle, a homogeneous sphere of density $\rho>\rho_{l}$ will sink to the bottom of a bath of density $\rho_{l}$, and a homogeneous sphere of density $\rho<\rho_{l}$ will float at a level determined by

$$
\begin{equation*}
\cos ^{3} \bar{\phi}-3 \cos \bar{\phi}=2\left(1-\frac{2 \rho}{\rho_{l}}\right) . \tag{2}
\end{equation*}
$$

It is easily checked that the function $F(\bar{\phi})=\cos ^{3} \bar{\phi}-3 \cos \bar{\phi}$ is increasing from -2 to 2 on $[0, \pi]$, with zero derivative at the endpoints and strictly positive derivative interior to the interval. Thus, for each positive value $0 \leq \rho \leq \rho_{l}$, the condition (2) determines a unique azimuthal angle. See Figure 3.

Definitions of equilibria. From a more sophisticated point of view, liquid interfaces are rarely planar. Even without the introduction of a floating object, the interface of liquid in a cylinder is usually noticeably curved around the edges. With the introduction of a rigid floating object, one may assume the interface will be further deformed in possibly unexpected ways.

The modern theory of equilibrium capillary configurations developed by Young, Laplace, Gauss, and others (see [Finn 1986]) is now founded on the consideration of energies associated with the area of the outer surface of the liquid where it contacts the surrounding atmosphere and where it contacts the bounding container. This theory has been primarily pursued in the context of solid structures that are rigid and fixed. This has led to a commonly adopted definition of a capillary equilibrium [ibid.]:

Up to the determination of a single real parameter ( $\lambda$ below) the problem of finding a capillary surface is a purely geometric one: to find a surface whose mean curvature is a prescribed function of position and which meets prescribed (rigid) bounding walls in a prescribed angle $\gamma$.

In terms of equations commonly used to model equilibrium capillary surfaces in a gravity field, we have

$$
\begin{equation*}
2 H=\kappa z-\lambda \quad \text { and } \quad \cos \gamma=\beta, \tag{3}
\end{equation*}
$$

where $H$ denotes the mean curvature of the interface, $z$ denotes the vertical height of a point on the interface, $\kappa=\rho_{l} g / \sigma$ is the capillary constant, constructed using the gravitational acceleration $g$ and the surface tension $\sigma$, and $\lambda$ is a single real (Lagrange) parameter related to the constraints of the problem; in the second equation one finds the relative adhesion coefficient $\beta$ defined by the assumption that $\sigma \beta$ is the local energy density ${ }^{4}$ associated with contact between the liquid volume and solid structures; one integrates $\sigma \beta$ over the area of contact, or wetted area, to obtain the total energy of wetting. The angle $\gamma$ is assumed to be defined along a curve where the liquid, the container, and the surrounding atmosphere all meet. This curve is called the contact line and $\gamma$ is referred to as the contact angle.

While the problem of a floating object considered here is still purely geometric, the conditions (3) are inadequate to characterize equilibria, even if the object is rigid and the Lagrange parameter $\lambda$ is known. One still has recourse to the general principle of virtual work, that is, the energy is stationary with respect to variations compatible with the constraints of the problem. Nevertheless, attaining a collection of fundamental necessary conditions analogous to (3) that may be taken as a working definition of equilibrium in particular cases is of evident utility both for applications and the mathematical theory of capillarity. A preliminary discussion of the need for this development was suggested in [McCuan 2007] in the absence of external forces (i.e., zero gravity), and we provide here a general flux condition (13) to augment (3), thus providing a new definition of equilibrium in this context. A discussion of this formula for capillary surfaces is in Section 2.

From the flux formula we obtain the following result which may be compared to Theorem 1 and is proved in Section 3.

Theorem 2. A sphere of radius a that floats in a centrally symmetric position as described above under the effects of surface tension and adhesion effects of an axially symmetric bath must float at a level determined by the azimuthal angle $\bar{\phi}$ satisfying

$$
\begin{equation*}
\cos ^{3} \bar{\phi}-3 \cos \bar{\phi}+\frac{6}{\kappa a}\left(\bar{H}+\frac{\cos \gamma}{a}\right) \sin ^{2} \bar{\phi}-\frac{3 \sin \gamma}{\kappa a^{2}} \sin (2 \bar{\phi})=2\left(1-\frac{2 \rho}{\rho_{l}}\right), \tag{4}
\end{equation*}
$$

[^6]



Figure 3. The azimuthal angles determined by Theorems 1 (top left) and 2 (top right); plotted together on the bottom.
where $\kappa$ is the capillary constant described above, $\bar{H}$ is the mean curvature of the liquid interface at the contact line, and $\gamma \in(0, \pi)$ is the contact angle of the liquid interface with the floating sphere.

The function $F(\bar{\phi})$ appearing on the left side of (4) takes the values -2 and 2 at the endpoints $\bar{\phi}=0$ and $\pi$ respectively. However, $F$ is decreasing at $\bar{\phi}=0$ and decreases to a unique local interior minimum at $\bar{\phi}=\bar{\phi}_{1}$. On the interval from $\bar{\phi}=\bar{\phi}_{1}$ to $\bar{\phi}=\pi$ the function $F$ has a unique interior local maximum at $\bar{\phi}=\bar{\phi}_{2}$.

If $\gamma=0$, $\pi$, then the value of the azimuthal angle is uniquely determined by the same function $F$, which is increasing and satisfies $F^{\prime}(0)=0=F^{\prime}(\pi)$ but is distinct from the function appearing in Theorem 1.

The existence of the unique local interior minimum at $\bar{\phi}=\bar{\phi}_{1}$ allows values of $\rho>\rho_{l}$ and leads to the determination of a unique maximum density $\rho_{\max }=$ $\rho_{\max }(a, \gamma, \kappa, \bar{H})$ for which $\rho>\rho_{\max }$ implies no floating is possible. It will be noted from the properties of $F$ that a unique azimuthal angle $\bar{\phi}$ is determined for all values $0<\rho<\rho_{l}$, and that two values are possible for certain values $\rho \geq \rho_{l}$ (as long as $\rho$ is not too large). We presume by continuity that the physically observed value for heavy floating spheres is the larger one determined by (4). The physical relevance of the other value is discussed in Section 6 of the paper.

We note also that the graph of $F$ takes values corresponding to negative densities $\rho$. This can be imagined to have physical relevance in a situation where a
gravitational field acts on the floating object, but one with the opposite direction as that acting on the liquid. It is not readily apparent how such a physical situation would arise, but one can easily imagine a magnetic field producing an upward force on a floating object in a downward gravity field, which would be quite similar.

Further remarks. The quantity $\bar{H}$ appearing in the formula (4) of Theorem 2 is presumed to depend in some manner on other parameters, and perhaps globally imposed geometric constraints in the problem. Perhaps the quantity $\bar{H}$ and its appearance in (4) is best viewed in contrast to the following specific quantities: the enclosed volume of liquid (n.b., the Lagrange parameter $\lambda$ ), the outer radius $R$ of the cylindrical vessel, and the contact angle $\gamma_{\text {out }}$ between the interface and the outer wall, all of which are conspicuously absent from formula (4). As far as we know, this paper and [McCuan 2007] are the first to consider the global floating configuration for a floating ball including a finite outer bounding wall. Indeed, one might be tempted to dismiss the effects of the interface at the outer bounding wall. Several authors have considered floating objects in an infinite bath asymptotic to a plane (and we do so below in § 6 as well). Under certain assumptions, estimates have been derived [Siegel 1980] to establish the fact that such an interface converges to the planar asymptote exponentially with distance from a floating object.

We offer the following description of an experiment as a caution against assuming the influence of an outer wall is not important.

If a cylinder of water is partially filled, and a ball of density $\rho<\rho_{l}$ is deposited in the center of the resulting interface, it will move rapidly to the outer wall. See Figure 4. If the same cylinder is subsequently slightly overfilled so that the (roughly flat) interface curves downward at the edges, then the ball will move rapidly to the center of the interface and remain there in an apparently stable configuration; if the ball is manually moved away from the center it will return.

This experiment brings up a question that is fundamentally different from the one considered in this paper, but it indicates in broad terms that the question of


Figure 4. Photos of a plastic ball in a bath of water: tending to the edge (left), stable in the middle (center and right).
how an object floats on a liquid interface can have an answer depending strongly on nonlocal conditions involving the outer bounding wall.

Ideally one would like a formula for the azimuthal angle $\bar{\phi}$ in terms of the volume of liquid in the bath $V$, the radii $a$ and $R$ of the ball and the container respectively, and the contact angles $\gamma$ between the liquid interface and the surface of the floating object and $\gamma_{\text {out }}$ between the liquid interface and the surface of the container, and from the classical point of view, this is what one would expect. We were unable to attain such a result, and the result we obtain (4) may be viewed simply as a relation between $\bar{H}$ and $\bar{\phi}$ for any equilibrium. The interpretation we give in the context of Archimedes' geometric question may then be viewed as the most explicit currently available information arising from (13).

The barrier to getting a more definitive result lies in the complicated nature of the system of ordinary differential equations determining the rotationally symmetric interface. For a survey of recent progress in understanding the family of solutions to these equations, see [Finn 1986; Vogel 1982; Siegel 2006; Siegel 1980; Nickolov 2002; Elcrat et al. 2004a; Turkington 1980; Johnson and Perko 1968; Treinen 2012].

## 2. Variational formulation

The general assumptions of our model are outlined in [McCuan 2007] though the derivation given there was aimed at the zero gravity case in which buoyancy plays no role, and the effects of gravity were not properly considered. For the sake of making this paper somewhat more self-contained we include a short review/summary of the model and amend the deficiencies in the former derivation.

Quite generally, we consider a solid structure

$$
\Sigma=\Sigma_{s} \cup \Sigma_{m}
$$

consisting of a stationary part $\Sigma_{s}$ and a movable, or floating, part $\Sigma_{m}$. In addition, we hypothesize an equilibrium liquid interface $\Lambda$ with corresponding wetted region $\mathscr{W}=W_{s} \cup W_{m}$, so that the liquid volume $\mathscr{V}$ satisfies $\partial \mathscr{V}=\Lambda \cup \mathscr{W}$ and the contact line/triple interface is given by $\partial \Lambda=\partial W$. Under these assumptions, we consider the variational problem associated with

$$
\begin{equation*}
\mathscr{E}=\sigma|\Lambda|-\sigma \beta|\mathscr{W}|+\mathscr{G} \tag{5}
\end{equation*}
$$

where $\mathscr{G}=\int_{\mathcal{V} \cup \Sigma_{m}} G$ and $G$ is a position dependent function representing field forces such as gravity. ${ }^{5}$

One specific application of the discussion which now follows is that it justifies the following fundamental definition:

[^7]Definition 3. A floating configuration $\Sigma_{s}, \Sigma_{m}, \mathscr{V}$ as described above is said to be in free-floating equilibrium for the functional (5) if

1. $2 H=G / \sigma-\lambda$, where $H$ is the mean curvature of the free surface interface $\Lambda$ and $\lambda$ is some constant,
2. $\cos \gamma=\beta$ where $\gamma$ is the angle at which the free surface interface meets the surface of the solid structures measured within $\mathscr{V}$ and $\beta$ is the (possibly location dependent) adhesion coefficient, and
3. 

$$
\int_{\partial W_{m}} \vec{n}+\int_{\mathscr{W}_{m}}(G / \sigma-\lambda) N-\int_{\partial \Sigma_{m}}(G / \sigma) N=0
$$

where $n$ is the outward pointing unit conormal along $\partial \Lambda$, and $N$ is the unit normal to $\partial \mathscr{V}$ pointing out of $\mathscr{V}$.

Under rather general hypotheses, as described in [McCuan 2007], a family of variations leaving $\Sigma_{m}$ fixed leads to the (standard) variational formulas (6)-(8) below:

$$
\begin{equation*}
|\dot{\Lambda}|=-\int_{\Lambda} 2 H \dot{X} \cdot N+\int_{\partial \Lambda} \dot{X} \cdot \vec{n} \tag{6}
\end{equation*}
$$

where $H$ is the mean curvature defined on $\Lambda, \dot{X}$ is the variation vector, $N$ is the unit normal pointing out of the liquid volume $\mathscr{V}$, and $\vec{n}$ is the unit conormal to $N$ and $\partial \Lambda$ pointing out of $\Lambda$;

$$
\begin{equation*}
|\dot{W}|=\int_{\partial \Lambda} \dot{X} \cdot \vec{v} \tag{7}
\end{equation*}
$$

where $\vec{v}$ is the unit conormal to $N^{\mathscr{W}}$ and $\partial \mathscr{W}$ pointing out of $\mathscr{W}$; note that $N^{\mathscr{W}}$ denotes the unit normal to $\mathscr{W}$ pointing out of $\mathscr{V}$ and may also be denoted by $N$ on the interior of $\mathscr{W}$ where no ambiguity arises;

$$
\begin{equation*}
\dot{\mathscr{G}}=\int_{\Lambda} G \dot{X} \cdot N \quad \text { and } \quad|\dot{\mathscr{V}}|=\int_{\Lambda} \dot{X} \cdot N \tag{8}
\end{equation*}
$$

These last two formulas apparently require an interesting and somewhat delicate application of more general mathematical principles of fluid mechanics, and we outline their derivation under more general assumptions below.

For now, we assemble $\dot{\mathscr{E}} / \sigma-\lambda|\dot{\mathscr{V}}|$ from the constituent parts above where $\lambda$ is a Lagrange multiplier associated with the volume constraint:

$$
\dot{\mathscr{E}} / \sigma-\lambda|\dot{\mathscr{V}}|=\int_{\Lambda}(-2 H+G / \sigma-\lambda) \dot{X} \cdot N+\int_{\partial \Lambda}(\dot{X} \cdot \vec{n}-\beta \dot{X} \cdot \vec{v})
$$

The vanishing of this quantity for all variation vectors $\dot{X}$ results in the well known
geometric boundary value problem

$$
\begin{cases}2 H=G / \sigma-\lambda & \text { on } \Lambda,  \tag{9}\\ \cos \gamma=\beta & \text { on } \partial \Lambda,\end{cases}
$$

since

$$
\vec{n}=\left(\vec{n} \cdot N^{W}\right) N^{W}+\cos \gamma \vec{v} .
$$

In the special case under consideration in this paper, $G$ represents the limiting value $\rho_{l} g z$ taken as a limit from inside the liquid, so that

$$
2 H=\kappa z-\lambda
$$

where $\kappa=\rho_{l} g / \sigma$ is a capillary constant for the problem. Furthermore, we restrict attention in this paper to cases in which the adhesion coefficient satisfies $-1<\beta<1$ or equivalently, the contact angle $\gamma$ is strictly between 0 and $\pi$.

A more general variation allowing rigid motion of $\Sigma_{m}$ takes the form

$$
X=X(\boldsymbol{p} ; t, h): M \times(-\epsilon, \epsilon) \times(-\delta, \delta) \rightarrow \mathbb{R}^{3},
$$

where $M=\overline{\Sigma \cup \mathscr{V}}$ is considered as an abstract manifold; see Figure 5 .
It is assumed here, as indicated in the figure, that $h$ parametrizes a family of rigid motions $w=w(x ; h)$ to which $\Sigma_{m}$ is subject. Denoting derivatives with respect to $h$ by an acute accent, we find

$$
\begin{equation*}
|\bar{\Lambda}|=-\int_{\Lambda} 2 H \dot{X} \cdot N+\int_{\partial \Lambda} \dot{X} \cdot \vec{n}, \tag{10}
\end{equation*}
$$

$$
\begin{gather*}
|\mathscr{W}|=-\int_{W_{m}} 2 H^{\mathscr{W}} \dot{X} \cdot N+\int_{\partial W_{m}} \dot{X} \cdot \vec{v},  \tag{11}\\
\dot{\varphi}=\int_{\Lambda} G \dot{X} \cdot N+\int_{\mathscr{W}_{m}} G \dot{X} \cdot N^{\mathscr{W}}+\int_{\partial \Sigma_{m}} G_{m} \dot{X} \cdot N^{m} . \tag{12}
\end{gather*}
$$

This last term requires some explanation. The quantity $G_{m}$ denotes the value of the volumetric force field potential taken as a limit from inside the movable solid


Figure 5. The variation map and its notation.
structure $\Sigma_{m}$. In the special case of a floating object of density $\rho$, we typically take $G_{m}=\rho g z$. Also in this last identity $N^{m}$ denotes the unit normal to the boundary $\partial \Sigma_{m}$ of the movable/floating solid structure and points out of $\Sigma_{m}$, so that $N^{m}=$ $-N^{\mathscr{W}}$ on their common domain of definition $\mathscr{W}_{m}$. Finally, we include a brief derivation.

Up until this point, we have stated all variational formulae in their final form, that is to say with the parameters of the variation set to zero so that $\dot{X}$ represents

$$
\left.\frac{d}{d t} X(\boldsymbol{p} ; t)\right|_{t=0}
$$

where $X=X(\boldsymbol{p} ; t): M \times(-\epsilon, \epsilon) \rightarrow \mathbb{R}^{3}$. For this calculation, we must temporarily assume the parameters $t$ and $h$ are not evaluated at zero. Notationally, this is conveniently indicated by a tilde so that $\tilde{\Sigma}_{m}=X\left(\Sigma_{m}\right)=X\left(\Sigma_{m} ; t ; h\right)$, and we will evaluate at $t=h=0$ at the end.

Consideration of the second term should suffice. Setting

$$
\mathscr{G}_{m}=\int_{\tilde{\Sigma}_{m}} G_{m}
$$

we have

$$
\mathscr{G}_{m}=\int_{\Sigma_{m}} G_{m} \circ X \operatorname{det} D X
$$

where $X$ represents the restriction of the variation to $\Sigma_{m}$ and the derivative is taken in $M \subset \mathbb{R}^{3}$ with respect to $\boldsymbol{p}$. Euler's kinematical formula [Serrin 1959] tells us how a material integral changes with the flow of a region of fluid. We can cast our present situation into this framework starting with the preliminary identity

$$
\frac{\partial}{\partial h} \operatorname{det} D X=\left(\operatorname{div}_{\mathbb{R}^{3}} \boldsymbol{v}\right) \circ X \operatorname{det} D X
$$

where $v(x ; h)=X^{\prime}\left(X^{-1}(x ; h) ; h\right)$ is the spatial velocity associated with the flow $X=X(\boldsymbol{p} ; h)$ and we have simply suppressed the $t$ dependence. It might be expected (or hoped) that in our situation the motion/flow associated with the variation should be particularly simple, at least on the solid movable object $\Sigma_{m}$, and that we might have, for example, $X(\boldsymbol{p} ; h) \equiv w(\boldsymbol{p} ; h)$ there. However, taking into account the motion of the liquid and that of the contact line of the liquid interface $\Lambda$ in particular, it is clear that this would violate the continuity assumption on the variation $X: M \times(-\epsilon, \epsilon) \times(-\delta, \delta) \rightarrow \mathbb{R}^{3}$. Having made this concession and subjected ourselves to the added complication that other authors seem to have avoided, it is some consolation, as pointed out in [Finn 2005], that the internal motion of the liquid under a variation of the free surface interface could be very complicated, and we are taking account of such possibilities.

In any case, we continue to obtain

$$
\dot{\varphi}_{m}=\int_{\tilde{\Sigma}_{m}} D G_{m} \cdot \boldsymbol{v}+\operatorname{div}_{\mathbb{R}^{3}} \boldsymbol{v}=\int_{\tilde{\Sigma}_{m}} \operatorname{div}_{\mathbb{R}^{3}}\left(G_{m} \boldsymbol{v}\right)=\int_{\partial \tilde{\Sigma}_{m}} G_{m} \boldsymbol{v} \cdot N^{m},
$$

so that

$$
\left.\dot{\varphi}_{m}\right|_{h=0}=\int_{\partial \Sigma_{m}} G_{m} \dot{X} \cdot N^{m} .
$$

A similar argument applies to the integral over $\mathscr{V}$ appearing in $\mathscr{G}$ and also yields

$$
\left|\mathscr{V}^{\prime}\right|=\int_{\Lambda} \dot{X} \cdot N+\int_{W_{m}} \dot{X} \cdot N,
$$

where we have returned to the general assumption on evaluation, that $t=h=0$. Combining this with (10)-(12), we have

$$
\begin{aligned}
\dot{\mathscr{E}} / \sigma-\lambda\left|\mathscr{V}^{\prime}\right|= & \int_{\Lambda}(-2 H+G / \sigma-\lambda) \dot{X} \cdot N+\int_{\partial \Lambda}(\dot{X} \cdot \vec{n}-\beta \dot{X} \cdot \vec{v}) \\
& +\beta \int_{\mathscr{W}_{m}} 2 H^{\mathscr{W}} \dot{X} \cdot N+\int_{W_{m}}(G / \sigma-\lambda) \dot{X} \cdot N+\int_{\partial \Sigma_{m}}\left(G_{m} / \sigma\right) \dot{X} \cdot N^{m} \\
= & \int_{\partial W_{m}} \dot{X} \cdot \vec{n}-\cos \gamma \int_{\partial W_{m}} \dot{X} \cdot \vec{v} \\
& +\cos \gamma \int_{W_{m}} 2 H^{\mathscr{W}} \dot{X} \cdot N+\int_{\mathscr{W}_{m}}(G / \sigma-\lambda) \dot{X} \cdot N+\int_{\partial \Sigma_{m}}\left(G_{m} / \sigma\right) \dot{X} \cdot N^{m} .
\end{aligned}
$$

Next we refer to a calculation from [McCuan 2007] that uses the fact that

$$
w^{-1}(X ; h) \in \Sigma_{m}
$$

when $X=X(\boldsymbol{p} ; h) \in w\left(\Sigma_{m} ; h\right)$ to show that

$$
\dot{X}-\dot{w} \in T_{X} \Sigma_{m} .
$$

It follows that $X$ may be replaced with $w^{w}$ in the formula above. A second calculation involving an explicit auxiliary variation shows

$$
\int_{\mathscr{W}_{m}} 2 H^{W} \dot{w} \cdot N=\int_{\partial W_{m}} \dot{w} \cdot \vec{v} .
$$

Making the indicated substitutions, we arrive at our new necessary condition for equilibrium of a floating object:

Theorem 4. If a floating configuration $\Sigma_{m}, \mathscr{V}$ subject to forces (having volumetric potentials denoted by $G$ and $G_{m}$ as described above) locally minimizes energy among liquid interface configurations compatible with a smooth family of rigid
motions $w=w(x ; h)$ with $w(x ; 0)=\mathrm{id}_{\mathbb{R}^{3}}$ and the wetted region on the floating object is denoted by ${ }^{W_{m}}$, then the configuration must satisfy

$$
\begin{equation*}
\int_{\partial W_{m}} \dot{w}^{\prime} \cdot \vec{n}+\int_{\mathscr{W}_{m}}(G / \sigma-\lambda) \dot{w} \cdot N^{\mathscr{W}}+\int_{\partial \Sigma_{m}}\left(G_{m} / \sigma\right) \dot{w} \cdot N^{m}=0, \tag{13}
\end{equation*}
$$

where $\vec{n}$ is the outward pointing unit conormal along the boundary of the liquid interface $\Lambda, N^{W}$ is the unit normal to $\Sigma_{m}$ pointing out of the liquid, $N^{m}=-N^{W}$, and $\dot{w}$ represents the derivative with respect to $h$ evaluated at $h=0$.
The condition of the theorem must hold for all $\dot{w} \in \mathbb{R}^{3}$ for free floating, or more generally for any collection of directions in which $\Sigma_{m}$ is free to move. In the case in which all directions $\dot{w}$ are possible, the condition (13) simplifies to

$$
\int_{\partial W_{m}} \vec{n}+\int_{\mathscr{W}_{m}}(G / \sigma-\lambda) N^{\mathscr{W}}+\int_{\partial \Sigma_{m}}\left(G_{m} / \sigma\right) N^{m}=0 .
$$

One immediately notes the integral over the boundary of the movable wetted surface of the conormal to the free surface interface (the first term) as marking this as a kind of flux formula or force balance formula as is well known from the work of A. Ros [1996] in minimal surfaces. It is tempting to interpret the other two integrals appearing in the formula as force vectors, and without doubt they are such. We are indebted to a referee for explaining how to do this for a constant vertical gravity field. Similar calculations for that case are also contained in [Bhatnagar and Finn 2006] where a somewhat different problem is considered; see Sections 4 and 6 for further remarks. With this help, we were able to see the following general interpretation.

In order to be dimensionally correct, multiply the equation by the surface tension $\sigma$. The first term is then the negative of the force exerted on the object by the interface itself - the surface tension force.

The integrand of the second term $G-\lambda \sigma$ will be recognized from (9) as the quantity $2 \sigma H$ at the interface and, according to the insight of Thomas Young, the difference in pressure across the interface. It is natural to assume that $G-\lambda \sigma$ gives a pressure field extending throughout the volume of liquid, up to a sign. Since the mean curvature is calculated with respect to the normal $N$ pointing out of the liquid, we see that the second integral represents the negation of the force this pressure exerts on the floating object, i.e., the buoyancy force.

Let us consider the third term componentwise. If $\boldsymbol{e}_{j}$ is the $j$-th standard unit vector, then the $j$-th component of the third integral is

$$
\int_{\partial \Sigma_{m}} G_{m} \boldsymbol{e}_{j} \cdot N^{m}=\int_{\Sigma_{m}} \operatorname{div}\left(G_{m} \boldsymbol{e}_{j}\right)=\int_{\Sigma_{m}} D G_{m} \cdot \boldsymbol{e}_{j}
$$

where the first equality is by the divergence theorem, and we recognize the negation
of the volumetric force density in the gradient of the potential appearing in the last expression. Recombining the components, the third term

$$
\int_{\Sigma_{m}} D G_{m}
$$

evidently lends itself to being interpreted as (minus) the "weight" of the floating object with respect to the potential field $G_{m}$.

In summary, our third equilibrium condition may be read (without the slightest ambiguity in the case of a constant downward gravitational field $G_{m}=\rho g z$ ) thus:

The weight, the pressure/buoyancy force, and the surface tension force on the floating object must sum to zero.

We next proceed to examine the consequences of (13) for the simple cases of floating suggested in the introduction.

## 3. Floating in three dimensions

Here we assume a vertical circular cylindrical vessel is observed with a sphere $\Sigma_{m}$ floating symmetrically along the axis of the vessel and having symmetric circular contact line at azimuthal angle $\phi=\bar{\phi}$. Assuming the surface of the liquid is also rotationally symmetric with respect to the same axis, the meridian of the surface with vertical component $u$ and radial component $r$ considered as functions of arclength along the meridian must satisfy the boundary value problem

$$
\begin{cases}\dot{r}=\cos \psi  \tag{14}\\ \dot{u}=\sin \psi \\ \dot{\psi}=\kappa u-\lambda-\sin \psi / r \\ \psi=\gamma-\bar{\phi} \text { and } u=d+a \cos \bar{\phi} & \text { when } r=r(0)=a \sin \bar{\phi} \\ \psi=\pi / 2-\gamma_{\text {out }} & \text { when } r=r(l)=R,\end{cases}
$$

where we have chosen coordinates so that the center of the floating sphere is $(0,0, d)$, and we have denoted by $l$ the total length and by $\psi$ the inclination angle of the meridian.

It would be desirable to preface our discussion of the geometry of the floating ball in Figure 1 with an existence result, but we are unable to obtain such a result for essentially the same reason that our geometric result is somewhat suboptimal: The system of ordinary differential equations appearing in the problem above has been studied extensively, but the structure of the family of all solutions is not well enough understood. Thus, we turn directly to the auxiliary condition (13).

The following formulae, valid in the plane $y=x_{2}=0$, are useful in simplifying the integrals in (13):

$$
\begin{aligned}
N^{m}[\phi] & =\sin \bar{\phi} \boldsymbol{e}_{1}+\cos \bar{\phi} \boldsymbol{e}_{3}, \\
N^{W}[\phi] & =-N^{m} \\
& =-\sin \bar{\phi} \boldsymbol{e}_{1}-\cos \bar{\phi} \boldsymbol{e}_{3}, \\
\vec{v}[\phi] & =\left(N^{m}\right)^{\perp} \\
& =-\cos \bar{\phi} \boldsymbol{e}_{1}+\sin \bar{\phi} \boldsymbol{e}_{3}, \\
\vec{n} & =\cos \gamma \vec{v}+\sin \gamma N^{W} \\
& =-\cos (\bar{\phi}-\gamma) \boldsymbol{e}_{1}+\sin (\bar{\phi}-\gamma) \boldsymbol{e}_{3}, \\
N^{\Lambda} & =(-\vec{n})^{\perp} \\
& =\sin (\bar{\phi}-\gamma) \boldsymbol{e}_{1}+\cos (\bar{\phi}-\gamma) \boldsymbol{e}_{3} .
\end{aligned}
$$

In these formulae, the bracketed $\phi$ indicates validity in the form of the result for an arbitrary azimuthal angle on $\partial \Sigma_{m}$ though the main interest is on $\partial W_{m} ; \boldsymbol{e}_{1}$ and $\boldsymbol{e}_{3}$ are the standard orthonormal unit vectors in $\mathbb{R}^{3}$.

Taking a vertical translation for the rigid motion of $\Sigma_{m}$ so that $\dot{w}=\boldsymbol{e}_{3}$, the three terms of (13) are as follows:

$$
\begin{gathered}
\int_{\partial W_{m}} \boldsymbol{e}_{3} \cdot \vec{n}=2 \pi a \sin \bar{\phi} \sin (\bar{\phi}-\gamma) \\
\int_{\mathscr{W}_{m}}(\kappa z-\lambda) \boldsymbol{e}_{3} \cdot N=\pi a^{2}\left((\kappa d-\lambda) \sin ^{2} \bar{\phi}-\frac{2}{3} \kappa a\left(1+\cos ^{3} \bar{\phi}\right)\right), \\
\int_{\partial \Sigma_{m}} \kappa \frac{\rho}{\rho_{l}} z \boldsymbol{e}_{3} \cdot N^{m}=\frac{4}{3} \pi \kappa a^{3} \frac{\rho}{\rho_{l}}
\end{gathered}
$$

Combining these terms and rearranging:

$$
\begin{equation*}
\frac{6 \sin \bar{\phi} \sin (\bar{\phi}-\gamma)}{\kappa a^{2}}+\frac{3(\kappa d-\lambda) \sin ^{2} \bar{\phi}}{\kappa a}-2 \cos ^{3} \bar{\phi}=2\left(1-\frac{2 \rho}{\rho_{l}}\right) . \tag{16}
\end{equation*}
$$

Next, we make the substitution

$$
2 \bar{H}=\kappa(d+a \cos \bar{\phi})-\lambda,
$$

which follows directly from (9). This leads to

$$
\frac{6 \sin \bar{\phi} \sin (\bar{\phi}-\gamma)}{\kappa a^{2}}+\frac{3(2 \bar{H}-\kappa a \cos \bar{\phi}) \sin ^{2} \bar{\phi}}{\kappa a}-2 \cos ^{3} \bar{\phi}=2\left(1-\frac{2 \rho}{\rho_{l}}\right) .
$$

This last condition simplifies directly into condition (4) of Theorem 2. It remains to verify the description of the function

$$
F(\bar{\phi})=\cos ^{3} \bar{\phi}-3 \cos \bar{\phi}+\frac{6}{\kappa a}\left(\bar{H}+\frac{\cos \gamma}{a}\right) \sin ^{2} \bar{\phi}-\frac{3 \sin \gamma}{\kappa a^{2}} \sin (2 \bar{\phi}),
$$

where $\bar{H}$ is taken to be a given constant. The values at the endpoints are immediate. We find also that

$$
\begin{aligned}
\frac{F^{\prime}(\bar{\phi})}{3} & =-\cos ^{2} \bar{\phi} \sin \bar{\phi}+\sin \bar{\phi}+\frac{4}{\kappa a}\left(\bar{H}+\frac{\cos \gamma}{a}\right) \sin \bar{\phi} \cos \bar{\phi}-\frac{2 \sin \gamma}{\kappa a^{2}} \cos (2 \bar{\phi}) \\
& =\sin ^{3} \bar{\phi}+\frac{2}{\kappa a}\left(\bar{H}+\frac{\cos \gamma}{a}\right) \sin (2 \bar{\phi})-\frac{2 \sin \gamma}{\kappa a^{2}} \cos (2 \bar{\phi})
\end{aligned}
$$

Thus, $F^{\prime}(0)=F^{\prime}(\pi)=-\left(6 / \kappa a^{2}\right) \sin \gamma<0$. From this it is clear that $F$ must attain an absolute min at some value less than -2 and an absolute max greater than 2. At these points, $F^{\prime}$ must vanish, and it only remains to show these are the only zeros of $F^{\prime}$ on $[0, \pi]$. In fact, we see that

$$
\frac{1}{3} F^{\prime}(\bar{\phi})=\sin ^{3} \bar{\phi}+A \sin (2 \bar{\phi}-B)
$$

for some quantities $A>0$ and $B$ independent of $\bar{\phi}$. The fact that $F^{\prime}(0)<0$ tells us that we may assume $0<B<\pi$. Clearly, since $0 \leq \bar{\phi} \leq \pi$, we have $\sin ^{3} \bar{\phi} \geq 0$ and there can be no zero of $F^{\prime}$ on the interval $[B / 2, \pi / 2+B / 2]$. For the rest, we consider two cases.
Case I: $0<B \leq \pi / 2$, i.e., $F^{\prime \prime}(0) \geq 0$. In this case, both terms in the expression for $F^{\prime}$ are increasing on the interval $0<\bar{\phi}<B / 2$, so $F^{\prime}$ can have at most one zero there. (And since $F^{\prime}(B / 2)>0$ it does have exactly one.)
$F^{\prime}$ must also have a zero on $[\pi / 2+B / 2, \pi]$. We note that

$$
\begin{aligned}
\frac{1}{3} F^{\prime \prime}(\bar{\phi}) & =3 \cos \bar{\phi} \sin ^{2} \bar{\phi}+2 A \cos (2 \bar{\phi}-B) \\
& =\frac{3}{2} \sin (2 \bar{\phi}) \sin \bar{\phi}+2 A \cos (2 \bar{\phi}-B)
\end{aligned}
$$

and consider two subcases, depending on the sign of $A-\sin ^{3}(3 \pi / 4+B / 2)$.

- First assume that $A \geq \sin ^{3}(3 \pi / 4+B / 2)$.

Since $F^{\prime}(\pi / 2+B / 2) / 3=\sin ^{3}(\pi / 2+B / 2)+A>0$, and $F^{\prime}(3 \pi / 4+B / 2) / 3=$ $\sin ^{3}(3 \pi / 4+B / 2)-A \leq 0$, there is some zero of $F^{\prime}$ on the interval

$$
(\pi / 2+B / 2,3 \pi / 4+B / 2] .
$$

Since both $\sin ^{3} \bar{\phi}$ and $A \sin (2 \bar{\phi}-B)$ are decreasing on this interval, there is exactly one zero of $F^{\prime}$ there.

Let us assume there is another zero $\bar{\phi}_{0}$ of $F^{\prime}$ with $3 \pi / 4+B / 2<\bar{\phi}_{0}<\pi$. Since $F^{\prime \prime}(3 \pi / 4+B / 2)<0$ and $F^{\prime}(3 \pi / 4+B / 2) \leq 0$, we conclude that $F^{\prime \prime}$ must have a zero $\bar{\phi}_{1}$ on the interval $\left(3 \pi / 4+B / 2, \bar{\phi}_{0}\right)$ at a negative local minimum of $F^{\prime}$. Furthermore, since $F^{\prime}(\pi)<0$, it must be the case that $F^{\prime \prime}$ has another zero $\bar{\phi}_{2}$ on the interval $\left(\bar{\phi}_{1}, \pi\right)$ at a nonnegative local maximum of $F^{\prime}$.

We now show this situation leads to a contradiction by establishing that $F^{\prime \prime}$ has exactly one zero on the interval $(3 \pi / 4+B / 2, \pi]$. In fact, we will show more:

Lemma 5. If $0<B<\pi / 2$, then $F^{\prime \prime}$ has exactly one zero in $[\pi / 2+B / 2, \pi]$, and it occurs on the interval $(3 \pi / 4+B / 2, \pi)$ at a local minimum of $F^{\prime}$.

This is because $3 \sin ^{2} \bar{\phi} \cos \bar{\phi}$ is increasing on the interval $\left(\pi-\arccos \frac{1}{\sqrt{3}}, \pi\right)$. Indeed,

$$
\frac{d}{d \bar{\phi}}\left(\sin ^{2} \bar{\phi} \cos \bar{\phi}\right)=2 \sin \bar{\phi} \cos ^{2} \bar{\phi}-\sin ^{3} \bar{\phi}=\sin \bar{\phi}\left(3 \cos ^{2} \bar{\phi}-1\right)
$$

Furthermore, it is easily checked that $\pi-\arccos (1 / \sqrt{3})<3 \pi / 4$. Thus, $F^{\prime \prime}$ is increasing on the interval $[3 \pi / 4+B / 2, \pi]$ and has exactly one zero there. Finally, $F^{\prime \prime}$ is negative on the interval $[\pi / 2+B / 2,3 \pi / 4+B / 2]$, so we have established the lemma and finished this subcase.

- Still under the assumption $0<B \leq \pi / 2$ (Case I), we now suppose instead that $A<\sin ^{3}(3 \pi / 4+B / 2)$.

In this case $F^{\prime}$ is positive throughout the interval $[\pi / 2+B / 2,3 \pi / 4+B / 2]$. Thus, the first zero $\bar{\phi}_{0}$ of $F^{\prime}$ on $[\pi / 2+B / 2, \pi]$ must occur inside $(3 \pi / 4+B / 2, \pi)$. Since $F^{\prime}(\pi)<0$, and $F^{\prime \prime}(\pi)>0$, the unique zero $\phi_{1}$ of $F^{\prime \prime}$ given by Lemma 5 must satisfy

$$
\max \left\{\bar{\phi}_{0}, 3 \pi / 4+B / 2\right\}<\bar{\phi}_{1} .
$$

If we assume the existence of a second zero of $F^{\prime}$ on the interval $\left(\bar{\phi}_{0}, \pi\right)$, we obtain a zero of $F^{\prime \prime}$ at a local maximum of $F^{\prime}$ (and a contradiction) as before.
Case II: $\pi / 2 \leq B<\pi$, i.e., $F^{\prime \prime}(0) \leq 0$. The reflection $\bar{\phi} \rightarrow \pi-\bar{\phi}$ transforms this case into the first one with $B \rightarrow \pi-B$.

The reader will have no trouble verifying that under Archimedes' assumptions $\bar{H}=0$ (a planar interface) and $\bar{\phi}=\gamma$ (the appropriate azimuthal angle for a horizontal plane to meet the sphere at the correct contact angle) the formula in Theorem 2 reduces to the condition of Archimedes.

## 4. Floating in two dimensions

The result of [Finn 2011] referred to in the introduction and termed by the author a "criterion for floating" concerns a variational problem considered earlier in [Bhatnagar and Finn 2006] for the energy

$$
\begin{equation*}
\mathscr{E}=-\sigma|\hat{\Lambda}|-\sigma \beta|\mathscr{W}|+\mathscr{G}, \tag{17}
\end{equation*}
$$

where $\hat{\Lambda}$ is the linear segment of intersection of a planar/linear interface with a two-dimensional convex body and $\mathscr{\varphi}$ is the specific gravitational energy we have considered above. The measures appearing in the first two terms in this functional are one-dimensional (length) and the integral is an area integral. There is no volume constraint in Bhatnagar and Finn's problem, nor outer container. With certain other


Figure 6. Azimuthal angles determined by a horizontal contact line (left) and differing azimuthal angles in the two-dimensional case (right).
assumptions, they also find that the interface always lies along a fixed line. From this point, Finn goes on to obtain the striking result that for some values of $\rho>\rho_{l}, \sigma$ and $\beta$ there will be an equilibrium which is a local minimum for energy in which the convex body contacts the interface, i.e., floats. We now formulate and extend our results to a problem dimensionally similar to the problem of Bhatnagar and Finn.

Physically, we envision a trough consisting of two vertical walls and a horizontal bottom. The trough is assumed to extend infinitely in the $y=x_{2}$ direction and to be filled with a sea of liquid. Into this sea is introduced a horizontal floating circular cylinder (an infinitely long $\log$ ) with axis parallel to $\boldsymbol{e}_{2}$. Let us assume that the free surface interface $\Lambda$ also is always of cylindrical form with generator parallel to $\boldsymbol{e}_{2}$, so that if the log is centrally located between the walls and the interface shares the same midplane symmetry, then the projection of the system onto the $x, z$-plane resembles that of the system considered in the previous section (Figure 6, left), though the equation satisfied by the generating curve (and hence its shape) will be different from that of the meridian previously considered.

The energy of such a system can be taken to have the form of (5):

$$
\mathscr{E}=\sigma|\Lambda|-\sigma \beta|\mathscr{W}|+\mathscr{G},
$$

where the dimensions of the measures have been lowered by one and $\varphi_{=}=\int_{\mathscr{V} \cup \Sigma_{m}} G$ is an area integral. The first-order necessary conditions take the form

$$
\begin{aligned}
k=G / \sigma-\lambda & \text { on the curve } \Lambda, \\
\cos \gamma=\beta & \text { at the endpoints of } \Lambda,
\end{aligned}
$$

and

$$
\begin{equation*}
\left.\dot{w} \cdot \vec{n}\right|_{\partial \Lambda}+\int_{\mathscr{W}_{m}}(G / \sigma-\lambda) \dot{w} \cdot N^{\mathscr{W}}+\int_{\partial \Sigma_{m}}\left(G_{m} / \sigma\right) \dot{w}^{\prime} \cdot N^{m}=0, \tag{18}
\end{equation*}
$$

where $k$ is the curvature of $\Lambda$ and $\lambda$ arises from an area constraint on the cross section of liquid in the trough. In analogy to the three-dimensional case, we assume
an area density $\rho$ for the object, that the object floats in a liquid of area density $\rho_{l}$, a capillary constant $\kappa=\rho_{l} g / \sigma$, and that the radius of the $\log$ is $a$.

Before we begin an analysis of this variational problem in earnest, let us pause to note what Archimedes' principle would state in this lower-dimensional case (because it will appear in a surprising way later):

Theorem 6. According to Archimedes' principle in one lower dimension, a homogeneous disk/log of density $\rho>\rho_{l}$ will sink to the bottom of a bath of density $\rho_{l}$, and a homogeneous disk/log of density $\rho<\rho_{l}$ will float at a level determined by

$$
\begin{equation*}
2 \bar{\phi}-\sin (2 \bar{\phi})=2 \pi\left(1-\frac{\rho}{\rho_{l}}\right) . \tag{19}
\end{equation*}
$$

We assume initially the contact line (i.e., the two points where $\Lambda$ meets $\Sigma_{m}$ ) is determined by two azimuthal angles, one $\bar{\phi}$ as before and a second $\overline{\bar{\phi}}$ measured counterclockwise from the vertical $\boldsymbol{e}_{3}$; see Figure 6, right. In addition to (15), the following identities have been found useful.

$$
\begin{align*}
N^{m}[\phi] & =-\sin \overline{\bar{\phi}} \boldsymbol{e}_{1}+\cos \overline{\bar{\phi}} \boldsymbol{e}_{3}, \\
N^{W}[\phi] & =-N^{m} \\
& =\sin \overline{\bar{\phi}} \boldsymbol{e}_{1}-\cos \overline{\bar{\phi}} \boldsymbol{e}_{3}, \\
\vec{v}[\phi] & =\left(N^{W}\right)^{\perp} \\
& =\cos \overline{\bar{\phi}} \boldsymbol{e}_{1}+\sin \overline{\bar{\phi}} \boldsymbol{e}_{3},  \tag{20}\\
\vec{n} & =\cos \gamma \vec{v}+\sin \gamma N^{\mathscr{W}} \\
& =\cos (\overline{\bar{\phi}}-\gamma) \boldsymbol{e}_{1}+\sin (\overline{\bar{\phi}}-\gamma) \boldsymbol{e}_{3}, \\
N^{\Lambda} & =(\vec{n})^{\perp} \\
& =-\sin (\overline{\bar{\phi}}-\gamma) \boldsymbol{e}_{1}+\cos (\overline{\bar{\phi}}-\gamma) \boldsymbol{e}_{3} .
\end{align*}
$$

Taking first a horizontal motion of the floating sphere, so that $\dot{w}=\boldsymbol{e}_{1}$, we find

$$
\left.\boldsymbol{e}_{1} \cdot \vec{n}\right|_{\partial W_{m}}=\cos (\overline{\bar{\phi}}-\gamma)-\cos (\bar{\phi}-\gamma)=-2 \sin B \sin (A-\gamma),
$$

where $A=\frac{1}{2}(\overline{\bar{\phi}}+\bar{\phi}), B=\frac{1}{2}(\overline{\bar{\phi}}-\bar{\phi})$,

$$
\begin{aligned}
\int_{W_{m}}(\kappa z-\lambda) \boldsymbol{e}_{1} \cdot N^{W} & =a(\kappa d-\lambda)(\cos \overline{\bar{\phi}}-\cos \bar{\phi})+\frac{1}{2} \kappa a^{2}\left(\cos ^{2} \overline{\bar{\phi}}-\cos ^{2} \bar{\phi}\right) \\
& =-2 a \sin B \sin A(\kappa d-\lambda+\kappa a \cos A \cos B),
\end{aligned}
$$

and

$$
\int_{\partial \Sigma_{m}}\left(\kappa \frac{\rho}{\rho_{l}} z-\lambda\right) \boldsymbol{e}_{1} \cdot N^{m}=0 .
$$

Since each of these terms has a factor $\sin B$, we see from condition (18), that one possibility is $\sin B=0$. If this holds, it can readily be determined that $\overline{\bar{\phi}}=\bar{\phi}$.

Once this occurs, then since the left and right interfaces must start from the same height and with the same inclination angle, we have a proof that the axis of the floating cylinder must lie on the midplane between the vertical walls. This is the conclusion we would like to make. The other alternative is that

$$
\sin (A-\gamma)+a \sin A(\kappa d-\lambda+\kappa a \cos A \cos B)=0,
$$

which we rewrite as

$$
\begin{equation*}
(\cos \gamma+a(\kappa d-\lambda)) \sin A+\frac{1}{2} \kappa a^{2} \sin (2 A) \cos B-\sin \gamma \cos A=0 . \tag{21}
\end{equation*}
$$

Leaving this open as a possibility for the moment, we turn to an independent vertical translation of $\Sigma_{m}$ with $\dot{w}=\boldsymbol{e}_{3}$. In this case

$$
\left.\boldsymbol{e}_{3} \cdot \vec{n}\right|_{\partial W_{m}}=\sin (\overline{\bar{\phi}}-\gamma)+\sin (\bar{\phi}-\gamma)=2 \cos B \sin (A-\gamma) ;
$$

moreover

$$
\begin{aligned}
& \int_{W_{m}}(\kappa z-\lambda) \boldsymbol{e}_{3} \cdot N^{\mathscr{W}} \\
& \quad=a(\kappa d-\lambda)(\sin \overline{\bar{\phi}}+\sin \bar{\phi})+\frac{1}{4} \kappa a^{2}(\sin (2 \overline{\bar{\phi}})+\sin (2 \bar{\phi}))+\frac{1}{2} \kappa a^{2}(\overline{\bar{\phi}}+\bar{\phi})-\kappa a^{2} \pi \\
& =2 a \cos B \sin A(\kappa d-\lambda)+\frac{1}{2} \kappa a^{2} \sin (2 A) \cos (2 B)+\frac{1}{2} \kappa a^{2}(\overline{\bar{\phi}}+\bar{\phi})-\kappa a^{2} \pi
\end{aligned}
$$

and

$$
\int_{\partial \Sigma_{m}} \kappa \frac{\rho}{\rho_{l}} z \boldsymbol{e}_{3} \cdot N^{m}=\kappa a^{2} \pi \frac{\rho}{\rho_{l}} .
$$

Combining these terms to form the expression in (18), we arrive at a second necessary condition,

$$
\begin{align*}
(\cos \gamma & +a(\kappa d-\lambda)) \sin A \cos B-\sin \gamma \cos A \cos B  \tag{22}\\
& +\frac{1}{2} \kappa a^{2} \sin A \cos A\left(1-2 \sin ^{2} B\right)+\frac{1}{4} \kappa a^{2}(\overline{\bar{\phi}}+\bar{\phi})=\frac{\kappa a^{2} \pi}{2}\left(1-\frac{\rho}{\rho_{l}}\right)
\end{align*}
$$

Multiplying the equation in (21) by $\cos B$ and subtracting the result from (22) and simplifying, we obtain the surprising condition

$$
\begin{equation*}
\overline{\bar{\phi}}+\bar{\phi}-\sin (\overline{\bar{\phi}}+\bar{\phi})=2 \pi\left(1-\frac{\rho}{\rho_{l}}\right) \tag{23}
\end{equation*}
$$

This is surprising because it says that if the log floats anywhere but in the middle between the vertical walls of the trough, then the wetted region must match the wetted region predicted by (19) of Theorem 6, which is based on Archimedes' assumptions, including that of a flat interface. In particular, the portion that is wetted is independent of all parameters except the density fraction! We view this scenario as highly unlikely. The fact that we cannot rule out this possibility leads to the following curious result.

Theorem 7. In the two-dimensional floating log problem, either the axis of the log lies in the vertical midplane determined by the sides of the vessel, or the wetted/nonwetted region is determined by the generalized version of Archimedes' condition given in (23).

At this point, we proceed as in the three-dimensional case by assuming symmetry of the interface with respect to the midplane. When $\overline{\bar{\phi}}=\bar{\phi}$, condition (22) associated with the vertical translation is still nonvacuous and becomes

$$
F(\bar{\phi})=2 \bar{\phi}+\sin (2 \bar{\phi})+\frac{4}{\kappa a^{2}} \sin (\bar{\phi}-\gamma)+\frac{4}{\kappa a}(\kappa d-\lambda) \sin \bar{\phi}=2 \pi\left(1-\frac{\rho}{\rho_{l}}\right)
$$

Again following the three-dimensional case, we let

$$
\bar{k}=\kappa(d+a \cos \bar{\phi})-\lambda
$$

denote the curvature of the interface at the contact line on the object. Substitution yields

Theorem 8. A log that floats in a centrally symmetric position under the effects of surface tension and adhesion must float at a level determined by the azimuthal angle $\bar{\phi}$ satisfying

$$
\begin{equation*}
2 \bar{\phi}-\sin (2 \bar{\phi})+\frac{4}{\kappa a^{2}} \sin (\bar{\phi}-\gamma)+\frac{4 \bar{k}}{\kappa a} \sin \bar{\phi}=2 \pi\left(1-\frac{\rho}{\rho_{l}}\right) \tag{24}
\end{equation*}
$$

where $\bar{k}$ is the curvature of the interface at the contact line, and $\gamma$ is the contact angle of the interface with the floating log.

We emphasize that $\bar{k}$ is assumed to be given and constant. The behavior of the function

$$
F(\bar{\phi})=2 \bar{\phi}-\sin (2 \bar{\phi})+\frac{4}{\kappa a^{2}} \sin (\bar{\phi}-\gamma)+\frac{4 \bar{k}}{\kappa a} \sin \bar{\phi}
$$

is somewhat different than that in the three-dimensional case; see Figure 7. One sees first of all that

$$
F(0)=-\frac{4}{\kappa a^{2}} \sin \gamma<0 \quad \text { and } \quad F(\pi)=2 \pi+\frac{4}{\kappa a^{2}} \sin \gamma>2 \pi
$$

Thus, the endpoint values do not coincide with the extremes of the expression on the right in (24) associated with $\rho=0$ and $\rho=\rho_{l}$. Nevertheless, the interval between 0 and $2 \pi$ is clearly covered by the values of $F(\bar{\phi})$ and, in fact, each value is taken exactly once. To see this we compute

$$
\frac{F^{\prime}(\bar{\phi})}{2}=1-\cos (2 \bar{\phi})+\frac{2}{\kappa a^{2}} \cos (\bar{\phi}-\gamma)+\frac{2 \bar{k}}{\kappa a} \cos \bar{\phi}
$$



Figure 7. The azimuthal angles determined by Theorems 6 (top left) and 8 (top right); plotted together on the bottom.
and observe first that

$$
\frac{F^{\prime}(0)}{2}=\frac{2}{\kappa a^{2}} \cos (\gamma)+\frac{2 \bar{k}}{\kappa a}=-\frac{F^{\prime}(\pi)}{2} .
$$

It follows that $F^{\prime}$ is nonpositive at one of the endpoints and has the opposite sign at the other. Using this, reasoning similar to that found in Section 3 shows $F^{\prime}$ can have at most one zero on $[0, \pi]$.

Thus, some salient features of Theorem 2 hold also in this lower-dimensional case. For fixed $\bar{k}$ and $\gamma$, if $\rho \leq \rho_{l}$, there is a unique height at which the disk/log can float; there is an interval $\rho_{l}<\rho<\rho_{\max }$ on which there is at least one (and sometimes two) possible heights at which floating can occur. One expects that if two azimuthal angles are determined by (24), the larger is the physically relevant one.

## 5. Global solutions numerically computed

We have obtained global configurations of floating numerically for the problems considered above both in two and three dimensions. The stability and uniqueness of most of these configurations is not presently known.

In Figures 1 and 2 we give representative global configurations which have been obtained and a list of the relevant parameters.






|  | $\rho / \rho_{l}$ | $\gamma$ | $\gamma_{\text {out }}$ | $d$ | $\lambda$ | $\bar{\phi}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| (1) Lightest | 0.0 | $\pi / 2$ | $\pi / 2$ | 1.8850 | 1.0860 | 1.9284 |
| (2) Heavy | 1.0 | $\pi / 2$ | $\pi / 2$ | 2.6504 | 3.4494 | 1.2132 |
| (3) Flat | 0.5 | $\pi / 2$ | $\pi / 2$ | 1.6427 | 1.6427 | 1.5708 |
| (4) Denser | 1.6 | $\pi / 2$ | $\pi / 2$ | 1.9934 | 3.9663 | 0.4973 |
| (5) Unstable (?) | 0.5 | $\pi / 4$ | $\pi / 4$ | 2.3777 | 2.7878 | 0.7328 |
| (6) Stable (?) | 0.5 | $\pi / 4$ | $3 \pi / 4$ | 2.7382 | 3.4704 | 1.0150 |

Table 1. Two-dimensional case (floating logs). Parameters for each configuration on the top, from left to right. In all cases $a=1$, $\kappa=1, R=2$, and the cross-sectional area of liquid is 10 .


|  | $\rho / \rho_{l}$ | $\gamma$ | $\gamma_{\text {out }}$ | $d$ | $\lambda$ | $\bar{\phi}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| (1) Lightest | 0.0 | $\pi / 2$ | $\pi / 2$ | 2.1174 | 1.8486 | 1.7086 |
| (2) Heavy | 1.0 | $\pi / 2$ | $\pi / 2$ | 1.8689 | 2.1377 | 1.4330 |
| (3) Flat | 0.5 | $\pi / 2$ | $\pi / 2$ | 1.9902 | 1.9902 | 1.5708 |
| (4) Denser | 2.1 | $\pi / 2$ | $\pi / 2$ | 1.4293 | 2.5321 | 0.9293 |
| (5) Unstable (?) | 0.5 | $\pi / 4$ | $\pi / 4$ | 1.3646 | 1.4679 | 0.7790 |
| (6) Stable (?) | 0.5 | $\pi / 4$ | $3 \pi / 4$ | 2.0192 | 2.6403 | 1.2570 |

Table 2. Three-dimensional case (floating balls). Parameters for each configuration on the top, from left to right. In all cases $a=1$, $\kappa=1, R=2$, and the volume of liquid is 25 .

## 6. Existence and uniqueness

A referee has requested that we provide an existence and uniqueness result for some floating configurations at least superficially like those to which our main result applies. As the referee suggests, we provide in this section an existence result for a ball floating symmetrically in an infinite three-dimensional bath. We also prove
that uniqueness does not hold in that case in general, and provide some remarks suggesting that uniqueness does not hold in the problem we consider either.

This problem has been considered in [Keller 1998; Vella and Mahadevan 2005] though not from a fundamentally variational point of view and with existence (and presumably some statement of uniqueness) assumed. Various aspects of the problem make it fundamentally simpler than the physical problem of floating in a finite container and, as we shall see, we can say much more in this case.

Analogues of the results below are shown numerically in the lower-dimensional case of Bhatnagar and Finn's problem [2006]. Also, a partial existence result is given in [Finn 2011] in the two-dimensional case and in [Finn and Vogel 2009] in the three-dimensional case. The methods below may be adapted to give versions of our results in this section for the two-dimensional problem.

As is customary for this kind of problem, we assume a prescribed zero level to which our symmetric interface, satisfying the first four requirements of the boundary value problem (14), is asymptotic. The requirement that the interface be asymptotic (to first order) to the zero level plane necessitates the additional conditions

$$
\lim _{r \rightarrow \infty} u=\lim _{r \rightarrow \infty} \psi=0
$$

These conditions along with the third equation in (14) imply that the constant $\lambda$ is zero. In order to show existence, we must obtain a solution to this system which satisfies the additional requirement of Theorem 2. We stress that our application of Theorem 2 to this situation in which the energies we considered in the proof are infinite is somewhat formal, though under a suitable modification of the energies, it is fairly clear that condition (4) is the correct equilibrium condition for floating in this situation as well. With the aforementioned modifications, our problem becomes one of finding a height $d$ for the center of the sphere of radius $a$, an azimuthal angle $\bar{\phi}$, and a meridian ( $r, u$ ) with inclination angle $\psi$ such that

$$
\left\{\begin{array}{l}
\dot{r}=\cos \psi,  \tag{25}\\
\dot{u}=\sin \psi, \\
\dot{\psi}=\kappa u-\sin \psi / r, \\
\psi=\gamma-\bar{\phi} \text { and } u=d+a \cos \bar{\phi} \quad \text { when } r=r(0)=a \sin \bar{\phi}, \\
\lim _{r \rightarrow \infty} u=\lim _{r \rightarrow \infty} \psi=0,
\end{array}\right.
$$

and

$$
\begin{equation*}
\cos ^{3} \bar{\phi}-3 \cos \bar{\phi}+\frac{6}{\kappa a}\left(\bar{H}+\frac{\cos \gamma}{a}\right) \sin ^{2} \bar{\phi}-\frac{3 \sin \gamma}{\kappa a^{2}} \sin (2 \bar{\phi})=2\left(1-\frac{2 \rho}{\rho_{l}}\right), \tag{26}
\end{equation*}
$$

where $\bar{H}=\kappa(d+a \cos \bar{\phi}) / 2$.

It has been shown by Elcrat, Neel, and Siegel [Elcrat et al. 2004b] that given any $\bar{r}=a \sin \bar{\phi}>0$ and any inclination angle $\bar{\psi}=\gamma-\bar{\phi}$, there is a unique solution ( $r, u$ ) of the system (25) except for the condition $u=d+a \cos \bar{\phi}$ on the contact line. Since $d$ has not been specified, we can obviously take the sphere of center height $d=u(0)-a \cos \bar{\phi}$ to get this condition as well. In this way, everything becomes a function of $\bar{\phi}$, and we have only to find $\bar{\phi}$ satisfying the following simplified version of (26):

$$
\begin{equation*}
\cos ^{3} \bar{\phi}-3 \cos \bar{\phi}+\frac{3}{a}\left(u(0)+\frac{2 \cos \gamma}{\kappa a}\right) \sin ^{2} \bar{\phi}-\frac{3 \sin \gamma}{\kappa a^{2}} \sin (2 \bar{\phi})=2\left(1-\frac{2 \rho}{\rho_{l}}\right) . \tag{27}
\end{equation*}
$$

Unfortunately, the dependence of $u(0)=u(0 ; \bar{\phi})$ on $\bar{\phi}$ is not explicit and not well understood. This fact prevents us from giving a full analysis of the solutions of (27). Nevertheless, we can set

$$
G(\bar{\phi})=\cos ^{3} \bar{\phi}-3 \cos \bar{\phi}+\frac{3}{a}\left(u(0)+\frac{2 \cos \gamma}{\kappa a}\right) \sin ^{2} \bar{\phi}-\frac{3 \sin \gamma}{\kappa a^{2}} \sin (2 \bar{\phi}),
$$

which is a well defined smooth function of $\bar{\phi}$.
When $\bar{\phi}$ tends to zero (a sinking ball), we have that $r=a \sin \bar{\phi}$ tends to zero and necessarily $u(0 ; \bar{\phi})$ tends to zero as well. Thus,

$$
\lim _{\bar{\phi} \rightarrow 0} G(\bar{\phi})=-2 .
$$

Similarly,

$$
\lim _{\bar{\phi} \rightarrow \pi} G(\bar{\phi})=2
$$

We draw attention to the fact that these values are shared by the function $F$ considered in Section 3. In fact, we can numerically graph the function $G$ for specific choices of $\kappa$ and $\gamma$ to see that $G$ shares the qualitative properties of the function $F$ analyzed in Section 3, initially decreasing to a unique minimum, then increasing to a unique maximum greater than 2 , and decreasing on the remainder of the interval; see Figure 8. We expect that these qualitative features are always shared, but we are unable to prove that.

We are able to compute the following:

$$
\lim _{\bar{\phi} \rightarrow 0, \pi} G^{\prime}(\bar{\phi})=-\frac{6 \sin \gamma}{\kappa a^{2}}
$$

This means that $G$ is always decreasing at $\bar{\phi}=0$ and $\bar{\phi}=\pi$. By continuity we obviously have enough to obtain existence for any density $\rho$ between zero and the density of the liquid $\rho_{l}$. The last computation also gives existence for some range of densities greater than $\rho_{l}$ and some "negative densities" as described in the discussion of the main result in Section 1. We have shown the following:


Figure 8. Numerical plot of the function $G$ for $a=1, \kappa=1$ and $\gamma=\pi / 2$.

Theorem 9. There are positive numbers $\epsilon$ and $\delta$ depending on the capillarity constant $\kappa$, the radius of the sphere $a$, the contact angle $\gamma$, and the density of the liquid $\rho_{l}$, such that the floating ball problem for an infinite bath has a well defined equilibrium configuration (satisfying the flux condition obtained in this paper) for each density $\rho$ with $-\epsilon<\rho<\rho_{l}+\delta$.

It follows also that there is some $\bar{\phi}=\bar{\phi}_{\min }$ where $G$ takes a minimum value $m<-2$. If we take a density $\rho$ with

$$
\rho_{l}<\rho<\rho_{l}(1-m / 2),
$$

then we see there are at least two values $\bar{\phi}_{1}$ and $\bar{\phi}_{2}$ with $\bar{\phi}_{1}<\bar{\phi}_{\text {min }}<\bar{\phi}_{2}$ which correspond to distinct equilibrium configurations for different heights $d$ of the ball.

Theorem 10. The problem of a floating ball in an infinite bath with capillarity taken into account and $\gamma \in(0, \pi)$ does not have a unique equilibrium solution in general. More precisely, there is an interval $\left(\rho_{m}, \rho_{M}\right) \supset \supset\left(0, \rho_{l}\right)$ and for any density $\rho$ in $\left(\rho_{m}, \rho_{M}\right) \backslash\left(0, \rho_{l}\right)$, there exist at least two equilibria.

If we calculate a modified energy for the specific choices of parameters considered above in Figure 8 and the two distinct equilibria shown in Figure 9, we find that the one of smaller azimuthal angle and lower height $d$ has greater energy. This strongly suggests that when a heavy ball is floating, the energy increases to a maximum (at another equilibrium) as the ball is pushed down. After the ball is pushed below the second equilibrium height (maximum energy), it will sink. These qualitative observations are consistent with experiments.


Figure 9. Distinct equilibria showing nonuniqueness for $\rho=$ $3 / 2>\rho_{l}=1, a=1, \kappa=1$ and $\gamma=\pi / 2$.

Comparison to the graphs shown in Figure 7, suggests that the same situation holds in finite containers. It should be noted, however, that Figure 7 does not show this is the case, because $\bar{H}$ is considered constant there, and the value of $\bar{H}$ will undoubtedly be different in the two distinct equilibrium configurations.
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# GENERALIZED EIGENVALUE PROBLEMS OF NONHOMOGENEOUS ELLIPTIC OPERATORS AND THEIR APPLICATION 

Dumitru Motreanu and Mieko Tanaka


#### Abstract

We consider the equation $-\operatorname{div}(a(x,|\nabla u|) \nabla u)=\lambda|u|^{p-2} u$ (whose special case $a(x, t)=t^{p-2}$ is the $p$-Laplace equation) on a bounded domain $\Omega \subset \mathbb{R}^{N}$ with $C^{2}$ boundary, with null boundary condition. We prove that there are $\lambda \in \mathbb{R}$ for which the equation has a nontrivial solution. As an application, by variational methods, we present the existence of a positive solution to $-\operatorname{div}(a(x,|\nabla u|) \nabla u)=f(x, u)$ in $\Omega$, where $f$ is asymptotically $(p-1)$ linear near zero and $\infty$, considering the nonresonant, resonant, and doubly resonant cases. We show that, generally, the spectrum of the operator $-\operatorname{div}(a(x,|\nabla u|) \nabla u)$ on $W_{0}^{1, p}(\Omega)$ is not discrete.


## 1. Introduction

Let $1<p<\infty$ and let $\Omega \subset \mathbb{R}^{N}$ be a bounded domain with $C^{2}$ boundary $\partial \Omega$. We are interested in values of $\lambda \in \mathbb{R}$ such that a nontrivial solution exists to the equation

$$
\begin{cases}-\operatorname{div} A(x, \nabla u)=\lambda|u|^{p-2} u & \text { in } \Omega \\ u=0 & \text { on } \partial \Omega\end{cases}
$$

such a $\lambda$ is called an eigenvalue for $A$. Here $A: \bar{\Omega} \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ is a map that is strictly monotone in the second variable and satisfies the regularity conditions in Assumption A below.

The $p$-Laplace equation is the special case of $(\mathrm{EV} ; \lambda)$ with $A(x, y)=|y|^{p-2} y$, and in this case the eigenvalues for $A$ are the usual eigenvalues of the $p$-Laplacian. However, we do not suppose that $A$ is ( $p-1$ )-homogeneous in the second variable. Instead, these are the assumptions we make on the map $A$ :
Assumption A. $A(x, y)=a(x,|y|) y$, where $a(x, t)>0$ for all $x \in \bar{\Omega}$ and all $t \in(0,+\infty)$; furthermore:
(i) $A \in C^{0}\left(\bar{\Omega} \times \mathbb{R}^{N}, \mathbb{R}^{N}\right) \cap C^{1}\left(\bar{\Omega} \times\left(\mathbb{R}^{N} \backslash\{0\}\right), \mathbb{R}^{N}\right)$.
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(ii) There exists $C_{1}>0$ such that

$$
\left|D_{y} A(x, y)\right| \leq C_{1}|y|^{p-2} \quad \text { for every } x \in \bar{\Omega} \text { and } y \in \mathbb{R}^{N} \backslash\{0\} .
$$

(iii) There exists $C_{0}>0$ such that

$$
D_{y} A(x, y) \xi \cdot \xi \geq C_{0}|y|^{p-2}|\xi|^{2} \quad \text { for every } x \in \bar{\Omega}, y \in \mathbb{R}^{N} \backslash\{0\} \text { and } \xi \in \mathbb{R}^{N} ;
$$

(iv) there exists $C_{2}>0$ such that

$$
\left|D_{x} A(x, y)\right| \leq C_{2}\left(1+|y|^{p-1}\right) \quad \text { for every } x \in \bar{\Omega} \text { and } y \in \mathbb{R}^{N} \backslash\{0\} .
$$

(v) There exist $C_{3}>0$ and a positive $t_{0} \leq 1$ such that

$$
\left|D_{x} A(x, y)\right| \leq C_{3}|y|^{p-1}(-\log |y|)
$$

for every $x \in \bar{\Omega}, y \in \mathbb{R}^{N}$ with $0<|y|<t_{0}$.
From now on, we assume that $C_{0} \leq p-1 \leq C_{1}$ which leads to no loss of generality, as can be seen from Assumption A(ii)-(iii).

A similar hypothesis to Assumption A is considered in the study of quasilinear elliptic problems; see [Motreanu and Papageorgiou 2011, Example 2.2; Damascelli 1998; Motreanu et al. 2011; Miyajima et al. 2012; Tanaka 2012a]. We also refer to [García-Huidobro et al. 1995; Kim 2009; Kim and Kim 2010; Fukagai and Narukawa 2007; Prado and Ubilla 1998; Robinson 2004] for generalized $p$-Laplace operators. In particular, when $A(x, y)=|y|^{p-2} y$ - that is, when $\operatorname{div} A(x, \nabla u)$ is the usual $p$-Laplacian $\Delta_{p} u$-we can take $C_{0}=C_{1}=p-1$ in Assumption A. Conversely, if $C_{0}=C_{1}=p-1$ in Assumption A, the inequalities in Remark 1(ii)-(iii) below show that $a(x, t)=|t|^{p-2}$, whence $A(x, y)=|y|^{p-2} y$. In the $p$-Laplace case, the first eigenvalue $\lambda_{1}$ is obtained by the Rayleigh quotient: $\lambda_{1}=\inf \left\{\int_{\Omega}|\nabla u|^{p} d x /\|u\|_{p}^{p}: u \neq 0\right\}$. But since our operator is nonhomogeneous, $\inf \{\lambda \in \mathbb{R}: \lambda$ is an eigenvalue of $A\}$ is in general not obtained by such a Rayleigh quotient corresponding to $A$. In Section 3, since the Rayleigh quotient plays an important role, we study its behavior as $\|u\|_{p} \rightarrow 0$ or $\|u\|_{p} \rightarrow \infty$ under an additional condition describing an asymptotic ( $p-1$ )-homogeneity. For example, we can consider

$$
\operatorname{div} A(x, \nabla u)=\operatorname{div}\left(\left(a_{0}(x)|\nabla u|^{p-2}+a_{\infty}(x)|\nabla u|^{q-2}\right)\left(1+|\nabla u|^{q}\right)^{(p-q) / q} \nabla u\right)
$$

for $1<p \leq q<\infty, a_{0}, a_{\infty} \in C^{1}(\bar{\Omega})$ with $\min _{\bar{\Omega}} a_{0}>0$ and $\min _{\bar{\Omega}} a_{\infty}>0$. This satisfies

$$
\begin{aligned}
A(x, y)-a_{0}(x)|y|^{p-2} y & =o\left(|y|^{p-1}\right) & & \text { as }|y| \\
A(x, y)-a_{\infty}(x)|y|^{p-2} y & =o\left(|y|^{p-1}\right) & & \text { as }|y|
\end{aligned} \rightarrow \infty .
$$

Under these these conditions (see (AH0) and (AH) in Section 3), we shall prove
that

$$
\min \left\{\int_{\Omega} \int_{0}^{|\nabla u(x)|} \frac{a(x, t) t}{r^{p}} d t d x:\|u\|_{p}=r\right\}
$$

approaches $\lambda_{1}\left(a_{0}\right) / p$ as $r \rightarrow+0$ and $\lambda_{1}\left(a_{\infty}\right) / p$ as $r \rightarrow+\infty$; here

$$
\begin{aligned}
\lambda_{1}\left(a_{0}\right) & =\min \left\{\int_{\Omega} a_{0}(x)|\nabla u|^{p} d x:\|u\|_{p}=1\right\}, \\
\lambda_{1}\left(a_{\infty}\right) & =\min \left\{\int_{\Omega} a_{\infty}(x)|\nabla u|^{p} d x:\|u\|_{p}=1\right\} .
\end{aligned}
$$

Concerning the eigenvalue problem for a nonhomogeneous operator, we can refer to [Robinson 2004; Tanaka 2012b] under the Neumann boundary condition.

In Section 4, as an application of Section 3, we present the existence of a positive solution for the quasilinear elliptic equation

$$
\begin{cases}-\operatorname{div} A(x, \nabla u)=f(x, u) & \text { in } \Omega  \tag{P}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

where $f$ satisfies the following assumption.
Assumption $(\boldsymbol{f}) . f$ is a Carathéodory function on $\Omega \times \mathbb{R}$ with $f(x, 0)=0$ for a.e. $x \in \Omega, f$ is bounded on bounded sets and $f$ is asymptotically $(p-1)$-linear near +0 and $+\infty$ in the following sense:

$$
\begin{equation*}
\lim _{u \rightarrow+0} \frac{f(x, u)}{u^{p-1}}=\alpha_{0} \quad \text { uniformly in a.e. } x \in \Omega \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
\lim _{u \rightarrow+\infty} \frac{f(x, u)}{u^{p-1}}=\alpha \quad \text { uniformly in a.e. } x \in \Omega \tag{ii}
\end{equation*}
$$

for some constants $\alpha_{0}$ and $\alpha$.
Regarding the existence of a positive solution under the Dirichlet boundary condition, we can refer to [Fukagai and Narukawa 2007; Prado and Ubilla 1998] for nonhomogeneous operators. However, we can not apply these results to our nonlinear term which is only asymptotically ( $p-1$ )-linear near +0 and $+\infty$, and furthermore with possibly different weights. In [García-Huidobro et al. 1995], it is proved the existence of a positive radial solution for nonhomogeneous operators.

For the $p$-Laplace equation, it is well known that if $\left(\alpha-\lambda_{1}\right)\left(\alpha_{0}-\lambda_{1}\right)<0$ (where $\lambda_{1}$ denotes the first eigenvalue of $-\Delta_{p}$ under a Dirichlet boundary condition),

$$
-\Delta_{p} u=f(x, u) \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega
$$

has a positive solution (see [Dancer and Perera 2001]). One of our main purposes is to extend this existence result from the $p$-Laplace equation to the corresponding problem involving our nonhomogeneous operator $A$. This is done in Theorem 25. We mention that in the special case of $A(x, y)=A(y)$, the result in [Kyritsi
et al. 2010] provides the existence of a positive solution if $\alpha<\lambda_{1} C_{0} /(p-1)$ and $\lambda_{1} C_{1} /(p-1)<\alpha_{0}$ hold (note that we can apply this result only to the case where $\left.\alpha<\alpha_{0}\right)$. We emphasize that, for our general operator, the case $\lambda_{1}\left(a_{0}\right) \neq \lambda_{1}\left(a_{1}\right)$ can occur. Note that in such a situation, contrary to the $p$-Laplacian case, we can still apply our theorem when $\alpha_{0}=\alpha$ provided this number is between $\lambda_{1}\left(a_{0}\right)$ and $\lambda_{1}\left(a_{1}\right)$. The known result for the $p$-Laplacian case is obtained from our theorem simply by setting $a_{0} \equiv 1$ and $a_{\infty} \equiv 1$.

In particular, our theorem implies that if $\lambda_{1}\left(a_{0}\right) \neq \lambda_{1}\left(a_{\infty}\right)$, then every $\lambda$ between $\lambda_{1}\left(a_{0}\right)$ and $\lambda_{1}\left(a_{\infty}\right)$ is an eigenvalue of $A$ (see Corollary 26) and has a positive eigenfunction. This shows that, generally, the spectrum of the operator $-\operatorname{div} A(x, \nabla \cdot)$ on $W_{0}^{1, p}(\Omega)$ is not discrete.

In the final part of the paper, we treat the one side resonant and doubly resonant cases under additional conditions on $f$. For the $p$-Laplace equation, we refer to [Tanaka 2009] for the resonant and doubly resonant cases. Our Theorem 31 provides the existence of a positive solution in all cases of resonance for problem (P) with a nonhomogeneous operator in the principal part.

## 2. The properties of the map $A$

In what follows, the norm on $W_{0}^{1, p}(\Omega)$ is given by

$$
\|u\|^{p}:=\|\nabla u\|_{p}^{p},
$$

where $\|u\|_{q}$ denotes the usual norm of $L^{q}(\Omega)$ for $u \in L^{q}(\Omega)(1 \leq q \leq \infty)$. Setting

$$
\begin{equation*}
G(x, y):=\int_{0}^{|y|} a(x, t) t d t \tag{1}
\end{equation*}
$$

we can easily see that

$$
\nabla_{y} G(x, y)=A(x, y) \quad \text { and } \quad G(x, 0)=0
$$

for every $x \in \bar{\Omega}$; see [Motreanu et al. 2011] for details.
Remark 1. The following assertions hold under Assumption A:
(i) For all $x \in \bar{\Omega}, A(x, y)$ is maximal monotone and strictly monotone in $y$.
(ii) $|A(x, y)| \leq \frac{C_{1}}{p-1}|y|^{p-1}$ for every $(x, y) \in \bar{\Omega} \times \mathbb{R}^{N}$.
(iii) $A(x, y) y \geq \frac{C_{0}}{p-1}|y|^{p}$ for every $(x, y) \in \bar{\Omega} \times \mathbb{R}^{N}$.
(iv) $G(x, y)$ is strictly convex in $y$ for all $x$ and satisfies the inequalities

$$
\begin{align*}
& \qquad A(x, y) y \geq G(x, y) \geq \frac{C_{0}}{p(p-1)}|y|^{p} \quad \text { and } \quad G(x, y) \leq \frac{C_{1}}{p(p-1)}|y|^{p}  \tag{2}\\
& \text { for every }(x, y) \in \bar{\Omega} \times \mathbb{R}^{N} .
\end{align*}
$$

The following result is important for the proof of the Palais-Smale condition for the functionals related to our problem.
Proposition 2 [Motreanu et al. 2011, Proposition 1]. Let $V: W_{0}^{1, p}(\Omega) \rightarrow W_{0}^{1, p}(\Omega)^{*}$ be the map defined by

$$
\langle V(u), v\rangle=\int_{\Omega} A(x, \nabla u) \nabla v d x
$$

for $u, v \in W_{0}^{1, p}(\Omega)$. Then any sequence $\left\{u_{m}\right\}$ that converges weakly to $u$ and satisfies $\lim \sup _{m \rightarrow \infty}\left\langle V\left(u_{m}\right), u_{m}-u\right\rangle \leq 0$ also converges strongly to $u$.
Remark 3. (i) If $u \in W_{0}^{1, p}(\Omega)$ is a solution of $(\mathrm{P})$, then $u \in C^{1, \alpha}(\bar{\Omega})$ for some $0<\alpha<1$.
(ii) If $u \in W_{0}^{1, p}(\Omega)$ is a nontrivial solution of $(\mathrm{P})$ such that $u \geq 0$, then $u>0$ in $\Omega$ and $\partial u / \partial v<0$ on $\partial \Omega$, where $v$ denotes the outward unit normal vector on $\partial \Omega$.
Sketch of proof. (i) Let $u \in W_{0}^{1, p}(\Omega)$ be a solution of (P). Then, because $u \in L^{\infty}(\Omega)$ as shown by using the Moser iteration process (cf. [Miyajima et al. 2012, Appendix]), we see that $u \in C^{1, \alpha}(\bar{\Omega})(0<\alpha<1)$ by the regularity result in [Lieberman 1988].
(ii) Let $u \in W_{0}^{1, p}(\Omega)$ be a solution of (P) satisfying $u \geq 0$ and $u \not \equiv 0$. Then, by Assumption $(f)$, we obtain a constant $\lambda>0$ satisfying

$$
-\operatorname{div} A(x, \nabla u)+\lambda u^{p-1} \geq 0 \quad \text { in } \Omega
$$

Noting that $u \in C^{1, \alpha}(\bar{\Omega})(0<\alpha<1)$ by (i), we have $u(x)>0$ for every $x \in \Omega$ by [Miyajima et al. 2012, Appendix, Theorem B]. In addition, using the strong maximum principle [ibid., Appendix, Theorem A], we easily see that $\partial u(x) / \partial v<0$ for every $x \in \partial \Omega$.

Proposition 4. Let $f_{n}: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ be a Carathéodory function satisfying

$$
\left|f_{n}(x, t)\right| \leq D\left(1+|t|^{r-1}\right) \quad \text { for every } x \in \Omega, t \in \mathbb{R}
$$

with some positive constant $D$ independent of $n$ and $r \in\left[p, p^{*}\right)$, where $p^{*}=\infty$ if $N \leq p$ and $p^{*}=p N /(N-p)$ if $N>p$. Assume that $A_{n}: \Omega \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ is a map satisfying parts (i)-(iv) of Assumption $A$ with positive constants $C_{1}^{\prime}, C_{0}^{\prime}$, and $C_{2}^{\prime}$ independent of $n$. If $u_{n}$ is a solution for

$$
-\operatorname{div} A_{n}(x, \nabla u)=f_{n}(x, u) \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega
$$

and $\left\{u_{n}\right\}$ is bounded in $W_{0}^{1, p}(\Omega)$, then there exist a subsequence $\left\{u_{n_{l}}\right\}$ of $\left\{u_{n}\right\}$ and $u_{0} \in C_{0}^{1}(\bar{\Omega})$ such that $u_{n_{l}} \rightarrow u_{0}$ in $C_{0}^{1}(\bar{\Omega})$ as $l \rightarrow \infty$.
Proof. Since $\left\{u_{n}\right\}$ is bounded in $W_{0}^{1, p}(\Omega)$, we may assume that $u_{n}$ converges weakly to some $u_{0}$ in $W_{0}^{1, p}(\Omega)$ by choosing a subsequence. We can show that there exists a $C>0$ depending only on $|\Omega|, p, N, D, C_{0}^{\prime}, C_{1}^{\prime}$, and the embedding constant of
$W_{0}^{1, p}(\Omega)$ into $L^{\bar{p}^{*}}(\Omega)$ such that $\left\|u_{n}\right\|_{\infty} \leq C \max \left\{1,\left\|u_{n}\right\|^{\left(\bar{p}^{*}-p\right) /\left(\bar{p}^{*}-r\right)}\right\}$ by the Moser iteration process to [Miyajima et al. 2012, Theorem C], where $\bar{p}^{*}=p^{*}$ if $N>p$ and $\bar{p}^{*}>r$ is any constant if $N \leq p$. Since $D, C_{1}^{\prime}$, and $C_{0}^{\prime}$ are independent of $n$, $\left\|u_{n}\right\|_{\infty}$ is bounded. Therefore, the regularity result in [Lieberman 1988] guarantees that there exist $\gamma \in(0,1)$ and $M>0$ independent of $n$ such that $u_{n} \in C_{0}^{1, \gamma}(\bar{\Omega})$ and $\left\|u_{n}\right\|_{C_{0}^{1, \gamma}}(\bar{\Omega}) \leq M$ (where we use the fact that $C_{2}^{\prime}$ is independent of $n$ ). Since the inclusion of $C_{0}^{1, \gamma}(\bar{\Omega})$ to $C_{0}^{1}(\bar{\Omega})$ is compact, $u_{n}$ converges to $u_{0}$ in $C_{0}^{1}(\bar{\Omega})$ (note that $u_{n} \rightharpoonup u_{0}$ in $\left.W_{0}^{1, p}(\Omega)\right)$.

## 3. Eigenvalue problems

We introduce a function $J: W_{0}^{1, p}(\Omega) \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
J(u)=\int_{\Omega} G(x, \nabla u) d x \quad \text { for all } u \in W_{0}^{1, p}(\Omega) \tag{3}
\end{equation*}
$$

It is clear that $J$ is of class $C^{1}$. We also note that

$$
\begin{equation*}
r S:=\left\{u \in W_{0}^{1, p}(\Omega):\|u\|_{p}=r\right\} \quad \text { for } r>0 \tag{4}
\end{equation*}
$$

is a $C^{1}$ Finsler manifold (cf. [Deimling 1985, Sections 27.4 and 27.5]) because $r$ is a regular value of the function $u \mapsto\|u\|_{p}$ on $W_{0}^{1, p}(\Omega)$. Hence the norm of the derivative at $u \in(r S)$ of the restriction $\tilde{J}$ of $J$ to $r S$ is defined by

$$
\begin{aligned}
\left\|\tilde{J}^{\prime}(u)\right\|_{*} & :=\min \left\{\left\|J^{\prime}(u)-t \Phi^{\prime}(u)\right\|_{W_{0}^{1, p}(\Omega)^{*}}: t \in \mathbb{R}\right\} \\
& =\sup \left\{\left\langle J^{\prime}(u), v\right\rangle: v \in T_{u}(r S),\|v\|=1\right\},
\end{aligned}
$$

where $\Phi(u):=(1 / p)\|u\|_{p}^{p}$ and $T_{u}(r S)$ denotes the tangent space of $r S$ at $u$, that is, $T_{u}(r S)=\left\{v \in W_{0}^{1, p}(\Omega): \int_{\Omega}|u|^{p-2} u v d x=0\right\}$. It follows that the restriction $\tilde{J}=\left.J\right|_{(r S)}$ is a $C^{1}$-function on $r S$ in the sense of manifolds.

Proposition 5. For $r>0$, the infimum

$$
\begin{equation*}
\mu_{1}(A, r)=\inf _{u \in(r S)} \int_{\Omega} G(x, \nabla u) d x \tag{5}
\end{equation*}
$$

is attained at points $\pm \hat{u}_{r} \in(r S)$ with $\hat{u}_{r} \in C^{1, \alpha}(\bar{\Omega})$ and $\hat{u}_{r}>0$ in $\Omega$. Moreover, $\pm \hat{u}_{r}$ are solutions of $(\mathrm{EV} ; \lambda)$ with $\lambda=\lambda_{1}\left(A, \hat{u}_{r}\right) / r^{p}$, where

$$
\begin{equation*}
\lambda_{1}\left(A, \hat{u}_{r}\right)=\int_{\Omega} A\left(x, \nabla \hat{u}_{r}\right) \nabla \hat{u}_{r} d x \geq \frac{C_{0}}{p-1} \lambda_{1} r^{p} \tag{6}
\end{equation*}
$$

Proof. Let $\left\{u_{n}\right\} \subset(r S)$ be a minimizing sequence for (5). Using (2), it follows that $\left\{u_{n}\right\}$ is bounded in $W_{0}^{1, p}(\Omega)$, so along a relabeled subsequence we have $u_{n} \rightharpoonup u$ in $W_{0}^{1, p}(\Omega)$ and $u_{n} \rightarrow u$ in $L^{p}(\Omega)$ for some $u \in W_{0}^{1, p}(\Omega)$, thus $u \in(r S)$. Since
$G(x, \cdot)$ is convex and continuous for all $x \in \Omega, J$ is weakly lower semicontinuous on $W_{0}^{1, p}(\Omega)$ [Mawhin and Willem 1989, Theorem 1.2]. Therefore, we derive that

$$
\mu_{1}(A, r) \leq \int_{\Omega} G(x, \nabla u) d x \leq \liminf _{n \rightarrow \infty} \int_{\Omega} G\left(x, \nabla u_{n}\right) d x
$$

which yields

$$
\mu_{1}(A, r)=\int_{\Omega} G(x, \nabla u) d x
$$

The fact that the functional $J$ is even implies that $|u|$ is also a global minimizer of $\tilde{J}_{r}$. Consequently, we may assume that $u \geq 0$. On the other hand, the Lagrange multiplier rule leads to the existence of $t \in \mathbb{R}$ such that

$$
\begin{equation*}
\int_{\Omega} A(x, \nabla u) \nabla v d x=t \int_{\Omega} u^{p-1} v d x \quad \text { for all } v \in W_{0}^{1, p}(\Omega) \tag{7}
\end{equation*}
$$

Inserting $v=u$ in (7) entails

$$
\begin{equation*}
\operatorname{tr}^{p}=\int_{\Omega} A(x, \nabla u) \nabla u d x \geq \frac{C_{0}}{p-1}\|\nabla u\|_{p}^{p} \geq \frac{C_{0} \lambda_{1}}{p-1}\|u\|_{p}^{p}=\frac{C_{0} \lambda_{1}}{p-1} r^{p} \tag{8}
\end{equation*}
$$

Therefore, we have

$$
t=\frac{\lambda_{1}(A, u)}{r^{p}} \geq \frac{C_{0} \lambda_{1}}{p-1}
$$

From (7), it follows that $u$ is a solution of (EV; $\lambda$ ) with $\lambda=t=\lambda_{1}(A, u) / r^{p}$. According to Remark 3 with $f(x, u)=t|u|^{p-2} u$, it follows that $u \in C^{1, \alpha}(\bar{\Omega})$ $(0<\alpha<1)$ and $u>0$ in $\Omega$. Since $J$ is even and $\lambda_{1}(A, u)=\lambda_{1}(A,-u)$, we have that $J(-u)=J(u)=\mu_{1}(A, r)$ and $-u$ is a negative solution of $(\mathrm{EV} ; \lambda)$ with $\lambda=t=\lambda_{1}(A, u) / r^{p}$. The result is thus established with $\hat{u}_{r}=u$.

We define

$$
K_{1}(A, r):=\left\{u \in(r S): J(u)=\mu_{1}(A, r)\right\} .
$$

Then it follows from Proposition 5 that $K_{1}(A, r)$ is not empty for each $r>0$.
Because we do not know whether the minimizers of $\tilde{J}_{r}$ are only $\pm \hat{u}_{r}$, we introduce the following:

$$
\begin{aligned}
& \underline{\lambda}_{1}(A, r):=\inf \left\{\int_{\Omega} A(x, \nabla u) \nabla u d x: u \in K_{1}(A, r)\right\}, \\
& \bar{\lambda}_{1}(A, r):=\sup \left\{\int_{\Omega} A(x, \nabla u) \nabla u d x: u \in K_{1}(A, r)\right\} .
\end{aligned}
$$

Lemma 6. For every $r>0, \underline{\lambda}_{1}(A, r)$ and $\bar{\lambda}_{1}(A, r)$ are attained.
Proof. We only deal with $\underline{\lambda}_{1}(A, r)$ because $\bar{\lambda}_{1}(A, r)$ can be treated similarly. Fix any $r>0$. Let $u_{n} \in K_{1}(A, r)$ satisfy $\lambda_{1}\left(A, u_{n}\right) \rightarrow \underline{\lambda}_{1}(A, r)$ as $n \rightarrow \infty$. Then we
see that $\left\|\nabla u_{n}\right\|_{p}$ is bounded from the inequality

$$
\frac{C_{0}}{p(p-1)}\left\|\nabla u_{n}\right\|_{p}^{p} \leq \int_{\Omega} G\left(x, \nabla u_{n}\right) d x=\mu_{1}(A, r) \leq \int_{\Omega} G(x, \nabla w) d x
$$

for $w \in r S$, where we use the definition of $\mu_{1}(A, r)$ and (2). Recall that each $u_{n}$ is a solution of $(\mathrm{EV} ; \lambda)$ with $\lambda=\lambda_{1}\left(A, u_{n}\right) / r^{p}$. Moreover, we have

$$
\frac{C_{0}}{p-1} \lambda_{1} r^{p} \leq \lambda_{1}\left(A, u_{n}\right) \leq \frac{C_{1}}{p-1}\left\|\nabla u_{n}\right\|_{p}^{p}
$$

by Remark 1(ii) (see (6) for the first inequality), whence $\lambda_{1}\left(A, u_{n}\right) / r^{p}$ is bounded. As a result, due to Proposition 4, we may assume that there exists $u_{0} \in W_{0}^{1, p}(\Omega)$ such that $u_{n} \rightarrow u_{0}$ in $C_{0}^{1}(\bar{\Omega})$ by choosing a subsequence if necessary. Since $J$ and $\lambda_{1}(A, \cdot)$ are continuous in $W_{0}^{1, p}(\Omega)$, we see that $J\left(u_{0}\right)=\lim _{n \rightarrow \infty} J\left(u_{n}\right)=$ $\mu_{1}(A, r), u_{0} \in K_{1}(A, r)$, and $\lambda_{1}\left(A, u_{0}\right)=\lim _{n \rightarrow \infty} \lambda_{1}\left(A, u_{n}\right)=\underline{\lambda}_{1}(A, r)$. Thus, our conclusion holds.

## Define

$$
\lambda_{1}(A):=\inf _{u \neq 0} \int_{\Omega} \frac{A(x, \nabla u) \nabla u}{\|u\|_{p}^{p}} d x \quad \text { and } \quad \mu_{1}(A):=\inf _{u \neq 0} \int_{\Omega} \frac{G(x, \nabla u)}{\|u\|_{p}^{p}} d x .
$$

## Lemma 7.

$\frac{C_{0}}{p-1} \lambda_{1} \leq \lambda_{1}(A) \leq \min \left\{\inf _{r>0} \frac{\lambda_{1}(A, r)}{r^{p}}, \frac{C_{1}}{p-1} \lambda_{1}\right\} \quad$ and $\quad \mu_{1}(A)=\inf _{r>0} \frac{\mu_{1}(A, r)}{r^{p}}$.
Proof. First, we consider $\lambda_{1}(A)$. For every $0 \neq u \in W_{0}^{1, p}(\Omega)$, we have

$$
\begin{equation*}
\frac{C_{0}}{p-1} \frac{\|\nabla u\|_{p}^{p}}{\|u\|_{p}^{p}} \leq \int_{\Omega} \frac{A(x, \nabla u) \nabla u}{\|u\|_{p}^{p}} d x \leq \frac{C_{1}}{p-1} \frac{\|\nabla u\|_{p}^{p}}{\|u\|_{p}^{p}} \tag{9}
\end{equation*}
$$

by Remark 1(ii)-(iii). Thus $\left(C_{0} /(p-1)\right) \lambda_{1} \leq \lambda_{1}(A) \leq\left(C_{1} /(p-1)\right) \lambda_{1}$ by taking the infimum with respect to $u$.

Here we fix any $\varepsilon>0$. Then there exists an $r_{\varepsilon}>0$ such that $\underline{\lambda}_{1}\left(A, r_{\varepsilon}\right) / r_{\varepsilon}^{p} \leq$ $\inf _{r>0}\left(\underline{\lambda}_{1}(A, r) / r^{p}\right)+\varepsilon$. By Lemma 6 , we can choose $u_{\varepsilon} \in\left(r_{\varepsilon} S\right)$ such that $\lambda_{1}\left(A, u_{\varepsilon}\right)=\underline{\lambda}_{1}\left(A, r_{\varepsilon}\right)$, that is, $\int_{\Omega} A\left(x, \nabla u_{\varepsilon}\right) \nabla u_{\varepsilon} d x=\underline{\lambda}_{1}\left(A, r_{\varepsilon}\right)$. By the definition of $\lambda_{1}(A)$, we obtain

$$
\lambda_{1}(A) \leq \int_{\Omega} \frac{A\left(x, \nabla u_{\varepsilon}\right) \nabla u_{\varepsilon}}{\left\|u_{\varepsilon}\right\|_{p}^{p}} d x=\frac{\lambda_{1}\left(A, r_{\varepsilon}\right)}{r_{\varepsilon}^{p}} \leq \inf _{r>0} \frac{\lambda_{1}(A, r)}{r^{p}}+\varepsilon .
$$

Because $\varepsilon>0$ is arbitrary, we have $\lambda_{1}(A) \leq \inf _{r>0}\left(\underline{\lambda}_{1}(A, r) / r^{p}\right)$.
Next we treat $\mu_{1}(A)$. Fix any $\varepsilon>0$. Then there exists an $r_{\varepsilon}>0$ such that $\mu_{1}\left(A, r_{\varepsilon}\right) / r_{\varepsilon}^{p} \leq \inf _{r>0}\left(\mu_{1}(A, r) / r^{p}\right)+\varepsilon$. On the other hand, because $\mu_{1}\left(A, r_{\varepsilon}\right)$ is
attained at some $u_{\varepsilon} \in\left(r_{\varepsilon} S\right)$, we have

$$
\inf _{u \neq 0} \int_{\Omega} \frac{G(x, \nabla u)}{\|u\|_{p}^{p}} d x \leq \int_{\Omega} \frac{G\left(x, \nabla u_{\varepsilon}\right)}{\left\|u_{\varepsilon}\right\|_{p}^{p}} d x=\frac{\mu_{1}\left(A, r_{\varepsilon}\right)}{r_{\varepsilon}^{p}} \leq \inf _{r>0} \frac{\mu_{1}(A, r)}{r^{p}}+\varepsilon .
$$

Because $\varepsilon>0$ is arbitrary, this yields that $\mu_{1}(A) \leq \inf _{r>0}\left(\mu_{1}(A, r) / r^{p}\right)$.
For any $\varepsilon>0$, we take $v_{\varepsilon} \neq 0$ such that $\int_{\Omega}\left(G\left(x, \nabla v_{\varepsilon}\right) /\left\|v_{\varepsilon}\right\|_{p}^{p}\right) d x \leq \mu_{1}(A)+\varepsilon$. Then $r_{\varepsilon}:=\left\|v_{\varepsilon}\right\|_{p}>0$ and so

$$
\frac{\mu_{1}\left(A, r_{\varepsilon}\right)}{r_{\varepsilon}^{p}} \leq \int_{\Omega} \frac{G\left(x, \nabla v_{\varepsilon}\right)}{\left\|v_{\varepsilon}\right\|_{p}^{p}} d x \leq \mu_{1}(A)+\varepsilon .
$$

This leads to $\mu_{1}(A) \geq \inf _{r>0}\left(\mu_{1}(A, r) / r^{p}\right)$.
Proposition 8. If $\lambda<\lambda_{1}(A)$, $(\mathrm{EV} ; \lambda)$ has no nontrivial solutions.
Proof. Let $u$ be a nontrivial solution of (EV; $\lambda$ ) with $\lambda<\lambda_{1}(A)$. Then we have

$$
\lambda_{1}(A) \leq \int_{\Omega} \frac{A(x, \nabla u) \nabla u}{\|u\|_{p}^{p}} d x=\lambda
$$

by the definition of $\lambda_{1}(A)$. This is a contradiction.
Set

$$
\begin{equation*}
A_{p}:=\frac{C_{1}}{p-1}\left(\frac{C_{1}}{C_{0}}\right)^{p-1} \geq 1, \tag{10}
\end{equation*}
$$

which is equal to 1 exactly in the case of $A(x, y)=|y|^{p-2} y$ (that is, the special case of the $p$-Laplacian ) because we can choose $C_{0}=C_{1}=p-1$.
Lemma 9 [Tanaka 2012a, Lemma 16]. Let $\varepsilon>0$. For every

$$
u, \varphi \in W^{1, p}(\Omega) \cap C^{1}(\Omega) \cap L^{\infty}(\Omega)
$$

with $u \geq 0$ and $\varphi \geq 0$ in $\Omega$, we have

$$
\int_{\Omega} A(x, \nabla u) \nabla\left(\frac{\varphi^{p}}{(u+\varepsilon)^{p-1}}\right) d x \leq A_{p}\|\nabla \varphi\|_{p}^{p} .
$$

Proposition 10. Any nontrivial solution of (EV; $\lambda$ ) with $\lambda>A_{p} \lambda_{1}$ changes sign. Proof. By way of contradiction, assume there is a solution $u$ that does not change sign. Then we may suppose that $u \geq 0$ because $A$ is odd. Due to the strong maximum principle and the regularity theorem (see Remark 3), it follows that $u \in C_{0}^{1}(\bar{\Omega})$ and $u>0$ in $\Omega$. Let $\varphi_{1}$ be the positive eigenfunction of $-\Delta_{p}$ corresponding to $\lambda_{1}$ such that $\left\|\varphi_{1}\right\|_{p}=1$. According to Lemma 9, we obtain

$$
A_{p} \lambda_{1}=A_{p}\left\|\nabla \varphi_{1}\right\|_{p}^{p} \geq \int_{\Omega} A(x, \nabla u) \nabla\left(\frac{\varphi_{1}^{p}}{(u+\varepsilon)^{p-1}}\right) d x=\lambda \int_{\Omega}\left(\frac{u}{u+\varepsilon}\right)^{p-1} \varphi_{1}^{p} d x
$$

for every $\varepsilon>0$. By taking $\varepsilon \downarrow 0$, we have $\lambda \leq A_{p} \lambda_{1}$. This is a contradiction.

Proposition 11. Assume $A_{p} \lambda_{1}<C_{0} \lambda_{2} /(p-1)$, where $\lambda_{2}>\lambda_{1}$ is the second eigenvalue of $-\Delta_{p}$. If $A_{p} \lambda_{1}<\lambda<C_{0} \lambda_{2} /(p-1)$, ( $\mathrm{EV} ; \lambda$ ) has no nontrivial solutions.

Proof. By way of contradiction, we assume that (EV; $\lambda$ ) has a nontrivial solution $u$. Then it follows from Proposition 10 that $u$ changes sign. Moreover, by taking $u_{ \pm}$ as a test function in (EV; $\lambda$ ), we have

$$
\frac{C_{0}}{p-1}\left\|\nabla u_{ \pm}\right\|_{p}^{p} \leq \int_{\Omega} A(x, \nabla u)\left( \pm \nabla u_{ \pm}\right) d x=\lambda\left\|u_{ \pm}\right\|_{p}^{p},
$$

whence

$$
\begin{equation*}
\left\|\nabla u_{ \pm}\right\|_{p}^{p}<\lambda_{2}\left\|u_{ \pm}\right\|_{p}^{p} . \tag{11}
\end{equation*}
$$

This inequality guarantees the existence of a continuous path $\gamma_{0}$ on $S$ such that $\gamma_{0}(0)=\varphi_{1}, \gamma_{0}(1)=-\varphi_{1}$ and $\max _{t \in[0,1]}\left\|\nabla \gamma_{0}(t)\right\|_{p}^{p}<\lambda_{2}$; refer to [Cuesta et al. 1999, Lemma 5.3]. This contradicts the equality

$$
\lambda_{2}=\inf _{\gamma \in \Sigma} \max _{t \in[0,1]} \Phi(\gamma(t)),
$$

where $\Phi(u):=\|\nabla u\|_{p}^{p}$ and $\Sigma:=\left\{\gamma \in C([0,1], S): \gamma(0)=\varphi_{1}, \gamma(1)=-\varphi_{1}\right\}$; see [Anane 1987; Cuesta et al. 1999]. This contradiction proves our result.

For the reader's convenience, we give the sketch of the construction of a path $\gamma_{0}$ as required above. Define paths as follows:

$$
\begin{aligned}
& \gamma_{1}(t):=\frac{t u+(1-t) u_{+}}{\left\|t u+(1-t) u_{+}\right\|_{p}}=\frac{u_{+}-t u_{-}}{\left\|u_{+}-t u_{-}\right\|_{p}}, \quad \gamma_{2}(t):=\frac{t u_{+}+(1-t) u_{-}}{\left\|t u_{+}+(1-t) u_{-}\right\|_{p}}, \\
& \gamma_{3}(t):=\frac{(1-t) u-t u_{-}}{\left\|(1-t) u-t u_{-}\right\|_{p}}=\frac{(1-t) u_{+}-u_{-}}{\left\|(1-t) u_{+}-u_{-}\right\|_{p}}
\end{aligned}
$$

for $t \in[0,1]$. Then, setting $\widetilde{\Phi}:=\left.\Phi\right|_{S}$, we obtain by (11)

$$
\max _{t \in[0,1]} \widetilde{\Phi}\left(\gamma_{i}(t)\right)<\lambda_{2}, \quad \text { for } i=1,2,3 .
$$

We recall that any component of $\mathcal{O}(r):=\{u \in S: \widetilde{\Phi}(u)<r\}$ contains at least one critical point of $\widetilde{\Phi}$, where $r>0$ [Cuesta et al. 1999, Lemma 3.6]. Note that $\mathcal{O}\left(\lambda_{2}\right)$ contains just two critical points $\varphi_{1}$ and $-\varphi_{1}$ because a critical value $c$ of $\widetilde{\Phi}$ corresponds to the eigenvalue $c$ of the negative $p$-Laplacian. Since any component of $\mathbb{O}\left(\lambda_{2}\right)$ is path connected [ibid., Lemma 3.5], there exists a path $\gamma_{4}$ joining from $u_{-} /\left\|u_{-}\right\|_{p}$ to $\varphi_{1}$ or $-\varphi_{1}$ in $\mathbb{O}\left(\lambda_{2}\right)$. Thus, by noting that $\Phi$ is even, we can construct a path $\gamma_{0} \in \Sigma$ such that $\max _{t} \tilde{\Phi}\left(\gamma_{0}(t)\right)<\lambda_{2}$ by considering $\gamma_{4}^{-1} \cdot \gamma_{2} \cdot \gamma_{1} \cdot \gamma_{3} \cdot\left(-\gamma_{4}\right)$ or its inverse, where $\gamma_{i}^{-1}(t):=\gamma_{i}(1-t)$ and $\gamma_{i} \cdot \gamma_{j}$ denotes the path defined by $\gamma_{i}(2 t)$ if $0 \leq t \leq \frac{1}{2}$ and $\gamma_{j}(2 t-1)$ if $\frac{1}{2}<t \leq 1$.
3.1. Asymptotically homogeneous case near zero. We now consider the case where $A$ is asymptotically ( $p-1$ )-homogeneous near zero in the following sense.
(AH0) There exist a positive function $a_{0} \in C^{1}(\bar{\Omega}, \mathbb{R})$ and a continuous function $\tilde{a}_{0}(x, t)$ on $\bar{\Omega} \times[0,+\infty)$ such that

$$
A(x, y)=a_{0}(x)|y|^{p-2} y+\tilde{a}_{0}(x,|y|) y \quad \text { for every } x \in \Omega, y \in \mathbb{R}^{N},
$$

where

$$
\lim _{t \rightarrow+0} \frac{\tilde{a}_{0}(x, t)}{t^{p-2}}=0 \quad \text { uniformly in } x \in \bar{\Omega} .
$$

For this weight function $a_{0}$, we define

$$
\begin{equation*}
\lambda_{1}\left(a_{0}\right):=\inf \left\{\int_{\Omega} a_{0}(x)|\nabla u|^{p} d x:\|u\|_{p}=1\right\} . \tag{12}
\end{equation*}
$$

Because $0<\min _{x \in \bar{\Omega}} a_{0}(x) \leq \max _{x \in \bar{\Omega}} a_{0}(x)<\infty$, by the same argument as the one for the first eigenvalue of the negative $p$-Laplacian, we can prove that $\lambda_{1}\left(a_{0}\right)$ is the first eigenvalue of

$$
\begin{equation*}
-\operatorname{div}\left(a_{0}(x)|\nabla u|^{p-2} \nabla u\right)=\lambda|u|^{p-2} u \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega . \tag{13}
\end{equation*}
$$

Moreover, $\lambda_{1}\left(a_{0}\right)$ has a positive eigenfunction $\varphi_{a_{0}} \in C^{1}(\bar{\Omega})$ and it is simple. It is proved that (13) has no constant sign solutions other than 0 provided $\lambda \neq \lambda_{1}\left(a_{0}\right)$.

Theorem 12. Assume (AH0). For every $\varepsilon>0$ there exists $r_{0}>0$ such that equation (EV; $\lambda$ ) has no nontrivial solutions in $B_{p}\left(r_{0}\right):=\left\{v \in W_{0}^{1, p}(\Omega):\|v\|_{p}<r_{0}\right\}$ provided $\lambda<\lambda_{1}\left(a_{0}\right)-\varepsilon$.

Proof. We argue by contradiction. Thus we assume that there exist $\varepsilon_{0}>0,\left\{\lambda_{n}\right\}$ and $\left\{u_{n}\right\}$ such that $\lambda_{n}<\lambda_{1}\left(a_{0}\right)-\varepsilon_{0}, u_{n} \in B_{p}(1 / n)$ and $u_{n}$ is a nontrivial solution of (EV; $\lambda_{n}$ ). By taking $u_{n}$ as a test function in (EV; $\lambda_{n}$ ), we have

$$
\begin{equation*}
\frac{C_{0}}{p-1}\left\|\nabla u_{n}\right\|_{p}^{p} \leq \int_{\Omega} A\left(x, \nabla u_{n}\right) \nabla u_{n} d x=\lambda_{n}\left\|u_{n}\right\|_{p}^{p} \leq\left(\lambda_{1}\left(a_{0}\right)-\varepsilon_{0}\right) / n^{p} \rightarrow 0 \tag{14}
\end{equation*}
$$

as $n \rightarrow \infty$. Therefore, $u_{n} \rightarrow 0$ in $W_{0}^{1, p}(\Omega)$. In addition, by noting that $u_{n}$ is a nontrivial solution of (EV; $\lambda_{n}$ ) and $0 \leq \lambda_{n}<\lambda_{1}\left(a_{0}\right)-\varepsilon_{0}$, Proposition 4 yields that $u_{n}$ converges to 0 in $C^{1}(\bar{\Omega})$.

Set $v_{n}:=u_{n} /\left\|u_{n}\right\|_{p}$. Then it follows from (14) and the boundedness of $\left\{\lambda_{n}\right\}$ that $\left\{v_{n}\right\}$ is bounded in $W_{0}^{1, p}(\Omega)$. Hence, by choosing a subsequence, we may assume that $v_{n}$ converges to some $v_{0}$ weakly in $W_{0}^{1, p}(\Omega)$ and strongly in $L^{p}(\Omega)$. Again by taking $u_{n} /\left\|u_{n}\right\|_{p}^{p}$ as a test function in (EV; $\lambda_{n}$ ), we obtain

$$
\begin{aligned}
\lambda_{1}\left(a_{0}\right)-\varepsilon_{0}>\lambda_{n} & =\int_{\Omega} \frac{a_{0}(x)\left|\nabla u_{n}\right|^{p}}{\left\|u_{n}\right\|_{p}^{p}} d x+\int_{\Omega} \frac{\tilde{a}_{0}\left(x,\left|\nabla u_{n}\right|\right)\left|\nabla u_{n}\right|^{2}}{\left\|u_{n}\right\|_{p}^{p}} d x \\
& =\int_{\Omega} a_{0}(x)\left|\nabla v_{n}\right|^{p} d x+\int_{\Omega} \frac{\tilde{a}_{0}\left(x,\left|\nabla u_{n}\right|\right)\left|\nabla u_{n}\right|^{2}}{\left\|u_{n}\right\|_{p}^{p}} \\
& \geq \lambda_{1}\left(a_{0}\right)+\int_{\Omega} \frac{\tilde{a}_{0}\left(x,\left|\nabla u_{n}\right|\right)\left|\nabla u_{n}\right|^{2}}{\left\|u_{n}\right\|_{p}^{p}}=: \lambda_{1}\left(a_{0}\right)+I
\end{aligned}
$$

because of the characterization of $\lambda_{1}\left(a_{0}\right)$. Hypothesis (AHO) guarantees that for every $\delta>0$ there exists $\rho_{0}>0$ such that $\left|\tilde{a}_{0}(x, t)\right| \leq \delta|t|^{p-2}$ if $|t| \leq \rho_{0}$. Since $\left\|u_{n}\right\|_{C^{1}(\bar{\Omega})} \rightarrow 0$ and in view of (14), we can get

$$
|I| \leq \delta \int_{\Omega}\left|\nabla v_{n}\right|^{p} d x \leq \frac{\delta(p-1)}{C_{0}} \lambda_{n} \leq \frac{\delta(p-1)}{C_{0}}\left(\lambda_{1}\left(a_{0}\right)-\varepsilon_{0}\right)
$$

for sufficiently large $n$. As a result, by taking a sufficiently small $\delta>0$, we have a contradiction for sufficiently large $n$.

Theorem 13. Assume (AH0). For every $\varepsilon>0$ there exists $r_{1}>0$ such that $(\mathrm{EV} ; \lambda)$ has no constant sign solutions in $B_{p}\left(r_{1}\right) \backslash\{0\}$ provided $\lambda>\lambda_{1}\left(a_{0}\right)+\varepsilon$.

Proof. By way of contradiction, we assume that there exist $\varepsilon_{0}>0,\left\{\lambda_{n}\right\}$ and $\left\{u_{n}\right\}$ such that $\lambda_{n}>\lambda_{1}\left(a_{0}\right)+\varepsilon_{0}, 0 \neq u_{n} \in B_{p}(1 / n)$ and $u_{n}$ is a constant sign solution of (EV; $\lambda_{n}$ ). Because $A$ is odd, we may suppose that $u_{n} \geq 0$ by considering $-u_{n}$ if necessary. Thus, by Remark 3(i)-(ii), $u_{n} \in C^{1}(\bar{\Omega})$ and $u_{n}>0$ in $\Omega$. We note that $\lambda_{n} \leq A_{p} \lambda_{1}\left(-\Delta_{p}\right)$ by Proposition 10 , where $\lambda_{1}\left(-\Delta_{p}\right)$ denotes the first eigenvalue of $-\Delta_{p}$ (see (10) for the definition of $A_{p}$ ), and so $\left\{\lambda_{n}\right\}$ is bounded. Therefore, we may assume that $\lambda_{n}$ converges to some $\lambda_{0}$ by choosing a subsequence. In addition, by the same argument as in Theorem 12, we can show that $u_{n} \rightarrow 0$ in $C^{1}(\bar{\Omega})$.

Set $A_{n}(x, y):=A\left(x,\left\|u_{n}\right\|_{p} y\right) /\left\|u_{n}\right\|_{p}^{p-1}$ and $f_{n}(x, t):=\lambda_{n}|t|^{p-2} t$. Then $A_{n}$ satisfies Assumption A(i)-(iv) with the same constants $C_{0}, C_{1}$, and $C_{2}$. Moreover, $\left|f_{n}(x, t)\right| \leq \lambda_{n}|t|^{p-1} \leq A_{p} \lambda_{1}\left(-\Delta_{p}\right)|t|^{p-1}$ for every $t \in \mathbb{R}$, a.e. $x \in \Omega$. Note also that we have the boundedness of $\left\|v_{n}\right\|$ due to the inequality $C_{0}\left\|\nabla u_{n}\right\|_{p}^{p} /(p-1) \leq$ $\int_{\Omega} A\left(x, \nabla u_{n}\right) \nabla u_{n} d x=\lambda_{n}\left\|u_{n}\right\|_{p}^{p}$. Since $v_{n}:=u_{n} /\left\|u_{n}\right\|_{p}$ is a positive solution of

$$
-\operatorname{div}\left(A_{n}(x, \nabla u)\right)=f_{n}(x, u) \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega
$$

Proposition 4 guarantees that $\left\{v_{n}\right\}$ has a convergent subsequence in $C^{1}(\bar{\Omega})$. By choosing a subsequence, we may suppose that $v_{n} \rightarrow v_{0} \neq 0$ in $C^{1}(\bar{\Omega})$ (note that $\left\|v_{0}\right\|_{p}=1$ ). Using that we obtain, for every $w \in W_{0}^{1, p}(\Omega)$, that
as $n \rightarrow \infty$ in view of (AHO) and the convergence $u_{n} \rightarrow 0$. As a result, letting
$n \rightarrow \infty$ in the equality
$\int_{\Omega} a_{0}(x)\left|\nabla v_{n}\right|^{p-2} \nabla v_{n} \nabla w d x+\int_{\Omega} \frac{\tilde{a}_{0}\left(x,\left|\nabla u_{n}\right|\right) \nabla u_{n}}{\left\|u_{n}\right\|_{p}^{p-1}} \nabla w d x=\lambda_{n} \int_{\Omega}\left|v_{n}\right|^{p-2} v_{n} w d x$ for each $w \in W_{0}^{1, p}(\Omega)$, we see that $v_{0} \neq 0$ is a positive solution of (13) with $\lambda=\lambda_{0}$ (see Remark 3(ii) for $v_{0}>0$ ). This yields that $\lambda_{0}=\lambda_{1}\left(a_{0}\right)$, because (13) has no positive solutions other that $\lambda=\lambda_{1}\left(a_{0}\right)$. Therefore we have a contradiction, because $\lambda_{0}=\lim _{n \rightarrow \infty} \lambda_{n} \geq \lambda_{1}\left(a_{0}\right)+\varepsilon_{0}$.
Proposition 14. Assume (AH0). Then, for every $\varepsilon>0$, there exists $r_{0}>0$ such that

$$
\frac{\lambda_{1}(A, r)}{r^{p}} \geq \lambda_{1}\left(a_{0}\right)-\varepsilon \quad \text { for every } 0<r<r_{0} .
$$

Proof. Assume that there exist $\varepsilon>0$ and $r_{n}>0$ such that $r_{n} \rightarrow 0$ as $n \rightarrow \infty$ and $\underline{\lambda}_{1}\left(A, r_{n}\right) / r_{n}^{p}<\lambda_{1}\left(a_{0}\right)-\varepsilon$ for every $n \in \mathbb{N}$. Because of Proposition 5 and Lemma 6 (note that $A$ is odd in the second variable), we can choose a positive function $u_{n} \in\left(r_{n} S\right) \cap C^{1}(\bar{\Omega})$ satisfying

$$
\int_{\Omega} A\left(x, \nabla u_{n}\right) \nabla u_{n} d x=\underline{\lambda}_{1}\left(A, r_{n}\right), \quad \min _{v \in r_{n} S} \int_{\Omega} G(x, \nabla v) d x=\int_{\Omega} G\left(x, \nabla u_{n}\right) d x .
$$

Note that

$$
\begin{equation*}
\frac{C_{0}}{p-1}\left\|\nabla u_{n}\right\|_{p}^{p} \leq \int_{\Omega} A\left(x, \nabla u_{n}\right) \nabla u_{n} d x=\underline{\lambda}_{1}\left(A, r_{n}\right)<\left(\lambda_{1}\left(a_{0}\right)-\varepsilon\right) r_{n}^{p} \rightarrow 0, \tag{15}
\end{equation*}
$$

and so $u_{n} \rightarrow 0$ in $W_{0}^{1, p}(\Omega)$. Because $u_{n}$ is a solution of ( $\mathrm{EV} ; \lambda$ ) with $\lambda=$ $\underline{\lambda}_{1}\left(A, r_{n}\right) / r_{n}^{p}$ (see Proposition 5), by combining the inequality

$$
\lambda_{1}\left(a_{0}\right)-\varepsilon>\frac{\lambda_{1}\left(A, r_{n}\right)}{r_{n}^{p}}=\int_{\Omega} a_{0}(x)\left|\nabla v_{n}\right|^{p} d x+\int_{\Omega} \frac{\tilde{a}_{0}\left(x,\left|\nabla u_{n}\right|\right)\left|\nabla u_{n}\right|^{2}}{\left\|u_{n}\right\|_{p}^{p}} d x
$$

and an argument as in Theorem 12 with $\lambda_{n}=\underline{\lambda}_{1}\left(A, r_{n}\right) / r_{n}^{p}$, we have a contradiction.

Proposition 15. Assume (AH0). Then, for every $\varepsilon>0$, there exists $r_{1}>0$ such that

$$
\frac{\bar{\lambda}_{1}(A, r)}{r^{p}} \leq \lambda_{1}\left(a_{0}\right)+\varepsilon \quad \text { for every } 0<r<r_{1} .
$$

Proof. Assume that there exist $\varepsilon_{0}>0$ and $r_{n}>0$ such that $r_{n} \rightarrow 0$ as $n \rightarrow \infty$ and $\bar{\lambda}_{1}\left(A, r_{n}\right) / r_{n}^{p}>\lambda_{1}\left(a_{0}\right)+\varepsilon_{0}$ for every $n \in \mathbb{N}$. According to Lemma 6 and Proposition 5, we can take a positive function $u_{n} \in\left(r_{n} S\right) \cap C^{1}(\bar{\Omega})$ satisfying

$$
\int_{\Omega} A\left(x, \nabla u_{n}\right) \nabla u_{n} d x=\bar{\lambda}_{1}\left(A, r_{n}\right), \quad \min _{v \in r_{n} S} \int_{\Omega} G(x, \nabla v) d x=\int_{\Omega} G\left(x, \nabla u_{n}\right) d x .
$$

Noting that, with $\varphi_{a_{0}}$ the positive eigenfunction corresponding to $\lambda_{1}\left(a_{0}\right)$ satisfying
$\left\|\varphi_{a_{0}}\right\|_{p}=1$, we have
$\frac{C_{0}}{p(p-1)}\left\|\nabla u_{n}\right\|_{p}^{p} \leq \int_{\Omega} G\left(x, \nabla u_{n}\right) d x \leq \int_{\Omega} G\left(x, r_{n} \nabla \varphi_{a_{0}}\right) d x \leq \frac{C_{1} r_{n}^{p}}{p(p-1)}\left\|\nabla \varphi_{a_{0}}\right\|_{p}^{p}$,
we see that $u_{n} \rightarrow 0$ in $C^{1}(\bar{\Omega})$ due to Proposition 4 , because $u_{n}$ is a positive solution of $(\mathrm{EV} ; \lambda)$ with $\lambda=\bar{\lambda}_{1}\left(A, r_{n}\right) / r_{n}^{p}$ and $\left(\lambda_{1}\left(a_{0}\right)+\varepsilon_{0}<\right) \bar{\lambda}_{1}\left(A, r_{n}\right) / r_{n}^{p} \leq A_{p} \lambda_{1}\left(-\Delta_{p}\right)$ by Proposition 10 , where $\lambda_{1}\left(-\Delta_{p}\right)$ denotes the first eigenvalue of $-\Delta_{p}$ (see (10) for the definition of $A_{p}$ ). Therefore, by the same argument as in Theorem 13 with $\lambda_{n}=\bar{\lambda}_{1}\left(A, r_{n}\right) / r_{n}^{p}$, we have a contradiction.

The following result follows from Propositions 14 and 15 , (note $\underline{\lambda}_{1}(A, r) \leq$ $\bar{\lambda}_{1}(A, r)$ for every $\left.r>0\right)$.

Corollary 16. Under (AH0), we have

$$
\lim _{r \rightarrow+0} \frac{\bar{\lambda}_{1}(A, r)}{r^{p}}=\lim _{r \rightarrow+0} \frac{\lambda_{1}(A, r)}{r^{p}}=\lambda_{1}\left(a_{0}\right)
$$

Proposition 17. Under ( AH 0 ), we have

$$
\lim _{r \rightarrow+0} \frac{\mu_{1}(A, r)}{r^{p}}=\frac{\lambda_{1}\left(a_{0}\right)}{p}
$$

Proof. Due to Proposition 5, for every $r>0$, there exists a positive solution $u_{r} \in(r S) \cap C^{1}(\bar{\Omega})$ of $(\mathrm{EV} ; \lambda)$ with $\lambda=\lambda_{1}\left(A, u_{r}\right) / r^{p}$ and $\mu_{1}(A, r)=J\left(u_{r}\right)$. Then we can prove that $u_{r} \rightarrow 0$ in $C^{1}(\bar{\Omega})$ as $r \rightarrow+0$ and $u_{r} /\left\|u_{r}\right\|_{p}$ is bounded in $W_{0}^{1, p}(\Omega)$ as $r \rightarrow+0$ by a similar reason to the one in Proposition 15 (note that $\lambda_{1}\left(A, u_{r}\right) / r^{p}$ is bounded as $r \rightarrow+0$ by the inequality below and Corollary 16).

Set $\widetilde{G}_{0}(x, y):=\int_{0}^{|y|} \tilde{a}_{0}(x, t) t d t$ for $y \in \mathbb{R}^{N}$. We point out that

$$
\underline{\lambda}_{1}(A, r) \leq \lambda_{1}\left(A, u_{r}\right) \leq \bar{\lambda}_{1}(A, r)
$$

and

$$
\begin{aligned}
\mu_{1}(A, r) & =\int_{\Omega} G\left(x, \nabla u_{r}\right) d x=\frac{1}{p} \int_{\Omega} a_{0}(x)\left|\nabla u_{r}\right|^{p} d x+\int_{\Omega} \widetilde{G}_{0}\left(x, \nabla u_{r}\right) d x \\
& =\frac{\lambda_{1}\left(A, u_{r}\right)}{p}-\frac{1}{p} \int_{\Omega} \tilde{a}_{0}(x,|\nabla u|)\left|\nabla u_{r}\right|^{2} d x+\int_{\Omega} \widetilde{G}_{0}\left(x, \nabla u_{r}\right) d x
\end{aligned}
$$

Thus, by Corollary 16 and $r=\left\|u_{r}\right\|_{p}$, it suffices to prove

$$
\lim _{r \rightarrow+0} \int_{\Omega} \frac{\tilde{a}_{0}(x,|\nabla u|)\left|\nabla u_{r}\right|^{2}}{\left\|u_{r}\right\|_{p}^{p}} d x=0 \quad \text { and } \quad \lim _{r \rightarrow+0} \int_{\Omega} \frac{\widetilde{G}_{0}\left(x, \nabla u_{r}\right)}{\left\|u_{r}\right\|_{p}^{p}} d x=0
$$

Now we fix any $\varepsilon>0$. Then, by (AH0), there exists $\delta>0$ such that

$$
\left|\tilde{a}_{0}(x, t)\right| \leq \varepsilon t^{p-2} \quad \text { and } \quad\left|\widetilde{G}_{0}(x, y)\right| \leq \varepsilon|y|^{p} / p \quad \text { for every } 0<t \leq \delta,|y| \leq \delta
$$

Because $u_{r} \rightarrow 0$ in $C^{1}(\bar{\Omega})$ as $r \rightarrow+0$, we may assume that $\left\|u_{r}\right\|_{C^{1}(\bar{\Omega})} \leq \delta$ for sufficiently small $r>0$. Therefore, we obtain

$$
\left|\int_{\Omega} \frac{\tilde{a}_{0}(x,|\nabla u|)\left|\nabla u_{r}\right|^{2}}{\left\|u_{r}\right\|_{p}^{p}} d x\right| \leq \varepsilon \frac{\left\|\nabla u_{r}\right\|_{p}^{p}}{\left\|u_{r}\right\|_{p}^{p}}, \quad\left|\int_{\Omega} \frac{\widetilde{G}_{0}\left(x, \nabla u_{r}\right)}{\left\|u_{r}\right\|_{p}^{p}} d x\right| \leq \varepsilon \frac{\left\|\nabla u_{r}\right\|_{p}^{p}}{p\left\|u_{r}\right\|_{p}^{p}} .
$$

Since $\left\|\nabla u_{r}\right\|_{p} /\left\|u_{r}\right\|_{p}$ is bounded as $r \rightarrow+0$ and $\varepsilon>0$ is arbitrary, our conclusion holds.
3.2. Asymptotically homogeneous case near $\infty$. In this subsection, we consider the case where $A$ is asymptotically ( $p-1$ )-homogeneous near $\infty$ in the following sense.
(AH) There exist a positive function $a_{\infty} \in C^{1}(\bar{\Omega}, \mathbb{R})$ and a continuous function $\tilde{a}(x, t)$ on $\bar{\Omega} \times \mathbb{R}$ such that

$$
A(x, y)=a_{\infty}(x)|y|^{p-2} y+\tilde{a}(x,|y|) y \quad \text { for every } x \in \Omega, y \in \mathbb{R}^{N},
$$

where

$$
\lim _{t \rightarrow+\infty} \frac{\tilde{a}(x, t)}{t^{p-2}}=0 \quad \text { uniformly in } x \in \bar{\Omega} .
$$

For the weight function $a_{\infty}$, we define

$$
\begin{equation*}
\lambda_{1}\left(a_{\infty}\right):=\inf \left\{\int_{\Omega} a_{\infty}(x)|\nabla u|^{p} d x:\|u\|_{p}=1\right\} . \tag{1}
\end{equation*}
$$

Because $0<\min _{x \in \bar{\Omega}} a_{\infty}(x) \leq \max _{x \in \bar{\Omega}} a_{\infty}(x)<\infty$, by the same argument as for the first eigenvalue of $-\Delta_{p}$, we can prove the following elementary results:
(i) $\lambda_{1}\left(a_{\infty}\right)$ is the first eigenvalue of

$$
\begin{equation*}
-\operatorname{div}\left(a_{\infty}(x)|\nabla u|^{p-2} \nabla u\right)=\lambda|u|^{p-2} u \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega . \tag{17}
\end{equation*}
$$

(ii) $\lambda_{1}\left(a_{\infty}\right)$ has a positive eigenfunction $\varphi_{a_{\infty}} \in C^{1}(\bar{\Omega})$ with $\left\|\varphi_{a_{\infty}}\right\|_{p}=1$ and it is simple.
(iii) If $\lambda \neq \lambda_{1}\left(a_{\infty}\right)$, then (17) has no constant sign solutions other than 0 .

Theorem 18. Assume (AH). For every $\varepsilon>0$ there exists $R_{0}>0$ such that equation (EV; $\lambda$ ) has no solutions in $W_{0}^{1, p}(\Omega) \backslash B_{p}\left(R_{0}\right)$ provided $\lambda<\lambda_{1}\left(a_{\infty}\right)-\varepsilon$.

To prove the theorem, we need the following result.
Lemma 19. Assume $(\mathrm{AH})$ and let $\left\{u_{n}\right\} \subset W_{0}^{1, p}(\Omega)$ be a sequence satisfying $\left\|u_{n}\right\|_{p} \rightarrow \infty$ as $n \rightarrow \infty$. If $v_{n}:=u_{n} /\left\|u_{n}\right\|_{p}$ is bounded in $W_{0}^{1, p}(\Omega)$, the following assertions hold:
(i) $\lim _{n \rightarrow \infty} \int_{\Omega} \frac{\tilde{a}\left(x,\left|\nabla u_{n}\right|\right)\left|\nabla u_{n}\right|^{2}}{\left\|u_{n}\right\|_{p}^{p}} d x=0$.
(ii) For every $w \in W_{0}^{1, p}(\Omega)$,

$$
\lim _{n \rightarrow \infty} \int_{\Omega} \frac{\tilde{a}\left(x,\left|\nabla u_{n}\right|\right) \nabla u_{n} \nabla w}{\left\|u_{n}\right\|_{p}^{p-1}} d x=0 .
$$

(iii) $\lim _{n \rightarrow \infty} \int_{\Omega} \frac{\widetilde{G}\left(x, \nabla u_{n}\right)}{\left\|u_{n}\right\|_{p}^{p}} d x=0$, where $\widetilde{G}(x, y):=\int_{0}^{|y|} \tilde{a}(x, t) t d t \quad$ for $y \in \mathbb{R}^{N}$.

Proof. (i) Fix any $\varepsilon>0$. By the property of the function $\tilde{a}$, there exist $R>0$ and $C>0$ such that

$$
\begin{equation*}
|\tilde{a}(x, t)| \leq \varepsilon|t|^{p-2} \text { if } t \geq R \quad \text { and } \quad|\tilde{a}(x, t)| \leq C \text { if } 0 \leq t \leq R \tag{18}
\end{equation*}
$$

Therefore, we obtain

$$
\begin{aligned}
\left|\int_{\Omega} \frac{\tilde{a}\left(x,\left|\nabla u_{n}\right|\right)\left|\nabla u_{n}\right|^{2}}{\left\|u_{n}\right\|_{p}^{p}} d x\right| & \leq \int_{\left|\nabla u_{n}\right|>R} \varepsilon\left|\nabla v_{n}\right|^{p} d x+\int_{\left|\nabla u_{n}\right| \leq R} \frac{C\left|\nabla u_{n}\right|^{2}}{\left\|u_{n}\right\|_{p}^{p}} d x \\
& \leq \varepsilon\left\|\nabla v_{n}\right\|_{p}^{p}+\frac{C R^{2}|\Omega|}{\left\|u_{n}\right\|_{p}^{p}} \leq \varepsilon D^{p}+\frac{C R^{2}|\Omega|}{\left\|u_{n}\right\|_{p}^{p}}
\end{aligned}
$$

by (18), where $D:=\sup _{n}\left\|\nabla v_{n}\right\|_{p}$. Letting $n \rightarrow \infty$, we have

$$
\limsup _{n \rightarrow \infty}\left|\int_{\Omega} \frac{\tilde{a}\left(x,\left|\nabla u_{n}\right|\right)\left|\nabla u_{n}\right|^{2}}{\left\|u_{n}\right\|_{p}^{p}} d x\right| \leq \varepsilon D^{p}
$$

because $\left\|u_{n}\right\|_{p} \rightarrow \infty$ as $n \rightarrow \infty$. Thus, since $\varepsilon>0$ is arbitrary, our conclusion holds.
(ii) For any $\varepsilon>0$ and $w \in W_{0}^{1, p}(\Omega)$, we have

$$
\begin{aligned}
\left\lvert\, \int_{\Omega} \frac{\tilde{a}\left(x,\left|\nabla u_{n}\right|\right) \nabla u_{n} \nabla w}{\left\|u_{n}\right\|_{p}^{p-1}}\right. & d x \mid \\
& \leq \int_{\left|\nabla u_{n}\right|>R} \varepsilon\left|\nabla v_{n}\right|^{p-1}|\nabla w| d x+\int_{\left|\nabla u_{n}\right| \leq R} \frac{C\left|\nabla u_{n}\right||\nabla w|}{\left\|u_{n}\right\|_{p}^{p-1}} d x \\
& \leq \varepsilon\left\|\nabla v_{n}\right\|_{p}^{p-1}\|\nabla w\|_{p}+\frac{C R\|\nabla w\|_{p}|\Omega|^{(p-1) / p}}{\left\|u_{n}\right\|_{p}^{p-1}}
\end{aligned}
$$

by Hölder's inequality and (18). By combining this inequality and a similar argument to that used in (i), our conclusion is shown.
(iii) It is easily shown that, for every $\varepsilon>0$, there exists $C>0$ such that

$$
|\widetilde{G}(x, y)| \leq \varepsilon|y|^{p}+C \quad \text { for every } y \in \mathbb{R}^{N}
$$

Therefore, $\left|\int_{\Omega} \widetilde{G}\left(x, \nabla u_{n}\right) d x\right| \leq \varepsilon\left\|\nabla u_{n}\right\|_{p}^{p}+C|\Omega|$. This implies our conclusion.

Proof of Theorem 18. By way of contradiction, we assume that there exist $\varepsilon_{0}>0$, $\left\{\lambda_{n}\right\}$, and $\left\{u_{n}\right\}$ such that $\lambda_{n}<\lambda_{1}\left(a_{\infty}\right)-\varepsilon_{0}, \lim _{n \rightarrow \infty}\left\|u_{n}\right\|_{p}=\infty$, and $u_{n}$ is a solution of (EV; $\lambda_{n}$ ). By taking $u_{n}$ as a test function in ( $\mathrm{EV} ; \lambda_{n}$ ), we have

$$
\frac{C_{0}}{p-1}\left\|\nabla u_{n}\right\|_{p}^{p} \leq \int_{\Omega} A\left(x, \nabla u_{n}\right) \nabla u_{n} d x=\lambda_{n}\left\|u_{n}\right\|_{p}^{p} \leq\left(\lambda_{1}\left(a_{\infty}\right)-\varepsilon_{0}\right)\left\|u_{n}\right\|_{p}^{p} ;
$$

refer to Remark 1(iii). Therefore, $v_{n}:=u_{n} /\left\|u_{n}\right\|_{p}$ is bounded in $W_{0}^{1, p}(\Omega)$.
Again by taking $u_{n} /\left\|u_{n}\right\|_{p}^{p}$ as a test function in (EV; $\lambda_{n}$ ), we obtain

$$
\begin{aligned}
\lambda_{1}\left(a_{\infty}\right)-\varepsilon_{0}>\lambda_{n} & =\int_{\Omega} \frac{a_{\infty}(x)\left|\nabla u_{n}\right|^{p}}{\left\|u_{n}\right\|_{p}^{p}} d x+\int_{\Omega} \frac{\tilde{a}\left(x,\left|\nabla u_{n}\right|\right)\left|\nabla u_{n}\right|^{2}}{\left\|u_{n}\right\|_{p}^{p}} d x \\
& =\int_{\Omega} a_{\infty}(x)\left|\nabla v_{n}\right|^{p} d x+\int_{\Omega} \frac{\tilde{a}\left(x,\left|\nabla u_{n}\right|\right)\left|\nabla u_{n}\right|^{2}}{\left\|u_{n}\right\|_{p}^{p}} d x \\
& \geq \lambda_{1}\left(a_{\infty}\right)+o(1),
\end{aligned}
$$

using the definition of $\lambda_{1}\left(a_{\infty}\right)$ and Lemma 19(i). This is a contradiction.
Theorem 20. Assume (AH). For every $\varepsilon>0$ there exists $R_{1}>0$ such that (EV; $\lambda$ ) has no constant sign solutions in $W_{0}^{1, p}(\Omega) \backslash B_{p}\left(R_{1}\right)$ provided $\lambda>\lambda_{1}\left(a_{\infty}\right)+\varepsilon$.
Proof. By way of contradiction, we assume that there exist $\varepsilon_{0}>0,\left\{\lambda_{n}\right\}$, and $\left\{u_{n}\right\}$ such that $\lambda_{n}>\lambda_{1}\left(a_{\infty}\right)+\varepsilon_{0}, \lim _{n \rightarrow \infty}\left\|u_{n}\right\|_{p}=\infty$, and $u_{n}$ is a constant sign solution of (EV; $\lambda_{n}$ ). Because $A$ is odd, we may suppose that $u_{n} \geq 0$ by considering $-u_{n}$ if necessary. Thus, by Remark $3, u_{n} \in C^{1}(\bar{\Omega})$ and $u_{n}>0$ in $\Omega$. Here we note that $\lambda_{n} \leq A_{p} \lambda_{1}\left(-\Delta_{p}\right)$ by Proposition 10, where $\lambda_{1}\left(-\Delta_{p}\right)$ denotes the first eigenvalue of $-\Delta_{p}$ (see (10) for the definition of $A_{p}$ ), and so $\left\{\lambda_{n}\right\}$ is bounded. Hence we may assume, by taking a subsequence, that $\lambda_{n}$ converges to some

$$
\lambda_{0} \in\left[\lambda_{1}\left(a_{\infty}\right)+\varepsilon_{0}, A_{p} \lambda_{1}\left(-\Delta_{p}\right)\right] .
$$

In addition, we know that $v_{n}:=u_{n} /\left\|u_{n}\right\|_{p}$ is bounded in $W_{0}^{1, p}(\Omega)$

$$
\frac{C_{0}}{p-1}\left\|\nabla u_{n}\right\|_{p}^{p} \leq \int_{\Omega} A\left(x, \nabla u_{n}\right) d x=\lambda_{n}\left\|u_{n}\right\|_{p}^{p}
$$

where we take $u_{n}$ as a test function in (EV; $\lambda_{n}$ ). Thus, by choosing a subsequence, we may suppose that $v_{n}$ converges to some $v$ weakly in $W_{0}^{1, p}(\Omega)$ and strongly in $L^{p}(\Omega)$.

We claim that $v$ is a positive solution of

$$
\begin{equation*}
-\operatorname{div}\left(a_{\infty}(x)|\nabla v|^{p-2} \nabla v\right)=\lambda_{0}|v|^{p-2} v \quad \text { in } \Omega, \quad v=0 \quad \text { on } \partial \Omega, \tag{19}
\end{equation*}
$$

that is, $v$ is a positive eigenfunction corresponding to $\lambda_{0}$. If our claim holds, then $\lambda_{0}=\lambda_{1}\left(a_{\infty}\right)$ occurs because (17) has no positive solutions in the case of $\lambda \neq \lambda_{1}\left(a_{\infty}\right)$. Hence this contradicts $\lambda_{1}\left(a_{\infty}\right)+\varepsilon_{0} \leq \lim _{n \rightarrow \infty} \lambda_{n}=\lambda_{0}$.

We now prove our claim. First, we show that $v_{n}$ converges to $v$ strongly in $W_{0}^{1, p}(\Omega)$. Indeed, by taking $\left(v_{n}-v\right) /\left\|u_{n}\right\|_{p}^{p-1}$ as a test function in (EV; $\lambda_{n}$ ), we have

$$
\begin{aligned}
& \lambda_{n} \int_{\Omega} v_{n}^{p-1}\left(v_{n}-v\right) d x \\
& \quad=\int_{\Omega} a_{\infty}(x)\left|\nabla v_{n}\right|^{p-2} \nabla v_{n} \nabla\left(v_{n}-v\right) d x+\int_{\Omega} \frac{\tilde{a}\left(x,\left|\nabla u_{n}\right|\right) \nabla u_{n}}{\left\|u_{n}\right\|_{p}^{p-1}} \nabla\left(v_{n}-v\right) d x \\
& \quad=\int_{\Omega} a_{\infty}(x)\left|\nabla v_{n}\right|^{p-2} \nabla v_{n} \nabla\left(v_{n}-v\right) d x+o(1)
\end{aligned}
$$

as $n \rightarrow \infty$ due to Lemma 19(i)-(ii). Since $v_{n} \rightarrow v$ in $L^{p}(\Omega)$, this implies that $\int_{\Omega} a_{\infty}(x)\left|\nabla v_{n}\right|^{p-2} \nabla v_{n} \nabla\left(v_{n}-v\right) d x$ converges to 0 as $n \rightarrow \infty$. Noting that

$$
\begin{aligned}
o(1) & =\int_{\Omega} a_{\infty}(x)\left(\left|\nabla v_{n}\right|^{p-2} \nabla v_{n}-|\nabla v|^{p-2} \nabla v\right) \nabla\left(v_{n}-v\right) d x \\
& \geq \min _{\bar{\Omega}} a_{\infty} \int_{\Omega}\left(\left|\nabla v_{n}\right|^{p-2} \nabla v_{n}-|\nabla v|^{p-2} \nabla v\right) \nabla\left(v_{n}-v\right) d x \\
& \geq \min _{\bar{\Omega}} a_{\infty}\left(\left\|\nabla v_{n}\right\|_{p}^{p-1}-\|\nabla v\|_{p}^{p-1}\right)\left(\left\|\nabla v_{n}\right\|_{p}-\|\nabla v\|_{p}\right) \geq 0,
\end{aligned}
$$

we have $v_{n} \rightarrow v$ in $W_{0}^{1, p}(\Omega)\left(\right.$ note $\left.0<\min _{\bar{\Omega}} a_{\infty} \leq \max _{\bar{\Omega}} a_{\infty}<\infty\right)$. As a result, $v$ is a solution of (19) by letting $n \rightarrow \infty$ in the equality

$$
\int_{\Omega} a_{\infty}(x)\left|\nabla v_{n}\right|^{p-2} \nabla v_{n} \nabla w d x+\int_{\Omega} \frac{\tilde{a}\left(x,\left|\nabla u_{n}\right|\right) \nabla u_{n} \nabla w}{\left\|u_{n}\right\|_{p}^{p-1}} d x=\lambda_{n} \int_{\Omega} v_{n}^{p-1} w d x
$$

for every $w \in W_{0}^{1, p}(\Omega)$; note that, by Lemma 19(ii), the second term converges to zero. Since $v_{n}=u_{n} /\left\|u_{n}\right\|_{p}>0$ in $\Omega, v$ is nonnegative, and so $v$ is positive by Remark 3(i) and $\|v\|_{p}=1$. Thus our claim is shown.

Proposition 21. Assume (AH). Then, for every $\varepsilon>0$, there exists $R_{0}>0$ such that

$$
\frac{\underline{\lambda}_{1}(A, r)}{r^{p}} \geq \lambda_{1}\left(a_{\infty}\right)-\varepsilon \quad \text { for every } r>R_{0} .
$$

Proof. Assume that there exist $\varepsilon_{0}>0$ and $r_{n}>0$ such that $r_{n} \rightarrow \infty$ as $n \rightarrow \infty$ and $\underline{\lambda}_{1}\left(A, r_{n}\right) / r_{n}^{p}<\lambda_{1}\left(a_{\infty}\right)-\varepsilon_{0}$ for every $n \in \mathbb{N}$. Because of Proposition 5 and Lemma 6 , we can choose a positive function $u_{n} \in\left(r_{n} S\right) \cap C^{1}(\bar{\Omega})$ satisfying

$$
\int_{\Omega} A\left(x, \nabla u_{n}\right) \nabla u_{n} d x=\underline{\lambda}_{1}\left(A, r_{n}\right), \quad \min _{v \in r_{n} S} \int_{\Omega} G(x, \nabla v) d x=\int_{\Omega} G\left(x, \nabla u_{n}\right) d x .
$$

Note that

$$
\frac{C_{0}}{p-1}\left\|\nabla u_{n}\right\|_{p}^{p} \leq \int_{\Omega} A\left(x, \nabla u_{n}\right) \nabla u_{n} d x=\underline{\lambda}_{1}\left(A, r_{n}\right)<\left(\lambda_{1}\left(a_{\infty}\right)-\varepsilon_{0}\right) r_{n}^{p},
$$

and so $u_{n} / r_{n}=u_{n} /\left\|u_{n}\right\|_{p}$ is bounded in $W_{0}^{1, p}(\Omega)$. Because $u_{n}$ is a solution of (EV; $\lambda$ ) with $\lambda=\underline{\lambda}_{1}\left(A, r_{n}\right) / r_{n}^{p}$ (see Proposition 5), by the same argument as in Theorem 18 with $\lambda_{n}=\underline{\lambda}_{1}\left(A, r_{n}\right) / r_{n}^{p}$, we have a contradiction.
Proposition 22. Assume (AH). Then, for every $\varepsilon>0$, there exists $R_{1}>0$ such that

$$
\frac{\bar{\lambda}_{1}(A, r)}{r^{p}} \leq \lambda_{1}\left(a_{\infty}\right)+\varepsilon \quad \text { for every } r>R_{1} .
$$

Proof. Assume that there exist $\varepsilon_{0}>0$ and $r_{n}>0$ such that $r_{n} \rightarrow \infty$ as $n \rightarrow \infty$ and $\bar{\lambda}_{1}\left(A, r_{n}\right) / r_{n}^{p}>\lambda_{1}\left(a_{\infty}\right)+\varepsilon_{0}$ for every $n \in \mathbb{N}$. According to Lemma 6 and Proposition 5, we can take a positive function $u_{n} \in\left(r_{n} S\right) \cap C^{1}(\bar{\Omega})$ satisfying

$$
\int_{\Omega} A\left(x, \nabla u_{n}\right) \nabla u_{n} d x=\bar{\lambda}_{1}\left(A, r_{n}\right), \quad \min _{v \in r_{n} S} \int_{\Omega} G(x, \nabla v) d x=\int_{\Omega} G\left(x, \nabla u_{n}\right) d x
$$

Note that, with $\varphi_{a_{\infty}}$ as in item (ii) of page 165 , we have

$$
\frac{C_{0}}{p(p-1)}\left\|\nabla u_{n}\right\|_{p}^{p} \leq \int_{\Omega} G\left(x, \nabla u_{n}\right) d x \leq \int_{\Omega} G\left(x, r_{n} \nabla \varphi_{a_{\infty}}\right) d x \leq \frac{C_{1} r_{n}^{p}}{p(p-1)}\left\|\nabla \varphi_{a_{\infty}}\right\|_{p}^{p}
$$

Hence $u_{n} / r_{n}=u_{n} /\left\|u_{n}\right\|_{p}$ is bounded in $W_{0}^{1, p}(\Omega)$. Since $u_{n}$ is a positive solution of (EV; $\lambda$ ) with $\lambda=\bar{\lambda}_{1}\left(A, r_{n}\right) / r_{n}^{p}$, by the same argument as in Theorem 20 with $\lambda_{n}=\bar{\lambda}_{1}\left(A, r_{n}\right) / r_{n}^{p}$, we have a contradiction.

By Propositions 21 and 22, we have the following result.
Corollary 23. Under (AH), we have

$$
\lim _{r \rightarrow+\infty} \frac{\bar{\lambda}_{1}(A, r)}{r^{p}}=\lim _{r \rightarrow+\infty} \frac{\underline{\lambda}_{1}(A, r)}{r^{p}}=\lambda_{1}\left(a_{\infty}\right) .
$$

Proposition 24. Under (AH), we have

$$
\lim _{r \rightarrow+\infty} \frac{\mu_{1}(A, r)}{r^{p}}=\frac{\lambda_{1}\left(a_{\infty}\right)}{p} .
$$

Proof. Due to Proposition 5, for every $r>0$, there exists a positive solution $u_{r} \in(r S) \cap C^{1}(\bar{\Omega})$ of (EV; $\lambda$ ) with $\lambda=\lambda_{1}\left(A, u_{r}\right) / r^{p}$ and $\mu_{1}(A, r)=J\left(u_{r}\right)$. Then $u_{r} /\left\|u_{r}\right\|_{p}=u_{r} / r$ is bounded in $W_{0}^{1, p}(\Omega)$, as seen from

$$
\frac{C_{0}}{p(p-1)}\left\|\nabla u_{r}\right\|_{p}^{p} \leq \int_{\Omega} G\left(x, \nabla u_{r}\right) d x \leq \int_{\Omega} G(x, r \nabla w) d x \leq \frac{r^{p} C_{1}}{p(p-1)}\|\nabla w\|_{p}^{p}
$$

for any $w \in W_{0}^{1, p}(\Omega)$ with $\|w\|_{p}=1$.
Set

$$
\widetilde{G}(x, y):=\int_{0}^{|y|} \tilde{a}(x, t) t d x \quad \text { for } y \in \mathbb{R}^{N} .
$$

Note that

$$
\underline{\lambda}_{1}(A, r) \leq \lambda_{1}\left(A, u_{r}\right) \leq \bar{\lambda}_{1}(A, r)
$$

and

$$
\begin{aligned}
\mu_{1}(A, r) & =\int_{\Omega} G\left(x, \nabla u_{r}\right) d x=\frac{1}{p} \int_{\Omega} a_{\infty}(x)\left|\nabla u_{r}\right|^{p} d x+\int_{\Omega} \widetilde{G}\left(x, \nabla u_{r}\right) d x \\
& =\frac{\lambda_{1}\left(A, u_{r}\right)}{p}-\frac{1}{p} \int_{\Omega} \tilde{a}(x,|\nabla u|)\left|\nabla u_{r}\right|^{2} d x+\int_{\Omega} \widetilde{G}\left(x, \nabla u_{r}\right) d x
\end{aligned}
$$

According to Corollary 23 and Lemma 19(i) and (iii) (note $\left\|u_{r}\right\|_{p}=r \rightarrow+\infty$ ), our conclusion is achieved.

## 4. Existence of a positive solution

In this section, we provide the existence of a positive solution to the equation

$$
\begin{cases}-\operatorname{div} A(x, \nabla u)=f(x, u) & \text { in } \Omega  \tag{P}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

where the nonlinear term $f$ satisfies Assumption $(f)$.
Theorem 25. Assume (AH0), (AH), and ( $f$ ). Let $\lambda_{1}\left(a_{0}\right)$ and $\lambda_{1}\left(a_{\infty}\right)$ be the first eigenvalues of, respectively, (13) and (17) (see the discussion there). If one of the following conditions holds, $(\mathrm{P})$ has at least one positive solution.
(i) $\alpha_{0}>\lambda_{1}\left(a_{0}\right)$ and $\alpha<\lambda_{1}\left(a_{\infty}\right)$.
(ii) $\alpha_{0}<\lambda_{1}\left(a_{0}\right)$ and $\alpha>\lambda_{1}\left(a_{\infty}\right)$.

This addresses the existence of an eigenvalue for our operator because we can apply Theorem 25 to $f(x, u)=\lambda|u|^{p-2} u$.
Corollary 26. Assume (AHO), (AH), and $\lambda_{1}\left(a_{0}\right) \neq \lambda_{1}\left(a_{\infty}\right)$. Then, for every $\lambda$ between $\lambda_{1}\left(a_{0}\right)$ and $\lambda_{1}\left(a_{\infty}\right)$, $(\mathrm{EV} ; \lambda)$ has a nontrivial (positive) solution. Therefore $\lambda$ is an eigenvalue of $A$

To show the existence of a positive solution, we define a $C^{1}$ functional $I$ on $W_{0}^{1, p}(\Omega)$ by

$$
I(u):=\int_{\Omega} G(x, \nabla u) d x-\int_{\Omega} F_{+}(x, u) d x \quad \text { for } u \in W_{0}^{1, p}(\Omega)
$$

where $F_{+}(x, u):=\int_{0}^{u} f_{+}(x, u) d x$, with $f_{+}(x, t)$ given by $f(x, t)$ if $t \geq 0$ and 0 if $t \leq 0$.
Remark 27. If $u \in W_{0}^{1, p}(\Omega)$ is a nontrivial critical point of $I$, then $u$ is a positive solution of (P).

Indeed, by taking $-u_{-}$as a test function, we obtain

$$
\begin{aligned}
0=\left\langle I^{\prime}(u),-u_{-}\right\rangle & =\int_{\Omega} A(x, \nabla u)\left(-\nabla u_{-}\right) d x-\int_{\Omega} f_{+}(x, u)\left(-u_{-}\right) d x \\
& =\int_{\Omega} A(x, \nabla u)\left(-\nabla u_{-}\right) d x \geq \frac{C_{0}}{p-1}\left\|\nabla u_{-}\right\|_{p}^{p}
\end{aligned}
$$

Thus $u \geq 0$. By Remark 3(ii) (note that $u \not \equiv 0$ ), we see that $u$ is a positive solution of $(\mathrm{P})$ (note that $f_{+}(x, u)=f(x, u)$ ).

Convention. From now on, let Assumption ( $f$ ) be satisfied.
Lemma 28. If $\alpha \neq \lambda_{1}\left(a_{\infty}\right)$, then I satisfies the Palais-Smale condition.
Proof. Let $\left\{u_{n}\right\}$ be a Palais-Smale sequence of $I$, which means that

$$
I\left(u_{n}\right) \rightarrow c \quad \text { and } \quad\left\|I^{\prime}\left(u_{n}\right)\right\|_{W_{0}^{1, p}(\Omega)^{*}} \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

for some $c \in \mathbb{R}$. In view of Proposition 2 and the compactness of the embedding $W_{0}^{1, p}(\Omega) \hookrightarrow L^{p}(\Omega)$, it is sufficient to prove the boundedness of $\left\{u_{n}\right\}$ in $W_{0}^{1, p}(\Omega)$. Then, in view of the inequality

$$
\begin{align*}
\frac{C_{0}}{p(p-1)}\left\|\nabla u_{n}\right\|_{p}^{p} & \leq \int_{\Omega} G\left(x, \nabla u_{n}\right) d x=I\left(u_{n}\right)+\int_{\Omega} F_{+}\left(x, u_{n}\right) d x  \tag{20}\\
& \leq I\left(u_{n}\right)+C\left\|u_{n}\right\|_{p}^{p}
\end{align*}
$$

it is sufficient to prove the boundedness of $\left\{u_{n}\right\}$ in $L^{p}(\Omega)$. By way of contradiction we may assume that $\left\|u_{n}\right\|_{p} \rightarrow \infty$ as $n \rightarrow \infty$ by choosing a subsequence if necessary. Set $v_{n}:=u_{n} /\left\|u_{n}\right\|_{p}$. The inequality (20) ensures that $\left\{v_{n}\right\}$ is bounded in $W_{0}^{1, p}(\Omega)$. Hence, by choosing a subsequence, we may suppose that $v_{n} \rightharpoonup v_{0}$ in $W_{0}^{1, p}(\Omega)$ and $v_{n} \rightarrow v_{0}$ in $L^{p}(\Omega)$ for some $v_{0}$.

First, we see that $v_{0} \geq 0$ for a.e. $x \in \Omega$. Indeed, by taking $-\left(u_{n}\right)_{-}$as a test function, we have

$$
\begin{aligned}
o(1)\left\|\nabla\left(u_{n}\right)_{-}\right\|_{p} & =\left\langle I^{\prime}\left(u_{n}\right),-\left(u_{n}\right)_{-}\right\rangle \\
& =\int_{\Omega} A\left(x, \nabla u_{n}\right)\left(-\nabla\left(u_{n}\right)_{-}\right) d x \geq \frac{C_{0}}{p-1}\left\|\nabla\left(u_{n}\right)_{-}\right\|_{p}^{p} .
\end{aligned}
$$

Because $p>1$, we have $\left\|\nabla\left(u_{n}\right)_{-}\right\|_{p} \rightarrow 0$ as $n \rightarrow \infty$. Thus $\left(v_{n}\right)_{-} \rightarrow 0$ in $W_{0}^{1, p}(\Omega)$, and hence $\left(v_{0}\right)_{-}=0$ for a.e. $x \in \Omega$.

Now we prove that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\left\|f_{+}\left(\cdot, u_{n}\right)-\alpha\left(u_{n}\right)_{-}^{p-1}\right\|_{p^{\prime}}}{\left\|u_{n}\right\|_{p}^{p-1}}=0 \tag{21}
\end{equation*}
$$

where $p^{\prime}=p /(p-1)$. Fix an arbitrary $\varepsilon>0$. It follows from condition (ii) of Assumption $(f)$ that there exists a $C_{\varepsilon}>0$ such that

$$
\left|f(x, u)-\alpha u^{p-1}\right| \leq \varepsilon|u|^{p-1}+C_{\varepsilon} \quad \text { for every } u \geq 0, \text { a.e. } x \in \Omega .
$$

Then we obtain

$$
\int_{\Omega}\left|f_{+}\left(x, u_{n}\right)-\alpha\left(u_{n}\right)_{+}^{p-1}\right|^{p^{\prime}} d x \leq 2^{p^{\prime}-1}\left(\varepsilon^{p^{\prime}-1}\left\|\left(u_{n}\right)_{+}\right\|_{p}^{p}+C_{\varepsilon}^{p^{\prime}-1}|\Omega|\right) .
$$

Since we are assuming that $\left\|u_{n}\right\|_{p} \rightarrow \infty$ as $n \rightarrow \infty$, this shows that

$$
\lim _{n \rightarrow \infty}\left\|f_{+}\left(\cdot, u_{n}\right)-\alpha\left(u_{n}\right)_{+}^{p-1}\right\|_{p^{\prime}} /\left\|u_{n}\right\|_{p}^{p-1}=0,
$$

because $\varepsilon>0$ is arbitrary.
Here we recall the following result proved in Lemma 19:
(22) $\lim _{n \rightarrow \infty} \int_{\Omega} \frac{\tilde{a}\left(x,\left|\nabla u_{n}\right|\right) \nabla u_{n}}{\left\|u_{n}\right\|_{p}^{p-1}} \nabla\left(v_{n}-v_{0}\right) d x=\lim _{n \rightarrow \infty} \int_{\Omega} \frac{\tilde{a}\left(x,\left|\nabla u_{n}\right|\right) \nabla u_{n}}{\left\|u_{n}\right\|_{p}^{p-1}} \nabla \varphi d x=0$
for every $\varphi \in W_{0}^{1, p}(\Omega)$. Thus, by considering

$$
o(1)=\frac{\left\langle I^{\prime}\left(u_{n}\right), v_{n}-v_{0}\right\rangle}{\left\|u_{n}\right\|_{p}^{p-1}}=\int_{\Omega} a_{\infty}(x)\left|\nabla v_{n}\right|^{p-2} \nabla v_{n} \nabla\left(v_{n}-v_{0}\right) d x+o(1),
$$

and using Proposition 2 , we see that $v_{n}$ converges strongly to $v_{0}$ in $W_{0}^{1, p}(\Omega)$. Hence, by passing to the limit in $o(1)=\left\langle I^{\prime}\left(u_{n}\right), \varphi\right\rangle /\left\|u_{n}\right\|_{p}^{p-1}$ for any $\varphi \in W_{0}^{1, p}(\Omega)$ and by noting (21) and (22), we infer that $v_{0}$ is a nontrivial solution of

$$
-\operatorname{div}\left(a_{\infty}|\nabla u|^{p-2} \nabla u\right)=\alpha|u|^{p-2} u \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega
$$

(note that $\left\|v_{0}\right\|_{p}=1$ and $v_{0} \geq 0$ for a.e. $x \in \Omega$ ). Since $v_{0} \geq 0$ for a.e. $x \in \Omega, v$ is a positive solution of (17) with $\lambda=\alpha$ (see Remark 3). This implies that $\alpha=\lambda_{1}\left(a_{\infty}\right)$, because (17) has no positive solutions if $\lambda \neq \lambda_{1}\left(a_{\infty}\right)$. It contradicts the hypothesis $\alpha \neq \lambda_{1}\left(a_{\infty}\right)$. Hence $\left\|u_{n}\right\|_{p}$ is bounded, which completes the proof.

Lemma 29. Assume ( AH ) and $\alpha<\lambda_{1}\left(a_{\infty}\right)$. Then I is coercive, bounded from below and weakly lower semicontinuous (wlsc) on $W_{0}^{1, p}(\Omega)$.

Proof. Because $\alpha<\lambda_{1}\left(a_{\infty}\right)$, we can take sufficiently small constants $\varepsilon>0$ and $0<\delta<1$ satisfying

$$
\begin{equation*}
(1-\delta)\left(\lambda_{1}\left(a_{\infty}\right)-\varepsilon\right)>\alpha+\varepsilon . \tag{23}
\end{equation*}
$$

By condition (ii) of Assumption $(f)$, there exists a $C>0$ such that

$$
\left|F_{+}(x, u)\right| \leq(\alpha+\varepsilon) \frac{u^{p}}{p}+C
$$

for every $u \geq 0$ and a.e. $x \in \Omega$. Due to Proposition 24 and the definition of $\mu_{1}(A, r)$, there exists an $R>0$ such that, for every $u \in W_{0}^{1, p}(\Omega)$ with $\|u\|_{p} \geq R$,

$$
\begin{equation*}
\int_{\Omega} G(x, \nabla u) d x \geq \mu_{1}\left(A,\|u\|_{p}\right) \geq \frac{\lambda_{1}\left(a_{\infty}\right)-\varepsilon}{p}\|u\|_{p}^{p} . \tag{24}
\end{equation*}
$$

Hence, for every $u \in W_{0}^{1, p}(\Omega)$ with $\|u\|_{p} \geq R$, we obtain

$$
\begin{aligned}
I(u) & \geq \frac{(1-\delta)\left(\lambda_{1}\left(a_{\infty}\right)-\varepsilon\right)}{p}\|u\|_{p}^{p}+\frac{\delta C_{0}}{p(p-1)}\|\nabla u\|_{p}^{p}-\frac{\alpha+\varepsilon}{p}\left\|u_{+}\right\|_{p}^{p}-C|\Omega| \\
& \geq \frac{\delta C_{0}}{p(p-1)}\|\nabla u\|_{p}^{p}-C|\Omega|
\end{aligned}
$$

by (2), (23), and (24), where $u_{+}:=\max \{0, u\}$. This yields that $I$ is coercive. Moreover, because $I$ is bounded from below on $B_{p}(R)$, we see that $I$ is bounded from below on $W_{0}^{1, p}(\Omega)$. Since $J$ is wlsc (see the proof of Proposition 5) and $W_{0}^{1, p}(\Omega) \hookrightarrow L^{p}(\Omega)$ is compact, $I$ is wlsc on $W_{0}^{1, p}(\Omega)$.
Lemma 30. Assume ( AH 0$)$ and $\alpha_{0}<\lambda_{1}\left(a_{0}\right)$. Let $p<q \leq p^{*}$, where $p^{*}=$ $N p /(N-p)$ if $N>p$ and $p^{*}=+\infty$ if $N \leq p$. Then there exists $\rho_{0}>0$ such that

$$
\inf \left\{I(u):\|u\|_{q}=\rho\right\}>0 \quad \text { for every } 0<\rho<\rho_{0}
$$

Proof. Because $\alpha_{0}<\lambda_{1}\left(a_{0}\right)$, we can take some sufficiently small $\varepsilon>0$ and $0<\delta<1$ satisfying

$$
\begin{equation*}
(1-\delta)\left(\lambda_{1}\left(a_{0}\right)-\varepsilon\right)>\alpha_{0}+\varepsilon \tag{25}
\end{equation*}
$$

According to Proposition 17, there exists an $r_{0}>0$ such that

$$
\begin{equation*}
\frac{\mu_{1}(A, r)}{r^{p}} \geq \frac{\lambda_{1}\left(a_{0}\right)-\varepsilon}{p} \quad \text { for every } 0<r<r_{0} \tag{26}
\end{equation*}
$$

In addition, Assumption $(f)$ guarantees the existence of $D_{q}>0$ satisfying

$$
\begin{equation*}
F_{+}(x, u) \leq \frac{\alpha_{0}+\varepsilon}{p} u^{p}+D_{q} u^{q} \quad \text { for every } u \geq 0, \text { a.e. } x \in \Omega \tag{27}
\end{equation*}
$$

Because $W_{0}^{1, p}(\Omega) \hookrightarrow L^{q}(\Omega)$ is continuous, we can take a positive constant $C_{q}$ such that $\|u\|_{q} \leq C_{q}\|\nabla u\|_{p}$ for every $W_{0}^{1, p}(\Omega)$. We choose a positive constant $\rho$ satisfying

$$
\begin{equation*}
\rho<\min \left\{r_{0}|\Omega|^{1 / q-1 / p},\left(\frac{\delta C_{0}}{2 p(p-1) D_{q} C_{q}^{p}}\right)^{1 /(q-p)}\right\}=: \rho_{0} \tag{28}
\end{equation*}
$$

Note that $\|u\|_{p}<r_{0}$ if $\|u\|_{q}=\rho$, by Hölder's inequality and (28). Therefore, for every $\|u\|_{q}=\rho$, we have

$$
\begin{aligned}
I(u) & =(1-\delta) \int_{\Omega} G(x, \nabla u) d x+\delta \int_{\Omega} G(x, \nabla u) d x-\int_{\Omega} F_{+}(x, u) d x \\
& \geq(1-\delta) \frac{\mu_{1}\left(A,\|u\|_{p}\right)}{\|u\|_{p}^{p}}\|u\|_{p}^{p}+\frac{\delta C_{0}}{p(p-1)}\|\nabla u\|_{p}^{p}-\frac{\alpha_{0}+\varepsilon}{p}\left\|u_{+}\right\|_{p}^{p}-D_{q}\left\|u_{+}\right\|_{q}^{q} \\
& \geq \frac{1}{p}\left\{(1-\delta)\left(\lambda_{1}\left(a_{0}\right)-\varepsilon\right)-\alpha_{0}-\varepsilon\right\}\|u\|_{p}^{p}+\left(\frac{\delta C_{0}}{p(p-1) C_{q}^{p}}-D_{q}\|u\|_{q}^{q-p}\right)\|u\|_{q}^{p}
\end{aligned}
$$

$$
\geq \frac{\delta C_{0}}{2 p(p-1) C_{q}^{p}} \rho^{p},
$$

by the definition of $\mu_{1}(A, r),(2),(27),(26),(25)$, and (28). This ensures our conclusion.

Proof of Theorem 25. (i) Lemma 29 guarantees the existence of a global minimizer of $I$. Thus it suffices to prove that $\min _{W_{0}^{1, p}(\Omega)} I<0$ to show the existence of a nontrivial critical point of $I$. Choose a positive constant $\varepsilon>0$ such that $\alpha_{0}>$ $\lambda_{1}\left(a_{0}\right)+2 \varepsilon$. Let $\varphi_{a_{0}} \in C^{1}(\bar{\Omega})$ be a positive eigenfunction corresponding to $\lambda_{1}\left(a_{0}\right)$ with $\left\|\varphi_{a_{0}}\right\|_{p}=1$ (refer to the text below (13) and note that (13) is a homogeneous equation). It is easily seen that $\int_{\Omega} \widetilde{G}_{0}\left(x, r \nabla \varphi_{a_{0}}\right) d x / r^{p} \rightarrow 0$ as $r \rightarrow+0$ (refer to the proof of Proposition 17 with $\left\|r \varphi_{a_{0}}\right\|_{p}=r$ ). Hence there exists $r_{0}>0$ such that

$$
\begin{align*}
\int_{\Omega} G\left(x, r \nabla \varphi_{a_{0}}\right) d x & =\frac{r^{p}}{p} \int_{\Omega} a_{0}(x)\left|\nabla \varphi_{a_{0}}\right|^{p} d x+r^{p} \int_{\Omega} \frac{\widetilde{G}_{0}\left(x, r \nabla \varphi_{a_{0}}\right)}{r^{p}} d x  \tag{29}\\
& \leq \frac{\lambda_{1}\left(a_{0}\right)+\varepsilon}{p} r^{p}=\frac{\lambda_{1}\left(a_{0}\right)+\varepsilon}{p}\left\|r \varphi_{a_{0}}\right\|_{p}^{p}
\end{align*}
$$

for every $0<r<r_{0}$. On the other hand, it follows from part (i) of Assumption $(f)$ that there exists a $\delta>0$ such that

$$
\begin{equation*}
F_{+}(x, u) \geq \frac{\alpha_{0}-\varepsilon}{p} u^{p} \quad \text { for every } u \in[0, \delta], \text { a.e. } x \in \Omega . \tag{30}
\end{equation*}
$$

Therefore, for every $0<r<\min \left\{r_{0}, \delta /\left\|\varphi_{a_{0}}\right\|_{\infty}\right\}$, we have

$$
I\left(r u_{0}\right) \leq \frac{r^{p}}{p}\left(\lambda_{1}\left(a_{0}\right)+2 \varepsilon-\alpha_{0}\right)\left\|\varphi_{a_{0}}\right\|_{p}^{p}<0,
$$

by (29) and (30) (note $\lambda_{1}\left(a_{0}\right)+2 \varepsilon-\alpha_{0}<0$ ), whence $\min _{W_{0}^{1, p}(\Omega)} I<0$.
(ii) Let $p<q \leq p^{*}$. Then, by Lemma 30, we obtain $\rho>0$ satisfying

$$
\delta_{0}:=\inf \left\{I(u):\|u\|_{q}=\rho\right\}>0 .
$$

Now we claim the existence of $w \in W_{0}^{1, p}(\Omega)$ such that

$$
\begin{equation*}
\|w\|_{q}>\rho \quad \text { and } \quad I(w)<\delta_{0} . \tag{31}
\end{equation*}
$$

Admitting this claim, we define

$$
c:=\inf _{\gamma \in \Gamma} \max _{t \in[0,1]} I(\gamma(t)), \quad \Gamma:=\left\{\gamma \in C\left([0,1], W_{0}^{1, p}(\Omega)\right): \gamma(0)=0, \gamma(1)=w\right\} .
$$

It is obvious that $\Gamma \neq \varnothing$ and $\gamma([0,1]) \cap\left\{u \in W_{0}^{1, p}(\Omega):\|u\|_{q}=\rho\right\} \neq \varnothing$ for every $\gamma \in \Gamma$, since $W_{0}^{1, p}(\Omega) \hookrightarrow L^{q}(\Omega)$ is continuous. Thus the mountain pass theorem guarantees that $c\left(\geq \delta_{0}\right)$ is a nontrivial critical value of $I$ because $I$ satisfies the Palais-Smale condition by Lemma 28.

Finally, we prove the existence of $w$ satisfying (31). Because $\alpha>\lambda_{1}\left(a_{\infty}\right)$, we can choose a positive constant $\varepsilon_{0}>0$ such that

$$
\begin{equation*}
\alpha>\lambda_{1}\left(a_{\infty}\right)+2 \varepsilon_{0} . \tag{32}
\end{equation*}
$$

Using item (ii) on page 165 , we can take $\varphi_{a_{\infty}} \in C^{1}(\bar{\Omega})$ be a positive eigenfunction corresponding to $\lambda_{1}\left(a_{\infty}\right)$ with $\left\|\varphi_{a_{\infty}}\right\|_{p}=1$. It follows from Lemma 19(iii) that

$$
\int_{\Omega} \widetilde{G}\left(x, r \nabla \varphi_{a_{\infty}}\right) d x / r^{p} \rightarrow 0
$$

as $r \rightarrow+\infty$ (note that $\left\|r \varphi_{a_{\infty}}\right\|_{p}=r$ ). Hence there exists $R_{0}>0$ such that

$$
\begin{align*}
\int_{\Omega} G\left(x, r \nabla \varphi_{a_{\infty}}\right) d x & =\frac{r^{p}}{p} \int_{\Omega} a_{\infty}(x)\left|\nabla \varphi_{a_{\infty}}\right|^{p} d x+r^{p} \int_{\Omega} \frac{\widetilde{G}_{0}\left(x, r \nabla \varphi_{a_{\infty}}\right)}{r^{p}} d x  \tag{33}\\
& \leq \frac{\lambda_{1}\left(a_{\infty}\right)+\varepsilon_{0}}{p} r^{p}=\frac{\lambda_{1}\left(a_{\infty}\right)+\varepsilon_{0}}{p}\left\|r \varphi_{a_{\infty}}\right\|_{p}^{p}
\end{align*}
$$

for every $r \geq R_{0}$. In addition, it follows from condition (ii) of Assumption $(f)$ that there exists $D>0$ such that

$$
\begin{equation*}
F_{+}(x, u) \geq \frac{\alpha-\varepsilon_{0}}{p} u^{p}-D \quad \text { for every } u \geq 0, \text { a.e. } x \in \Omega . \tag{34}
\end{equation*}
$$

Consequently, by (32), (33), and (34), we obtain

$$
I\left(r \varphi_{a_{0}}\right) \leq \frac{r^{p}}{p}\left(\lambda_{1}\left(a_{\infty}\right)+2 \varepsilon_{0}-\alpha\right)\left\|\varphi_{a_{0}}\right\|_{p}^{p}+D|\Omega| \rightarrow-\infty
$$

as $t \rightarrow+\infty$. This implies the existence of $w$ satisfying (31).
4.1. Resonant cases. To consider the resonant cases, we introduce the following hypotheses for

$$
\widetilde{G}(x, y):=\int_{0}^{|y|} \tilde{a}(x, t) t d t \quad \text { and } \quad \widetilde{G}_{0}(x, y):=\int_{0}^{|y|} \tilde{a}_{0}(x, t) t d t,
$$

where $\tilde{a}$ and $\tilde{a}_{0}$ are as in (AH) and (AHO).
$(\mathrm{H}+)$ There exist $1 \leq q<p$ and $H_{0}>0$ such that

$$
\begin{array}{rlrl}
\lim _{|y| \rightarrow \infty} \frac{p \widetilde{G}(x, y)-\tilde{a}(x,|y|)|y|^{2}}{|y|^{q}} & =+\infty & & \text { for a.e. } x \in \Omega, \\
p \widetilde{G}(x, y)-\tilde{a}(x,|y|)|y|^{2} & \geq-H_{0}\left(1+|y|^{q}\right) & & \text { for a.e. } x \in \Omega, \text { every } y \in \mathbb{R}^{N}, \\
f(x, t) t-p F(x, t) \geq-H_{0}\left(1+t^{q}\right) & & \text { for a.e. } x \in \Omega, \text { every } t \geq 0 .
\end{array}
$$

(H-) There exist $1 \leq q<p$ and $H_{0}>0$ such that

$$
\begin{array}{ll}
\lim _{|y| \rightarrow \infty} \frac{p \widetilde{G}(x, y)-\tilde{a}(x,|y|)|y|^{2}}{|y|^{q}}=-\infty & \text { for a.e. } x \in \Omega, \\
p \widetilde{G}(x, y)-\tilde{a}(x,|y|)|y|^{2} \leq H_{0}\left(1+|y|^{q}\right) & \text { for a.e. } x \in \Omega, \text { every } y \in \mathbb{R}^{N}, \\
f(x, t) t-p F(x, t) \leq H_{0}\left(t^{q}+1\right) & \text { for a.e. } x \in \Omega, \text { every } t \geq 0 .
\end{array}
$$

(HF+) There exist $1 \leq q<p$ and $H_{0}>0$ such that

$$
\begin{aligned}
p \widetilde{G}(x, y)-\tilde{a}(x,|y|)|y|^{2} & \geq-H_{0}\left(1+|y|^{q}\right) & & \text { for a.e. } x \in \Omega, \text { every } y \in \mathbb{R}^{N}, \\
f(x, t) t-p F(x, t) & \geq-H_{0}\left(1+t^{q}\right) & & \text { for every } t \geq 0, \text { a.e. } x \in \Omega, \\
\lim _{t \rightarrow+\infty} \frac{f(x, t) t-p F(x, t)}{t^{q}} & =+\infty & & \text { for a.e. } x \in \Omega .
\end{aligned}
$$

(HF-) There exist $1 \leq q<p$ and $H_{0}>0$ such that

$$
\begin{array}{rlrl}
p \widetilde{G}(x, y)-\tilde{a}(x,|y|)|y|^{2} & \leq H_{0}\left(1+|y|^{q}\right) & & \text { for a.e. } x \in \Omega, \text { every } y \in \mathbb{R}^{N}, \\
f(x, t) t-p F(x, t) \leq H_{0}\left(1+t^{q}\right) & & \text { for every } t \geq 0, \text { a.e. } x \in \Omega, \\
\lim _{t \rightarrow+\infty} \frac{f(x, t) t-p F(x, t)}{t^{q}} & =-\infty & & \text { for a.e. } x \in \Omega .
\end{array}
$$

(H0+) There exist $p \leq r<p^{*}$ and $H_{0}>0$ such that

$$
\begin{array}{rlrl}
\lim _{|y| \rightarrow 0} \frac{p \widetilde{G}_{0}(x, y)-\tilde{a}_{0}(x,|y|)|y|^{2}}{|y|^{r}} & =+\infty & & \text { for a.e. } x \in \Omega, \\
p \widetilde{G}(x, y)-\tilde{a}(x,|y|)|y|^{2} \geq-H_{0}|y|^{r} & \text { for a.e. } x \in \Omega, \text { every }|y| \leq 1, \\
f(x, t) t-p F(x, t) \geq-H_{0} t^{r} & \text { for a.e. } x \in \Omega, \text { every } t \in[0,1] .
\end{array}
$$

(H0-) There exist $p \leq r<p^{*}$ and $H_{0}>0$ such that

$$
\begin{array}{rll}
\lim _{|y| \rightarrow 0} \frac{p \widetilde{G}_{0}(x, y)-\tilde{a}_{0}(x,|y|)|y|^{2}}{|y|^{r}} & =-\infty & \text { for a.e. } x \in \Omega \\
p \widetilde{G}(x, y)-\tilde{a}(x,|y|)|y|^{2} \leq H_{0}|y|^{r} & \text { for a.e. } x \in \Omega, \text { every }|y| \leq 1 \\
f(x, t) t-p F(x, t) \leq H_{0} t^{r} & \text { for a.e. } x \in \Omega, \text { every } t \in[0,1] .
\end{array}
$$

(HF0+) There exist $p \leq r<p^{*}$ and $H_{0}>0$ such that

$$
\begin{aligned}
p \widetilde{G}_{0}(x, y)-\tilde{a}_{0}(x,|y|)|y|^{2} & \geq-H_{0}|y|^{r} & & \text { for a.e. } x \in \Omega, \text { every }|y| \leq 1, \\
f(x, t) t-p F(x, t) & \geq-H_{0} t^{r} & & \text { for every } t \in[0,1], \text { a.e. } x \in \Omega, \\
\lim _{t \rightarrow+0} \frac{f(x, t) t-p F(x, t)}{t^{r}} & =+\infty & & \text { for a.e. } x \in \Omega .
\end{aligned}
$$

(HFO-) There exist $p \leq r<p^{*}$ and $H_{0}>0$ such that

$$
\begin{aligned}
p \widetilde{G}_{0}(x, y)-\tilde{a}_{0}(x,|y|)|y|^{2} \leq H_{0}|y|^{r} & \text { for a.e. } x \in \Omega, \text { every }|y| \leq 1 \\
f(x, t) t-p F(x, t) \leq H_{0} t^{r} & \text { for every } t \in[0,1], \text { a.e. } x \in \Omega \\
\lim _{t \rightarrow+0} \frac{f(x, t) t-p F(x, t)}{t^{r}} & =-\infty
\end{aligned} \quad \text { for a.e. } x \in \Omega
$$

Theorem 31. Let Assumption ( $f$ ), ( AH 0$)$, and $(\mathrm{AH})$ hold. If any of the following conditions is satisfied, (P) has at least one positive solution.
(i) $\alpha_{0}>\lambda_{1}\left(a_{0}\right), \alpha=\lambda_{1}\left(a_{\infty}\right)$, and (HF+) or ( $\mathrm{H}+$ ).
(ii) $\alpha_{0}<\lambda_{1}\left(a_{0}\right), \alpha=\lambda_{1}\left(a_{\infty}\right)$, and ( $\left.\mathrm{HF}-\right)$ or $(\mathrm{H}-)$.
(iii) $\alpha_{0}=\lambda_{1}\left(a_{0}\right), \alpha<\lambda_{1}\left(a_{\infty}\right)$, and (HF0+) or ( $\mathrm{H} 0+$ ).
(iv) $\alpha_{0}=\lambda_{1}\left(a_{0}\right), \alpha>\lambda_{1}\left(a_{\infty}\right)$, and (HFO-) or (H0-).
(v) $\alpha_{0}=\lambda_{1}\left(a_{0}\right), \alpha=\lambda_{1}\left(a_{\infty}\right),(\mathrm{HF} 0+)$ or $(\mathrm{H} 0+)$, and $(\mathrm{HF}+)$ or $(\mathrm{H}+)$.
(vi) $\alpha_{0}=\lambda_{1}\left(a_{0}\right), \alpha=\lambda_{1}\left(a_{\infty}\right)$, (HFO-) or (H0-), and (HF-) or ( $\left.\mathrm{H}-\right)$.

The rest of this section is devoted to the proof of this theorem, which involves some preparatory steps.
The singly resonant case. Set $f_{ \pm n}(x, t):=f(x, t) \pm \frac{p}{n}|t|^{p-2} t$ and define approximate functionals on $W_{0}^{1, p}(\Omega)$ by

$$
I_{ \pm n}(u):=\int_{\Omega} G(x, \nabla u) d x-\int_{\Omega}\left(F_{ \pm n}\right)_{+}(x, u) d x=I(u) \mp \frac{1}{n}\left\|u_{+}\right\|_{p}^{p}
$$

From now on, assume $f$ satisfies Assumption $(f)$. Take first the case $\alpha=\lambda_{1}\left(a_{\infty}\right)$.
Lemma 32. If either $(\mathrm{H}+)$ or ( $\mathrm{HF}+$ ) (resp. either $(\mathrm{H}-)$ or $(\mathrm{HF}-))$ hold and $\left\{u_{n}\right\}$ satisfies

$$
\begin{aligned}
& \sup _{n \in \mathbb{N}} I_{ \pm n}\left(u_{n}\right)<+\infty \quad \text { and } \quad \lim _{n \rightarrow \infty}\left\|I_{ \pm n}^{\prime}\left(u_{n}\right)\right\|_{W_{0}^{1, p}(\Omega)^{*}}=0 \\
\text { (resp. } & \left.\inf _{n \in \mathbb{N}} I_{ \pm n}\left(u_{n}\right)>-\infty \quad \text { and } \quad \lim _{n \rightarrow \infty}\left\|I_{ \pm n}^{\prime}\left(u_{n}\right)\right\|_{W_{0}^{1, p}(\Omega)^{*}}=0\right),
\end{aligned}
$$

then $\left\{u_{n}\right\}$ is bounded in $W_{0}^{1, p}(\Omega)$.
Proof. The boundedness of $\left\|u_{n}\right\|_{p}$ guarantees that $\left\|u_{n}\right\|$ is bounded, since

$$
o(1)\left\|u_{n}\right\|=\left\langle I_{ \pm n}^{\prime}\left(u_{n}\right), u_{n}\right\rangle \geq \frac{C_{0}}{p-1}\left\|u_{n}\right\|^{p}-C\left(1+\left\|u_{n}\right\|_{p}^{p}\right) \mp \frac{1}{n}\left\|\left(u_{n}\right)_{+}\right\|_{p}^{p}
$$

for some $C>0$ independent of $n$. So, by way of contradiction, we assume that $\left\|u_{n}\right\|_{p} \rightarrow \infty$ as $n \rightarrow \infty$. Then, by the same argument as in Lemma 28, we see that $v_{n}:=u_{n} /\left\|u_{n}\right\|_{p}$ has a subsequence strongly converging to a positive solution $v_{0}$ of

$$
\begin{equation*}
-\operatorname{div}\left(a_{\infty}|\nabla u|^{p-2} \nabla u\right)=\alpha|u|^{p-2} u \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega \tag{35}
\end{equation*}
$$

If $\alpha \neq \lambda_{1}\left(a_{\infty}\right)$, we have a contradiction, because (35) does not have a positive solution except when $\lambda=\lambda_{1}\left(a_{\infty}\right)$. So we may assume that $\alpha=\lambda_{1}\left(a_{\infty}\right)$ and $v_{0}=\varphi_{a_{\infty}}$ (note $\left\|v_{0}\right\|_{p}=1$ ). For simplicity, we still denote the subsequence under discussion by $\left\{v_{n}\right\}$. Thus $u_{n}(x) \rightarrow \infty$ as $n \rightarrow \infty$ for a.e. $x \in \Omega$ (note $v_{0}=\varphi_{a_{\infty}}>0$ in $\Omega$ ).

Assume ( $\mathrm{HF}+$ ) or ( $\mathrm{HF}-$ ). We show that

$$
\begin{equation*}
I:=\int_{\Omega} \frac{f_{+}\left(x, u_{n}\right) u_{n}-p F_{+}\left(x, u_{n}\right)}{\left\|u_{n}\right\|_{p}^{q}} d x \rightarrow \pm \infty, \tag{36}
\end{equation*}
$$

where the sign on $\infty$ matches ( $\mathrm{HF} \pm$ ) and $q$ is a constant as in ( $\mathrm{HF} \pm$ ). Indeed, it follows from (HF+) that $\left(f_{+}(x, t) t-p F_{+}(x, t)\right) / t^{q}$ is bounded from below on $\Omega \times[1,+\infty)$. Therefore, since $u_{n}(x) \rightarrow \infty$ for a.e. $x \in \Omega$, we have (36) if (HF+) holds, by applying Fatou's lemma to the inequality

$$
I \geq \int_{u_{n}(x) \geq 1} \frac{f_{+}\left(x, u_{n}\right) u_{n}-p F_{+}\left(x, u_{n}\right)}{u_{n}^{q}} v_{n}^{q} d x-\frac{2 H_{0}}{\left\|u_{n}\right\|_{p}^{p}}|\Omega|,
$$

where $H_{0}>0$ is a constant as in ( $\mathrm{HF}+$ ). The case of ( $\mathrm{HF}-$ ) is handled by the same argument, with $-f$ instead of $f$. This shows (36).

Furthermore, by Hölder's inequality, we have

$$
\begin{align*}
I I & :=\int_{\Omega} \frac{p \widetilde{G}\left(x, \nabla u_{n}\right)-\tilde{a}\left(x,\left|\nabla u_{n}\right|\right)\left|\nabla u_{n}\right|^{2}}{\left\|u_{n}\right\|_{p}^{q}} d x  \tag{37}\\
& \leq H_{0} \int_{\Omega}\left(\left|\nabla v_{n}\right|^{q}+\frac{1}{\left\|u_{n}\right\|_{p}^{q}}\right) d x \leq H_{0}\left\|\nabla v_{n}\right\|_{p}^{q}|\Omega|^{(p-q) / p}+o(1) \\
& \leq H_{0}\left\|\nabla v_{0}\right\|_{p}^{q}|\Omega|^{(p-q) / p}+o(1)
\end{align*}
$$

in the case of (HF-), because $v_{n} \rightarrow v_{0}$ in $W_{0}^{1, p}(\Omega)$, where $q \in[1, p)$ and $H_{0}>0$ are constants as in (HF-). Similarly, we obtain

$$
\begin{equation*}
I I \geq-H_{0}\left\|\nabla v_{0}\right\|_{p}^{q}|\Omega|^{(p-q) / p}+o(1) \tag{38}
\end{equation*}
$$

in the case of ( $\mathrm{HF}+$ ).
Hence we have a contradiction because of (36), (37) or (38) by taking the limit inferior or superior in the equality

$$
\frac{p I_{ \pm n}\left(u_{n}\right)-\left\langle I_{ \pm n}^{\prime}\left(u_{n}\right), u_{n}\right\rangle}{\left\|u_{n}\right\|_{p}^{q}}=I I+I .
$$

Assume ( $\mathrm{H}+$ ) or $(\mathrm{H}-)$. Because $v_{0}$ is a positive solution of (35), we have $\left|\nabla u_{n}(x)\right| \rightarrow \infty$ as $n \rightarrow \infty$ for a.e. $x \in \Omega_{0}:=\left\{x^{\prime} \in \Omega:\left|\nabla v_{0}\left(x^{\prime}\right)\right| \neq 0\right\}$. Because $\left|\Omega_{0}\right|>0$, we can show, by an argument similar to the one used for $f$, that

$$
\int_{\Omega} \frac{p \widetilde{G}\left(x, \nabla u_{n}\right)-\tilde{a}\left(x,\left|\nabla u_{n}\right|\right)\left|\nabla u_{n}\right|^{2}}{\left\|u_{n}\right\|_{p}^{q}} d x \rightarrow \pm \infty
$$

where again the sign matches that of $(\mathrm{H} \pm)$. In addition, we easily obtain that

$$
\pm \int_{\Omega} \frac{f_{+}\left(x, u_{n}\right) u_{n}-p F_{+}\left(x, u_{n}\right)}{\left\|u_{n}\right\|_{p}^{q}} d x \geq-H_{0}\left\|v_{n}\right\|_{q}^{q}+o(1)=-H_{0}\left\|v_{0}\right\|_{q}^{q}+o(1)
$$

(again, the sign matches). Hence we have a contradiction by considering the limit of $\left(p I_{ \pm n}\left(u_{n}\right)-\left\langle I_{ \pm n}^{\prime}\left(u_{n}\right), u_{n}\right\rangle\right) /\left\|u_{n}\right\|_{p}^{q}$.

Proof of Theorem 31(i). Because $\alpha_{0}>\lambda_{1}\left(a_{0}\right)$, there exists an $n_{0} \in \mathbb{N}$ such that $\alpha_{0}-p / n_{0}>\lambda_{1}\left(a_{0}\right)$. Note that $f_{-n}(x, t) / t^{p-1} \rightarrow \alpha_{0}-p / n>\lambda_{1}\left(a_{0}\right)$ as $t \rightarrow+0$ for $n \geq n_{0}$ and $f_{-n}(x, t) / t^{p-1} \rightarrow \alpha-p / n=\lambda_{1}\left(a_{\infty}\right)-p / n<\lambda_{1}\left(a_{\infty}\right)$ as $t \rightarrow+\infty$. Hence, by using the proof of Theorem 25(i) to $f_{-n}$, we can find a global minimizer $u_{n}$ of $I_{-n}$ with $I_{-n}\left(u_{n}\right)<0$ for each $n \geq n_{0}$. Here we remark that $\sup _{n \geq n_{0}} I_{-n}\left(u_{n}\right)<$ 0 . In fact, for every $n \geq n_{0}$, we have

$$
I_{-n}\left(u_{n}\right) \leq I_{-n}\left(u_{n_{0}}\right)=I\left(u_{n_{0}}\right)+\frac{1}{n}\left\|u_{n_{0}}\right\|_{p}^{p} \leq I\left(u_{n_{0}}\right)+\frac{1}{n_{0}}\left\|u_{n_{0}}\right\|_{p}^{p}=I_{-n_{0}}\left(u_{n_{0}}\right)<0,
$$

where, in the first inequality, we use the fact that $u_{n}$ is a global minimizer of $I_{-n}$. Now, due to Lemma 32, we see that $\left\{u_{n}\right\}$ is bounded in $W_{0}^{1, p}(\Omega)$. Therefore,

$$
\left\|I^{\prime}\left(u_{n}\right)\right\|_{W_{0}^{1, p}(\Omega)^{*}}=\left\|I^{\prime}\left(u_{n}\right)-I_{-n}^{\prime}\left(u_{n}\right)\right\|_{W_{0}^{1, p}(\Omega)^{*}} \leq \frac{p}{n \lambda_{1}\left(-\Delta_{p}\right)^{p}}\left\|u_{n}\right\|^{p-1} \rightarrow 0
$$

as $n \rightarrow \infty$, where $\lambda_{1}\left(-\Delta_{p}\right)$ is the first eigenvalue of $-\Delta_{p}$. Since $I$ is bounded on a bounded set, we may assume that $\left\{u_{n}\right\}$ is a bounded Palais-Smale sequence of $I$. Because $I$ satisfies the bounded Palais-Smale condition (see Proposition 2), $u_{n}$ has a subsequence converging to some $v_{0}$ in $W_{0}^{1, p}(\Omega)$. It is clear that $I\left(v_{0}\right) \leq$ $\sup _{n \geq n_{0}} I_{-n}\left(u_{n}\right)=I_{-n_{0}}\left(u_{n_{0}}\right)<0$, and so $v_{0}$ is a nontrivial critical point of $I$.

Proof of Theorem 31(ii). Using Lemma 30 and $\alpha_{0}<\lambda_{1}\left(a_{0}\right)$, we can choose $q_{0} \in\left(p, p^{*}\right]$ and $\rho>0$ such that $\inf \left\{I(u):\|u\|_{q_{0}}=\rho\right\}>0$. Since $I_{+n}(u) \geq$ $I(u)-\|u\|_{q_{0}}^{p}|\Omega|^{1-p / q_{0}} / n$ for every $u \in W_{0}^{1, p}(\Omega)$, we can take $n_{0} \in \mathbb{N}$ such that $\alpha_{0}+p / n_{0}<\lambda_{1}\left(a_{0}\right)$ and $\delta_{0}:=\inf \left\{I_{+n_{0}}(u):\|u\|_{q_{0}}=\rho\right\}>0$. Hence, for every $n \geq n_{0}$, we have $\inf \left\{I_{+n}(u):\|u\|_{q_{0}}=\rho\right\} \geq \delta_{0}$, because $I_{+n}(u) \geq I_{+n_{0}}(u)$ for every $n \geq n_{0}$ and $u \in W_{0}^{1, p}(\Omega)$. By noting that $f_{+n}(x, t) / t^{p-1} \rightarrow \alpha+p / n>\alpha=\lambda_{1}\left(a_{\infty}\right)$ as $t \rightarrow+\infty$, and applying Lemma 28 to $f_{+n}$ instead of $f, I_{+n}$ satisfies the Palais-Smale condition. Therefore, the proof of Theorem 25(ii) implies that, for every $n \geq n_{0}$, there exists a critical point $u_{n} \in W_{0}^{1, p}(\Omega)$ of $I_{+n}$ such that $I_{+n}\left(u_{n}\right) \geq \delta_{0}$. According to Lemma 32, $\left\{u_{n}\right\}$ is bounded in $W_{0}^{1, p}(\Omega)$. Thus, because we have a bounded Palais-Smale sequence of $I$ due to a similar reason as in the case of (i), we can obtain a nontrivial critical point of $I$ (note that $\inf _{n \geq n_{0}} I\left(u_{n}\right) \geq \inf _{n \geq n_{0}} I_{+n}\left(u_{n}\right) \geq \delta_{0}>0$ ).

We next turn to the case where $\alpha_{0}=\lambda_{1}\left(a_{0}\right)$.

Lemma 33. Assume (H0-) or (HF0-) (resp. (H0+) or (HF0+)). Let $u_{n} \neq 0$ be an element of $W_{0}^{1, p}(\Omega)$ satisfying $I_{ \pm n}^{\prime}\left(u_{n}\right)=0$ for every $n \in \mathbb{N}$ and $\inf _{n} I_{ \pm n}\left(u_{n}\right) \geq 0$ (resp. $\left.\sup _{n} I_{ \pm n}\left(u_{n}\right) \leq 0\right)$. Then $\lim \inf _{n \rightarrow \infty}\left\|u_{n}\right\|_{p}>0$.
Proof. By way of contradiction, we assume that $\lim _{n \rightarrow \infty}\left\|u_{n}\right\|_{p}=0$ by choosing a subsequence. Note that the boundedness of $\left\|u_{n}\right\|_{p}$ yields that $\left\|u_{n}\right\|$ and $\left\|u_{n}\right\| /\left\|u_{n}\right\|_{p}$ are bounded in view of

$$
\begin{equation*}
o(1)\left\|u_{n}\right\|=\left\langle I_{ \pm n}^{\prime}\left(u_{n}\right), u_{n}\right\rangle \geq \frac{C_{0}}{p-1}\left\|u_{n}\right\|^{p}-C\left(1+\left\|\left(u_{n}\right)_{+}\right\|_{p}^{p}\right) \mp \frac{p}{n}\left\|\left(u_{n}\right)_{+}\right\|_{p}^{p} \tag{39}
\end{equation*}
$$

for some $C>0$ independent of $n$. Then, since $u_{n}$ is a positive solution of

$$
-\operatorname{div}(A(x, \nabla u))=f_{ \pm n}\left(x, u_{n}\right) \quad \text { in } \Omega
$$

(refer to Remarks 3 and 27), it follows from Proposition 4 that $u_{n} \rightarrow 0$ in $C^{1}(\bar{\Omega})$ (note that $\left|\left(f_{ \pm n}\right)_{+}(x, t)\right| \leq C t_{+}^{p-1}$ (see Assumption $\left.(f)\right)$ and $u_{n} \rightarrow 0$ in $\left.L^{p}(\Omega)\right)$. Therefore, we may assume that $\left\|u_{n}\right\|_{C^{1}(\bar{\Omega})} \leq 1$ by considering a sufficiently large $n$. Since $\left|f_{ \pm n}\left(x,\left\|u_{n}\right\|_{p} t\right) /\left\|u_{n}\right\|_{p}^{p-1}\right| \leq C t^{p}$ for every $t \geq 0$, a.e. $x \in \Omega(C>0$ independent of $n$; see Assumption $(f)$ and (39)), by a similar argument to Theorem 13 , we see that $v_{n}:=u_{n} /\left\|u_{n}\right\|_{p}$ has a subsequence converging to a positive solution $v_{0}$ in $C^{1}(\bar{\Omega})$ of

$$
\begin{equation*}
-\operatorname{div}\left(a_{0}(x)|\nabla u|^{p-2} \nabla u\right)=\alpha_{0}|u|^{p-2} u \quad \text { in } \Omega, \quad u=0 \quad \text { on } \partial \Omega . \tag{40}
\end{equation*}
$$

If $\alpha_{0} \neq \lambda_{1}\left(a_{0}\right)$, we have a contradiction because (13) does not have a positive solution unless $\lambda=\lambda_{1}\left(a_{0}\right)$. So we may assume that $\alpha_{0}=\lambda_{1}\left(a_{0}\right)$ and $v_{0}=\varphi_{a_{0}}$ (note $\left\|v_{0}\right\|_{p}=1$ ). For simplicity, we still denote the subsequence under discussion by $\left\{v_{n}\right\}$.

Assume ( $\mathrm{H} 0+$ ) or ( $\mathrm{H} 0-$ ). Then we can prove that

$$
\begin{equation*}
I:=\int_{\Omega} \frac{p \widetilde{G}_{0}\left(x, \nabla u_{n}\right)-\tilde{a}_{0}\left(x,\left|\nabla u_{n}\right|\right)\left|\nabla u_{n}\right|^{2}}{\left\|u_{n}\right\|_{p}^{r}} d x \rightarrow \pm \infty \tag{41}
\end{equation*}
$$

(signs match), where $r \in\left[p, p^{*}\right)$ is a constant as in ( $\mathrm{H} 0+$ ) or ( $\mathrm{H} 0-$ ). Indeed, because $\left\|\nabla v_{0}\right\|_{p}>0$, we can choose a constant $\varepsilon_{0}>0$ such that $\mid\left\{x \in \Omega:\left|\nabla v_{0}\right|>\right.$ $\left.2 \varepsilon_{0}\right\} \mid>0$. With this $\varepsilon_{0}$, we have under assumption (H0+)

$$
\begin{aligned}
I & \geq \int_{\left|\nabla v_{n}\right|>\varepsilon_{0}} \frac{p \widetilde{G}_{0}\left(x, \nabla u_{n}\right)-\tilde{a}_{0}\left(x,\left|\nabla u_{n}\right|\right)\left|\nabla u_{n}\right|^{2}}{\left|\nabla u_{n}\right|^{r}}\left|\nabla v_{n}\right|^{r} d x-\int_{\left|\nabla v_{n}\right| \leq \varepsilon_{0}} H_{0}\left|\nabla v_{n}\right|^{r} d x \\
& \geq \int_{\left|\nabla v_{n}\right|>\varepsilon_{0}} \frac{p \widetilde{G}_{0}\left(x, \nabla u_{n}\right)-\tilde{a}_{0}\left(x,\left|\nabla u_{n}\right|\right)\left|\nabla u_{n}\right|^{2}}{\left|\nabla u_{n}\right|^{r}}\left|\nabla v_{n}\right|^{r} d x-\varepsilon_{0}^{r} H_{0}|\Omega|,
\end{aligned}
$$

where $H_{0}$ is a positive constant as in (H0+). Hence, applying Fatou's lemma, our claim is shown, because the Lebesgue measure of $\left\{x \in \Omega:\left|\nabla v_{0}\right|>2 \varepsilon_{0}\right\}$ is positive. Similarly, by considering $\tilde{a}_{0}\left(x,\left|\nabla u_{n}\right|\right)\left|\nabla u_{n}\right|^{2}-p \widetilde{G}_{0}\left(x, \nabla u_{n}\right)$, we can prove (41) under ( $\mathrm{H} 0-$ ).

On the other hand, by using $(\mathrm{H} 0+)$ or $(\mathrm{H} 0-)$, we obtain

$$
\begin{align*}
\pm I I & := \pm \int_{\Omega} \frac{f_{+}\left(x, u_{n}\right) u_{n}-p F_{+}\left(x, u_{n}\right)}{\left\|u_{n}\right\|_{p}^{r}} d x \geq-H_{0} \int_{\Omega}\left(v_{n}\right)_{+}^{r} d x  \tag{42}\\
& \geq-H_{0}\left\|v_{n}\right\|_{r}^{r}=-H_{0}\left\|v_{0}\right\|_{r}^{r}+o(1)
\end{align*}
$$

(note that $\left\|u_{n}\right\|_{C^{1}(\bar{\Omega})} \leq 1$ and $v_{n} \rightarrow v_{0}$ in $C^{1}(\bar{\Omega})$ ). Now set $\Psi_{n}=I_{ \pm n}$. Since

$$
\begin{equation*}
\pm(I+I I)= \pm \frac{p \Psi_{n}\left(u_{n}\right)-\left\langle\Psi_{n}^{\prime}\left(u_{n}\right), u_{n}\right\rangle}{\left\|u_{n}\right\|_{p}^{r}}= \pm \frac{p \Psi_{n}\left(u_{n}\right)}{\left\|u_{n}\right\|_{p}^{r}} \leq 0 \tag{43}
\end{equation*}
$$

if $\sup _{n}\left( \pm I_{ \pm}\left(u_{n}\right)\right) \leq 0$ (where the signs match throughout), we obtain a contradiction with (41) and (42) by taking the limit superior or inferior in (43).

Assume (HFO+) or (HFO-). As in the argument for $I$ in the case of ( $\mathrm{H} 0 \pm$ ), we can show that

$$
\int_{\Omega} \frac{f_{+}\left(x, u_{n}\right) u_{n}-p F_{+}\left(x, u_{n}\right)}{\left\|u_{n}\right\|_{p}^{r}} d x=\int_{v_{n}>0} \frac{f_{+}\left(x, u_{n}\right) u_{n}-p F_{+}\left(x, u_{n}\right)}{\left(u_{n}\right)_{+}^{r}}\left(v_{n}\right)_{+}^{r} d x
$$

the sign matching that of (HF0 $\pm$ ). Moreover, it is easily seen that

$$
\pm \int_{\Omega} \frac{p \widetilde{G}_{0}\left(x, \nabla u_{n}\right)-\tilde{a}_{0}\left(x,\left|\nabla u_{n}\right|\right)\left|\nabla u_{n}\right|^{2}}{\left\|u_{n}\right\|_{p}^{r}} d x \geq \mp H_{0}\left\|\nabla v_{n}\right\|_{r}^{r}=\mp H_{0}\left\|\nabla v_{0}\right\|_{r}^{r}+o(1)
$$

(Note that $\left\|u_{n}\right\|_{C^{1}(\bar{\Omega})} \leq 1$ and $v_{n} \rightarrow v_{0}$ in $C^{1}(\bar{\Omega})$.) Our conclusion follows from a similar argument as before.

Proof of Theorem 31(iii). Let $n_{0} \in \mathbb{N}$ such that $\alpha+p / n_{0}<\lambda_{1}\left(a_{\infty}\right)$. The proof of Theorem 25(i) guarantees that, for every $n \geq n_{0}, I_{+n}$ has a global minimizer $u_{n}$ such that $I_{+n}\left(u_{n}\right)<0$, because $f_{+n}(x, t) / t^{p-1} \rightarrow \alpha_{0}+p / n>\alpha_{0}=\lambda_{1}\left(a_{0}\right)$ as $t \rightarrow+0$ and $f_{+n}(x, t) / t^{p-1} \rightarrow \alpha+p / n<\lambda_{1}\left(a_{\infty}\right)$ as $t \rightarrow+\infty$ if $n \geq n_{0}$. Noting that $I_{+n}(u) \geq I_{+n_{0}}(u)$ for every $u \in W_{0}^{1, p}(\Omega)$ and $n \geq n_{0},\left\{u_{n}\right\}$ is bounded in $W_{0}^{1, p}(\Omega)$ since $I_{+n_{0}}$ is coercive on $W_{0}^{1, p}(\Omega)$ by Lemma 29. Thus $\left\{u_{n}\right\}$ is a bounded Palais-Smale sequence of $I$ by the same argument as in (i). Therefore, $\left\{u_{n}\right\}$ has a convergent subsequence to some $u_{0}$ in $W_{0}^{1, p}(\Omega)$ because $I$ satisfies the bounded Palais-Smale condition. On the other hand, Lemma 33 guarantees that $u_{0} \neq 0$ (note $\left.\sup _{n \geq n_{0}} I_{+n}\left(u_{n}\right) \leq 0\right)$. Therefore $u_{0}$ is a nontrivial critical point of $I$.
Proof of Theorem 31(iv). Let $n_{0} \in \mathbb{N}$ be such that $\alpha-p / n_{0}>\lambda_{1}\left(a_{\infty}\right)$. Applying Lemma 30 to $f_{-n}$ for $n \geq n_{0}$ (and since $\alpha_{0}-p / n<\lambda_{1}\left(a_{0}\right)$ ), we can choose $q_{0} \in\left(p, p^{*}\right]$ and $\rho_{n}>0$ such that $\delta_{n}:=\inf \left\{I_{-n}(u):\|u\|_{q_{0}}=\rho_{n}\right\}>0$. By noting that $f_{-n}(x, t) / t^{p-1} \rightarrow \alpha-p / n>\lambda_{1}\left(a_{\infty}\right)$ as $t \rightarrow+\infty$ for every $n \geq n_{0}$, and applying Lemma 28 to $f_{-n}$ instead of $f$, we see that $I_{-n}$ satisfies the Palais-Smale condition. Therefore, the proof of Theorem 25(ii) implies that, for every $n \geq n_{0}$, there exists
a critical point $u_{n} \in W_{0}^{1, p}(\Omega)$ of $I_{-n}$ such that $I_{-n}\left(u_{n}\right) \geq \delta_{n}>0$. By Lemma 32, $\left\{u_{n}\right\}$ is bounded in $W_{0}^{1, p}(\Omega)$. Thus, by arguing as in case (i), we find a subsequence $\left\{u_{n}\right\}$ converging to some $u_{0}$ in $W_{0}^{1, p}(\Omega)$. Also, Lemma 33 yields $u_{0} \neq 0$ (note that $\inf _{n \geq n_{0}} I_{-n}\left(u_{n}\right) \geq 0$ ). This shows that $u_{0}$ is a nontrivial critical point of $I$.
The doubly resonant case. Choose smooth nonnegative functions $\varphi$ and $\psi$ on $[0,+\infty)$ satisfying $\varphi(t)=1$ if $0 \leq t \leq 2, \varphi(t)=0$ if $t \geq 4, \psi(t)=0$ if $t \leq 5$, and $\psi(t)=1$ if $t \geq 10$. Define approximate functionals on $W_{0}^{1, p}(\Omega)$ by

$$
\tilde{I}_{ \pm n}(u):=I(u) \mp \frac{1}{n} \psi\left(\|u\|_{p}^{p}\right)\left\|u_{+}\right\|_{p}^{p} \pm \frac{1}{n} \varphi\left(\|u\|_{p}^{p}\right)\left\|u_{+}\right\|_{p}^{p} .
$$

Because $\tilde{I}_{ \pm n}(u)=I_{\mp n}(u)$ provided $\|u\|_{p} \leq 2$, the following result can be proved by the same argument as in Lemma 33. We omit the proof.

Lemma 34. Assume (H0-) or (HF0-) (resp. (H0+) or (HF0+)). Let $u_{n} \neq 0$ be an element of $W_{0}^{1, p}(\Omega)$ satisfying $\left(\tilde{I}_{ \pm n}\right)^{\prime}\left(u_{n}\right)=0$ for every $n \in \mathbb{N}$ and $\inf _{n} \tilde{I}_{ \pm n}\left(u_{n}\right) \geq 0$ $\left(\right.$ resp. $\left.\sup _{n} \tilde{I}_{ \pm n}\left(u_{n}\right) \leq 0\right)$. Then $\liminf _{n \rightarrow \infty}\left\|u_{n}\right\|_{p}>0$.
Lemma 35. If $\alpha \pm p / n \neq \lambda_{1}\left(a_{\infty}\right)$, then $\tilde{I}_{ \pm n}$ (with the matching sign) satisfies the Palais-Smale condition.

Proof. Let $\left\{u_{m}\right\}$ be a Palais-Smale sequence of $\tilde{I}_{+n}$ or $\tilde{I}_{-n}$. If $\left\|u_{m}\right\|_{p} \rightarrow \infty$ occurs, then $\tilde{I}_{ \pm n}\left(u_{m}\right)=I_{ \pm n}\left(u_{m}\right)$ for sufficiently large $m$. So, by applying Lemma 28 to $f_{ \pm n}$ (note that $\alpha \pm p / n \neq \lambda_{1}\left(a_{\infty}\right)$ ), we have a contradiction if $\left\|u_{m}\right\|_{p} \rightarrow \infty$. Consequently, we see that $\left\|u_{m}\right\|_{p}$ is bounded. Then, by the same reason as in Lemma 28, $\left\{u_{m}\right\}$ has a convergent subsequence in $W_{0}^{1, p}(\Omega)$.

Because $\tilde{I}_{ \pm n}(u)=I_{ \pm n}(u)$ provided $\|u\|_{p} \geq 10$, the following result can be proved by the same argument as in Lemma 32. We omit the proof.

Lemma 36. If either $(\mathrm{H}+)$ or $(\mathrm{HF}+)$ (resp. either $(\mathrm{H}-)$ or $(\mathrm{HF}-))$ and $\left\{u_{n}\right\}$ satisfies

$$
\begin{aligned}
& \sup _{n \in \mathbb{N}} \tilde{I}_{ \pm n}\left(u_{n}\right)<+\infty \\
& \text { (resp. } \text { and } \\
& \inf _{n \in \mathbb{N}} \tilde{I}_{ \pm n}\left(u_{n}\right)>-\infty \text { and } \\
& \lim _{n \rightarrow \infty}\left\|\left(\tilde{I}_{ \pm n}\right)^{\prime}\left(u_{n}\right)\right\|_{W_{0}^{1, p}(\Omega)^{*}}=0 \\
&\left.\left\|\left(\tilde{I}_{ \pm n}\right)^{\prime}\left(u_{n}\right)\right\|_{W_{0}^{1, p}(\Omega)^{*}}=0\right),
\end{aligned}
$$

$\left\{u_{n}\right\}$ is bounded in $W_{0}^{1, p}(\Omega)$.
Proof of Theorem $31(\mathrm{v})$. Note that $\tilde{I}_{-n}(u)=I_{-n}(u)$ provided $\|u\|_{p} \geq 10$ and $\tilde{I}_{-n}(u)=I_{+n}(u)$ if $\|u\|_{p} \leq 2$. So, by a similar argument to that in (i), $\tilde{I}_{-n}$ has a global minimizer $u_{n}$. Moreover, by a similar argument to that in (iii) (note that $f_{+n}(x, t) / t^{p-1} \rightarrow \alpha_{0}+p / n>\lambda_{1}\left(a_{0}\right)$ as $t \rightarrow+0$ and $f_{-n}(x, t) / t^{p-1} \rightarrow \alpha-p / n<$ $\lambda_{1}\left(a_{\infty}\right)$ as $\left.t \rightarrow+\infty\right)$, we have $\tilde{I}_{-n}\left(u_{n}\right)<0$, whence $u_{n} \neq 0$. Because Lemma 36 implies the boundedness of $\left\|u_{n}\right\|$, by the same argument as in (i), we see that $\left\{u_{n}\right\}$
is a bounded Palais-Smale sequence of $I$. Therefore, we may assume that $u_{n}$ converges to some $u_{0}$ in $W_{0}^{1, p}(\Omega)$ by choosing a subsequence. On the other hand, Lemma 33 yields $\lim \inf _{n \rightarrow \infty}\left\|u_{n}\right\|_{p}>0$. Hence $u_{0} \neq 0$. This means that $u_{0}$ is a nontrivial critical point of $I$.
Proof if Theorem 31(vi). Note that $\tilde{I}_{+n}(u)=I_{+n}(u)$ provided $\|u\|_{p} \geq 10$ and $\tilde{I}_{+n}(u)=I_{-n}(u)$ if $\|u\|_{p} \leq 2$. So, because $f_{-n}(x, t) / t^{p-1} \rightarrow \alpha_{0}-p / n<\lambda_{1}\left(a_{0}\right)$ as $t \rightarrow+0$ and $f_{+n}(x, t) / t^{p-1} \rightarrow \alpha+p / n>\lambda_{1}\left(a_{\infty}\right)$ as $t \rightarrow+\infty$, by a similar argument to those in (ii) and (iv), for each $n$, we have a nontrivial critical point $u_{n}$ of $\tilde{I}_{+n}$ with $\tilde{I}_{+n}\left(u_{n}\right)>0$. As a result, by a similar reasoning as in (v), we can obtain a nontrivial critical point of $I$.
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# WEIGHTED RICCI CURVATURE ESTIMATES FOR HILBERT AND FUNK GEOMETRIES 

Shin-ichi Ohta


#### Abstract

We consider Hilbert and Funk geometries on a strongly convex domain in Euclidean space. We show that, with respect to the Lebesgue measure on the domain, the Hilbert and Funk metrics have bounded and constant negative weighted Ricci curvature, respectively. As a corollary, these metric measure spaces satisfy the curvature-dimension condition in the sense of Lott, Sturm and Villani.


## 1. Introduction

Hilbert [1895] introduced the distance function $d_{\mathscr{H}}$ on a bounded convex domain $D \subset \mathbb{R}^{n}$, related to his fourth problem. Given distinct points $x, y \in D$, denoting by $x^{\prime}=x+s(y-x)$ and $y^{\prime}=x+t(y-x)$ the intersections of the boundary $\partial D$ and the line passing through $x$ and $y$ with $s<0<t$ (see figure), Hilbert's distance $d_{\mathscr{H}}$ is given by

$$
d_{\mathscr{H}}(x, y)=\frac{1}{2} \log \frac{\left|x^{\prime}-y\right| \cdot\left|x-y^{\prime}\right|}{\left|x^{\prime}-x\right| \cdot\left|y-y^{\prime}\right|},
$$

where $|\cdot|$ stands for the Euclidean norm. This is indeed a distance function on $D$, and satisfies the interesting property that line segments between any points are minimizing. In the particular case where $D$ is the unit ball, $\left(D, d_{\mathscr{H}}\right)$ coincides with the Klein model of hyperbolic space. The structure of ( $D, d_{\mathscr{H}}$ ) has been investigated


[^8]from geometric and dynamical aspects; see, for example, [Egloff 1997; Benoist 2003; Colbois and Verovic 2004]. For instance, ( $D, d_{\mathscr{H}}$ ) is known to be Gromov hyperbolic under mild smoothness and convexity assumptions on $D$.

Funk [1929] introduced a nonsymmetrization of $d_{\mathscr{H}}$, namely

$$
d_{\mathscr{F}}(x, y)=\log \frac{\left|x-y^{\prime}\right|}{\left|y-y^{\prime}\right|} .
$$

Note that $d_{\mathscr{F}}(x, y) \neq d_{\mathscr{F}}(y, x)$, while the triangle inequality

$$
d_{\mathscr{F}}(x, z) \leq d_{\mathscr{F}}(x, y)+d_{\mathscr{F}}(y, z)
$$

still holds. Clearly we have $2 d_{\mathscr{H}}(x, y)=d_{\mathscr{F}}(x, y)+d_{\mathscr{F}}(y, x)$, and line segments are minimizing also with respect to Funk's distance.

If $\partial D$ is smooth and $D$ is strongly convex (in other words, $\partial D$ is positively curved; see Definition 2.1), then $d_{\mathscr{H}}$ and $d_{\mathscr{F}}$ are realized by the smooth Finsler structures

$$
\begin{align*}
& F_{\mathscr{H}}(x, v)=\frac{|v|}{2}\left(\frac{1}{|x-a|}+\frac{1}{|x-b|}\right),  \tag{1-1}\\
& F_{\mathscr{F}}(x, v)=\frac{|v|}{|x-b|} \quad \text { for } v \in T_{x} D=\mathbb{R}^{n},
\end{align*}
$$

respectively (cf. [Shen 2001a, §2.3]), where $a=x+s v$ and $b=x+t v$ denote the intersections of $\partial D$ and the line passing through $x$ in the direction $v$ with $s<0<t$ (see figure on page 185). Note that $2 F_{\mathscr{H}}(x, v)=F_{\mathscr{F}}(x, v)+F_{\mathscr{F}}(x,-v)$. A remarkable feature of these metrics is that they have the constant negative flag curvatures -1 and $-\frac{1}{4}$, respectively; see [Okada 1983, Theorem 1; Shen 2001a, Theorem 12.2.11], provided that $n \geq 2$ as a matter of course. The flag curvature is a generalization of the sectional curvature in Riemannian geometry, so it is natural that ( $D, d_{\mathscr{H}}$ ) and ( $D, d_{\mathscr{F} \text { ) enjoy properties of negatively curved spaces. }}$

Recently, the theory of the weighted Ricci curvature (see Definition 2.2) for Finsler manifolds equipped with arbitrary measures has been developed in connection with optimal transport theory. It turned out that the weighted Ricci curvature is a natural quantity and quite useful in the study of geometry and analysis on Finsler manifolds; see [Ohta 2009a; 2012; Ohta and Sturm 2009; 2011]. The aim of this article is to show that the weighted Ricci curvature for Hilbert and Funk geometries admits uniform bounds with respect to the Lebesgue measure $m_{L}$ restricted on $D$.

Theorem 1.1 (Funk case). Let $D \subset \mathbb{R}^{n}$ with $n \geq 2$ be a strongly convex domain such that $\partial D$ is smooth. Then $\left(D, F_{F}, m_{L}\right)$ has constant negative weighted Ricci curvature: specifically, for any unit vector $v \in T D$,

$$
\operatorname{Ric}_{\infty}(v)=-\frac{n-1}{4}, \quad \operatorname{Ric}_{N}(v)=-\frac{n-1}{4}-\frac{(n+1)^{2}}{4(N-n)} \quad \text { for } N \in(n, \infty)
$$

Theorem 1.2 (Hilbert case). Let $D \subset \mathbb{R}^{n}$ with $n \geq 2$ be a strongly convex domain such that $\partial D$ is smooth. Then the weighted Ricci curvature of $\left(D, F_{\mathscr{H}}, m_{L}\right)$ is bounded; specifically, for any unit vector $v \in T D$,
$\operatorname{Ric}_{\infty}(v) \in(-(n-1), 2], \quad \operatorname{Ric}_{N}(v) \in\left(-(n-1)-\frac{(n+1)^{2}}{N-n}, 2\right] \quad$ for $N \in(n, \infty)$.
We stress that our estimates are independent of the choice of the domain $D$. There are several applications (Corollaries 5.1,5.2) via the theory of the weighted Ricci curvature.

The article is organized as follows. After preliminaries for Finsler geometry and the weighted Ricci curvature, we prove Theorem 1.1 in Section 3 and Theorem 1.2 in Section 4. We finally discuss applications and remarks in Section 5.

## 2. Preliminaries

We very briefly review the necessary notions in Finsler geometry; we refer to [Bao et al. 2000; Shen 2001a; 2001b] for further reading. Let $M$ be a connected, $n$-dimensional $\mathscr{C}^{\infty}$-manifold without boundary such that $n \geq 2$. Given a local coordinate $\left(x^{i}\right)_{i=1}^{n}$ on an open set $\Omega \subset M$, we always use the coordinate $\left(x^{i}, v^{j}\right)_{i, j=1}^{n}$ of $T \Omega$ such that

$$
v=\left.\sum_{j=1}^{n} v^{j} \frac{\partial}{\partial x^{j}}\right|_{x} \in T_{x} M \quad \text { for } x \in \Omega
$$

Definition 2.1 (Finsler structures). A nonnegative function $F: T M \rightarrow[0, \infty)$ is called a $\mathscr{C}^{\infty}$-Finsler structure of $M$ if the following three conditions hold.
(1) (Regularity) $F$ is $\mathscr{C}^{\infty}$ on $T M \backslash 0$, where 0 stands for the zero section.
(2) (Positive 1-homogeneity) It holds $F(c v)=c F(v)$ for all $v \in T M$ and $c>0$.
(3) (Strong convexity) The $n \times n$ matrix

$$
\begin{equation*}
\left(g_{i j}(v)\right)_{i, j=1}^{n}:=\left(\frac{1}{2} \frac{\partial^{2}\left(F^{2}\right)}{\partial v^{i} \partial v^{j}}(v)\right)_{i, j=1}^{n} \tag{2-1}
\end{equation*}
$$

is positive definite for all $v \in T M \backslash 0$.
For $x, y \in M$, we can define the distance from $x$ to $y$ in a natural way by

$$
d(x, y):=\inf _{\eta} \int_{0}^{1} F(\dot{\eta}(t)) d t
$$

where the infimum is taken over all $\mathscr{C}^{1}$-curves $\eta:[0,1] \rightarrow M$ with $\eta(0)=x$ and $\eta(1)=y$. This distance can be nonsymmetric (namely $d(y, x) \neq d(x, y)$ ), since $F$ is only positively homogeneous. A $\mathscr{C}^{\infty}$-curve $\eta$ on $M$ is called a geodesic if it is locally minimizing and has a constant speed (i.e., $F(\dot{\eta})$ is constant).

Given $v \in T_{x} M$, if there is a geodesic $\eta:[0,1] \rightarrow M$ with $\dot{\eta}(0)=v$, then we define the exponential map by $\exp _{x}(v):=\eta(1)$. We say that $(M, F)$ is forward complete if the exponential map is defined on whole TM. If the reverse Finsler manifold $(M, \overleftarrow{F})$ with $\overleftarrow{F}(v):=F(-v)$ is forward complete, then $(M, F)$ is said to be backward complete. We remark that ( $D, F_{\mathscr{H}}$ ) is both forward and backward complete (they are indeed equivalent since $\overleftarrow{\digamma_{\mathscr{H}}}=F_{\mathscr{H}}$ ), while ( $D, F_{\mathscr{F}}$ ) is only forward complete.

For each $v \in T_{x} M \backslash 0$, the positive definite matrix $\left(g_{i j}(v)\right)_{i, j=1}^{n}$ in (2-1) induces the Riemannian structure $g_{v}$ of $T_{x} M$ as

$$
\begin{equation*}
g_{v}\left(\left.\sum_{i=1}^{n} a_{i} \frac{\partial}{\partial x^{i}}\right|_{x},\left.\sum_{j=1}^{n} b_{j} \frac{\partial}{\partial x^{j}}\right|_{x}\right):=\sum_{i, j=1}^{n} a_{i} b_{j} g_{i j}(v) . \tag{2-2}
\end{equation*}
$$

Note that $g_{c v}=g_{v}$ for $c>0$. This inner product is regarded as the best Riemannian approximation of $\left.F\right|_{T_{x} M}$ in the direction $v$, in the sense that the unit sphere of $g_{v}$ is tangent to that of $\left.F\right|_{T_{x} M}$ at $v / F(v)$ up to the second order. In particular, we have $g_{v}(v, v)=F(v)^{2}$.

The Ricci curvature (as the trace of the flag curvature) for a Finsler manifold is defined by using the Chern connection. Instead of giving the precise definition in coordinates, we explain a useful interpretation due to Shen [2001b, §6.2; 1997, Lemma 2.4]. Given a unit vector $v \in T_{x} M \cap F^{-1}(1)$, we extend it to a nonvanishing $\mathscr{C}^{\infty}$-vector field $V$ on a neighborhood of $x$ in such a way that every integral curve of $V$ is geodesic, and consider the Riemannian structure $g_{V}$ induced from (2-2). Then the Ricci curvature $\operatorname{Ric}(v)$ of $v$ with respect to $F$ coincides with the Ricci curvature of $v$ with respect to $g_{V}$ (in particular, it is independent of the choice of $V$ ).

Let us fix a positive $\mathscr{C}^{\infty}$-measure $m$ on $M$. Inspired by the above interpretation of the Finsler Ricci curvature and the theory of weighted Riemannian manifolds, the weighted Ricci curvature for the triple ( $M, F, m$ ) was introduced in [Ohta 2009a] as follows.

Definition 2.2 (weighted Ricci curvature). Given a unit vector $v \in T_{x} M \cap F^{-1}(1)$, let $\eta:(-\varepsilon, \varepsilon) \rightarrow M$ be the geodesic such that $\dot{\eta}(0)=v$. We decompose $m$ along $\eta$ using the Riemannian volume measure $\operatorname{vol}_{\dot{\eta}}$ of $g_{\dot{\eta}}$ as $m=e^{-\Psi} \mathrm{vol}_{\dot{\eta}}$, where $\Psi:(-\varepsilon, \varepsilon) \rightarrow \mathbb{R}$. Then we define the weighted Ricci curvature involving a parameter $N \in[n, \infty]$ by
(1) $\operatorname{Ric}_{n}(v):= \begin{cases}\operatorname{Ric}(v)+\Psi^{\prime \prime}(0) & \text { if } \Psi^{\prime}(0)=0, \\ -\infty & \text { if } \Psi^{\prime}(0) \neq 0,\end{cases}$
(2) $\operatorname{Ric}_{N}(v):=\operatorname{Ric}(v)+\Psi^{\prime \prime}(0)-\frac{\Psi^{\prime}(0)^{2}}{N-n} \quad$ for $N \in(n, \infty)$,
(3) $\operatorname{Ric}_{\infty}(v):=\operatorname{Ric}(v)+\Psi^{\prime \prime}(0)$.

We also set $\operatorname{Ric}_{N}(c v):=c^{2} \operatorname{Ric}_{N}(v)$ for $c \geq 0$.
We will say that $\operatorname{Ric}_{N} \geq K$ holds for some $K \in \mathbb{R}$ if $\operatorname{Ric}_{N}(v) \geq K F(v)^{2}$ for all $v \in T M$. Observe that $\operatorname{Ric}_{N}(v) \leq \operatorname{Ric}_{N^{\prime}}(v)$ for $N<N^{\prime}$, and that for the scaled space $M^{\prime}=(M, F, a m)$ with $a>0$ we have $\operatorname{Ric}_{N}^{M^{\prime}}(v)=\operatorname{Ric}_{N}^{M}(v)$. It was shown in [Ohta 2009a, Theorem 1.2] that $\operatorname{Ric}_{N} \geq K$ is equivalent to Lott, Sturm and Villani's curvature-dimension condition $\mathrm{CD}(K, N)$. (Roughly speaking, the curvature-dimension condition is a convexity condition of an entropy functional on the space of probability measures; we refer to [Sturm 2006a; 2006b; Lott and Villani 2007; 2009; Villani 2009, Part III] for details and further theories.) This equivalence extends the corresponding result on (weighted) Riemannian manifolds, and has many analytic and geometric applications; see [Ohta 2009a].

## 3. The Funk case

We turn to the proof of Theorem 1.1. For brevity, we denote the Funk metric simply by $F$, and we consider the standard coordinate of $D \subset \mathbb{R}^{n}$. The following lemma enables us to translate all the vertical derivatives $\left(\partial / \partial v^{i}\right)$ into horizontal derivatives ( $\partial / \partial x^{i}$ ).

Lemma 3.1 [Okada 1983, Proposition 1; Shen 2001a, Lemma 2.3.1]. For any $v \in T D \backslash 0$ and $i=1,2, \ldots, n$, we have

$$
\frac{\partial F}{\partial x^{i}}(v)=F(v) \frac{\partial F}{\partial v^{i}}(v) .
$$

Proof of Theorem 1.1. On $T D \backslash 0$,

$$
\begin{equation*}
\frac{1}{2} \frac{\partial^{2}\left(F^{2}\right)}{\partial v^{i} \partial v^{j}}=\frac{\partial}{\partial v^{i}}\left(\frac{\partial F}{\partial x^{j}}\right)=\frac{\partial}{\partial x^{j}}\left(\frac{1}{F} \frac{\partial F}{\partial x^{i}}\right)=\frac{1}{F} \frac{\partial^{2} F}{\partial x^{i} \partial x^{j}}-\frac{1}{F^{2}} \frac{\partial F}{\partial x^{i}} \frac{\partial F}{\partial x^{j}} . \tag{3-1}
\end{equation*}
$$

Now, we fix a unit vector $v \in T_{x} D \cap F^{-1}$ (1) and choose a coordinate such that $x$ is the origin, $v=\partial / \partial x^{n}$ and $g_{i n}(v)=0$ for all $i=1,2, \ldots, n-1$. Such a coordinate exchange multiplies the Lebesgue measure merely by a positive constant, so the weighted Ricci curvature does not change. Put $V:=\partial / \partial x^{n}$ on $D$ and recall that the all integral curves of $V$ are minimizing (and hence reparametrizations of geodesics). Therefore it suffices to calculate the weighted Ricci curvature of ( $D, g_{V}, m_{L}$ ).

We can represent $\partial D \cap\left\{x \in \mathbb{R}^{n} \mid x^{n}>0\right\}$ as the graph of a $\mathscr{C}^{\infty}$-function $h: U \rightarrow$ $(0, \infty)$ for a sufficiently small neighborhood $U \subset \mathbb{R}^{n-1}$ of 0 , namely

$$
\begin{equation*}
\partial D \cap\left\{(z, t) \in \mathbb{R}^{n-1} \times \mathbb{R} \mid z \in U, t>0\right\}=\{(z, h(z)) \mid z \in U\} . \tag{3-2}
\end{equation*}
$$

Then (1-1) yields

$$
F(V(z, t))=\frac{1}{h(z)-t} \quad \text { for }(z, t) \in D \subset \mathbb{R}^{n-1} \times \mathbb{R}
$$

Putting $\partial_{i}:=\partial / \partial x^{i}$ for simplicity, we deduce from (3-1) that

$$
\begin{aligned}
g_{i j}(V) & =(h-t) \partial_{i} \partial_{j}\left(\frac{1}{h-t}\right)-(h-t)^{2} \partial_{i}\left(\frac{1}{h-t}\right) \partial_{j}\left(\frac{1}{h-t}\right) \\
& =(h-t)\left(-\frac{\partial_{i} \partial_{j}(h-t)}{(h-t)^{2}}+\frac{2 \partial_{i}(h-t) \partial_{j}(h-t)}{(h-t)^{3}}\right)-\frac{\partial_{i}(h-t) \partial_{j}(h-t)}{(h-t)^{2}} \\
& =-\frac{\partial_{i} \partial_{j}(h-t)}{h-t}+\frac{\partial_{i}(h-t) \partial_{j}(h-t)}{(h-t)^{2}},
\end{aligned}
$$

where the evaluations at $(z, t) \in D$ were omitted. We remark that, for $i, j \neq n$,

$$
g_{i j}(V)=-\frac{\partial_{i} \partial_{j} h}{h-t}+\frac{\partial_{i} h \partial_{j} h}{(h-t)^{2}}, \quad g_{i n}(V)=-\frac{\partial_{i} h}{(h-t)^{2}}, \quad g_{n n}(V)=\frac{1}{(h-t)^{2}} .
$$

Hence, when differentiating $g_{i j}(V(z, t))$ by $t$, we need to take only the denominators into account. Thus we find

$$
\begin{aligned}
\frac{\partial\left[g_{i j}(V)\right]}{\partial t} & =-\frac{\partial_{i} \partial_{j}(h-t)}{(h-t)^{2}}+\frac{2 \partial_{i}(h-t) \partial_{j}(h-t)}{(h-t)^{3}} \\
& =\frac{1}{h-t}\left(g_{i j}(V)+\frac{\partial_{i}(h-t) \partial_{j}(h-t)}{(h-t)^{2}}\right)
\end{aligned}
$$

Decomposing $m_{L}$ as

$$
m_{L}=e^{-\Psi} \sqrt{\operatorname{det}\left(g_{i j}(V)\right)} d x^{1} d x^{2} \cdots d x^{n}
$$

along the curve $\eta(t)=(0, t) \in D$, we observe

$$
\Psi(t)=\frac{1}{2} \log \operatorname{det}\left(g_{i j}(t)\right), \quad \Psi^{\prime}(t)=\frac{1}{2} \operatorname{trace}\left[\left(g^{i j}(t)\right) \cdot\left(g_{i j}^{\prime}(t)\right)\right],
$$

where we abbreviated as $g_{i j}(t):=g_{i j}(V(0, t))$ and $\left(g^{i j}(t)\right)$ stands for the inverse matrix of $\left(g_{i j}(t)\right)$. Dividing $\Psi^{\prime}(t)$ by the speed $F(\dot{\eta}(t))=F(V(0, t))=(h(0)-t)^{-1}$, we obtain

$$
(h(0)-t) \Psi^{\prime}(t)=\frac{1}{2} \operatorname{trace}\left[\left(g^{i j}(t)\right) \cdot\left(g_{i j}(t)+\frac{\partial_{i}(h(0)-t) \partial_{j}(h(0)-t)}{(h(0)-t)^{2}}\right)\right] \equiv \frac{n+1}{2},
$$

where the second equality follows from the fact that $g_{i n}(t)=-\partial_{i} h(0) /(h(0)-t)^{2}=0$ for $i \neq n$, guaranteed by $g_{i n}(v)=0$. As $(D, F)$ has constant flag curvature $-\frac{1}{4}$, we therefore conclude that

$$
\operatorname{Ric}_{\infty}(v)=-\frac{n-1}{4}, \quad \operatorname{Ric}_{N}(v)=-\frac{n-1}{4}-\frac{(n+1)^{2}}{4(N-n)}
$$

## 4. The Hilbert case

We next consider the Hilbert case, where the calculation is similar but more involved. Now $F$ will denote the Hilbert metric of $D$.

Proof of Theorem 1.2. Given a unit vector $v \in T_{x} D \cap F^{-1}$ (1), similarly to the previous section, we choose a coordinate such that $x$ is the origin, $v=\partial / \partial x^{n}$ and that $g_{\text {in }}(v)=0$ for all $i=1,2, \ldots, n-1$. Put $V:=\partial / \partial x^{n}$ again. In addition to $h: U \rightarrow(0, \infty)$ as in (3-2), we introduce the function $b: U \rightarrow(-\infty, 0)$ such that

$$
\partial D \cap\left\{(z, t) \in \mathbb{R}^{n-1} \times \mathbb{R} \mid z \in U, t<0\right\}=\{(z, b(z)) \mid z \in U\}
$$

Using the Funk metric $F_{+}$of $D$ and its reverse $F_{-}(v):=F_{+}(-v)$, and recalling (1-1), we can write $F(V)$ as

$$
F(V(z, t))=\frac{F_{+}(V(z, t))+F_{-}(V(z, t))}{2}=\frac{1}{2}\left(\frac{1}{h(z)-t}+\frac{1}{t-b(z)}\right)
$$

It follows from Lemma 3.1 and $F_{-}(v)=F_{+}(-v)$ that

$$
\frac{\partial F_{-}}{\partial x^{i}}=-F_{-} \frac{\partial F_{-}}{\partial v^{i}}
$$

This yields

$$
\begin{aligned}
2 \frac{\partial^{2}\left(F^{2}\right)}{\partial v^{i} \partial v^{j}}= & \frac{1}{2} \frac{\partial^{2}}{\partial v^{i} \partial v^{j}}\left(F_{+}^{2}+2 F_{+} F_{-}+F_{-}^{2}\right) \\
= & \frac{1}{2} \frac{\partial^{2}\left(F_{+}^{2}\right)}{\partial v^{i} \partial v^{j}}+\frac{1}{2} \frac{\partial^{2}\left(F_{-}^{2}\right)}{\partial v^{i} \partial v^{j}}-\frac{\partial_{i} F_{+}}{F_{+}} \frac{\partial_{j} F_{-}}{F_{-}}-\frac{\partial_{j} F_{+}}{F_{+}} \frac{\partial_{i} F_{-}}{F_{-}} \\
& \quad+\left(\frac{\partial_{i} \partial_{j} F_{+}}{F_{+}^{2}}-\frac{2 \partial_{i} F_{+} \partial_{j} F_{+}}{F_{+}^{3}}\right) F_{-}+\left(\frac{\partial_{i} \partial_{j} F_{-}}{F_{-}^{2}}-\frac{2 \partial_{i} F_{-} \partial_{j} F_{-}}{F_{-}^{3}}\right) F_{+} .
\end{aligned}
$$

By (3-1) we have, omitting the evaluations at $(z, t) \in D$,

$$
\begin{array}{r}
4 g_{i j}(V)=-\frac{\partial_{i} \partial_{j}(h-t)}{h-t}+\frac{\partial_{i}(h-t) \partial_{j}(h-t)}{(h-t)^{2}}-\frac{\partial_{i} \partial_{j}(t-b)}{t-b}+\frac{\partial_{i}(t-b) \partial_{j}(t-b)}{(t-b)^{2}} \\
\quad-\left(\frac{\partial_{i}(h-t)}{h-t} \frac{\partial_{j}(t-b)}{t-b}+\frac{\partial_{j}(h-t)}{h-t} \frac{\partial_{i}(t-b)}{t-b}\right) \\
\\
\quad-\frac{\partial_{i} \partial_{j}(h-t)}{t-b}-\frac{\partial_{i} \partial_{j}(t-b)}{h-t} \\
=-\left(\partial_{i} \partial_{j}(h-t)+\partial_{i} \partial_{j}(t-b)\right)\left(\frac{1}{h-t}+\frac{1}{t-b}\right) \\
\\
\quad+\left(\frac{\partial_{i}(h-t)}{h-t}-\frac{\partial_{i}(t-b)}{t-b}\right)\left(\frac{\partial_{j}(h-t)}{h-t}-\frac{\partial_{j}(t-b)}{t-b}\right) .
\end{array}
$$

Note that the assumption $g_{i n}(v)=0$ implies

$$
\begin{equation*}
\frac{\partial_{i} h(0)}{h(0)}-\frac{\partial_{i} b(0)}{b(0)}=0 \quad \text { for } i=1,2, \ldots, n-1 \tag{4-1}
\end{equation*}
$$

We also observe for later convenience that, for $i, j \neq n$,
$4 g_{i j}(v)=-\left(\partial_{i} \partial_{j} h(0)-\partial_{i} \partial_{j} b(0)\right)\left(\frac{1}{h(0)}-\frac{1}{b(0)}\right), \quad 4 g_{n n}(v)=\left(\frac{1}{h(0)}-\frac{1}{b(0)}\right)^{2}$.
By the same reasoning as the Funk case, the numerators can be neglected when one differentiates $g_{i j}(V)$ with respect to $t$. Thus we find

$$
\begin{aligned}
4 \frac{\partial g_{i j}(V)}{\partial t}=-\left(\partial_{i} \partial_{j}(h-t)+\right. & \left.\partial_{i} \partial_{j}(t-b)\right)\left(\frac{1}{(h-t)^{2}}-\frac{1}{(t-b)^{2}}\right) \\
& +\left(\frac{\partial_{i}(h-t)}{(h-t)^{2}}+\frac{\partial_{i}(t-b)}{(t-b)^{2}}\right)\left(\frac{\partial_{j}(h-t)}{h-t}-\frac{\partial_{j}(t-b)}{t-b}\right) \\
& +\left(\frac{\partial_{i}(h-t)}{h-t}-\frac{\partial_{i}(t-b)}{t-b}\right)\left(\frac{\partial_{j}(h-t)}{(h-t)^{2}}+\frac{\partial_{j}(t-b)}{(t-b)^{2}}\right)
\end{aligned}
$$

We further calculate

$$
\begin{aligned}
4 \frac{\partial^{2}\left[g_{i j}(V)\right]}{\partial t^{2}}=-\left(\partial_{i} \partial_{j}(h\right. & \left.-t)+\partial_{i} \partial_{j}(t-b)\right)\left(\frac{2}{(h-t)^{3}}+\frac{2}{(t-b)^{3}}\right) \\
& +\left(\frac{2 \partial_{i}(h-t)}{(h-t)^{3}}-\frac{2 \partial_{i}(t-b)}{(t-b)^{3}}\right)\left(\frac{\partial_{j}(h-t)}{h-t}-\frac{\partial_{j}(t-b)}{t-b}\right) \\
& +\left(\frac{\partial_{i}(h-t)}{h-t}-\frac{\partial_{i}(t-b)}{t-b}\right)\left(\frac{2 \partial_{j}(h-t)}{(h-t)^{3}}-\frac{2 \partial_{j}(t-b)}{(t-b)^{3}}\right) \\
& +2\left(\frac{\partial_{i}(h-t)}{(h-t)^{2}}+\frac{\partial_{i}(t-b)}{(t-b)^{2}}\right)\left(\frac{\partial_{j}(h-t)}{(h-t)^{2}}+\frac{\partial_{j}(t-b)}{(t-b)^{2}}\right)
\end{aligned}
$$

We abbreviate as $g_{i j}(t):=g_{i j}(V(0, t))$ and deduce from (4-1) that, for $i, j \neq n$,

$$
\begin{aligned}
4 g_{i j}^{\prime}(0) & =4 g_{i j}(0)\left(\frac{1}{h(0)}+\frac{1}{b(0)}\right) \\
4 g_{i n}^{\prime}(0) & =-\left(\frac{\partial_{i} h(0)}{h(0)^{2}}-\frac{\partial_{i} b(0)}{b(0)^{2}}\right)\left(\frac{1}{h(0)}-\frac{1}{b(0)}\right) \\
4 g_{n n}^{\prime}(0) & =8 g_{n n}(0)\left(\frac{1}{h(0)}+\frac{1}{b(0)}\right)
\end{aligned}
$$

We also obtain, for $i, j \neq n$,

$$
\begin{aligned}
& 4 g_{i j}^{\prime \prime}(0)=8 g_{i j}(0)\left(\frac{1}{h(0)^{2}}+\right.\left.\frac{1}{h(0) b(0)}+\frac{1}{b(0)^{2}}\right) \\
&+2\left(\frac{\partial_{i} h(0)}{h(0)^{2}}-\frac{\partial_{i} b(0)}{b(0)^{2}}\right)\left(\frac{\partial_{j} h(0)}{h(0)^{2}}-\frac{\partial_{j} b(0)}{b(0)^{2}}\right) \\
& 4 g_{n n}^{\prime \prime}(0)=8 g_{n n}(0)\left(2\left(\frac{1}{h(0)^{2}}+\frac{1}{h(0) b(0)}+\frac{1}{b(0)^{2}}\right)+\left(\frac{1}{h(0)}+\frac{1}{b(0)}\right)^{2}\right)
\end{aligned}
$$

Put $\Psi(t)=2^{-1} \log \left(\operatorname{det}\left(g_{i j}(t)\right)\right)$ and observe

$$
\begin{aligned}
\Psi^{\prime}(t) & =\frac{1}{2} \operatorname{trace}\left[\left(g^{i j}(t)\right) \cdot\left(g_{i j}^{\prime}(t)\right)\right] \\
\Psi^{\prime \prime}(t) & =\frac{1}{2} \operatorname{trace}\left[\left(g^{i j}(t)\right) \cdot\left(g_{i j}^{\prime \prime}(t)\right)-\left(\left(g^{i j}(t)\right) \cdot\left(g_{i j}^{\prime}(t)\right)\right)^{2}\right] .
\end{aligned}
$$

Comparing $g_{i j}(0)$ and $g_{i j}^{\prime}(0)$, we have

$$
\Psi^{\prime}(0)=\frac{1}{2}\left((n-1)\left(\frac{1}{h(0)}+\frac{1}{b(0)}\right)+2\left(\frac{1}{h(0)}+\frac{1}{b(0)}\right)\right)=\frac{n+1}{2}\left(\frac{1}{h(0)}+\frac{1}{b(0)}\right) .
$$

Similarly,

$$
\begin{aligned}
& \frac{1}{2} \operatorname{trace}\left[\left(g^{i j}(0)\right) \cdot\left(g_{i j}^{\prime \prime}(0)\right)\right] \\
& \begin{aligned}
=(n-1)\left(\frac{1}{h(0)^{2}}+\right. & \left.\frac{1}{h(0) b(0)}+\frac{1}{b(0)^{2}}\right) \\
+ & \frac{1}{4} \sum_{i, j=1}^{n-1} g^{i j}(0)\left(\frac{\partial_{i} h(0)}{h(0)^{2}}-\frac{\partial_{i} b(0)}{b(0)^{2}}\right)\left(\frac{\partial_{j} h(0)}{h(0)^{2}}-\frac{\partial_{j} b(0)}{b(0)^{2}}\right) \\
& \quad+2\left(\frac{1}{h(0)^{2}}+\frac{1}{h(0) b(0)}+\frac{1}{b(0)^{2}}\right)+\left(\frac{1}{h(0)}+\frac{1}{b(0)}\right)^{2} \\
=(n+1)\left(\frac{1}{h(0)^{2}}+\right. & \left.\frac{1}{h(0) b(0)}+\frac{1}{b(0)^{2}}\right)+\left(\frac{1}{h(0)}+\frac{1}{b(0)}\right)^{2} \\
& +\frac{1}{4} \sum_{i, j=1}^{n-1} g^{i j}(0)\left(\frac{\partial_{i} h(0)}{h(0)^{2}}-\frac{\partial_{i} b(0)}{b(0)^{2}}\right)\left(\frac{\partial_{j} h(0)}{h(0)^{2}}-\frac{\partial_{j} b(0)}{b(0)^{2}}\right) .
\end{aligned}
\end{aligned}
$$

Combining this with

$$
\begin{aligned}
& \operatorname{trace}\left[\left(\left(g^{i j}(0)\right) \cdot\left(g_{i j}^{\prime}(0)\right)\right)^{2}\right] \\
& =(n-1)\left(\frac{1}{h(0)}+\frac{1}{b(0)}\right)^{2}+4\left(\frac{1}{h(0)}+\frac{1}{b(0)}\right)^{2} \\
& \quad+\frac{g^{n n}(0)}{8} \sum_{i, j=1}^{n-1} g^{i j}(0)\left(\frac{\partial_{i} h(0)}{h(0)^{2}}-\frac{\partial_{i} b(0)}{b(0)^{2}}\right)\left(\frac{\partial_{j} h(0)}{h(0)^{2}}-\frac{\partial_{j} b(0)}{b(0)^{2}}\right)\left(\frac{1}{h(0)}-\frac{1}{b(0)}\right)^{2} \\
& =(n+3)\left(\frac{1}{h(0)}+\frac{1}{b(0)}\right)^{2}+\frac{1}{2} \sum_{i, j=1}^{n-1} g^{i j}(0)\left(\frac{\partial_{i} h(0)}{h(0)^{2}}-\frac{\partial_{i} b(0)}{b(0)^{2}}\right)\left(\frac{\partial_{j} h(0)}{h(0)^{2}}-\frac{\partial_{j} b(0)}{b(0)^{2}}\right),
\end{aligned}
$$

$$
\begin{aligned}
\Psi^{\prime \prime}(0) & =(n+1)\left(\frac{1}{h(0)^{2}}+\frac{1}{h(0) b(0)}+\frac{1}{b(0)^{2}}\right)-\frac{n+1}{2}\left(\frac{1}{h(0)}+\frac{1}{b(0)}\right)^{2} \\
& =\frac{n+1}{2}\left(\frac{1}{h(0)^{2}}+\frac{1}{b(0)^{2}}\right) .
\end{aligned}
$$

Therefore we have, as $F(v)=\left(h(0)^{-1}-b(0)^{-1}\right) / 2=1$,

$$
\frac{d}{d t}\left[\frac{\Psi^{\prime}(t)}{F(V(0, t))}\right]_{t=0}=\Psi^{\prime \prime}(0)-\frac{\Psi^{\prime}(0)}{2}\left(\frac{1}{h(0)^{2}}-\frac{1}{b(0)^{2}}\right)=-\frac{n+1}{h(0) b(0)} .
$$

Since

$$
0<-\frac{1}{h(0) b(0)} \leq \frac{1}{4}\left(\frac{1}{h(0)}-\frac{1}{b(0)}\right)^{2}=1,
$$

this yields $\operatorname{Ric}_{\infty}(v) \in(-(n-1), 2]$. Moreover,

$$
\Psi^{\prime}(0)^{2}=\frac{(n+1)^{2}}{4}\left(\frac{1}{h(0)}+\frac{1}{b(0)}\right)^{2}=(n+1)^{2}\left(1+\frac{1}{h(0) b(0)}\right) \in\left[0,(n+1)^{2}\right)
$$

shows that

$$
\operatorname{Ric}_{N}(v) \in\left(-(n-1)-\frac{(n+1)^{2}}{N-n}, 2\right] .
$$

## 5. Applications and remarks

As mentioned in Section 2, $\operatorname{Ric}_{N} \geq K$ is equivalent to the curvature-dimension condition $\mathrm{CD}(K, N)$. Spaces satisfying $\mathrm{CD}(K, N)$ enjoy a number of properties similar to Riemannian manifolds of Ric $\geq K$ and $\operatorname{dim} \leq N$. Since $\mathrm{CD}(K, N)$ (between compactly supported measures) is preserved under the pointed measured Gromov-Hausdorff convergence of locally compact, complete metric measure spaces [Villani 2009, Theorem 29.25], we can deal with merely bounded, convex domains $D$.

Corollary 5.1. Let $D \subset \mathbb{R}^{n}$ be a bounded convex domain with $n \geq 2$. Then the metric measure spaces $\left(D, d_{\mathscr{F}}, m_{L}\right)$ and $\left(D, d_{\mathscr{H}}, m_{L}\right)$ satisfy $\operatorname{CD}(K, N)$ for $N \in(n, \infty]$ with

$$
K=-\frac{n-1}{4}-\frac{(n+1)^{2}}{4(N-n)}, \quad K=-(n-1)-\frac{(n+1)^{2}}{N-n},
$$

respectively, where we read $K=-(n-1) / 4$ and $K=-(n-1)$ when $N=\infty$. In particular, they satisfy

- the Brunn-Minkowski inequality by $\operatorname{CD}(K, N)$ with $N \in(n, \infty]$,
- the Bishop-Gromov volume comparison by $\mathrm{CD}(K, N)$ with $N \in(n, \infty)$.

See [Sturm 2006b, Proposition 2.1, Theorem 2.3] (and, for $N=\infty$, also [Villani 2009, Theorem 30.7; Ohta 2010, Theorem 6.1]) for the precise statements of the Brunn-Minkowski inequality and the Bishop-Gromov volume comparison. Beyond the general theory of the curvature-dimension condition, the weighted Ricci curvature bound implies the following.
Corollary 5.2. Let $D \subset \mathbb{R}^{n}$ with $n \geq 2$ be a strongly convex domain such that $\partial D$ is smooth. For $K$ as in Corollary 5.1, $\left(D, F_{\mathscr{F}}, m_{L}\right)$ and $\left(D, F_{\mathscr{H}}, m_{L}\right)$ satisfy

- the Laplacian comparison for $N \in(n, \infty)$,
- the Bochner-Weitzenböck inequality for $N \in(n, \infty]$.

See [Ohta and Sturm 2009, Theorem 5.2] for the Laplacian comparison, and [Ohta and Sturm 2011, Theorems 3.3, 3.6] for the Bochner-Weitzenböck formula (by the Bochner-Weitzenböck inequality we meant the inequality given by plugging the weighted Ricci curvature bound into the Bochner-Weitzenböck formula).

We conclude the article with remarks on possible improvements of the estimates in Theorems 1.1, 1.2. Our estimates on $\operatorname{Ric}_{N}$ with respect to $m_{L}$ are independent of the shape of $D$. In particular, Theorem 1.2 provides the same (far from optimal) estimates even for the Klein model of the hyperbolic spaces. Thus there would be a better choice of a measure depending on the shape of $D$. Then, as an arbitrary measure is represented by $e^{-\psi} m_{L}$, its weighted Ricci curvature is calculated by combining Theorems 1.1, 1.2 and the convexity of $\psi$. One may think of the squared distance function from some point as a candidate of $\psi$, however, in order to estimate its convexity along geodesics, we need to bound not only the flag curvature but also the uniform convexity as well as the tangent curvature (also called the $\mathbf{S}$-curvature; see [Ohta 2009b, Theorem 5.1]). The uniform convexity is measured by the constant

$$
\mathbf{C}=\sup _{x \in M} \sup _{v, w \in T_{x} M \backslash 0} \frac{F(w)}{g_{v}(w, w)^{1 / 2}},
$$

and it is infinite for Funk metrics. As for Hilbert geometry, one could bound $\mathbf{C}$ by the convexity of $\partial D$ (but this seems unclear; see [Egloff 1997, Remark 2.1]). The author has no idea about the tangent curvature, which measures how the tangent spaces are distorted as one moves in $M$.

There are several natural constructive measures $m$ on $D$, and it is interesting to consider the corresponding weighted Ricci curvature $\operatorname{Ric}_{N}^{m}(V)$. Then, however, it seems not easy (at least more difficult than $m_{L}$ ) to calculate $\mathrm{Ric}_{N}^{m}(V)$ because $m$ should depend on the shape of whole $\partial D$, while $g_{V}$ is induced only from the behavior of $F_{\mathscr{F}}$ or $F_{\mathscr{H}}$ near the direction $V$.

We also remark that, in Hilbert geometry (which is both forward and backward complete), $\operatorname{Ric}_{N}$ with $N<\infty$ cannot be nonnegative for any measure. Otherwise, $g_{V}$ splits isometrically, which is a contradiction [Ohta 2012, Proposition 4.3]. Due
to the same reasoning, $\operatorname{Ric}_{\infty}$ can be nonnegative only when $\sup \Psi=\infty$.
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# ON GENERALIZED WEIGHTED HILBERT MATRICES 

Emmanuel Preissmann and Olivier LévêQue


#### Abstract

We study spectral properties of generalized weighted Hilbert matrices. In particular, we establish results on the spectral norm, the determinant, and various relations between the eigenvalues and eigenvectors of such matrices. We also study the asymptotic behavior of the spectral norm of the classical Hilbert matrix.


## 1. Introduction

The classical infinite Hilbert matrices

$$
T_{\infty}=\left(\begin{array}{cccccc}
\ddots & \ddots & \ddots & \ddots & \ddots & \ddots  \tag{1}\\
\ddots & 0 & -1 & -\frac{1}{2} & -\frac{1}{3} & \ddots \\
\ddots & 1 & 0 & -1 & -\frac{1}{2} & \ddots \\
\ddots & \frac{1}{2} & 1 & 0 & -1 & \ddots \\
\ddots & \frac{1}{3} & \frac{1}{2} & 1 & 0 & \ddots \\
\ddots & \ddots & \ddots & \ddots & \ddots & \ddots
\end{array}\right) \quad \text { and } \quad H_{\infty}=\left(\begin{array}{ccccc}
1 & \frac{1}{2} & \frac{1}{3} & \frac{1}{4} & \cdots \\
\frac{1}{2} & \frac{1}{3} & \frac{1}{4} & \frac{1}{5} & \ddots \\
\frac{1}{3} & \frac{1}{4} & \frac{1}{5} & \frac{1}{6} & \ddots \\
\frac{1}{4} & \frac{1}{5} & \frac{1}{6} & \frac{1}{7} & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots
\end{array}\right)
$$

have been widely studied in the mathematical literature, for a variety of good reasons (see [Choi 1983] for a nice survey of their astonishing properties). In this paper, we present results and conjectures on spectral properties of these matrices and related types of matrices. We first review known results in Section 2, and then introduce new results in Section 3 on generalized weighted Hilbert matrices of the form

$$
b_{m, n}(\boldsymbol{x}, \boldsymbol{c})=\left\{\begin{array}{cl}
0 & \text { if } m=n,  \tag{2}\\
\frac{c_{m} c_{n}}{x_{m}-x_{n}} & \text { if } m \neq n .
\end{array}\right.
$$

Our results can be summarized as follows. Theorem 1 states a surprising property of these matrices: Their spectral norm depends monotonically on the absolute values of their entries, a property known a priori only for matrices with positive entries. Theorem 2 says that the determinants of such matrices are polynomials in the square

[^9]of their entries. In Lemma 5, we prove a key relation between the eigenvalues and eigenvectors of these matrices, which leads to a chain of nice consequences, including Corollaries 1 and 2. Our work finds its roots in [Montgomery and Vaughan 1973], a seminal paper that initiated the study of generalized Hilbert matrices.
Notation. Let $p>1$. In what follows, $\|\boldsymbol{y}\|_{p}$ denotes the $\ell^{p}$-norm of the vector $\boldsymbol{y} \in \mathbb{C}^{S}$ :
$$
\|\boldsymbol{y}\|_{p}:=\left(\sum_{k=1}^{S}\left|y_{k}\right|^{p}\right)^{1 / p}
$$

For an $S \times S$ matrix $M,\|M\|_{p}$ denotes the matrix norm induced by this vector norm:

$$
\|M\|_{p}:=\sup _{\|\boldsymbol{y}\|_{p}=1}\|M \boldsymbol{y}\|_{p}
$$

In the particular case $p=2$, the following simplified notation will be adopted:

$$
\|\boldsymbol{y}\|_{2}=\|\boldsymbol{y}\|(\text { Euclidean norm }) \quad \text { and } \quad\|M\|_{2}=\|M\| .
$$

When $M$ is normal (i.e., when $M M^{*}=M^{*} M$, where $M^{*}$ stands for the complexconjugate transpose of the matrix $M$ ), the above norm is equal to the spectral norm of $M$ :

$$
\|M\|=\sup \{|\lambda|: \lambda \in \operatorname{Spec}(M)\}
$$

## 2. A survey of classical results and conjectures

2.1. Hilbert's inequalities. The infinite-dimensional matrices presented in (1) are two different versions of the classical Hilbert matrix. Notice first that $T_{\infty}$ is a Toeplitz matrix (i.e., a matrix whose entry $n, m$ depends only on the difference $m-n$ ), while $H_{\infty}$ is a Hankel matrix (i.e., a matrix whose entry $n, m$ depends only on the sum $n+m$ ). The Hilbert inequalities state (see [Hardy et al. 1952, p. 212]) that

$$
\left|\sum_{m, n \in \mathbb{Z}} u_{m}\left(T_{\infty}\right)_{m, n} v_{n}\right| \leq \pi \quad \text { for } \boldsymbol{u}, \boldsymbol{v} \in \ell^{2}(\mathbb{Z} ; \mathbb{C}) \text { with }\|\boldsymbol{u}\|=\|\boldsymbol{v}\|=1
$$

and

$$
\left|\sum_{m, n \in \mathbb{N}} u_{m}\left(H_{\infty}\right)_{m, n} v_{n}\right| \leq \pi \quad \text { for } \boldsymbol{u}, \boldsymbol{v} \in \ell^{2}(\mathbb{N} ; \mathbb{C}) \text { with }\|\boldsymbol{u}\|=\|\boldsymbol{v}\|=1
$$

here $\pi$ cannot be replaced by a smaller constant. ${ }^{1}$ This is saying that $T_{\infty}$ and $H_{\infty}$ are bounded operators in $\ell^{2}(\mathbb{Z} ; \mathbb{C})$ and $\ell^{2}(\mathbb{N} ; \mathbb{C})$, respectively, with norm $\pi$.

Titchmarsh [1926] proved that $\left\|T_{\infty}\right\|_{p}<\infty$. Hardy, Littlewood and Pólya [1952,

[^10]p. 227] obtained the explicit expression
$$
\left\|H_{\infty}\right\|_{p}=\frac{\pi}{\sin (\pi / p)} \quad \text { for all } p>1
$$

It is clear that $\left\|T_{\infty}\right\|_{p} \geq\left\|H_{\infty}\right\|_{p}$, as $H_{\infty}$ may be seen as the lower left corner of $T_{\infty}$ (up to a column permutation), but no exact value is known for it (except in the case where $p=2^{n}$ or $p=2^{n} /\left(2^{n}-1\right)$ for some integer $n \geq 1$; see [Laeng 2007; 2009] for a review of the subject).

Consider the corresponding $R \times R$ matrices $T_{R}$ and $H_{R}$, defined by

$$
\left(T_{R}\right)_{m, n}=\left\{\begin{array}{cl}
0 & \text { if } m=n, \\
\frac{1}{m-n} & \text { if } m \neq n,
\end{array} \quad\left(H_{R}\right)_{m, n}=\frac{1}{m+n-1} \quad \text { for } 1<m, n<R\right.
$$

The Hilbert inequalities imply that for every integer $R \geq 1$,

$$
\begin{equation*}
\left\|T_{R}\right\|<\pi \quad \text { and } \quad\left\|H_{R}\right\|<\pi \tag{3}
\end{equation*}
$$

Clearly also $\left\|T_{R}\right\|$ and $\left\|H_{R}\right\|$ increase as $R$ increases, and

$$
\lim _{R \rightarrow \infty}\left\|T_{R}\right\|=\lim _{R \rightarrow \infty}\left\|H_{R}\right\|=\pi
$$

A question of interest is the convergence speed of $\left\|H_{R}\right\|$ and $\left\|T_{R}\right\|$ toward their common limiting value $\pi$. Up to a column permutation, $H_{R}$ can be seen as the lower left corner of $T_{2 R+1}$, so $\left\|H_{R}\right\| \leq\left\|T_{2 R+1}\right\|$ for every integer $R \geq 1$. This hints at a slower convergence speed for the matrices $H_{R}$ than for the matrices $T_{R}$. Indeed, Wilf and de Bruijn (see [Wilf 1970]) have shown that

$$
\pi-\left\|H_{R}\right\| \sim \frac{\pi^{5}}{2(\log R)^{2}} \quad \text { as } R \rightarrow \infty
$$

whereas there exist $a, b>0$ such that

$$
\begin{equation*}
\frac{a}{R}<\pi-\left\|T_{R}\right\|<\frac{b \log R}{R} \quad \text { for } R \geq 2 \tag{4}
\end{equation*}
$$

We will prove these inequalities at the end of this paper. The lower bound has been proved by Montgomery (see [Matthews 2002]), and it has been conjectured in [Preissmann 1985], and independently by Montgomery, that the upper bound in the previous inequality is tight, i.e., that

$$
\pi-\left\|T_{R}\right\| \sim \frac{c \log R}{R} \quad \text { as } R \rightarrow \infty
$$

We also provide some numerical evidence for this conjecture at the end of the paper.
2.2. Toeplitz matrices and Grenander-Szegö's theorem. We review the theory developed by Grenander and Szegő [1958] to analyze the asymptotic spectrum of Toeplitz matrices. In particular, we cite their result on the convergence speed of the spectral norm of such matrices.

Let $\left(c_{r}\right)_{r \in \mathbb{Z}}$ be a sequence of complex numbers such that

$$
\begin{equation*}
\sum_{r \in \mathbb{Z}}\left|c_{r}\right|<\infty \tag{5}
\end{equation*}
$$

and let us define the corresponding function, or symbol:

$$
f(x)=\sum_{r \in \mathbb{Z}} c_{r} \exp (\text { irx }) \quad \text { for } x \in[0,2 \pi]
$$

Because of the assumption made on the Fourier coefficients $c_{r}$, the function $f$ is continuous, and of course $f(0)=f(2 \pi)$. Equivalently, $f$ can be viewed as a continuous $2 \pi$-periodic function on $\mathbb{R}$.

Now let $C_{R}$ be the $R \times R$ matrix defined by

$$
\left(C_{R}\right)_{m, n}=c_{m-n} \quad \text { for } 1 \leq m \text { and } n \leq R
$$

One checks by direct computation that, for any vector $\boldsymbol{u} \in \mathbb{C}^{R}$ with $\|\boldsymbol{u}\|^{2}:=$ $\sum_{1 \leq n \leq R}\left|u_{n}\right|^{2}=1$, we have

$$
\begin{equation*}
\boldsymbol{u}^{*} C_{R} \boldsymbol{u}=\int_{0}^{2 \pi} f(x)|\phi(x)|^{2} d x \tag{6}
\end{equation*}
$$

where

$$
\phi(x)=\frac{1}{\sqrt{2 \pi}} \sum_{1 \leq n \leq R} u_{n} \exp (i(n-1) x)
$$

Let us now assume that $C_{R}$ is a normal matrix $\left(C_{R} C_{R}^{*}=C_{R}^{*} C_{R}\right)$; this is the case, for example, when $f$ is a real-valued function (in which case $C_{R}$ is Hermitian: $C_{R}^{*}=C_{R}$ ). As $\|\boldsymbol{u}\|=1$, we also have $\int_{0}^{2 \pi}|\phi(x)|^{2} d x=1$, which implies that

$$
\left\|C_{R}\right\| \leq \sup _{x \in[0,2 \pi]}|f(x)|=: M
$$

for any integer $R \geq 1$. Grenander and Szegő [1958, p. 72] proved the following refined statement on the convergence speed of the spectral norm. If $f$ is twice continuously differentiable, admits a unique maximum in $x_{0}$ and is such that $f^{\prime \prime}\left(x_{0}\right) \neq 0$, then

$$
M-\left\|C_{R}\right\| \sim f\left(x_{0}\right)-f\left(x_{0}+\frac{\pi}{R}\right) \sim \frac{\pi^{2}\left|f^{\prime \prime}\left(x_{0}\right)\right|}{2 R^{2}} \quad \text { as } R \rightarrow \infty
$$

This result does not apply to Hilbert matrices of the form $T_{R}$ : Since the harmonic
series diverges, condition (5) is not satisfied. Correspondingly, the symbol associated with these matrices is the function

$$
f(x)=\sum_{r \geq 1} \frac{-\exp (i r x)+\exp (-i r x)}{r}=-2 i \sum_{r \geq 1} \frac{\sin (r x)}{r}=i(x-\pi)
$$

for $x \in] 0,2 \pi[$, while by Dirichlet's theorem $f(0)=f(2 \pi)=0$. The function $f$ is therefore discontinuous, but relation (6) still holds in this case and allows us to deduce Hilbert's inequality:

$$
\left\|T_{R}\right\| \leq \sup _{x \in[0,2 \pi]}|f(x)|=\pi
$$

However, relation (6) alone does not allow us to draw conclusions on the convergence speed toward $\pi$.

Evaluating the convergence speed of the spectral norm is a difficult problem when $f$ attains its maximum at a point of discontinuity. An interesting matrix of this type was studied in detail in [Slepian 1978]; ${ }^{2}$ known as the prolate matrix, it is defined as

$$
\left(P_{R}\right)_{m, n}=p_{m-n} \quad \text { for } 1 \leq m \text { and } n \leq R, \quad \text { where } p_{r}=\left\{\begin{array}{cl}
\frac{\sin (2 \pi w r)}{r} & \text { if } r \neq 0 \\
2 \pi w & \text { if } r=0
\end{array}\right.
$$

for $0<w<\frac{1}{2}$ a fixed parameter. Here, again, we see that condition (5) is not satisfied. The symbol associated with this matrix is the function

$$
\begin{aligned}
f_{w}(x) & =\sum_{r \in \mathbb{Z}} p_{r} \exp (i r x)=2 \pi w+2 \sum_{r \geq 1} \frac{\sin (2 \pi w r)}{r} \cos (r x) \\
& =\pi 1_{[0,2 \pi w] \cup[2 \pi(1-w), 2 \pi]}(x)
\end{aligned}
$$

for all $x \in[0,2 \pi] \backslash\{2 \pi w, 2 \pi(1-w)\}$. In this case, we again have for any integer $R \geq 1$

$$
\left\|P_{R}\right\|<\sup _{x \in[0,2 \pi]}\left|f_{w}(x)\right|=\pi \quad \text { and } \quad \lim _{R \rightarrow \infty}\left\|P_{R}\right\|=\pi
$$

It is moreover shown in [Slepian 1978] that for all $0<\omega<\frac{1}{2}$, there exist $c_{w}, d_{w}>0$ (given explicitly in [Varah 1993]) such that

$$
\pi-\left\|P_{R}\right\| \sim c_{w} \sqrt{R} \exp \left(-d_{w} R\right)
$$

We see here that although the function $f_{w}$ is discontinuous, the convergence speed is exponential, not polynomial (as is the case with a smooth symbol). Of course, the

[^11]situation here is quite particular, as the function $f_{w}$ has a plateau at its maximum value, which is not the case for the Hilbert matrix $T_{R}$.
2.3. Generalized weighted Hilbert matrices. Let $\boldsymbol{x}=\left(x_{1}, \ldots, x_{R}\right)$ be a vector of distinct real numbers and $\boldsymbol{c}=\left(c_{1}, \ldots, c_{R}\right)$ any vector of real numbers. We define the $R \times R$ matrix $B(\boldsymbol{x}, \boldsymbol{c})$ by formula (2). We also set
\[

$$
\begin{equation*}
A(\boldsymbol{x})=B(\boldsymbol{x}, \mathbf{1}), \quad \text { where } \mathbf{1}=(1, \ldots, 1) . \tag{7}
\end{equation*}
$$

\]

If there is no risk of confusion, we write $A$ and $B$ instead of $A(\boldsymbol{x})$ and $B(\boldsymbol{x}, \boldsymbol{c})$.
Thus $A(\boldsymbol{x})$ is the classical Hilbert matrix. To motivate the study of the generalization $B(\boldsymbol{x}, \boldsymbol{c})$, we mention that Montgomery and Vaughan [1973] proved that

$$
\|A(\boldsymbol{x})\| \leq \frac{\pi}{\delta}, \quad \text { with } \delta=\inf _{\substack{1 \leq m, n \leq R \\ m \neq n}}\left|x_{n}-x_{m}\right|,
$$

and that

$$
\begin{equation*}
\|B(\boldsymbol{x}, \boldsymbol{c})\| \leq \frac{3 \pi}{2}, \quad \text { with } \quad c_{n}=\sqrt{\substack{1 \leq m \leq R \\ m \neq n}}\left|{ }_{\min }\right| x_{m}-x_{n} \mid . \tag{8}
\end{equation*}
$$

They also conjectured that the tightest upper bound is $\|B(\boldsymbol{x}, \boldsymbol{c})\| \leq \pi$. Montgomery and Vaughan's result was improved in [Preissmann 1984] to $\|B(\boldsymbol{x}, \boldsymbol{c})\| \leq 4 \pi / 3$, but the conjecture remains open so far.

We conclude this section with some applications.
Large sieve inequalities. Suppose the real numbers $x_{1}, \ldots, x_{R}$ are distinct modulo 1. Let $\|t\|$ denote the distance from a real number $t$ to the closest integer, and let

$$
\delta:=\min _{r, s, r \neq s}\left\|x_{r}-x_{s}\right\| \quad \text { and } \quad \delta_{r}:=\min _{s, s \neq r}\left\|x_{r}-x_{s}\right\| .
$$

For an arbitrary sequence of complex numbers $\left(a_{n}\right)_{M+1 \leq n \leq M+N}$, we write

$$
S(x):=\sum_{M+1 \leq n \leq M+N} a_{n} \exp (2 \pi i n x) .
$$

A large sieve inequality has the generic form

$$
\sum_{1 \leq r \leq R}\left|S\left(x_{r}\right)\right|^{2} \leq \Delta(N, \delta) \sum_{M+1 \leq n \leq M+N}\left|a_{n}\right|^{2} .
$$

Using Hilbert's inequality (3), one can show that the previous inequality holds with $\Delta(N, \delta)=N+\delta^{-1}-1$. Equivalently, this says that if

$$
B:=\left\{\exp \left(2 \pi i n x_{r}\right)\right\}_{M+1 \leq n \leq M+N, 1 \leq r \leq R}
$$

then

$$
\|B\|^{2} \leq \Delta(N, \delta) .
$$

Generalized Hilbert inequalities of type (8) are particularly useful when studying irregularly spaced $x_{r}$ (such as Farey sequences), as they allow us to prove the following refined large sieve inequality:

$$
\sum_{1 \leq r \leq R}\left(N+\frac{3}{2} \delta_{r}^{-1}\right)^{-1}\left|S\left(x_{r}\right)\right|^{2} \leq \sum_{M+1 \leq n \leq M+N}\left|a_{n}\right|^{2} .
$$

This last result is useful for arithmetic applications. It allows us to show, for example, that $\pi(M+N)-\pi(M) \leq 2 \pi(N)$, where $\pi(N)$ is the number of primes smaller than or equal to $N$ (see [Montgomery and Vaughan 1973]). By contrast, the inequality $\pi(M+N)-\pi(M) \leq \pi(N)$ stands as a conjecture so far.

The Bombieri-Vinogradov theorem, which is related to various conjectures on the distribution of primes, is another important application of large sieve inequalities (see [Bombieri et al. 1986], for instance).

Other Hilbert inequalities. Montgomery and Vaughan [1974] studied variants of Hilbert's inequality (with, for instance, $1 /\left(x_{r}-x_{s}\right)$ replaced by $\csc \left(x_{r}-x_{s}\right)$ ), which allow them to show that if $\sum_{n \geq 1} n\left|a_{n}\right|^{2}<\infty$, then

$$
\int_{0}^{T}\left|\sum_{n \geq 1} a_{n} n^{-i t}\right|^{2} d t=\sum_{n \geq 1}\left|a_{n}\right|^{2}(T+O(n)) .
$$

The key idea behind the proof of the main result in their paper is the identity

$$
\csc \left(x_{k}-x_{l}\right) \csc \left(x_{l}-x_{m}\right)=\csc \left(x_{k}-x_{m}\right)\left(\cot \left(x_{k}-x_{l}\right)+\cot \left(x_{l}-x_{m}\right)\right),
$$

which is of the same type as our relation (10) below. A further generalization of Hilbert's inequalities has been built on this in [Preissmann 1987], where we solved the functional equations

$$
\frac{1}{\theta(x) \theta(y)}=\Psi(x)-\Psi(y)+\frac{\phi(x-y)}{\theta(x-y)}
$$

and

$$
\frac{1}{\theta(x) \theta(y)}=\frac{\sigma(x)-\sigma(y)}{\theta(x-y)}+\tau(x) \tau(y) \quad \text { with } \tau(0)=0 .
$$

## 3. New results

3.1. Spectral norm of $\boldsymbol{B}(\boldsymbol{x}, \boldsymbol{c})$. In this subsection we state and prove our first main result, on the monotonicity of the spectral norm of matrices $B(\boldsymbol{x}, \boldsymbol{c})$.
Theorem 1. If $\boldsymbol{x}, \boldsymbol{x}^{\prime}, \boldsymbol{c}$ and $\boldsymbol{c}^{\prime}$ are vectors of real numbers such that

$$
\left|b_{m, n}(\boldsymbol{x}, \boldsymbol{c})\right| \leq\left|b_{m, n}\left(\boldsymbol{x}^{\prime}, \boldsymbol{c}^{\prime}\right)\right| \quad \text { for } 1 \leq m \text { and } n \leq R,
$$

then

$$
\begin{equation*}
\|B(\boldsymbol{x}, \boldsymbol{c})\| \leq\left\|B\left(\boldsymbol{x}^{\prime}, \boldsymbol{c}^{\prime}\right)\right\| . \tag{9}
\end{equation*}
$$

Remark. For matrices $Y$ and $Z$ with positive entries, if $0 \leq y_{m, n} \leq z_{m, n}$ for all $m$ and $n$, then $\|Y\| \leq\|Z\|$. Indeed, consider the normalized eigenvector $\boldsymbol{u}$ corresponding to the largest eigenvalue of $Y^{*} Y$ : Since $Y^{*} Y$ has positive entries, $\boldsymbol{u}$ is also positive, so $\|Y\|=\|Y \boldsymbol{u}\| \leq\|Z \boldsymbol{u}\| \leq\|Z\|$. The above result states that a similar result holds for matrices of the form $B(\boldsymbol{x}, \boldsymbol{c})$, even though these do not have positive entries.

We decompose the proof of Theorem 1 into a sequence of lemmas. We will use several times the relation

$$
\begin{equation*}
a_{k, l} a_{l, m}=a_{k, m}\left(a_{k, l}+a_{l, m}\right) \quad \text { for } k, l, m \text { distinct, } \tag{10}
\end{equation*}
$$

where $a_{m, n}=1 /\left(x_{m}-x_{n}\right)$.
Lemma 1. If $k$ is a positive integer and $1 \leq n \leq R$, then, denoting by $B_{-n}$ the matrix $B$ with the n-th row and column removed, we have

$$
\begin{equation*}
S:=\sum_{\substack{1 \leq l, m \leq R \\ l \neq n, m \neq n, l \neq m}} b_{n, l} b_{m, n}\left(B_{-n}^{k}\right)_{l, m}=0 . \tag{11}
\end{equation*}
$$

Proof. Using (10), we obtain

$$
\begin{aligned}
S & =\sum_{\substack{1 \leq l, m \leq R \\
l \neq n, m \neq n, l \neq m}} c_{l} c_{m} c_{n}^{2} a_{m, n} a_{n, l}\left(B_{-n}^{k}\right)_{l, m} \\
& =\sum_{\substack{1 \leq l, m \leq R \\
l \neq n, m \neq n, l \neq m}} c_{l} c_{m} c_{n}^{2} a_{m, l}\left(a_{m, n}+a_{n, l}\right)\left(B_{-n}^{k}\right)_{l, m}=: S_{1}+S_{2},
\end{aligned}
$$

where

$$
\begin{aligned}
S_{1} & =\sum_{\substack{1 \leq l, m \leq R \\
l \neq n, m \neq n, l \neq m}} c_{l} c_{m} c_{n}^{2} a_{m, l} a_{m, n}\left(B_{-n}^{k}\right)_{l, m} \\
& =\sum_{\substack{1 \leq l, m \leq R \\
l \neq n, m \neq n, l \neq m}} c_{n}^{2} b_{m, l} a_{m, n}\left(B_{-n}^{k}\right)_{l, m}=\sum_{\substack{1 \leq m \leq R \\
m \neq n}} c_{n}^{2} a_{m, n}\left(B_{-n}^{k+1}\right)_{m, m}
\end{aligned}
$$

and

$$
\begin{aligned}
S_{2} & =\sum_{\substack{1 \leq l, m \leq R \\
l \neq n, m \neq n, l \neq m}} c_{l} c_{m} c_{n}^{2} a_{m, l} a_{n, l}\left(B_{-n}^{k}\right)_{l, m} \\
& =\sum_{\substack{1 \leq l \leq R \\
l \neq n}} c_{n}^{2} a_{n, l}\left(B_{-n}^{k+1}\right)_{l, l}=-\sum_{\substack{1 \leq l \leq R \\
l \neq n}} c_{n}^{2} a_{l, n}\left(B_{-n}^{k+1}\right)_{l, l}=-S_{1}
\end{aligned}
$$

since $A$ is antisymmetric.

Lemma 2. Let $1 \leq n \leq R$ and $k \geq 2$ be an integer. Then

$$
\begin{aligned}
\left(B^{k}\right)_{n, n} & =\sum_{0 \leq r \leq k-2} \sum_{\substack{1 \leq l, m \leq R \\
l \neq n, m \neq n}} b_{n, l}\left(B_{-n}^{r}\right)_{l, m} b_{m, n}\left(B^{k-r-2}\right)_{n, n} \\
& =-\sum_{0 \leq r \leq k-2} \sum_{1 \leq l \leq R} b_{n, l}^{2}\left(B_{-n}^{r}\right)_{l, l}\left(B^{k-r-2}\right)_{n, n} .
\end{aligned}
$$

Proof. Notice first that

$$
\left(B^{k}\right)_{n, n}=\sum_{1 \leq n_{1}, \ldots, n_{k-1} \leq R} b_{n, n_{1}} b_{n_{1}, n_{2}} \ldots b_{n_{k-2}, n_{k-1}} b_{n_{k-1}, n} .
$$

As $b_{n, n}=0$, we may consider $n_{1}, n_{k-1} \neq n$ in this sum. For each $\left(n_{1}, \ldots, n_{k-1}\right)$, define

$$
s=\inf \left\{t \in\{2, \ldots, k\} \mid n_{1} \neq n, \ldots, n_{t-1} \neq n, n_{t}=n\right\},
$$

where, by convention, $n_{k}=n$. Ordering the terms in the above sum according to the value of $s$, we obtain

$$
\begin{aligned}
\left(B^{k}\right)_{n, n} & =\sum_{2 \leq s \leq k} \sum_{n_{1}, n_{s-1} \neq n} b_{n, n_{1}}\left(B_{-n}^{s-2}\right)_{n_{1}, n_{s-1}} b_{n_{s-1}, n}\left(B^{k-s}\right)_{n, n} \\
& =\sum_{0 \leq r \leq k-2} \sum_{n_{1}, n_{r+1} \neq n} b_{n, n_{1}}\left(B_{-n}^{r}\right)_{n_{1}, n_{r+1}} b_{n_{r+1}, n}\left(B^{k-r-2}\right)_{n, n},
\end{aligned}
$$

which is the first equality in the lemma. The second follows from (11) and the fact that $B$ is antisymmetric.

Lemma 3. Let $1 \leq n \leq R$ and let $k \geq 2$ be an integer.

- If $k$ is odd, then $\left(B^{k}\right)_{n, n}=0$.
- If $k$ is even, then $(-1)^{k / 2}\left(B^{k}\right)_{n, n}$ is a polynomial in the $b_{l, m}^{2}, 1 \leq l<m \leq R$, with positive coefficients.

Proof. Since $B$ is antisymmetric, the first statement is obvious. The second follows by induction from Lemma 2.

Proof of Theorem 1. Observe that since the matrix $i B$ is Hermitian, it has $R$ real eigenvalues $\mu_{1}, \ldots, \mu_{R}$ corresponding to an orthonormal basis of eigenvectors, so

$$
\|B\|=\max _{1 \leq r \leq R}\left|\mu_{r}\right| .
$$

And for a positive integer $k$, we have

$$
\operatorname{Tr}\left(B^{2 k}\right)=\sum_{1 \leq r \leq R}(-1)^{k} \mu_{r}^{2 k}
$$

Therefore, we obtain

$$
\|B\|=\lim _{k \rightarrow \infty}\left((-1)^{k} \operatorname{Tr}\left(B^{2 k}\right)\right)^{1 / 2 k}
$$

and the theorem follows from Lemma 3.
3.2. Determinant of $\boldsymbol{B}(\boldsymbol{x}, \boldsymbol{c})$. Our next result shows that the determinant of $B(\boldsymbol{x}, \boldsymbol{c})$ is a polynomial in the $b_{l, m}^{2}$.
Theorem 2. If $R$ is odd, then $\operatorname{det}(B(\boldsymbol{x}, \boldsymbol{c}))=0$. If $R=2 T$ is even, then

$$
\begin{equation*}
\operatorname{det}(B(\boldsymbol{x}, \boldsymbol{c}))=\prod_{k=1}^{R} c_{k}^{2} \sum_{\left(m_{i}, n_{i}\right)_{1}^{T} \in E} \prod_{i=1}^{T} a_{m_{i}, n_{i}}^{2}=\sum_{\left(m_{i}, n_{i}\right)_{1}^{T} \in E} \prod_{i=1}^{T} b_{m_{i}, n_{i}}^{2} \tag{12}
\end{equation*}
$$

where
$E:=\left\{\left(m_{i}, n_{i}\right)_{1}^{T} \mid \bigcup_{i=1}^{T}\left\{m_{i}, n_{i}\right\}=\{1, \ldots, R\}, m_{i}<n_{i}\right.$ for all $i$, and $\left.m_{1}<\cdots<m_{T}\right\}$.
Lemma 4. Let $l$ be an integer, with $3 \leq l \leq R$. Denoting by $\mathscr{S}_{l}$ the set of permutations of $\{1, \ldots, l\}$, we have

$$
\begin{equation*}
S:=\sum_{\sigma \in \mathscr{Y}_{l}} a_{\sigma(1), \sigma(2)} a_{\sigma(2), \sigma(3)} \ldots a_{\sigma(l-1), \sigma(l)} a_{\sigma(l), \sigma(1)}=0 \tag{13}
\end{equation*}
$$

Proof. We define

$$
\begin{aligned}
& S_{1}:=\sum_{\sigma \in \mathscr{Y}_{l}} a_{\sigma(1), \sigma(2)} a_{\sigma(2), \sigma(3)} \ldots a_{\sigma(l-1), \sigma(1)} a_{\sigma(l-1), \sigma(l)}, \\
& S_{2}:=\sum_{\sigma \in \mathscr{Y}_{l}} a_{\sigma(1), \sigma(2)} a_{\sigma(2), \sigma(3)} \ldots a_{\sigma(l-1), \sigma(1)} a_{\sigma(l), \sigma(1)} .
\end{aligned}
$$

By (10), we have $S=S_{1}+S_{2}$. Now let $\tau \in \mathscr{S}_{l}$ be the permutation defined by $\tau(1)=l-1, \tau(2)=1, \tau(3)=2, \ldots, \tau(l-1)=l-2, \tau(l)=l$. We obtain

$$
\begin{aligned}
S_{2} & =\sum_{\sigma \in \mathscr{Y}_{l}} a_{\sigma \tau(1), \sigma \tau(2)} a_{\sigma \tau(2), \sigma \tau(3)} \ldots a_{\sigma \tau(l-1), \sigma \tau(1)} a_{\sigma \tau(l), \sigma \tau(1)} \\
& =\sum_{\sigma \in S_{l}} a_{\sigma(l-1), \sigma(1)} a_{\sigma(1), \sigma(2)} \ldots a_{\sigma(l-2), \sigma(l-1)} a_{\sigma(l), \sigma(l-1)}=-S_{1},
\end{aligned}
$$

which completes the proof.
Proof of Theorem 2. By definition,

$$
\operatorname{det}(B)=\sum_{\sigma \in \mathscr{Y}_{R}} \varepsilon(\sigma) \prod_{1 \leq n \leq R} a_{n, \sigma(n)} c_{n}^{2}
$$

Every permutation $\sigma$ is a product of $k$ cycles, with $1 \leq k \leq n$. We denote by $F_{1}, \ldots, F_{k}$ the supports of these cycles and by $n_{1}, n_{2}, \ldots, n_{k}$ their cardinalities, and we set

$$
S\left(F_{i}\right):=\frac{1}{n_{i}} \sum_{s_{1}, s_{2}, \ldots, s_{n_{i}} \mid\left\{s_{1}, s_{2}, \ldots, s_{n_{i}}\right\}=F_{i}} a_{s_{1}, s_{2}} a_{s_{2}, s_{3}} \ldots a_{s_{n_{i}-1}, s_{n_{i}}} a_{s_{n_{i}}, s_{1}}
$$

In the above expression for $\operatorname{det}(B)$, the contribution of the permutations having $F_{1}, \ldots, F_{k}$ as supports for their cycles is of the

$$
(-1)^{n_{1}+n_{2}+\cdots+n_{k}-k} \prod_{i=1}^{k} S\left(F_{i}\right) \prod_{r=1}^{R} c_{r}^{2} .
$$

Hence, by (13) and the fact that the main diagonal is zero, a nonzero contribution can only occur when all cycles are of cardinality 2 , which proves the theorem.

Remark. The above statement allows us to recover part of the conclusion of Lemma 3. First notice that by Theorem 2 and for all $J \subset\{1, \ldots, R\}$, $\operatorname{det}\left(B_{J}\right)$, where $B_{J}=\left(b_{l, m}\right)_{l, m \in J}$, is also a polynomial in the $b_{l, m}^{2}$. Define

$$
\sigma_{k}=\sum_{\substack{J \subset\{1, \ldots, R\} \\|J|=k}} \prod_{i \in J} \lambda_{i}
$$

where $\lambda_{1}, \ldots, \lambda_{R}$ are the eigenvalues of $B$. Notice that

$$
\begin{equation*}
\sigma_{k}=\sum_{\substack{J \subset\{1, \ldots, R\} \\|J|=k}} \operatorname{det}\left(B_{J}\right) . \tag{14}
\end{equation*}
$$

Indeed, let $P$ be the polynomial defined as $P(x)=\prod_{1 \leq i \leq R}\left(x-\lambda_{i}\right)$. We observe that, on one hand, the matrix-valued version of this polynomial is given by

$$
P(x)=\prod_{1 \leq i \leq R}\left(x-\lambda_{i} I\right)=x^{R}+\sum_{k=1}^{R} x^{R-k}(-1)^{k} \sum_{\substack{J \subset\{1, \ldots, R \\|J|=k}} \prod_{i \in J} \lambda_{i}=x^{R}+\sum_{1 \leq k \leq R} x^{R-k}(-1)^{k} \sigma_{k},
$$

while, on the other hand,

$$
P(x)=\prod_{i=1}^{R}\left(x-\lambda_{i}\right)=\operatorname{det}(x I-B)=x^{R}+\sum_{k=1}^{R} x^{R-k}(-1)^{k} \sum_{\substack{J \subset\{1, \ldots, R\} \\|J|=k}} \operatorname{det}\left(B_{J}\right),
$$

so by identifying the coefficients we obtain equality (14). This implies that $\sigma_{k}$ is also a polynomial in the $b_{l, m}^{2}$. Finally, for $s_{l}=\sum_{1 \leq i \leq R} \lambda_{i}^{l}$, we have the following recursion, also known as Newton-Girard's formula:

$$
s_{l}=\sum_{1 \leq i \leq l-1}(-1)^{i-1} \sigma_{i} s_{l-i}+(-1)^{l-1} l \sigma_{l} .
$$

For example, $s_{0}=n, \quad s_{1}=\sigma_{1}, \quad s_{2}=s_{1} \sigma_{1}-2 \sigma_{2}, \quad s_{3}=s_{2} \sigma_{1}-s_{1} \sigma_{2}+3 \sigma_{3}$, etc. We therefore find by induction that for all $k,(-1)^{k} \operatorname{Tr}\left(B^{2 k}\right)=(-1)^{k} s_{2 k}$ is also
a polynomial in the $b_{l, m}^{2}$, but this alone does not guarantee the positivity of the coefficients obtained in Lemma 3 above.
3.3. Formulas regarding the eigenvalues and eigenvectors of $A(x)$ and $B(x, c)$.

We first state the following lemma, which has important consequences for the eigenvalues of the matrices $A(\boldsymbol{x})$ and $B(\boldsymbol{x}, \boldsymbol{c})$, as we will see. The approach taken below generalizes the method initiated by Montgomery and Vaughan [1973].

Lemma 5. (a) Let $\boldsymbol{u}=\left(u_{1}, \ldots, u_{R}\right)^{T}$ be an eigenvector of $A(\boldsymbol{x})$ for the eigenvalue $i \mu$. Then for $1 \leq n \leq R$, we have

$$
\begin{equation*}
\mu^{2}\left|u_{n}\right|^{2}=\sum_{1 \leq m \leq R} a_{m, n}^{2}\left(\left|u_{m}\right|^{2}+2 \Re\left(u_{n} \bar{u}_{m}\right)\right) . \tag{15}
\end{equation*}
$$

(b) Let $\boldsymbol{u}=\left(u_{1}, \ldots, u_{R}\right)^{T}$ be an eigenvector of $B(\boldsymbol{x}, \boldsymbol{c})$ for the eigenvalue $i \mu$. Then for $1 \leq n \leq R$, we have

$$
\begin{equation*}
\mu^{2}\left|u_{n}\right|^{2}=\sum_{1 \leq m \leq R} a_{m, n}^{2}\left(c_{n}^{2} c_{m}^{2}\left|u_{m}\right|^{2}+2 c_{n}^{3} c_{m} \Re\left(u_{n} \bar{u}_{m}\right)\right) \tag{16}
\end{equation*}
$$

Proof. We prove (16), from which (15) follows by specializing to the case $\boldsymbol{c}=\mathbf{1}$.
Our starting assumption is $B \boldsymbol{u}=i \mu \boldsymbol{u}$, i.e., $\sum_{1 \leq m \leq R} b_{n, m} u_{m}=i \mu u_{n}$. Taking the modulus square on both sides, we obtain

$$
\mu^{2}\left|u_{n}\right|^{2}=\sum_{\substack{1 \leq l, m \leq R \\ l \neq n, m \neq n}} b_{n, m} b_{n, l} u_{m} \bar{u}_{l} .
$$

(Notice that the sum can be taken over $l \neq n$ and $m \neq n$, as $b_{n, n}=0$.) Therefore,

$$
\begin{equation*}
\mu^{2}\left|u_{n}\right|^{2}=c_{n}^{2} \sum_{\substack{\leq l, m \leq R \\ l \neq n, m \neq n}} c_{l} c_{m} a_{n, m} a_{n, l} u_{m} \bar{u}_{l}=c_{n}^{2}\left(S_{1}+S_{2}\right), \tag{17}
\end{equation*}
$$

where $S_{1}$ corresponds to the terms in the sum with $l=m$ and $S_{2}$ is its complement:

$$
\begin{equation*}
S_{1}=\sum_{\substack{1 \leq m \leq R \\ m \neq n}} c_{m}^{2} a_{m, n}^{2}\left|u_{m}\right|^{2}, \quad S_{2}=\sum_{\substack{1 \leq l, m \leq R \\ l \neq m, l \neq n, m \neq n}} c_{l} c_{m} a_{n, m} a_{n, l} u_{m} \bar{u}_{l} . \tag{18}
\end{equation*}
$$

As $l, m$, and $n$ are all distinct in this last sum, we can use (10) and the antisymmetry of $A$ to obtain

$$
a_{n, m} a_{n, l}=a_{l, m} a_{n, l}+a_{m, l} a_{n, m},
$$

So

$$
\begin{equation*}
S_{2}=\sum_{\substack{1 \leq l, m \leq R \\ l \neq m, l \neq n, m \neq n}} c_{l} c_{m}\left(a_{l, m} a_{n, l}+a_{m, l} a_{n, m}\right) u_{m} \bar{u}_{l}=S_{3}+S_{4} \tag{19}
\end{equation*}
$$

with

$$
\begin{aligned}
S_{3} & =\sum_{\substack{1 \leq l, m \leq R \\
l \neq m, l \neq n, m \neq n}} c_{l} c_{m} a_{l, m} a_{n, l} u_{m} \bar{u}_{l} \\
& =\sum_{\substack{1 \leq l, m \leq R \\
l \neq m, l \neq n, m \neq n}} b_{l, m} a_{n, l} u_{m} \bar{u}_{l}=\sum_{\substack{1 \leq l \leq R \\
l \neq n}} a_{n, l} \bar{u}_{l} \sum_{\substack{1 \leq m \leq R \\
m \neq l, m \neq n}} b_{l, m} u_{m} .
\end{aligned}
$$

As $\boldsymbol{u}$ is an eigenvector of $B$, it follows that

$$
S_{3}=\sum_{\substack{1 \leq l \leq R \\ l \neq n}} a_{n, l} \bar{u}_{l}\left(i \mu u_{l}-b_{l, n} u_{n}\right)
$$

Likewise, noticing that $\overline{\boldsymbol{u}}$ is also an eigenvector of $B$ (with the corresponding eigenvalue $-i \mu$ ), we obtain

$$
S_{4}=\sum_{\substack{1 \leq m \leq R \\ m \neq n}} a_{n, m} u_{m} \sum_{\substack{1 \leq l \leq R \\ l \neq n}} b_{m, l} \bar{u}_{l}=\sum_{\substack{1 \leq m \leq R \\ m \neq n}} a_{n, m} u_{m}\left(-i \mu \bar{u}_{m}-b_{m, n} \bar{u}_{n}\right)
$$

From (19), we deduce that

$$
S_{2}=S_{3}+S_{4}=-\sum_{\substack{1 \leq m \leq R \\ m \neq n}} a_{n, m} b_{m, n}\left(\bar{u}_{m} u_{n}+u_{m} \bar{u}_{n}\right)=2 \sum_{\substack{1 \leq m \leq R \\ m \neq n}} a_{m, n} b_{m, n} \Re\left(u_{m} \bar{u}_{n}\right)
$$

Now, using this together with (17) and (18), we finally obtain

$$
\mu^{2}\left|u_{n}\right|^{2}=\sum_{\substack{1 \leq m \leq R \\ m \neq n}} c_{n}^{2}\left(c_{m}^{2} a_{m, n}^{2}\left|u_{m}\right|^{2}+2 c_{m} c_{n} a_{m, n}^{2} \Re\left(u_{m} \bar{u}_{n}\right)\right)
$$

which completes the proof.
One of the many consequences of Lemma 5 is the following.
Corollary 1. If $c_{1}, \ldots, c_{R}$ are all nonzero, then the eigenvalues of $B(\boldsymbol{x}, \boldsymbol{c})$ are all distinct.

Proof. If in the basis of eigenvectors of $B$ there were two corresponding to the same eigenvalue, it would be possible to find a linear combination of them (also an eigenvector) such that one component (say, $u_{n}$ ) would be equal to zero. Then by (16) we would have

$$
\sum_{1 \leq m \leq R} a_{m, n}^{2} c_{n}^{2} c_{m}^{2}\left|u_{m}\right|^{2}=0
$$

which is impossible, given the assumption made.
A more precise version of Lemma 5(b) reads as follows.

Lemma 6. Let $\boldsymbol{u}=\boldsymbol{v}+i \boldsymbol{w}\left(\boldsymbol{v}, \boldsymbol{w} \in \mathbb{R}^{R}\right)$ be an eigenvector of $-i \mu$ corresponding to the eigenvalue $B(\boldsymbol{x}, \boldsymbol{c})$. Then

$$
\begin{equation*}
\mu^{2} v_{n}^{2}=\sum_{1 \leq m \leq R} b_{n, m}^{2} w_{m}^{2}+2 c_{n}^{2} \sum_{\substack{1 \leq m \leq R \\ m \neq n}} a_{n, m} w_{m}\left(\mu v_{m}-b_{m, n} w_{n}\right) \tag{20}
\end{equation*}
$$

Moreover, if $\mu \neq 0$, then $\|\boldsymbol{v}\|=\|\boldsymbol{w}\|$, while if $\mu=0$, then $\operatorname{det}(B)=0$, so one of the eigenvectors corresponding to this eigenvalue is real.

Proof. Applying the proof method of Lemma 5 gives
$\mu^{2} v_{n}^{2}=\left(\sum_{1 \leq m \leq R} b_{n, m} w_{m}\right)^{2}=\sum_{1 \leq m \leq R} b_{n, m}^{2} w_{m}^{2}+\sum_{\substack{1 \leq l, m \leq R \\ l \neq m}} b_{n, m} b_{n, l} w_{m} w_{l}=: S_{1}+S_{2}$
We can write

$$
S_{2}=c_{n}^{2} \sum_{\substack{1 \leq l, m \leq R \\ l \neq m}} c_{l} c_{m} a_{n, m} a_{n, l} w_{m} w_{l}=c_{n}^{2}\left(S_{3}+S_{4}\right)
$$

with

$$
\begin{aligned}
S_{3} & =\sum_{\substack{1 \leq l, m \leq R \\
l \neq m, l \neq n, m \neq n}} c_{l} c_{m} a_{l, m} a_{n, l} w_{m} w_{l}=\sum_{\substack{1 \leq l \leq R \\
l \neq n}} a_{n, l} w_{l} \sum_{\substack{1 \leq m \leq R \\
m \neq n, m \neq l}} b_{l, m} w_{m} \\
& =\sum_{\substack{1 \leq l \leq R \\
l \neq n}} a_{n, l} w_{l}\left(\mu v_{l}-b_{l, n} w_{n}\right)
\end{aligned}
$$

and, likewise,

$$
S_{4}=\sum_{\substack{1 \leq m \leq R \\ m \neq n}} a_{n, m} w_{m} \sum_{\substack{1 \leq l \leq R \\ l \neq m, l \neq n}} b_{m, l} w_{l}=\sum_{\substack{1 \leq m \leq R \\ m \neq n}} a_{n, m} w_{m}\left(\mu v_{m}-b_{m, n} w_{n}\right)
$$

Observing that $S_{3}=S_{4}$, we obtain the formula (20).
Finally, we have by assumption that $B(\boldsymbol{v}+i \boldsymbol{w})=i \mu(\boldsymbol{v}+i \boldsymbol{w})$, so

$$
B \boldsymbol{w}=\mu \boldsymbol{v} \quad \text { and } \quad B \boldsymbol{v}=-\mu \boldsymbol{w}
$$

Consequently, we have

$$
\mu\|\boldsymbol{w}\|^{2}=\mu \boldsymbol{w}^{T} \boldsymbol{w}=(-B \boldsymbol{v})^{T} \boldsymbol{w}=\left(B^{T} \boldsymbol{v}\right)^{T} \boldsymbol{w}=\boldsymbol{v}^{T} B \boldsymbol{w}=\mu\|\boldsymbol{v}\|^{2}
$$

so for $\mu \neq 0$, we have $\|\boldsymbol{v}\|=\|\boldsymbol{w}\|$.
Finally, let us mention the following nice formula.
Lemma 7. Let $\boldsymbol{u}$ be an eigenvector of $B$ corresponding to the eigenvalue $\mu$. Then

$$
\left|\sum_{1 \leq r \leq R} c_{r} u_{r}\right|^{2}=\sum_{1 \leq r \leq R}\left|c_{r} u_{r}\right|^{2}
$$

Proof. Let $C=\operatorname{diag}\left(c_{1}, \ldots, c_{R}\right)$ and $X=\operatorname{diag}\left(x_{1}, \ldots, x_{R}\right)$. Then

$$
\overline{\boldsymbol{u}}^{T}(X C A C-C A C X) \boldsymbol{u}=\overline{\boldsymbol{u}}^{T} M \boldsymbol{u},
$$

where $m_{r, s}=c_{r} c_{s}$ for $r \neq s$ and 0 otherwise. Therefore,

$$
\overline{\boldsymbol{u}}^{T} M \boldsymbol{u}=\left|\sum_{1 \leq r \leq R} c_{r} u_{r}\right|^{2}-\sum_{1 \leq r \leq R}\left|c_{r} u_{r}\right|^{2} .
$$

On the other hand,

$$
\overline{\boldsymbol{u}}^{T}(X C A C-C A C X) \boldsymbol{u}=\overline{\boldsymbol{u}}^{T}(X B-B X) \boldsymbol{u}=\overline{\boldsymbol{u}}^{T} X i \mu \boldsymbol{u}-i \mu \overline{\boldsymbol{u}}^{T} X \boldsymbol{u}=0,
$$

as $\overline{\boldsymbol{u}}^{T}(-B)=\overline{\boldsymbol{u}}^{T} B^{T}=(B \overline{\boldsymbol{u}})^{T}=(-i \mu \overline{\boldsymbol{u}})^{T}=-i \mu \overline{\boldsymbol{u}}^{T}$. The result follows.
3.4. Back to the spectral norm. Lemma 5 also allows us to deduce the following bounds on the spectral norm of $A(\boldsymbol{x})$.
Corollary 2. $\quad \max _{1 \leq m \leq R} \sum_{1 \leq n \leq R} a_{m, n}^{2} \leq\|A(\boldsymbol{x})\|^{2} \leq 3 \max _{1 \leq m \leq R} \sum_{1 \leq n \leq R} a_{m, n}^{2}$.
Proof. The first inequality is clear, as the $m$-th column of $A$ is the image by $A$ of the $m$-th canonical vector. For the second inequality, we use (16), choosing $n$ such that $\left|u_{n}\right|^{2} \geq\left|u_{m}\right|^{2}$ for all $1 \leq m \leq R$, and $\mu=\|A\|$. We therefore obtain

$$
\|A\|^{2}\left|u_{n}\right|^{2}=\sum_{1 \leq m \leq R} a_{m, n}^{2}\left(\left|u_{m}\right|^{2}+2 \Re\left(u_{n} \bar{u}_{m}\right)\right) \leq \sum_{1 \leq m \leq R} a_{m, n}^{2}\left(\left|u_{m}\right|^{2}+\left|u_{m}\right|^{2}+\left|u_{n}\right|^{2}\right),
$$

so

$$
\|A\|^{2}\left|u_{n}\right|^{2} \leq 3 \sum_{1 \leq m \leq R} a_{m, n}^{2}\left|u_{n}\right|^{2} .
$$

3.5. The classical Hilbert matrix $\boldsymbol{T}_{\boldsymbol{R}}$. The upper bound in Corollary 2 allows us to recover to the original upper bound on $\left\|T_{R}\right\|$, where $T_{R}$ is the Hilbert matrix defined in the introduction:

$$
\left\|T_{R}\right\|^{2} \leq \max _{1 \leq m \leq R} 3 \sum_{\substack{1 \leq n \leq R \\ n \neq m}} \frac{1}{(m-n)^{2}}<3 \cdot 2 \sum_{n \geq 1} \frac{1}{n^{2}}=\pi^{2}
$$

We now come back to the convergence speed of $\left\|T_{R}\right\|$ toward $\pi$, already mentioned in Section 2. We prove inequality (4), namely that there exist positive constants $a$ and $b$ such that

$$
\frac{a}{R}<\pi-\left\|T_{R}\right\|<\frac{b \log (R)}{R}, \quad \text { where } R \geq 2 .
$$

The lower bound can be deduced from Lemma 5. From (16), we indeed see that if
$R=2 S+1$, then

$$
\left\|T_{R}\right\|^{2}<6 \sum_{k=1}^{S} \frac{1}{k^{2}}=\pi^{2}-6 \sum_{k>S} \frac{1}{k^{2}}<\pi^{2}-6 \sum_{k>S} \frac{1}{k(k+1)}=\pi^{2}-\frac{6}{S+1}
$$

so

$$
\pi-\left\|T_{R}\right\|>\frac{6}{(S+1)\left(\pi+\left\|T_{R}\right\|\right)}>\frac{3}{\pi(S+1)}
$$

which is of the type $a / R<\pi-\left\|T_{R}\right\|$. Another way to prove this lower bound is to follow the Grenander-Szegő approach of Section 2.2. Let us first recall (6):

$$
\boldsymbol{u}^{*} T_{R} \boldsymbol{u}=\int_{0}^{2 \pi} f(x)|\phi(x)|^{2} d x
$$

where $f(x)=i(x-\pi)$ for $x \in(0,2 \pi)$ and $\phi(x)=\frac{1}{\sqrt{2 \pi}} \sum_{1 \leq n \leq R} u_{n} \exp (i(n-1) x)$, and where $\int_{0}^{2 \pi}|\phi(x)|^{2} d x=\|\boldsymbol{u}\|^{2}=1$. Hence,

$$
\begin{equation*}
\pi-\boldsymbol{u}^{*} i T_{R} \boldsymbol{u}=\int_{0}^{2 \pi} x|\phi(x)|^{2} d x, \tag{21}
\end{equation*}
$$

or, with $E(R)=\left\{\phi(x)=\left.\frac{1}{\sqrt{2 \pi}} \sum_{1 \leq n \leq R} u_{n} \exp (i(n-1) x)\left|\boldsymbol{u} \in \mathbb{C}^{R}, \sum_{1 \leq n \leq R}\right| u_{n}\right|^{2}=1\right\}$,

$$
\begin{equation*}
\pi-\left\|T_{R}\right\|=\inf _{\phi \in E(R)} \int_{0}^{2 \pi} x|\phi(x)|^{2} d x \tag{22}
\end{equation*}
$$

It remains to show that the term on the right-hand side of (22) is bounded below by a term of order $1 / R$. To this end, let us consider $\phi \in E(R)$ and $c>0$. Using the Cauchy-Schwarz inequality, we have

$$
\begin{aligned}
\int_{0}^{c}|\phi(x)|^{2} d x & =\frac{1}{2 \pi} \sum_{1 \leq m, n \leq R} u_{m} \bar{u}_{n} \int_{0}^{c} \exp (i(m-n) x) d x \\
& \leq \frac{c}{2 \pi} \sum_{1 \leq m, n \leq R}\left|u_{m}\right|\left|u_{n}\right|=\frac{c}{2 \pi}\left(\sum_{1 \leq n \leq R} 1\left|u_{n}\right|\right)^{2} \\
& \leq \frac{c R}{2 \pi} \sum_{1 \leq n \leq R}\left|u_{n}\right|^{2}=\frac{c R}{2 \pi} .
\end{aligned}
$$

Setting $c=\pi / R$, we obtain $\int_{0}^{\pi / R}|\phi(x)|^{2} d x \leq \frac{1}{2}$. This in turn implies that

$$
\int_{0}^{2 \pi} x|\phi(x)|^{2} d x \geq \int_{\pi / R}^{2 \pi} x|\phi(x)|^{2} d x \geq \frac{\pi}{R} \int_{\pi / R}^{2 \pi}|\phi(x)|^{2} d x \geq \frac{\pi}{2 R}
$$

for all $\phi \in E(R)$, which settles the lower bound in (4).

To establish the upper bound, we need to find a function $\phi \in E(R)$ such that

$$
\begin{equation*}
\int_{0}^{2 \pi} x|\phi(x)|^{2} d x \leq \frac{b \log R}{R} \tag{23}
\end{equation*}
$$

for some constant $b>0$. This will indeed ensure the existence of a vector $\boldsymbol{u}$ namely, the one associated to the function $\phi \in E(R)$ - such that $\left|\boldsymbol{u}^{*} T_{R} \boldsymbol{u}\right| \geq$ $\pi-(b \log R) / R$, thus implying the result.

In view of (23), our goal is to find $\phi \in E(R)$ such that, for $c$ and $\varepsilon$ small,

$$
\begin{equation*}
\int_{c}^{2 \pi}|\phi(x)|^{2} d x \leq \varepsilon \tag{24}
\end{equation*}
$$

which does imply that

$$
\begin{equation*}
\int_{0}^{2 \pi} x|\phi(x)|^{2} d x \leq c \int_{0}^{c}|\phi(x)|^{2} d x+2 \pi \int_{c}^{2 \pi}|\phi(x)|^{2} d x \leq c+2 \pi \varepsilon . \tag{25}
\end{equation*}
$$

Let $M$ and $N$ be positive integers such that $N(M-1)+1 \leq R$, and let

$$
g(x)=\left(\sum_{0 \leq m \leq M-1} \exp (i m x)\right)^{N} .
$$

The function defined by

$$
\begin{equation*}
\phi(x)=\frac{g(x-c / 2)}{\sqrt{\int_{0}^{2 \pi}|g(x)|^{2} d x}} \tag{26}
\end{equation*}
$$

belongs to $E(R)$. We claim that, for $M$ and $N$ appropriately chosen, $\phi$ satisfies (24) with both $c$ and $\varepsilon$ small. We first estimate $\int_{0}^{2 \pi}|g(x)|^{2} d x$.

Lemma 8.

$$
\frac{M^{2 N}}{N(M-1)+1} \leq \frac{1}{2 \pi} \int_{0}^{2 \pi}|g(x)|^{2} d x \leq M^{2 N-1} .
$$

Proof. Let $K$ be a positive integer and define the polynomial

$$
P_{K}(t)=\left(\sum_{0 \leq m \leq M-1} t^{m}\right)^{K}=\sum_{0 \leq l \leq K(M-1)} b_{l, K} t^{l}
$$

Clearly, $b_{l, K}=b_{m, K}$ if $l+m=K(M-1)$. Moreover,

$$
|g(x)|^{2}=\left|P_{N}(\exp (i x))\right|^{2}=\sum_{0 \leq l, m \leq N(M-1)} b_{l, N} b_{m, N} \exp (i(l-m) x),
$$

so

$$
\begin{aligned}
\int_{0}^{2 \pi}|g(x)|^{2} d x & =2 \pi \sum_{0 \leq l \leq N(M-1)} b_{l, N}^{2}=2 \pi \sum_{0 \leq l \leq N(M-1)} b_{l, N} b_{N(M-1)-l, N} \\
& =2 \pi b_{N(M-1), 2 N}
\end{aligned}
$$

Therefore, what remains to be proven is

$$
\frac{M^{2 N}}{N(M-1)+1} \leq b_{N(M-1), 2 N} \leq M^{2 N-1} .
$$

Using the Cauchy-Schwarz inequality, we obtain

$$
\begin{aligned}
b_{N(M-1), 2 N}=\sum_{0 \leq l \leq N(M-1)} b_{l, N}^{2} \geq \frac{\left(\sum_{0 \leq l \leq N(M-1)} b_{l, N}\right)^{2}}{N(M-1)+1} & =\frac{P_{N}(1)^{2}}{N(M-1)+1} \\
& =\frac{M^{2 N}}{N(M-1)+1} .
\end{aligned}
$$

On the other hand, $P_{2 N}(t)=P_{1}(t) P_{2 N-1}(t)$, so

$$
b_{N(M-1), 2 N}=\sum_{(N-1)(M-1) \leq l \leq N(M-1)} b_{l, 2 N-1} \leq P_{2 N-1}(1) \leq M^{2 N-1},
$$

which completes the proof.
We now set out to prove (24). We retain the same $\phi$ from (26). As a result of the previous lemma, we have

$$
\begin{aligned}
\int_{c}^{2 \pi}|\phi(x)|^{2} d x & \leq \frac{N(M-1)+1}{M^{2 N}} \frac{1}{2 \pi} \int_{c}^{2 \pi}|g(x-c / 2)|^{2} d x \\
& =\frac{N(M-1)+1}{M^{2 N}} \frac{1}{2 \pi} \int_{c / 2}^{2 \pi-c / 2}|g(x)|^{2} d x
\end{aligned}
$$

Notice that

$$
|g(x)|^{2}=\left|\sum_{0 \leq m \leq M-1} \exp (i m x)\right|^{2 N}=\left(\frac{\sin (M x / 2)}{\sin (x / 2)}\right)^{2 N},
$$

so

$$
\int_{c / 2}^{2 \pi-c / 2}|g(x)|^{2} d x=2 \int_{c / 2}^{\pi}|g(x)|^{2} d x \leq 2 \int_{c / 2}^{\pi}\left(\frac{\pi \sin (M x / 2)}{x}\right)^{2 N} d x
$$

because $\sin \frac{x}{2} \geq \frac{x}{\pi}$ for $0 \leq x \leq \pi$. This implies
$\int_{c / 2}^{2 \pi-c / 2}|g(x)|^{2} d x \leq 2 \int_{c / 2}^{\infty}\left(\frac{\pi}{x}\right)^{2 N} d x=2 \pi \int_{c / 2 \pi}^{\infty} \frac{1}{y^{2 N}} d y=\frac{2 \pi}{2 N-1}\left(\frac{2 \pi}{c}\right)^{2 N-1}$, and, correspondingly,

$$
\varepsilon=\int_{c}^{2 \pi}|\phi(x)|^{2} d x \leq \frac{N(M-1)+1}{M^{2 N}} \frac{1}{2 N-1}\left(\frac{2 \pi}{c}\right)^{2 N-1} .
$$

Assuming $R \geq 3$ and defining

$$
M:=\left\lfloor\frac{2 R}{\log R}\right\rfloor, \quad N:=\left\lfloor\frac{\log R}{2}\right\rfloor, \quad c:=\frac{\pi e \log R}{R}
$$

(where $\lfloor x\rfloor$ denotes the integer part of $x$ ), we verify that $M(N-1)+1 \leq R$ (so $\phi \in E(R)$ ) and prove below that (24) is satisfied with $\varepsilon=O(1 / R)$. Indeed, as $M \geq R / \log R$ and $N(M-1)+1 \leq M(2 N-1)$, we obtain

$$
\frac{N(M-1)+1}{M^{2 N}(2 N-1)(c / 2 \pi)^{2 N-1}}=\left(\frac{c M}{2 \pi}\right)^{1-2 N} \frac{1+N(M-1)}{M(2 N-1)} \leq\left(\frac{c M}{2 \pi}\right)^{1-2 N} \leq e^{1-2 N} \leq \frac{e^{3}}{R}
$$

as $1-2 N<3-\log R$. According to (25), this finally leads to

$$
\int_{0}^{2 \pi} x|\phi(x)|^{2} d x \leq \frac{\pi e \log R}{R}+\frac{2 \pi e^{3}}{R}
$$

which completes the proof of the upper bound in (4). As already mentioned, it has been conjectured in [Preissmann 1985] that of the two bounds in (4), the upper bound is tight. We provide below some numerical simulation data that supports this fact. In Figure 1, the expression

$$
f(R):=\left(\pi-\left\|T_{R}\right\|\right) \frac{R}{\log R}
$$

is represented as a function of $R$, for values of $R$ ranging from 1 to 10,000 . Detailed facts can also be established about the eigenvectors of $T_{R}$. In order to ease the notation, suppose that $R=2 S+1$ and that $T_{R}$ is indexed from $-S$ to $S$.

Lemma 9. Let $\boldsymbol{u}$ be an eigenvector of $T_{R}$ corresponding to the eigenvalue $i \mu$, and assume without loss of generality that $u_{0}=1$. For $0 \leq n \leq S$, we have

$$
u_{-n}=-\bar{u}_{n}
$$



Figure 1. Rescaled gap $f(R)$ between the spectral norm of the infinitedimensional operator $T_{\infty}$ and that of the matrix $T_{R}$, for $1 \leq R \leq 10,000$.


Figure 2. Amplitude $\left\{\left|u_{n}\right|:-R \leq n \leq R\right\}$ of the eigenvector corresponding to the largest eigenvalue of $T_{R}$, with $R=1000$.

Proof. Define $\boldsymbol{v}$ by $v_{n}=-\bar{u}_{-n}$. Then

$$
\left(T_{R} \boldsymbol{v}\right)_{-m}=\sum_{-S \leq n \leq S} \frac{v_{n}}{-m-n}=\sum_{-S \leq n \leq S} \frac{v_{-n}}{-m+n}=-\sum_{-S \leq n \leq S} \frac{v_{-n}}{m-n},
$$

so

$$
\left(T_{R} \boldsymbol{v}\right)_{-m}=\sum_{-S \leq n \leq S} \frac{\bar{u}_{n}}{m-n}=\left(T_{R} \overline{\mathbf{u}}\right)_{m}=(-i \mu \overline{\boldsymbol{u}})_{m}=i \mu v_{-m},
$$

i.e., $\boldsymbol{v}$ is an eigenvector corresponding to the eigenvalue $i \mu$, with $v_{0}=1$. Thus, $\boldsymbol{v}=\boldsymbol{u}$ (as the eigenspace corresponding to $i \mu$ is of dimension 1).

We finally make the following conjecture. Let $\boldsymbol{u}$ be the eigenvector corresponding to the largest eigenvalue $\mu$ in absolute value. Then

$$
\left|u_{m}\right|<\left|u_{n}\right| \quad \text { for all } 0 \leq m<n \leq S .
$$

This conjecture is confirmed numerically; in Figure 2, we represent $\left|u_{n}\right|$ as a function of $n \in\{-S, \ldots, S\}$, for $S=1000$.

From the theoretical point of view, the conjecture also seems reasonable, as $(-1)^{k}\left(T_{R}^{2 k}\right)_{n, n}$ (see Lemma 2) should decrease as $n$ increases (in absolute value). If true, this fact would therefore hold in the limit $k \rightarrow \infty$, which would imply the conjecture on the eigenvector.
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# UNIQUE PRIME DECOMPOSITION RESULTS FOR FACTORS COMING FROM WREATH PRODUCT GROUPS 

J. Owen Sizemore and Adam Winchester


#### Abstract

We use malleable deformations combined with spectral gap rigidity theory, in the framework of Popa's deformation/rigidity theory, to prove unique tensor product decomposition results for $\mathbf{I I}_{\mathbf{1}}$ factors arising as tensor products of wreath product factors. We also obtain a similar result regarding measure equivalence decomposition of direct products of such groups.


## Introduction

A major goal of the study of $\mathrm{II}_{1}$ factors is the classification of these algebras based on the "input data" that goes into their construction. For example, given a countable discrete group $\Gamma$, one can construct the associated group von Neumann algebra $L(\Gamma)$. It is then natural to determine the properties/isomorphism class of the algebra based on those of the group. A significant landmark was the result, due to Connes [1976], that all group von Neumann algebras, $L(\Gamma)$, with $\Gamma$ amenable i.c.c., are isomorphic. However, in the nonamenable realm there is a much greater variety, and a striking classification theory has developed.

One goal of this research is to determine if some algebra, which is constructed in one manner, can be obtained in some other manner. For example, if we have a $\mathrm{II}_{1}$ factor that we know to be a free product of two $\mathrm{II}_{1}$ factors, is it also possible for it to be the tensor product of two (possibly different) $\mathrm{II}_{1}$ factors? Over the last decade many examples of such so-called "W*-rigidity" phenomena have been discovered and, in particular, wreath products, or their ergodic theory counterparts, Bernoulli shifts, have played a prominent role. In particular, they have led to the first examples [Ioana et al. 2013; Berbec and Vaes 2012] of $\mathrm{W}^{*}$-superrigid groups (i.e., groups $\Gamma$ for which, for any $\Lambda$, isomorphism of $L(\Gamma)$ and $L(\Lambda)$ implies isomorphism of $\Gamma$ and $\Lambda$ ). For a more detailed overview of the theory we refer the reader to [Popa 2007; Vaes 2011].

Here we study whether certain factors can be written as tensor products in distinct ways. Recall that a $\mathrm{II}_{1}$ factor is prime if it is not the tensor product of two other $\mathrm{II}_{1}$ factors. The first example of a prime $\mathrm{II}_{1}$ factor was obtained by Popa [1983], who showed that the group von Neumann algebra of an uncountable free group is prime.

[^12]Later, Ge [1998] used techniques from Voiculescu's free probability theory, in particular the tools of free entropy which were defined and developed in [Voiculescu 1993; 1994; 1996], to prove that all group factors coming from finitely generated free groups are prime. Note that Ge's result, unlike Popa's result mentioned above, gave the first example of a prime $\mathrm{II}_{1}$ factor that is separable. Using $C^{*}$-algebraic techniques, this was greatly generalized in [Ozawa 2004] to show that all i.c.c. Gromov hyperbolic groups give rise to prime $\mathrm{II}_{1}$ factors. Also, using his deformation/rigidity theory, Popa [2008] showed that all $\mathrm{II}_{1}$ factors arising from the Bernoulli actions of nonamenable groups are prime. Further, Peterson [2009] used his derivation approach to deformation/rigidity to prove that any $\mathrm{II}_{1}$ factor coming from a countable group with positive first $l^{2}$-Betti number is also prime. Finally we should also note that, using Popa's deformation/rigidity theory, Chifan and Houdayer [2010] gave many more examples of prime $\mathrm{II}_{1}$ factors coming from amalgamated free products.

A natural question about prime factors is whether a tensor product of a finite number of such factors $P_{1}, P_{2}, \ldots, P_{n}$ has a "unique prime factor decomposition"; i.e., if $P_{1} \bar{\otimes} \cdots \bar{\otimes} P_{n}=Q_{1} \bar{\otimes} \cdots \bar{\otimes} Q_{m}$, for some $m \geq n$ and some other prime factors $Q_{j}$, forces $n=m$ and $P_{i}$ unitary conjugate to $Q_{i}$, modulo some permutation of indices and modulo some "rescaling" by appropriate amplifications of the prime factors involved. The first such result was obtained in [Ozawa and Popa 2004], where a combination of $C^{*}$-algebraic techniques from [Ozawa 2004] and intertwining techniques from [Popa 2006c] is used to show that any $\mathrm{II}_{1}$ factor arising from a tensor product of $\mathrm{II}_{1}$ factors of the form $L(\Gamma)$ with $\Gamma$ hyperbolic, or more generally in Ozawa's class $\mathscr{S}$, has such a unique tensor product decomposition.

In this paper we prove an analogous unique prime factor decomposition result for tensor products of group von Neumann algebras coming from wreath product groups. More precisely, let us denote by ${ }^{W} \mathscr{T}_{\mathrm{NA}}$ the class of "amenable by nonamenable" wreath product groups, by which we means groups of the form $A<H$ where $A$ is a nontrivial countable amenable group and $H$ is a countable nonamenable group. Then we prove the following result:

Theorem 0.1. Let $\Gamma_{1} \ldots, \Gamma_{n} \in \mathscr{W}_{\mathcal{N A}}$ and $Q_{1}, \ldots, Q_{m}$ be diffuse von Neumann algebras such that

$$
M=L\left(\Gamma_{1}\right) \bar{\otimes} \cdots \bar{\otimes} L\left(\Gamma_{n}\right)=Q_{1} \bar{\otimes} \cdots \bar{\otimes} Q_{k} .
$$

If $m \geq n$, then $n=m$, and after permutation of indices we have that $L\left(\Gamma_{1}\right) \simeq Q_{i}^{t_{i}}$ for some positive numbers $t_{1}, t_{2}, \ldots t_{n}$ whose product is 1 .

We can view this as a " W *-rigidity" theorem in that it gives us large families of nonisomorphic $\mathrm{II}_{1}$ factors. In particular, picking a specific amenable group, $\mathbb{Z}$, and a specific nonamenable group, $\mathbb{F}_{n}$, the free group on $n$ generators, we get the new
result that

$$
L\left(\mathbb{Z}_{2} \mathbb{F}_{n}\right) \bar{\otimes} L\left(\mathbb{Z}_{2} \mathbb{F}_{n}\right) \bar{\otimes} L\left(\mathbb{Z}_{2} \mathbb{F}_{n}\right) \not 千 L\left(\mathbb{Z}_{2} \mathbb{F}_{n}\right) \bar{\otimes} L\left(\mathbb{Z}_{2} \mathbb{F}_{n}\right) .
$$

Of course, the above theorem provides us with many such examples of rigidity phenomena.

Also we have a natural generalization of this theorem to unique measureequivalence decomposition results of finite products of groups in the class $\mathscr{W}_{\mathscr{R}}$. Such results were achieved for products of groups of the class $\mathscr{C}_{\text {reg }}$ in [Monod and Shalom 2006, Theorem 1.16] and for products of biexact groups in [Sako 2009, Theorem 4] and, independently, in [Chifan and Sinclair 2010, Corollary C]. We refer the reader to the last section for the definition of measure equivalence for groups.

Before stating our second main result we would like to point out that Sako [2009, Theorem 7] has obtained measure equivalence rigidity results for certain classes of wreath products; however, his results were not of this type and used techniques different from the ones that we will employ.

Theorem 0.2. Let $\Gamma_{1}, \ldots, \Gamma_{n}, \Lambda_{1}, \ldots, \Lambda_{m} \in \mathscr{W}_{\mathcal{N A}}$ be such that $\Gamma_{1} \times \cdots \times \Gamma_{n}$ is measure equivalent to $\Lambda_{1} \times \cdots \times \Lambda_{m}$. We denote this by

$$
\Gamma_{1} \times \cdots \times \Gamma_{n} \simeq_{\text {ME }} \Lambda_{1} \times \cdots \times \Lambda_{m} .
$$

If $m \geq n$, then $n=m$, and after permutation of indices we have that $\Gamma_{i} \simeq_{\mathrm{ME}} \Lambda_{i}, \Gamma_{i}$ is measure equivalent to $\Lambda_{i}$.

We prove these results by using deformation/rigidity theory. More precisely, we use the malleable deformation for wreath product group factors in [Chifan et al. 2012], combined with Popa's spectral gap rigidity and intertwining by bimodules techniques.

## 1. Preliminaries

Intertwining by bimodules. Let us recall Popa's intertwining by bimodules technique. This is a crucial tool for locating subalgebras of $\mathrm{II}_{1}$ factors, and is summed up in the following theorem:

Theorem 1.1 [Popa 2006c]. Let $(M, \tau)$ be a finite von Neumann algebra with trace $\tau$, and let $P, Q \subset M$ be von Neumann subalgebras. Then the following are equivalent:
(1) There exist nonzero projections $p \in P, q \in Q$, a nonzero partial isometry $v \in M$, and $a$ *-homomorphism $\varphi: p P p \rightarrow q Q q$ such that $v x=\varphi(x) v$ for all $x \in p P p$.
(2) There is a sub-P-Q-bimodule $\mathscr{H} \subset L^{2}(M)$ that is finitely generated as a right $Q$-module.
(3) There is no sequence $u_{n} \in \vartheta(P)$ such that

$$
\lim _{n \rightarrow \infty}\left\|E_{Q}\left(x u_{n} y\right)\right\|_{2} \rightarrow 0 \quad \text { for all } x, y \in M .
$$

If any of the above conditions hold, we say that a corner of $P$ embeds in $Q$ inside $M$, denoted by $P \prec_{M} Q$.

Following [Ozawa and Popa 2010] we have the following definition:
Definition 1.2. Let $(M, \tau)$ be a finite von Neumann algebra with trace $\tau$, and let $P, Q \subset M$ be von Neumann subalgebras. We say that $P$ is amenable over $Q$ inside $M$, which we denote by $P \lessdot_{M} Q$, if there is a $P$-central state, $\varphi$, on $\left\langle M, e_{Q}\right\rangle$ such that $\left.\varphi\right|_{M}=\tau$, where $\tau$ is the trace on $M$.

Let us note that, by [Ozawa and Popa 2010, Theorem 2.1], $P \lessdot_{M} Q$ is equivalent to $L^{2}(P)$ being weakly contained in $\bigoplus L^{2}\left(\left\langle M, e_{Q}\right\rangle\right)$ as $P$-bimodules. Further, if $P \prec_{M} Q$ then $L^{2}(M)$ contains a sub- $P$ - $Q$-module, $\mathscr{H}$, that is finitely generated as a right $Q$-module. Therefore, the projection onto this module will commute with the right action of $Q$ and will have finite trace. Therefore, it will be a vector in $L^{2}\left(\left\langle M, e_{Q}\right\rangle\right)$. Further, it will also commute with $P$, so, if we look at $L^{2}\left(\left\langle M, e_{Q}\right\rangle\right)$ as a $P$-bimodule, it will contain a central vector. Since strong containment implies weak containment we get the following observation.

Proposition 1.3. Let $(M, \tau)$ be a finite von Neumann algebra with trace $\tau$, and let $P, Q \subset M$ be von Neumann subalgebras. If $P \prec_{M} Q$ then $P \lessdot_{M} Q$.

Deformation of wreath products. Let $A$ and $H$ be countable discrete groups. Now let us consider the infinite direct sum, $\bigoplus_{H} A$, indexed by $H$. Now notice that $H$ acts on $\bigoplus_{H} A$ by acting on the index set on the left. The resulting semidirect product group $\bigoplus_{H} A \rtimes H=A \imath H$ is known as the wreath product. Throughout this paper we will consider trace preserving actions of $A<H$ on a finite von Neumann algebra $N$ with trace $\tau$, and we consider the resulting crossed product algebra $M=N \rtimes A \imath H$.

Now let us describe the construction of a deformation for von Neumann algebras coming from wreath products as above. This is the same deformation that the first author used in [Chifan et al. 2012], and is inspired by similar free malleable deformations in [Popa 2006b; Ioana et al. 2008; Ioana 2007]. We refer to this previous work for additional discussion.

Let $\tilde{A}=A * \mathbb{Z}$. If we let $u \in L(\tilde{A})$ denote the Haar unitary that generates $L(\mathbb{Z})$ then we can find a selfadjoint element $h \in L(\mathbb{Z})$ such that $u=\exp (i h)$. Thus, for every $t \in \mathbb{R}$, we define $u^{t} \doteq \exp (i t h) \in L \mathbb{Z}$. This allows us to define $\theta_{t} \in \operatorname{Aut}(L(\tilde{A}))$ by $\theta_{t}(x)=u^{t} x\left(u^{*}\right)^{t}$. By applying this automorphism in each coordinate we can get
an automorphism of $L\left(\tilde{A}^{H}\right)$. Since the action of $H$ is by permuting the coordinates, it commutes with $\theta_{t}$ and so we can extend it to $\left.L\left(\tilde{A}_{2}\right\rangle H\right)$. If we now declare that the Haar unitaries in each coordinate do not act on the algebra $N$, then we can extend to an automorphism, which we still denote by $\theta_{t}$, of $\tilde{M}=N \rtimes \tilde{A}_{\imath} H$.

It is easy to see that $\lim _{t \rightarrow 0}\left\|u^{t}-1\right\|_{2}=0$, and hence $\lim _{t \rightarrow 0}\left\|\theta_{t}(x)-x\right\|_{2}=0$ for all $x \in \tilde{M}$. Therefore, the path $\left(\theta_{t}\right)_{t \in \mathbb{R}}$ is a deformation by automorphisms of $\tilde{M}$.

Next we show that $\theta_{t}$ admits a "symmetry"; i.e., there exists an automorphism $\beta$ of $\tilde{M}$ satisfying the following relations:

$$
\beta^{2}=\mathrm{id}, \quad \beta_{\left.\right|_{M}}=\mathrm{id}_{\left.\right|_{M}}, \quad \beta \theta_{t} \beta=\theta_{-t} \text { for all } t \in \mathbb{R} .
$$

To see this, we first define $\beta_{\left.\right|_{L A}{ }^{H}}=\operatorname{id}_{\left.\right|_{\text {LA }}{ }^{H}}$ and then for every $h \in H$ we let $(u)_{h}$ be the element in $L \tilde{A}^{H}$ whose $h$-th entry is $u$ and whose other entries are 1 . On elements of this form we define $\beta\left((u)_{h}\right)=\left(u^{*}\right)_{h}$, and, since $\beta$ commutes with the actions of $H$ on $A^{H}$, it extends to an automorphism of $L\left(\tilde{A}_{2} H\right)$ by acting identically on $L(H)$. Finally, the automorphism $\beta$ extends to an automorphism of $\tilde{M}$, still denoted by $\beta$, which acts trivially on $A$.

Let us note that, with this choice of $\beta, \theta_{t}$ is an $s$-malleable deformation of $\tilde{M}$ in the sense of [Popa 2006c].

## 2. Intertwining techniques for wreath products

In this section we prove the necessary intertwining results for $\mathrm{II}_{1}$ factors arising from wreath product groups that we will need in order to prove our desired uniqueness of tensor product decomposition.

The following proposition is a relative version of [Chifan et al. 2012, Lemma 4.2], and will follow a similar proof.
Proposition 2.1. Let $N$ be a finite von Neumann algebra. Let A, $H$ be groups with A nontrivial amenable and $H$ nonamenable. Let $Q \subset N \rtimes A ২ H=M$ be an inclusion of von Neumann algebras. Assume $Q$ is not amenable over $N$ inside $M$; then $Q^{\prime} \cap \tilde{M}^{\omega} \subseteq M^{\omega}$.
Proof. As mentioned above this proof follows closely the proof of [Chifan et al. 2012, Lemma 4.2] as well as [Popa 2008, Lemma 5.1] and other similar results in the literature.

We will prove the contrapositive so let us assume that $Q^{\prime} \cap \tilde{M}^{\omega} \nsubseteq M^{\omega}$. Then, proceeding as in [Popa 2008, Lemma 5.1], we see that

$$
L^{2}(Q) \prec L^{2}(\tilde{M}) \ominus L^{2}(M)
$$

as $Q$-bimodules. Now we decompose $L^{2}(\tilde{M}) \ominus L^{2}(M)$ as an $M$-bimodule.
One can see that the above $M$-bimodule can be written as a direct sum of $M$ bimodules $\bar{M} \tilde{\eta}_{s} M^{\|\cdot\|_{2}}$, where the cyclic vectors $\tilde{\eta}_{s}$ correspond to an enumeration of
all elements of $\tilde{A}^{H}$ whose nontrivial coordinates start and end with nonzero powers of $u$.

Next, for every $s$, we denote by $\eta_{s}$ the element of $A^{H}$ that remains from $\tilde{\eta}_{s}$ after deleting all nontrivial powers of $u$. Also for every $s$ let $\Delta_{s} \subset H$ be the support of $\tilde{\eta}_{s}$ and observe that if $\operatorname{Stab}_{H}\left(\tilde{\eta}_{s}\right)$ denotes the stabilizing group of $\tilde{\eta}_{s}$ inside $H$ then we have $\operatorname{Stab}_{H}\left(\tilde{\eta}_{s}\right)\left(H \backslash \Delta_{s}\right) \subset H \backslash \Delta_{s}$.

Hence we can consider the von Neumann algebra

$$
K_{s}=N \rtimes\left(A \imath_{H \backslash \Delta_{s}} \operatorname{Stab}_{H}\left(\tilde{\eta}_{s}\right)\right)
$$

and, using similar computations to those in [Popa 2008, Lemma 5.1], one can easily check that the map $x \tilde{\eta}_{s} y \rightarrow x \eta_{s} e_{K_{s}} y$ implements an $M$-bimodule isomorphism between $\bar{M} \tilde{\eta}_{s} M^{\|\cdot\|_{2}}$ and $L^{2}\left(\left\langle M, e_{K_{s}}\right\rangle\right)$.

Therefore, as $M$-bimodules, we have the isomorphism

$$
L^{2}(\tilde{M}) \ominus L^{2}(M)=\bigoplus L^{2}\left(\left\langle M, e_{K_{s}}\right\rangle\right)
$$

Thus we can get the weak containment of $Q$-bimodules

$$
L^{2}(Q) \prec \bigoplus L^{2}\left(\left\langle M, e_{K_{s}}\right\rangle\right)
$$

Notice that, since $\Delta_{s}$ is finite, and the action of $H$ on itself is free, then $\operatorname{Stab}_{H}\left(\tilde{\eta}_{s}\right)$ is finite for all $s$. Also, since $A$ is an amenable group we have that $K_{S} \lessdot_{N} N$ for all $s$. Thus for all $s$ we have the weak containment of $K_{s}$-bimodules

$$
L^{2}\left(K_{s}\right) \prec \bigoplus L^{2}\left(\left\langle K_{s}, e_{N}\right\rangle\right) \simeq \bigoplus L^{2}\left(K_{s}\right) \otimes_{N} L^{2}\left(K_{s}\right)
$$

Now if we induce to $M$-bimodules and restrict to $Q$-bimodules and use continuity of weak containment under induction and restriction we get the inclusions of $Q$ bimodules

$$
\begin{aligned}
L^{2}(Q) & \prec \bigoplus L^{2}\left(\left\langle M, e_{K_{s}}\right\rangle\right) \simeq \bigoplus L^{2}(M) \otimes_{K_{s}} L^{2}\left(K_{s}\right) \otimes_{K_{s}} L^{2}(M) \\
& \prec \bigoplus L^{2}(M) \otimes_{K_{s}} L^{2}\left(K_{s}\right) \otimes_{N} L^{2}\left(K_{s}\right) \otimes_{K_{s}} L^{2}(M) \\
& \simeq \bigoplus L^{2}(M) \otimes_{N} L^{2}(M) \simeq \bigoplus L^{2}\left(\left\langle M, e_{N}\right\rangle\right)
\end{aligned}
$$

Thus $Q \lessdot_{M} N$.
To state the next result let us recall the following standard definition.
Definition 2.2. Given an inclusion of von Neumann algebras $P \subset M$ the normalizer of $P$ inside $M$ is the set

$$
\mathcal{N}_{M}(P)=\left\{u \in U(M): u P u^{*}=P\right\}
$$

We say that, for such an inclusion, $P$ is a regular subalgebra if $\mathcal{N}_{M}(P)^{\prime \prime}=M$.
We finish this section with a theorem that allows us to locate regular subfactors with large commutant.

Theorem 2.3. Let $N$ be a finite von Neumann algebra. Let $A$ and $H$ be groups with A nontrivial amenable and $H$ nonamenable. Let $Q \subset N \rtimes A$ 々 $H=M$ be a von Neumann subalgebra that is not amenable over $N$. Let $P=Q^{\prime} \cap M$. If $P$ is a regular subfactor of $M$ then $P \prec_{M} N$.
Proof. Applying Proposition 2.1 and following the proof of [Chifan et al. 2012, Theorem 4.1] we see that the deformation $\theta_{t}$ converges uniformly on the unit ball of $P$, and thus by [Chifan et al. 2012, Theorem 3.1] we have that $P \prec_{M} N \rtimes A^{H}$ or $P \prec_{M} N \rtimes H$.

Following the same argument as [Chifan et al. 2012, Theorem 4.1], if we assume that $P \prec_{M} N \rtimes A^{H}$ and $P \prec_{M} N$, then we get $Q \prec_{M} N \rtimes A \imath H_{0}$ for some finite subgroup $H_{0} \subset H$. Since $A$ is amenable and $H_{0}$ is finite then $N \rtimes A \imath H_{0} \lessdot_{M} N$. So, since $Q \prec_{M} N \rtimes A$ 乙 $H_{0}$, then, by Proposition 1.3, we have $Q \lessdot_{M} N \rtimes A \imath H_{0}$. Then by [Ozawa and Popa 2010, part 3 of Proposition 2.4] we have that $Q \lessdot_{M} N$, contradicting our assumption.

Thus $P \prec_{M} N \rtimes H$. Therefore, by Theorem 1.1, there exist nonzero projections $p \in P, q \in N \rtimes H$, a nonzero partial isometry $v \in M$, and a *-homomorphism $\varphi: p P p \rightarrow q(N \rtimes H) q$ such that $v x=\varphi(x) v$ for all $x \in p P p$. Furthermore we have that $v^{*} v=p$ and $v v^{*}=\hat{q} \in \varphi(p P p)^{\prime} \cap q M q$. Also, by [Popa 2006c, Lemma 3.5] we know that $p P p$ is a regular subalgebra of $p M p$.

Then for all $u \in \mathcal{N}_{p M p}(p P p)$ let us calculate

$$
\begin{aligned}
\varphi(x) v u v^{*} & =v x u v^{*}=v u\left(u^{*} x u\right) v^{*}=v u v^{*} v\left(u^{*} x u\right) v^{*} \\
& =v u v^{*} \varphi\left(u^{*} x u\right) v v^{*}=v u v^{*} \varphi\left(u^{*} x u\right) .
\end{aligned}
$$

Now assume that $P \prec_{M} N$; then by [Chifan et al. 2012, part (3) of Lemma 2.4] we have that $v u v^{*} \in N \rtimes H$. Since $p P p$ is regular in $p M p$ we would then get that $M \prec_{M} N \rtimes H$. However, this is impossible since the fact that $A$ is nontrivial implies that $[M: N \rtimes H]=\infty$.

## 3. Proof of main theorems

In this section we prove our main theorems. Our main technical tool is the following, which is [Popa and Vaes 2011, Proposition 2.7]. Before we state the result let us recall that two von Neumann subalgebras $M_{1}, M_{2} \subset M$ of a finite von Neumann algebra $M$ are said to form a commuting square if $E_{M_{1}} E_{M_{2}}=E_{M_{2}} E_{M_{1}}$, where $E_{M_{i}}$ denotes the unique trace-preserving conditional expectation from $M$ onto $M_{i}$.

Theorem 3.1 [Popa and Vaes 2011]. Let $(M, \tau)$ be a tracial von Neumann algebra with von Neumann subalgebras $M_{1}, M_{2} \subset M$. Assume that $M_{1}$ and $M_{2}$ form a commuting square and that $M_{1}$ is regular in $M$. If a von Neumann subalgebra $Q \subset p M p$ is amenable relative to both $M_{1}$ and $M_{2}$, then $Q$ is amenable relative to $M_{1} \cap M_{2}$.

Notice that this theorem allows us to eliminate the case where $Q$ is amenable over $M_{1}$ ．More specifically we have the following observation．
Proposition 3．2．Let $G_{1}$ and $G_{2}$ be groups．Let $A$ be a finite amenable von Neu－ mann algebra with an action of $G_{1} \times G_{2}$ ，and let $Q \subset A \rtimes G_{1} \times G_{2}$ be a nonamenable subalgebra．Then there exists an $i$ such that $Q$ is not amenable over $A \rtimes G_{i}$ ．
Proof．If we let $A \rtimes G_{i}=M_{i}$ then it is easy to see that $M_{1}, M_{2} \subset M$ form a commuting square．So if $Q$ is amenable over both $M_{i}$ we would have that it would be amenable over the intersection，which is $A$ ．Since $A$ is amenable this would imply that $Q$ is amenable．

Finally combining the above results we can prove Theorem 0．1．
Proof．First let us mention that，for the case $n=1$ ，this is equivalent to the primeness of $\mathrm{II}_{1}$ factors arising from Bernoulli shifts，which was proven in［Popa 2008］．

Now，since we have that $\Gamma_{i} \in \mathscr{W} \mathscr{R}_{\mathrm{NA}}$ ，there is a nontrivial amenable group $A_{i}$ and a nonamenable group $H_{i}$ such that $\Gamma_{i}=A_{i}$ 乙 $H_{i}$ ．Let us note，since the $A_{i}$ are nontrivial and $H_{i}$ are infinite，that $L\left(A_{i} \imath H_{i}\right)$ and $L\left(A_{1} \imath H_{1}\right) \bar{\otimes} \cdots \bar{\otimes} L\left(A_{i-1} \imath H_{i-1}\right)$ are $\mathrm{II}_{1}$ factors．Thus we must also have that $Q_{1} \bar{\otimes} \cdots \bar{\otimes} Q_{m}$ is as well and thus each $Q_{i}$ is a $\mathrm{II}_{1}$ factor．

Now notice that we can write $M$ as $M=N_{i} \rtimes_{\sigma} A_{i} \imath H_{i}$ ，where $N_{i}=L\left(A_{1} \imath H_{1}\right) \bar{\otimes}$ $\cdots \bar{\otimes} L\left(A_{i-1}\right.$ 亿 $\left.H_{i-1}\right) \bar{\otimes} L\left(A_{i+1}\right.$ 亿 $\left.H_{i+1}\right) \bar{\otimes} \cdots \bar{\otimes} L\left(A_{n} 乙 H_{n}\right)$ and $\sigma$ is the trivial action． Therefore，since we can view $M$ as a crossed product by a wreath product group， we can use the above intertwining statements to determine the location of algebras which are not amenable over $N_{i}$ for some $i$ ．

In order to proceed in this manner，let us define

$$
\widehat{Q_{i}}=\left(Q_{i}\right)^{\prime} \cap M=Q_{1} \bar{\otimes} \cdots \bar{\otimes} Q_{i-1} \bar{\otimes} Q_{i+1} \bar{\otimes} \cdots \bar{\otimes} Q_{k} .
$$

Since each $H_{i}$ is nonamenable this implies，in particular，that there is a $j$ such that $Q_{j}$ is nonamenable．Moreover，by Proposition 3．2，where we let $A=\mathbb{C}$ ，we know that there is an $i$ such that $Q_{j}$ is not amenable over $N_{i}$ ．With this information we can then apply our results above to finish the proof．

Specifically，since $\widehat{Q_{j}}$ is a regular subalgebra of $M$ ，then by Theorem 2.3 we get that $\widehat{Q_{j}} \prec_{M} N$ ．

We complete the argument by following Proposition 12 and the induction argu－ ment of the proof of Theorem 1 in［Ozawa and Popa 2004］．

Before we prove our final theorem let us recall the following definition：
Definition 3．3．We say that two group $\Gamma$ and $\Lambda$ are measure equivalent，$\Gamma \simeq_{\mathrm{ME}} \Lambda$ ，if there is a diffuse abelian von Neumann algebra，$A$ ，and free ergodic trace preserving actions，$\sigma, \rho$ ，of $\Gamma$ and $\Lambda$ ，respectively，such that $A \rtimes_{\sigma} \Gamma \simeq\left(A \rtimes_{\rho} \Lambda\right)^{t}$ ，and the isomorphism takes $A$ onto $A^{t}$ ．

With this definition we can now prove our final result (Theorem 0.2).
Proof. Our argument here follows closely a similar argument in the proof of [Chifan and Sinclair 2010, Corollary C]. For this reason we sketch the proof here but refer the reader to the cited work for any remaining details. Let $\Gamma_{1}, \ldots, \Gamma_{n}$, $\Lambda_{1}, \ldots, \Lambda_{m} \in \mathscr{W}_{\mathcal{N A}}$. Then there are nontrivial amenable groups $A_{i}$ and $B_{j}$ as well as nonamenable groups $H_{i}$ and $G_{j}$ such that $\Gamma_{i}=A_{i} \curlywedge H_{i}$ and $\Lambda_{j}=B_{j} \prec G_{j}$. Note, for all $i$ and $j, \Gamma_{i}$ and $\Lambda_{j}$ are nonamenable.

Now we know that there are actions on $\Gamma=A_{1} \prec H_{1} \times \cdots \times A_{n} \imath H_{n} \curvearrowright L^{\infty}(X)$ and $\Lambda=K_{1} \times \cdots \times K_{m} \curvearrowright L^{\infty}(Y)$ such that $M_{1}=L^{\infty}(X) \rtimes \Gamma$ is isomorphic to $M_{2}=\left(L^{\infty}(Y) \rtimes \Lambda\right)^{t}$ via an isomorphism $\phi: M_{1} \rightarrow M_{2}$ such that $\phi\left(L^{\infty}(X)\right)=$ $\left(L^{\infty}(Y)\right)^{t}$. Note that the intertwining statements which we will use remain true under amplifications; thus we may assume that $t=1$.

Following [ibid.] we fix the following notation. Given a subset $F \subset\{1, \ldots, n\}$, we denote by $\hat{\Gamma}_{F}$ the subgroup of $\Gamma=A_{1} \imath H_{1} \times \cdots \times A_{n} 2 H_{n}$ which consists of all elements with trivial $i$-th coordinate, for all $i \in F$, and similarly for $\Lambda$. Also for any subset $F \subset\{1, \ldots, n\}$ and $K \subset\{1, \ldots, m\}$ we define $\hat{M}_{1, F}=L^{\infty}(X) \rtimes \hat{\Gamma}_{F}$ and $\hat{M}_{2, K}=L^{\infty}(Y) \rtimes \hat{\Lambda}_{K}$.

As in [ibid.] we will show that for any subset $F \subset\{1, \ldots, n\}$ there is a subset $K \subset\{1, \ldots, m\}$ with $|F|=|K|$ such that

$$
\begin{equation*}
\phi\left(L\left(\hat{\Gamma}_{F}\right)\right) \prec \hat{M}_{2, k} . \tag{1}
\end{equation*}
$$

We will prove this via induction on $|F|$. For $|F|=1$ we are considering $L\left(\hat{\Gamma}_{i}\right)$. As in the proof of the previous theorem, since the $\phi\left(L\left(\Gamma_{i}\right)\right)$ are nonamenable, there is a $j$ such that $\phi\left(L\left(\Gamma_{i}\right)\right)$ is nonamenable over $\hat{M}_{2,\{j\}}$. Now by the proof of Theorem 2.3 this implies that $\phi\left(L\left(\Gamma_{i}\right)\right)^{\prime} \cap M_{2} \prec \hat{M}_{2,\{j\}} \rtimes G_{j}$, and, since we have that $\phi\left(L\left(\hat{\Gamma}_{i}\right)\right) \subset \phi\left(L\left(\Gamma_{i}\right)\right)^{\prime} \cap M_{2}$, we get that $\phi\left(L\left(\hat{\Gamma}_{i}\right)\right) \prec \hat{M}_{2,\{j\}} \rtimes G_{j}$.

Thus by [Chifan et al. 2012, Lemma 2.2] we have that $\phi\left(L^{\infty}(X) \rtimes \hat{\Gamma}_{i}\right) \prec$ $\hat{M}_{2,\{j\}} \rtimes G_{j}$. Now since $\phi\left(L^{\infty}(X) \rtimes \hat{\Gamma}_{i}\right)$ is a regular subalgebra we have by Theorem 2.3 that $\phi\left(L^{\infty}(X) \rtimes \hat{\Gamma}_{i}\right) \prec \hat{M}_{2,\{j\}}$. This proves the base case and the inductive case follows exactly as in [Chifan and Sinclair 2010].

Again following [ibid.] we can apply the same logic to $\phi^{-1}$ to get that for each $i \in F$ there is a $\rho(i) \in K$ such that $\phi\left(L^{\infty}(X) \rtimes \hat{\Gamma}_{i}\right) \prec \hat{M}_{2,\{j\}}$ and for each $\rho(i) \in K$ there is a $\pi(\rho(i)) \in F$ with

$$
\phi\left(L^{\infty}(X) \rtimes \Gamma_{i}\right) \prec L^{\infty}(Y) \rtimes \Lambda_{\rho(i)}
$$

and

$$
\phi^{-1}\left(L^{\infty}(y) \rtimes \Lambda_{\rho(i)}\right) \prec L^{\infty}(X) \rtimes \Gamma_{\pi(\rho(i))} .
$$

Thus we have

$$
\phi\left(L^{\infty}(X) \rtimes \Gamma_{i}\right) \prec L^{\infty}(X) \rtimes \Gamma_{\pi(\rho(i))},
$$

and so we have that $\pi$ and $\rho$ are permutations. Thus using [Ioana et al. 2008, Proposition 8.4] we get unitaries $u_{i}$ such that

$$
\begin{equation*}
u_{i} \phi\left(L^{\infty}(X) \rtimes \Gamma_{i}\right) u_{i}^{*}=L^{\infty}(Y) \rtimes \Lambda_{\rho(i)} . \tag{2}
\end{equation*}
$$

This further gives that $\phi_{u_{i}}=\operatorname{Ad}\left(u_{i}\right) \circ \phi$ is an isomorphism from $L^{\infty}(X) \rtimes \Gamma_{i}$ onto $L^{\infty}(Y) \rtimes \Lambda_{\rho(i)}$ which satisfies

$$
\phi_{u_{i}}(a) u_{i}=u_{i} \phi(a)
$$

for all $a \in L^{\infty}(X)$.
Now we would like to finish the proof by showing that we can map the Cartan subalgebras onto each other. Toward this goal let us consider $L^{\infty}(Y) \rtimes$ $\left(\Lambda_{\rho(i)} \times \hat{\Lambda}_{\rho(i)}\right)=\left(L^{\infty}(Y) \rtimes \Lambda_{\rho(i)}\right) \rtimes \hat{\Lambda}_{\rho(i)}$. Then we can consider the Fourier decomposition $u=\sum_{\lambda \in \hat{\Lambda}_{\rho(i)}} x_{\lambda} v_{\lambda}$ with $x_{\lambda} \in L^{\infty}(Y) \rtimes \Lambda_{\rho(i)}$ and, using the above equation, there exists a nonzero element $x_{\lambda} \in L^{\infty}(Y) \rtimes \Lambda_{\rho(i)}$ such that for all $a \in L^{\infty}(X)$ we have

$$
\phi_{u_{i}}(a) x_{\lambda}=x_{\lambda} \sigma_{\lambda}(\phi(a)),
$$

where $\sigma_{\lambda}$ represents the actions of $v_{\lambda}$ on $L^{\infty}(Y) \rtimes \Lambda_{\rho(i)}$.
Now we can take the polar decomposition of $x_{\lambda}$ to get a partial isometry $w_{\lambda}$ such that

$$
\begin{equation*}
\phi_{u_{i}}(a) w_{\lambda}=w_{\lambda} \sigma_{\lambda}(\phi(a)) . \tag{3}
\end{equation*}
$$

Notice that the left side of the above equation is $\phi_{u_{i}}\left(L^{\infty}(X)\right)$ while the right side is $\phi\left(L^{\infty}(X)\right)=L^{\infty}(Y)$. Thus (3) implies that we know $\phi_{u_{i}}(A) \prec_{L^{\infty}(Y) \rtimes \Lambda_{\rho(i)}} L^{\infty}(Y)$. Since they are both Cartan subalgebras then by [Popa 2006a, Theorem A2] we can extend this to unitary conjugacy and thus get our result.
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# ON VOLUME GROWTH OF GRADIENT STEADY RICCI SOLITONS 

Guofang Wei and Peng Wu


#### Abstract

In this paper we study volume growth of gradient steady Ricci solitons. We show that if the potential function satisfies a uniform condition, then the soliton has at most euclidean volume growth.


## 1. Introduction

$\left(M^{n}, g\right)$ is a gradient Ricci soliton if there is a smooth function $f: M \rightarrow \mathbb{R}$ and constant $\lambda \in \mathbb{R}$ such that

$$
\begin{equation*}
\operatorname{Ric}+\operatorname{Hess} f=\lambda g \tag{1-1}
\end{equation*}
$$

We refer to $f$ as the potential function. The soliton is called shrinking, steady, and expanding when $\lambda>0, \lambda=0$, and $\lambda<0$ respectively.

Ricci solitons are self-similar solutions of the Ricci flow, and play an important role in the study of singularity formation. They are also natural extensions of Einstein manifolds, and special cases of smooth metric measure spaces.

Volume growth of gradient Ricci solitons is of particular interest to mathematicians. Estimates of the potential functions plays an important role in the study of volume growth. Hamilton [1995] proved the following identity for gradient Ricci solitons:

$$
R+|\nabla f|^{2}-2 \lambda f=\Lambda
$$

where $\Lambda$ is a constant, and $R$ is the scalar curvature.
For gradient shrinking Ricci solitons, the answer is complete. Perelman [2003] and Cao and Zhou [2010] proved that $f$ always grows quadratically. Cao and Zhou [2010] further proved that any gradient Ricci shrinking soliton has at most euclidean volume growth. Recently, Munteanu and Wang [2012] proved that any noncompact gradient Ricci shrinking soliton has at least linear volume growth.

For gradient steady Ricci solitons, B. L. Chen [2009] proved that $R \geq 0$. Hence, $\Lambda \geq 0$, and equal to zero if and only if $f$ is constant and $(M, g)$ is Ricci flat. When

[^13]Keywords: Ricci solitons, volume growth.
$\Lambda>0$ we can assume $\Lambda=1$ after scaling; that is,

$$
\begin{equation*}
R+|\nabla f|^{2}=1 \tag{1-2}
\end{equation*}
$$

Combined with the trace of the steady Ricci soliton equation $R+\Delta f=0$, we have

$$
\begin{equation*}
\Delta f-|\nabla f|^{2}=-1 \tag{1-3}
\end{equation*}
$$

Therefore, $f$ has no local minimum. Equation (1-2) and $R \geq 0$ give $|\nabla f| \leq 1$. Namely, $f$ decays at most linearly.

Cao and Chen [2012] proved that $f$ decays linearly when Ricci curvature is positive, and $R$ attains its maximum at some point. However, the simple example of $\mathbb{R}^{2}$ with the canonical metric $g_{0}$ and $f(x)=x_{1}$ shows that this is not the case; $f$ is constant along the $x_{2}$ direction. Note that the Riemannian product of any two steady gradient Ricci solitons is still a steady gradient Ricci soliton. Hence, a steady gradient Ricci soliton multiplied with a trivial one ( $f$ is a constant) will have constant direction. Though one can take the product of two shrinking ones, all trivial shrinking ones are compact, so they will not give a constant direction by taking a product. Munteanu and Sesum [2013] and Wu [2013] independently showed that the infimum of $f$ does decay linearly. In fact,

$$
\begin{equation*}
-r \leq \inf _{y \in \partial B(x, r)} f(y)-f(x) \leq-r+\sqrt{2 n}(\sqrt{r}+1), \quad r \gg 1 . \tag{1-4}
\end{equation*}
$$

In particular, $\liminf _{y \rightarrow \infty} R(y)=0$. See also [Fernández-López and García-Río 2011; Chow et al. 2011].

We note that among all known examples of steady gradient Ricci solitons, the infimum of $f$ is like $-r+O(\ln r)$. See the survey article [Cao 2010] for a list of examples. One naturally asks if one can improve the second order term in (1-4) from $\sqrt{r}$ to $\ln r$. We show this is indeed the case for a large class of steady gradient Ricci solitons. To study the second order term, write the potential function in polar coordinates:

$$
f(r, \theta)=-r+\phi(r, \theta),
$$

where $r(\cdot)=d(x, \cdot)$ for some $x \in M^{n}, \theta \in S^{n-1}$. Without loss of generality, we assume $\phi(0, \theta)=0$ by adding a constant to $f$. Since $|\nabla f| \leq 1$, we have $|\partial f / \partial r| \leq 1$, so $f(r) \geq-r, \phi(r) \geq 0$ and $\phi(r, \theta)$ are nondecreasing in $r$ for any fixed $\theta$. We show that the estimate (1-4) can be improved to $\ln r$ if $\phi$ in one direction is comparable to the minimum of $\phi$ among all spherical directions for all large $r$.

Theorem 1.1. Let $\left(M^{n}, g, f\right)$ be a complete gradient steady Ricci soliton satisfying (1-2). Assume that there exist $\theta_{0} \in S^{n-1}$, and constants $C_{1} \geq 0, C_{2} \geq 0$ such that

$$
\begin{equation*}
\int_{0}^{r}\left(\phi\left(r, \theta_{0}\right)-\phi\left(t, \theta_{0}\right)\right) d t \leq C_{1} \min _{\theta \in S^{n-1}} \int_{0}^{r}(\phi(r, \theta)-\phi(t, \theta)) d t+C_{2} r \tag{1-5}
\end{equation*}
$$

for sufficiently large $r$. Then for any $x \in M^{n}$, there exist constants $C \geq 0$ and $r_{0}>0$ such that for $r \geq r_{0}$,

$$
\begin{equation*}
-r \leq \inf _{y \in \partial B(x, r)} f(y)-f(x) \leq-r+\left(\frac{n}{2} C_{1}+C_{2}\right) \ln r+C . \tag{1-6}
\end{equation*}
$$

Remark 1.2. All known examples of gradient steady Ricci solitons satisfy the condition (1-5). We suspect that the estimate (1-6) holds for all gradient steady Ricci solitons.

In [Munteanu and Sesum 2013], it was proven that any gradient steady Ricci soliton has at least linear volume growth, and at most a growth rate of $e^{\sqrt{r}}$. We show that if the potential function satisfies a uniform condition in the spherical directions, then the gradient steady Ricci soliton has at most euclidean volume growth.

Theorem 1.3. Let $\left(M^{n}, g, f\right)$ be a complete gradient steady Ricci soliton satisfying (1-2). Assume that there exist constants $C_{1}, C_{2} \geq 0$ such that
(1-7) $\max _{\theta \in S^{n-1}} \int_{0}^{r}(\phi(r, \theta)-\phi(t, \theta)) d t \leq C_{1} \min _{\theta \in S^{n-1}} \int_{0}^{r}(\phi(r, \theta)-\phi(t, \theta)) d t+C_{2} r$
for sufficiently large $r$. Then for any $x \in M^{n}$, there exist constants $C \geq 0$ and $r_{0}>0$ such that for any $r \geq r_{0}$,

$$
\begin{equation*}
-r \leq f(y)-f(x) \leq-r+C \ln r \tag{1-8}
\end{equation*}
$$

for any $y \in \partial B(x, r)$. Moreover, the soliton has at most euclidean volume growth; that is, for any $x \in M^{n}$ there exists $r_{0}>0$, and for any $r \geq r_{0}$,

$$
\operatorname{Vol} B(x, r) \leq C r^{n} .
$$

If, in addition, $\phi(r) \geq \delta \ln r$ for large $r$, then

$$
\operatorname{Vol} B(x, r) \leq C r^{n-\delta}
$$

Remark 1.4. (1) If $\phi$ increases uniformly along all spherical directions; that is, $\max _{\theta} \partial \phi / \partial r \leq C \min _{\theta} \partial \phi / \partial r$, where $\theta \in S^{n-1}$, then $\phi$ satisfies (1-7) with $C_{1}=C$ and $C_{2}=0$.
(2) Theorem 1.3 can be considered an analogue of the volume growth theorem of [Cao and Zhou 2010], valid for gradient shrinking Ricci solitons. As the potential function for such solitons automatically satisfies a uniform condition, here too we need to impose a uniform condition for gradient steady Ricci solitons.
(3) If the soliton is rectifiable (see [Petersen and Wylie 2009]) -i.e., $f$ is the distance function from a set - then $\phi$ satisfies (1-7) with $C_{1}=1$ if the set is bounded (this is the case with all nonproduct examples).

To prove the results, the following estimate for $\phi$, which holds for all gradient steady Ricci solitons, is the key:

Proposition 1.5. Let $\left(M^{n}, g, f\right)$ be a complete gradient steady Ricci soliton satisfying (1-2). Then

$$
\begin{equation*}
\min _{y \in \partial B(x, r)} \int_{0}^{r}(\phi(y)-\phi(t)) d t \leq \frac{n}{2}(r+\sqrt{r})+o\left(\frac{1}{r}\right) . \tag{1-9}
\end{equation*}
$$

This estimate improves the one in [Wu 2013]. In the next section we derive a volume comparison for the solitons by adapting the volume comparison for smooth metric measure spaces in [Wei and Wylie 2009]. Then we prove Proposition 1.5 by combining this with (1-3). In Section 3 we prove the main theorems using this estimate and an ODE.

## 2. The preliminary estimate

In this section we prove Proposition 1.5 by applying a weighted volume comparison argument for smooth metric measure spaces as in [Wei and Wylie 2009; Wu 2013].

Recall that a smooth metric measure space is a triple ( $M^{n}, g, e^{-f} d \mathrm{vol}_{g}$ ), where $\left(M^{n}, g\right)$ is a smooth Riemannian manifold, and $f: M^{n} \rightarrow \mathbb{R}$ is a smooth function. Write the volume element in polar coordinates $d \mathrm{vol}=J(r, \theta) d r d \theta$. Define the weighted volume element as $J_{f}(r, \theta)=e^{-f} J(r, \theta)$ and the weighted volume as $\mathrm{Vol}_{f} B(x, r)=\int_{B(x, r)} e^{-f} d \mathrm{vol}$.

Wei and Wylie [2009] obtained the following $f$-volume comparison theorem for smooth metric measure spaces:
Theorem 2.1 ( $f$-volume comparison). Suppose ( $M^{n}, g, e^{-f} d \mathrm{vol}$ ) is a smooth metric measure space with $\operatorname{Ric}_{f} \geq(n-1) H$. Fix $x \in M$. If $|f| \leq \Lambda$, then for $R \geq r>0$ (and $R \leq \pi / 4 \sqrt{H}$ if $H>0$ ),

$$
\frac{\operatorname{Vol}_{f} B(x, R)}{\operatorname{Vol}_{f} B(x, r)} \leq \frac{V_{H}^{n+4 \Lambda}\left(B_{R}\right)}{V_{H}^{n+4 \Lambda}\left(B_{r}\right)}
$$

where $V_{H}^{n}\left(B_{r}\right)$ is the volume of the ball of radius $r$ in $M_{H}^{n}$ (the simply connected model space of dimension $n$ with constant sectional curvature $H$ ).

One observes that the dimension of the model space in the volume comparison depends on the potential function $f$. Further investigation of the dimension will lead to Proposition 1.5.

Denote the $f$-mean curvature by $m_{f}=\left(\ln J_{f}\right)^{\prime}$. For $0<r_{1} \leq r_{2}$, let $A\left(x, r_{1}, r_{2}\right)=$ $\left\{y \mid r_{1} \leq d(x, y) \leq r_{2}\right\}$ be the annulus, and

$$
a=\min _{y \in A\left(x, r_{1}, r_{2}\right)} \frac{2}{r(y)^{2}} \int_{0}^{r(y)}(\phi(y)-\phi(t)) d t .
$$

Clearly $a \geq 0$. By (1-4), we have $a \leq C / \sqrt{r_{1}}$ for $r_{1} \gg 1$. For the rest we assume $r_{1} \gg 1$ and therefore we can assume $a<1$.

Proposition 2.2. For a gradient steady Ricci soliton, we have

$$
\begin{gather*}
m_{f}(r, \theta) \leq \frac{n-1}{r}+1-\frac{2}{r^{2}} \int_{0}^{r}(\phi(r, \theta)-\phi(t, \theta)) d t \leq \frac{n-1}{r}+1,  \tag{2-1}\\
 \tag{2-2}\\
\frac{\operatorname{Vol}_{f} \partial B\left(x, r_{2}\right)}{\operatorname{Vol}_{f} A\left(x, r_{1}, r_{2}\right)} \leq \frac{n / r_{2}+1-a}{1-\left(r_{1} / r_{2}\right)^{n+(1-a) r_{2}}} .
\end{gather*}
$$

Proof. For a smooth metric space ( $M^{n}, g, f$ ) with $\operatorname{Ric}_{f} \geq 0$, recall the following estimate for $m_{f}$ from [Wei and Wylie 2009, (3.19)]:

$$
m_{f}(r, \theta) \leq \frac{n-1}{r}+\frac{2}{r^{2}} \int_{0}^{r}(f(t)-f(r)) d t .
$$

Plugging in $f=-r+\phi$ gives (2-1).
Now let

$$
\bar{m}(r)= \begin{cases}\frac{n-1}{r}+1 & \text { if } r \leq r_{1} \\ \frac{n-1+(1-a) r_{2}}{r} & \text { if } r_{1}<r \leq r_{2}\end{cases}
$$

Then

$$
\begin{equation*}
m_{f}(r) \leq \bar{m}(r) \text { for } 0<r \leq r_{2} . \tag{2-3}
\end{equation*}
$$

Let $\bar{A}(r)=e^{\int_{0}^{r} \bar{m}(t) d t}$ and $\bar{V}\left(r_{0}, r\right)=\int_{r_{0}}^{r} \bar{A}(t) d t$. From the mean curvature relation (2-3), we have $\left(A_{f} / \bar{A}\right)^{\prime} \leq 0$; therefore

$$
\frac{\operatorname{Vol}_{f} \partial B\left(x, r_{2}\right)}{\operatorname{Vol}_{f} A\left(x, r_{1}, r_{2}\right)} \leq \frac{\bar{A}\left(r_{2}\right)}{\bar{V}\left(r_{1}, r_{2}\right)} .
$$

We compute

$$
\begin{aligned}
\frac{\bar{A}\left(r_{2}\right)}{\bar{V}\left(r_{1}, r_{2}\right)} & =\frac{e^{\int_{0}^{r_{2}} \bar{m}(t) d t}}{\int_{r_{1}}^{r_{2}} e^{\int_{0}^{s} \bar{m}(t) d t} d s}=\frac{e^{\int_{r_{1}}^{r_{2}} \bar{m}(t) d t}}{\int_{r_{1}}^{r_{2}} e^{\int_{r_{1}}^{s} \bar{m}(t) d t} d s} \\
& =\frac{\left(r_{2} / r_{1}\right)^{n-1+(1-a) r_{2}}}{\int_{r_{1}}^{r_{2}}\left(s / r_{1}\right)^{n-1+(1-a) r_{2}} d s}=\frac{n / r_{2}+1-a}{1-\left(r_{1} / r_{2}\right)^{n+(1-a) r_{2}}} .
\end{aligned}
$$

This gives (2-2).
Proof of Proposition 1.5. Integrating (1-3) and using $|\nabla f| \leq 1$ we have, for any $x \in M$,

$$
\begin{aligned}
\int_{B(x, r)} 1 \cdot e^{-f} d \mathrm{vol} & =-\int_{B(x, r)}\left(\Delta f-|\nabla f|^{2}\right) \cdot e^{-f} d \mathrm{vol} \\
& =-\int_{\partial B(x, r)} \frac{\partial f}{\partial n} e^{-f} d \mathrm{vol} \leq \int_{\partial B(x, r)} e^{-f} d \mathrm{vol} .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\frac{\operatorname{Vol}_{f} \partial B(x, r)}{\operatorname{Vol}_{f} B(x, r)} \geq 1 \tag{2-4}
\end{equation*}
$$

Combining (2-2) and (2-4) we have

$$
a \leq \frac{n}{r_{2}}+\left(\frac{r_{1}}{r_{2}}\right)^{n+(1-a) r_{2}}
$$

Let $r_{1}=r$ and $r_{2}=r+\sqrt{r}$. Then $r_{1} / r_{2}=(1+1 / \sqrt{r})^{-1}$. When $r$ is large,

$$
\left(1+\frac{1}{\sqrt{r}}\right)^{-(n+(1-a)(r+\sqrt{r}))}=O\left(e^{-(1-a) \sqrt{r}}\right)
$$

Therefore, for all $r$ large enough,

$$
a=\min _{y \in A(x, r, r+\sqrt{r})} \frac{2}{r(y)^{2}} \int_{0}^{r(y)}(\phi(y)-\phi(t)) d t \leq \frac{n}{r+\sqrt{r}}+O\left(e^{-(1-a) \sqrt{r}}\right)
$$

Suppose the minimum above is attained at $y_{0}=\left(r_{0}, \theta_{1}\right)$ with $r \leq r_{0} \leq r+\sqrt{r}$. Then

$$
\begin{aligned}
\min _{y \in \partial B(x, r)} \int_{0}^{r}(\phi(y)-\phi(t)) d t & \leq \int_{0}^{r_{0}}\left(\phi\left(y_{0}\right)-\phi(t)\right) d t \\
& \leq \frac{r_{0}^{2}}{2}\left(\frac{n}{r+\sqrt{r}}+O\left(e^{-(1-a) \sqrt{r}}\right)\right) \\
& \leq \frac{n}{2}(r+\sqrt{r})+o\left(\frac{1}{r}\right)
\end{aligned}
$$

## 3. Proof of main results

Proof of Theorem 1.1. From (1-9) and (1-5), we have

$$
\begin{equation*}
\int_{0}^{r}\left(\phi\left(r, \theta_{0}\right)-\phi\left(t, \theta_{0}\right)\right) d t \leq \frac{n C_{1}}{2}(r+\sqrt{r})+C_{2} r+o\left(\frac{1}{r}\right) \tag{3-1}
\end{equation*}
$$

For simplicity, when there is no confusion we omit $\theta_{0}$ in the function. Let $\Phi(r)=$ $\int_{0}^{r} \phi(t) d t$; then (3-1) can be written as

$$
\begin{equation*}
\Phi^{\prime}(r)-\frac{1}{r} \Phi(r) \leq \frac{n C_{1}}{2}+C_{2}+O\left(\frac{1}{\sqrt{r}}\right) \tag{3-2}
\end{equation*}
$$

Multiplying by the integrating factor $1 / r$ and integrating from some fixed $t_{0} \gg 1$ to $r$, we get

$$
\frac{\Phi(r)}{r} \leq\left(\frac{n C_{1}}{2}+C_{2}\right) \ln r+C_{3}
$$

So, we have

$$
\begin{aligned}
\phi\left(r, \theta_{0}\right) & =\Phi^{\prime}\left(r, \theta_{0}\right) \leq \frac{\Phi\left(r, \theta_{0}\right)}{r}+\frac{n C_{1}}{2}+C_{2}+O\left(\frac{1}{\sqrt{r}}\right) \\
& \leq\left(\frac{n C_{1}}{2}+C_{2}\right) \ln r+C_{4} \\
f\left(r, \theta_{0}\right) & =-r+\phi\left(r, \theta_{0}\right) \leq-r+\left(\frac{n C_{1}}{2}+C_{2}\right) \ln r+C_{4} .
\end{aligned}
$$

This gives (1-6).
Proof of Theorem 1.3. From (1-9) and (1-7), we have

$$
\int_{0}^{r}(\phi(r, \theta)-\phi(t, \theta)) d t \leq \frac{n C_{1}}{2}(r+\sqrt{r})+C_{2} r+o\left(\frac{1}{r}\right)
$$

for all $\theta \in S^{n-1}$. Therefore, (1-6) holds for all $y$. Namely, for all $y \in \partial B(x, r)$,

$$
-r \leq f(y)-f(x) \leq-r+\left(\frac{n C_{1}}{2}+C_{2}\right) \ln r+C_{4} .
$$

By (2-1), for all $r>0$,

$$
\begin{aligned}
\frac{\partial}{\partial r} \ln J & =m_{f}(r)+\langle\nabla f, \nabla r\rangle \\
& \leq \frac{n-1}{r}+1-\frac{2}{r} \phi(r)+\frac{2}{r^{2}} \int_{0}^{r} \phi(t) d t+\langle\nabla f, \nabla r\rangle .
\end{aligned}
$$

Integrating from 1 to $r$ and performing integration by parts for the double integral, we get
(3-3) $\quad \ln J(r)-\ln J(1)$

$$
\begin{aligned}
\begin{aligned}
\leq & (n-1) \ln r+(r-1)-\int_{1}^{r} \frac{2}{s} \phi(s) d s+ \\
& \left.\left(-\frac{2}{s} \int_{0}^{s} \phi(t) d t\right)\right|_{1} ^{r} \\
& \quad+\int_{1}^{r} \frac{2}{s} \phi(s) d s+f(r)-f(1) \\
= & (n-1) \ln r+\phi(r)-\frac{2}{r} \int_{0}^{r} \phi(t) d t+2 \int_{0}^{1} \phi(t) d t-f(1)-1
\end{aligned} \\
=(n-1) \ln r-\phi(r)+2\left(\phi(r)-\frac{1}{r} \int_{0}^{r} \phi(t) d t\right)+2 \int_{0}^{1} \phi(t) d t-f(1)-1 .
\end{aligned}
$$

Using (3-2) we have, for large $r$,

$$
\ln J(r) \leq(n-1) \ln r-\phi(r)+C \leq(n-1) \ln r+C .
$$

Hence,

$$
J(r) \leq e^{C} e^{(n-1) \ln r}=e^{C} r^{n-1},
$$

and the volume of a geodesic ball centered at $x$ satisfies

$$
\operatorname{Vol} B(x, r) \leq C^{\prime} r^{n} .
$$

If further $\phi(s) \geq \delta \ln s$, then we have

$$
J(r) \leq C r^{n-1} \exp (-\phi(r)) \leq C r^{n-\delta-1},
$$

therefore the volume growth is strictly less than euclidean volume growth:

$$
\operatorname{Vol} B(x, r) \leq C r^{n-\delta} .
$$

For general gradient steady Ricci solitons, the estimate of a potential function can be reduced to the following:

Question 3.1. Suppose $\phi$ is nondecreasing along any minimal geodesic starting from $x$. Assume that for sufficiently large $r, \inf _{y \in \partial B(x, r)} \phi(y) \leq C \sqrt{r}$, and

$$
\inf _{y \in \partial B(x, r)} \int_{1}^{r}\left(\phi(y)-\phi\left(\gamma_{y}(t)\right) d t \leq \frac{n r}{2} .\right.
$$

Does the following hold?

$$
\inf _{y \in \partial B(x, r)} \phi(y) \leq C \ln r
$$

Remark 3.2. From (3-3), we see that if

$$
-r \leq f(y)-f(x) \leq-r+C \ln r
$$

for $y \in \partial B(x, r)$, then for any $x \in M^{n}$, there exists $r_{0}>0$ such that for any $r \geq r_{0}$,

$$
\operatorname{Vol} B(x, r) \leq C^{\prime} r^{n+C}
$$
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# CLASSIFICATION OF MODULI SPACES OF ARRANGEMENTS OF NINE PROJECTIVE LINES 

Fei Ye


#### Abstract

In the study of line arrangements, searching for minimal examples of line arrangements whose fundamental groups are not combinatorially invariant is a very interesting and hard problem. It is known that such a minimal arrangement must have at least 9 lines. In this paper, we extend the number to 10 by a new method. We classify arrangements of 9 projective lines according to the irreducibility of their moduli spaces and show that fundamental groups of complements of arrangements of 9 projective lines are combinatorially invariant. The idea and results have been used to classify arrangements of $\mathbf{1 0}$ projective lines.


## 1. Introduction

A hyperplane arrangement $\mathscr{A}=\left\{L_{1}, L_{2}, \ldots, L_{n}\right\}$ in $\mathbb{C P}^{r}$ is a finite collection of hyperplanes. We call $M(\mathscr{A})=\mathbb{C P}^{r} \backslash\left(\bigcup_{L \in \mathscr{A}} L\right)$ the complement of $\mathscr{A}$. The set $L(\mathscr{A})=\left\{\bigcap_{i \in S} L_{i} \mid S \subseteq\{1,2, \ldots, n\}\right\}$ partially ordered by reverse inclusion is called the intersection lattice of $\mathscr{A}$. Let $\mathscr{A}_{1}$ and $\mathscr{A}_{2}$ be two arrangements of $n$ hyperplanes. We say that intersection lattices $L\left(\mathscr{A}_{1}\right)$ and $L\left(\mathscr{A}_{2}\right)$ are isomorphic, denoted by $L\left(\mathscr{A}_{1}\right) \sim L\left(\mathscr{A}_{2}\right)$, if there is a permutation $\phi$ of the set $\{1,2, \ldots, n\}$ such that

$$
\operatorname{dim} \bigcap_{\substack{i \in S \\ G_{i} \in \mathcal{A}_{1}}} G_{i}=\operatorname{dim} \bigcap_{\substack{j \in \phi(S) \\ H_{j} \in \mathcal{A}_{2}}} H_{j}
$$

for any nonempty subset $S \subseteq\{1,2, \ldots, n\}$. Two arrangements are lattice isomorphic if their lattices are isomorphic. In this paper, we only consider line arrangements in $\mathbb{C P}^{2}$.

An essential topic in hyperplane arrangements theory is to study the interaction between topology of complements and combinatorics of intersection lattices. Naturally enough, one may ask how close topology and combinatorics of a given arrangement

[^14]are related. Two arrangements, $\mathscr{A}_{1}$ and $\mathscr{A}_{2}$, are homeomorphic equivalent if there is a homeomorphism between their complements. A more concrete question is: how close are lattice isomorphism and homeomorphic equivalence to being in one-to-one correspondence?

The deepest theorem in the theory of line arrangement in projective 2-dimensional space is that of Jiang and Yau [1998], which asserts that the intersection lattice of the line arrangement is a topological invariant. It is natural to ask to what extent the converse of the Jiang-Yau theorem is true. Jiang and Yau [1994], and subsequently Wang and Yau [2005], have shown that the converse statement is also true for a large class of line arrangements. Therefore, the Jiang-Yau theorem initiates a new research direction: Can one find a Zariski pair of line arrangements; that is, a pair of arrangements which are lattice isomorphic but not homeomorphic equivalent.

A pair of arrangements which are lattice isomorphisms but not homeomorphic equivalent is called a Zariski pair. Our definition is stronger than the definition introduced by Artal [1994], which we shall call weak Zariski pairs (see [Artal et al. 2008] for a survey on Zariski pairs). The first Zariski pair of arrangements was constructed by Rybnikov [2011]. Each arrangement in Rybnikov's example consists of 13 lines and 15 triple points. Artal et al. [2005] provided another (weak) Zariski pair of two arrangements $\mathscr{H}^{+}:=\mathscr{C}^{+} \cup\left\{N^{+}\right\}$and $\mathscr{H}^{-}:=\mathscr{C}^{-} \cup\left\{N^{-}\right\}$, where $\mathscr{C}^{+}, \mathscr{C}^{-}$ are arrangements (Figure 7) extending Falk-Sturmfels arrangements (Figure 2), and $N^{+}, N^{-}$are lines passing through a triple point and a double point of $\mathscr{C}^{ \pm}$. The proof is based on the observation that there is no order-preserving homeomorphism between $\left(\mathbb{P}^{2}, \mathscr{C}^{+}\right)$and $\left(\mathbb{P}^{2}, \mathscr{C}^{-}\right)$. In the contrary direction, Garber, Teicher, and Vishne [Garber et al. 2003] proved that there is no Zariski pair of arrangements of up to 8 real lines which covered the result of Fan [1997] on arrangements of 6 lines. This result was recently generalized to arrangements of 8 complex lines by Nazir and Yoshinaga [2012].

A natural question is: what is the minimal number of lines of a Zariski pair of line arrangements?

On the other hand, it was Jiang and Yau [1994] who first observed that the statement "two lattice isotopy line arrangements (that is, they are connected by a one-parameter family with constant intersection lattice) have diffeomorphic complements" follows trivially from Teissier's numerical characterization of the Whitney condition. In [Jiang and Yau 1994] and [Wang and Yau 2005], the authors found large classes of line arrangements, called nice arrangements and simple arrangements, whose intersection lattices determine the topology of the complements. Nazir and Yoshinaga [2012] found new classes of line arrangements whose intersection lattices determine the topology of the complements. Unlike nice and simple arrangements whose intersection lattices have special properties, Nazir and Yoshinaga's new classes require that all intersection points with multiplicity at
least 3 be in special positions. This makes their results more useful for studying arrangements of a few lines. Indeed, in their paper they classify arrangements of 8 lines and give a list of classes of arrangements of 9 lines.

In this paper, we introduce new ideas to classify arrangements of lines. We prove that Nazir and Yoshinaga's list on the classification of arrangements of 9 lines is complete. As a corollary, we conclude that there is no Zariski pair of arrangements of 9 lines. The idea and results of this paper have been used to classify moduli spaces of arrangements of 10 projective lines (see [Amram et al. 2012]).

The paper is organized as follows: In Section 2, we recall results in Nazir and Yoshinaga. In Section 3, we prove that their list of classes of arrangements of 9 lines is complete. In Section 4, we consider the example of arrangements of 10 lines $\mathscr{C}^{ \pm}$and give an explicit diffeomorphism between the complements $M\left(\mathscr{C}^{ \pm}\right)$.

## 2. Simple $C_{\leq 3}$ line arrangements

Consider the dual space $\left(\mathbb{C P}^{2}\right)^{*}$ of the projective space $\mathbb{C P}^{2}$. A line arrangement $\mathscr{A}=\left\{L_{1}, L_{2}, \ldots, L_{n}\right\}$ can be viewed as an $n$-tuple of points $\left(L_{1}^{*}, L_{2}^{*}, \ldots, L_{n}^{*}\right)$ in the product of the dual spaces $\left(\left(\mathbb{C P}^{2}\right)^{*}\right)^{n}$. We define the moduli space of arrangements with the fixed lattice $L(\mathscr{A})$ as

$$
\mathcal{M}_{\mathscr{A}}=\frac{\left\{\mathscr{B} \in\left(\left(\mathbb{C P}^{2}\right)^{*}\right)^{n} \mid L(\mathscr{B}) \sim L(\mathscr{A})\right\}}{\operatorname{PGL}_{3}(\mathbb{C})} \subseteq \frac{\left(\left(\mathbb{C P}^{2}\right)^{*}\right)^{n}}{\operatorname{PGL}_{3}(\mathbb{C})} .
$$

We say that a singular point $P$ of $L_{1} \cup L_{2} \cup \cdots \cup L_{n}$ is a multiple point of $\mathscr{A}$ if the multiplicity of $P$ is at least 3 .

The following definition is a combination of Nazir and Yoshinaga's original definitions of $C_{1}, C_{2}$, and simple $C_{3}$ arrangements.

Definition 2.1. A line arrangement is called $C_{\leq 3}$ if all the multiple points are on at most three lines; say, $L_{1}, L_{2}$, and $L_{3}$. A line arrangement is called simple $C_{\leq 3}$ if it is $C_{\leq 3}$, and one of the following condition holds:
(i) $L_{1} \cap L_{2} \cap L_{3} \neq \varnothing$, or
(ii) one of $L_{1}, L_{2}$ and $L_{3}$ contains at most one more multiple point apart from the possible multiple points $L_{1} \cap L_{2}, L_{2} \cap L_{3}$, and $L_{1} \cap L_{3}$.

Here are some examples of arrangements which are not simple $C_{\leq 3}$ :
Example 2.2. A Mac Lane arrangement (see Figure 1) consists of eight lines and eight triple points such that each line passes through exactly three triple points. It is not hard to check that the moduli space of Mac Lane arrangements consists of two points. Representatives of the two points can be defined by the equation

$$
x y(x-z)(y-z)(x-y)\left(x-\varepsilon^{ \pm} z\right)\left(y-\varepsilon^{ \pm} z\right)\left(-\varepsilon^{\mp} x-y+z\right)=0,
$$



Figure 1. A Mac Lane arrangement.
where $\varepsilon^{ \pm}=\frac{1}{2}(1 \pm \sqrt{-3})$ are the roots of $x^{2}-x+1=0$.
Since each line passes through three triple points, there are at most seven triple points on three lines. Thus, Mac Lane arrangements cannot be simple $C_{\leq 3}$.

Example 2.3. Falk-Sturmfels arrangements are the arrangements of nine lines with one quadruple point, eight triple points, and one line passing through four triple points (Figure 2). We denote them by

$$
F S^{ \pm}=\left\{L_{i}^{ \pm}, K_{i}^{ \pm}, H_{9}^{ \pm}, i=1,2,3,4\right\},
$$

where the lines are defined by

$$
\begin{array}{lll}
L_{1}^{ \pm}: x=0, & L_{2}^{ \pm}: x=\gamma_{ \pm}(y-z), & L_{3}^{ \pm}: y=z, \\
L_{4}^{ \pm}: x+y=z, \\
K_{1}^{ \pm}: x=z, & K_{2}^{ \pm}: x=\gamma_{ \pm} y, & K_{3}^{ \pm}: y=0, \\
H_{9}^{ \pm}: z=0, & &
\end{array}
$$

with $\gamma_{ \pm}=\frac{1}{2}(1 \pm \sqrt{5})$ the roots of $x^{2}-x-1=0$. It is known (see [Nazir and

$F S^{+}$

$F S^{-}$

Figure 2. Falk-Sturmfels arrangements.


Figure 3. The arrangements $A^{ \pm \sqrt{-1}}$.

Yoshinaga 2012, Example 5.2], for instance) that the moduli space $\mathcal{M}_{L\left(F S^{ \pm}\right)}$consists of 2 points, $\left\{F S^{+}, F S^{-}\right\}$.
Example 2.4 [Nazir and Yoshinaga 2012, Example 5.3]. The arrangements $\mathscr{A}^{ \pm \sqrt{-1}}$ consist of nine lines and ten triple points such that there are three lines which do not intersect at a point and have four triple points on each. Moreover, each of the other six lines contains exactly three triple points. Those arrangements (see Figure 3) can be defined by the equation
$x y(x-z)(y-z)(x \mp \mathrm{i} z)(y \mp \mathrm{i} z)(x-y)(( \pm \mathrm{i}-1) x \pm \mathrm{i} y+z)((1 \mp \mathrm{i}) x+y-z)=0$.

Lemma 2.5 [Nazir and Yoshinaga 2012, Lemma 4.4]. If a line arrangement is not simple $C_{\leq 3}$, then it has 6 lines $L_{1}, L_{2}, \ldots, L_{6}$ such that $L_{1} \cap L_{2} \cap L_{3} \neq \varnothing$, $L_{4} \cap L_{5} \cap L_{6} \neq \varnothing$, and $\left(L_{1} \cup L_{2} \cup L_{3}\right) \cap\left(L_{4} \cup L_{5} \cup L_{6}\right)$ consists of 9 distinct double points.

Let $\mathscr{A}_{s}=\left\{L_{1}, L_{2}, \ldots, L_{6}\right\}$ be the arrangement which has two triple points $L_{1} \cap L_{2} \cap L_{3}$ and $L_{4} \cap L_{5} \cap L_{6}$, and nine double points $Q_{i j}=L_{i} \cap L_{j+3}$, where $i, j \in\{1,2,3\}$.

Using Lemma 2.5, one can easily prove that an arrangement of 7 lines is simple $C_{\leq 3}$. It is also not hard to prove the following result:

Proposition 2.6 [Nazir and Yoshinaga 2012, Proposition 4.6]. An arrangement of eight lines is either a simple $C_{\leq 3}$ line arrangement or a Mac Lane arrangement.

More generally:
Theorem 2.7 [Nazir and Yoshinaga 2012, Theorem 3.5]. The moduli space $\mathcal{M}_{\mathscr{A}}$ of simple $C_{\leq 3}$ line arrangements with the fixed intersection lattice $L(\mathscr{A})$ is irreducible.

Let $\mathscr{A}=\left\{L_{1}, L_{2}, \ldots, L_{n}\right\}$ be a line arrangement, and $\mathscr{A}^{\prime}=\left\{L_{1}, L_{2}, \ldots, L_{n-1}\right\}$ be a subarrangement. The following lemma shows when the irreducibility of the moduli space $\mathcal{M}_{\mathscr{A ^ { \prime }}}$ will be inherited:

Lemma 2.8 [Nazir and Yoshinaga 2012, Lemma 2.4]. Assume that the line $L_{n}$ passes through at most two multiple points of the arrangement $A$. Then the moduli space $\mathcal{M}_{\mathscr{A}}$ is a fiber bundle over the moduli space of $\mathcal{M}_{\mathbb{A}^{\prime}}$. In particular, the moduli space $\mathcal{M}_{\mathscr{A}}$ is irreducible if $\mathcal{M}_{\mathscr{A}^{\prime}}$ is irreducible.

Applying this lemma to arrangements of 9 lines, we have the following corollary:
Corollary 2.9. Let $\mathscr{A}$ be an arrangement of 9 lines. If there is a line in $\mathscr{A}$ which passes through at most two multiple points of $\mathscr{A}$, then either $\mathscr{A}$ contains a Mac Lane arrangement as a subarrangement, or the moduli space $\mathcal{M}_{\mathscr{A}}$ is irreducible.

Proof. The conclusion follows directly from Proposition 2.6 and Lemma 2.8.

## 3. Classification of arrangements of $\mathbf{9}$ lines

For a line arrangement $\mathscr{A}$, we denote by $m_{\mathscr{A}}$ the highest multiplicity of a multiple point of $\mathscr{A}$. We will divide the classification of arrangements of 9 lines into three cases according to the value of $m_{\mathscr{A}}$.

Let $n_{r}$ be the number of multiple points of multiplicity $r$. We first recall two well-known results on the number of multiple points.

Theorem 3.1 [Hirzebruch 1986]. Let $\mathscr{A}$ be an arrangement of $t$ lines in $\mathbb{C P}^{2}$. Assume that $n_{t}=n_{t-1}=n_{t-2}=0$. Then,

$$
n_{2}+\frac{3}{4} n_{3} \geq t+\sum_{r \geq 5}(2 r-9) n_{r} .
$$

Lemma 3.2 (see, for instance, [Hirzebruch 1986]). Let $\mathscr{A}$ be a line arrangement of $n$ lines in $\mathbb{C P}^{2}$. We have the intersection formula

$$
\frac{n(n-1)}{2}=\sum_{r \geq 2}\left(n_{r} \cdot \frac{r(r-1)}{2}\right) .
$$

## 3A. The case $m_{s l} \geq 5$.

Proposition 3.3. Let $\mathscr{A}$ be an arrangement of 9 lines. If $\mathscr{A}$ has multiple points of multiplicity (at least 5), then the moduli space $\mathcal{M}_{\mathbb{A}}$ is irreducible.

Proof. Assume that $L_{1} \cap L_{2} \cap \cdots \cap L_{5} \neq \varnothing$. There are at most 6 double points in $L_{6} \cup L_{7} \cup L_{8} \cup L_{9}$. Then, there are at most 7 multiple points in $L_{1} \cup L_{2} \cup \cdots \cup L_{5}$. So, at least one of the five lines $L_{1}, L_{2}, \ldots, L_{5}$ contains only two multiple points. By Corollary 2.9, the moduli space $\mathcal{M}_{\mathscr{A}}$ is irreducible.

3B. The case $\boldsymbol{m}_{\mathscr{A}}=$ 4. Let $\mathscr{A}$ be an arrangement of 9 lines. In this subsection, we assume that multiple points of $\mathscr{A}$ are at most quadruple points.

Proposition 3.4. Assume that each line of $\mathscr{A}$ passes through at least three multiple points, and $n_{4} \geq 1$. Then either $\mathcal{M}_{\mathscr{A}}$ is irreducible, or $\mathscr{A}$ is lattice isomorphic to a Falk-Sturmfels arrangement.

Proof. We will first show that $n_{4}=1$.
Let $L_{1} \cap L_{2} \cap L_{3} \cap L_{4}$ be a quadruple point of $\mathscr{A}$. Since each line passes through at least three multiple points, $L_{1}, L_{2}, L_{3}$ and $L_{4}$ should pass through two more multiple points besides the quadruple point $L_{1} \cap L_{2} \cap L_{3} \cap L_{4}$. Then, there will be at least 9 multiple points on those four lines. Since multiple points of $\mathscr{A}$ are at most quadruple points, there are $n_{4}$ quadruple points. Therefore, there should be at least $9-n_{4}$ triple points on those four lines such that each line passes through at least 3 multiple points. By Theorem 3.1 and Lemma 3.2, we have

$$
36=6 n_{4}+3 n_{3}+n_{2} \geq 6 n_{4}+\frac{9}{4} n_{3}+9 \geq 6 n_{4}+\frac{9}{4}\left(9-n_{4}\right)+9 .
$$

Solving the inequality, we obtain that $n_{4} \leq \frac{9}{5}<2$. Therefore, by the assumption, we have $n_{4}=1$.

Now we claim that all triple points should be on the lines passing through the quadruple point.

Let $L_{1} \cap L_{2} \cap L_{3} \cap L_{4}$ be the quadruple. Suppose, contrary to our claim, that $L_{5} \cap L_{6} \cap L_{7}$ is a triple point which is not on $L_{1} \cup L_{2} \cup L_{3} \cup L_{4}$. Note that there are at most 7 double points on $L_{5} \cup L_{6} \cup L_{7} \cup L_{8} \cup L_{9}$. Then the intersection set $\left(L_{1} \cup L_{2} \cup L_{3} \cup L_{4}\right) \cap\left(L_{5} \cup L_{6} \cup L_{7} \cup L_{8} \cup L_{9}\right)$ will contain at most 7 triple points which are on $L_{1} \cup L_{2} \cup L_{3} \cup L_{4}$. However, there should be at least 8 triple points so that each of the four lines $L_{1}, L_{2}, L_{3}$ and $L_{4}$ passes through at least three multiple points. Therefore, by the assumption, all triple points must be on the lines passing through the quadruple point.

If $\mathscr{A}$ is simple $C_{\leq 3}$, then the moduli space $\mathcal{M}_{\mathscr{A}}$ is irreducible. We only need to consider the case that $\mathscr{A}$ is not simple $C_{\leq 3}$. By Lemma 2.5 , we know that the arrangement $\mathscr{A}$ has a subarrangement $\mathscr{A}_{s}$. It is not hard to see that the quadruple point should be $Q_{i j}$, where $i, j \in\{1,2,3\}$.

Up to a lattice isomorphism, we may assume that the only quadruple point is $L_{1} \cap L_{4} \cap L_{7} \cap L_{8}=Q_{11}$.

Since all triple points should be on $L_{1} \cup L_{4} \cup L_{7} \cup L_{8}$, then all possible triple points on $L_{7}$ and $L_{8}$ should be in the following set of points:

$$
\left\{Q_{22}, Q_{23}, Q_{32}, Q_{33}, L_{7} \cap L_{9}, L_{8} \cap L_{9}\right\} .
$$

The following figure is an example, but an excluding one, for $L_{6}$ passes through only one triple point.

Hence, each of the lines $L_{7}$ and $L_{8}$ will have at least one $Q_{i j}$, where $i, j \in\{2,3\}$.


Figure 4. An excluding arrangement.
(1) Assume that each of the lines $L_{7}$ and $L_{8}$ passes through exactly one of the points $\left\{Q_{22}, Q_{23}, Q_{32}, Q_{33}\right\}$.

If those two $Q_{i j}$ are on the same line, then one of the four lines $L_{2}, L_{3}, L_{5}$ and $L_{6}$ will have at most two multiple points. For example, in Figure 4, the line $L_{6}$ passes through only one multiple point, $L_{4} \cap L_{5} \cap L_{6}$.

Assume that they are not on the same line. Up to switching labels between $L_{2}$ and $L_{3}$, correspondingly $L_{5}$ and $L_{6}$, we may assume that $Q_{32} \in L_{7}$ and $Q_{23} \in L_{8}$. Then, either $\left\{Q_{31}, Q_{13}\right\} \subset L_{9}$ or $\left\{Q_{21}, Q_{12}\right\} \subset L_{9}$. Correspondingly, $\left\{L_{2} \cap L_{7}, L_{5} \cap L_{8}\right\} \subset$ $L_{9}$ or $\left\{L_{3} \cap L_{7}, L_{6} \cap L_{8}\right\} \subset L_{9}$. By switching the labels between $L_{2}$ and $L_{3}, L_{5}$ and $L_{6}$, and $L_{7}$ and $L_{8}$, we see that those two arrangements are lattice isomorphic. Moreover, one can check that both arrangements (see Figure 5, left) are lattice isomorphic to Falk-Sturmfels arrangements.
(2) Assume that either the line $L_{7}$ or $L_{8}$ passes through two points out of the four points $Q_{22}, Q_{23}, Q_{32}$ and $Q_{33}$, but the other one passes through only one point out of the four points $Q_{22}, Q_{23}, Q_{32}$ and $Q_{33}$.

Up to a lattice isomorphism, we may assume that $\left\{Q_{11}, Q_{22}, Q_{33}\right\} \subset L_{7}$, and $\left\{Q_{11}, Q_{32}\right\} \subset L_{8}$. Then either $L_{2} \cap L_{8} \in L_{9}$, or $L_{6} \cap L_{8} \in L_{9}$. Otherwise, $L_{8}$ will have only two multiple points. Correspondingly, $\left\{Q_{31}, Q_{13}\right\} \subset L_{9}$, or $\left\{Q_{21}, Q_{12}\right\} \subset L_{9}$.


Figure 5. Falk-Sturmfels arrangements 1 and 2.

By first switching the labels between $L_{1}$ and $L_{4}, L_{2}$ and $L_{5}$, and $L_{3}$ and $L_{6}$, then switching the labels between $L_{2}$ and $L_{3}$, and $L_{5}$ and $L_{6}$, we see that those two arrangements are lattice isomorphic. Moreover, we check that $\mathscr{A}$ (see Figure 5, right) is also lattice isomorphic to Falk-Sturmfels arrangements.
(3) Assume that $L_{7}$ and $L_{8}$ each contain two of $\left\{Q_{22}, Q_{23}, Q_{32}, Q_{33}\right\}$, then $L_{9}$ will contain at most two multiple points.

Therefore, we conclude that either $\mathcal{M}_{\mathscr{A}}$ is irreducible or $\mathscr{A}$ is lattice isomorphic to a Falk-Sturmfels arrangement.

3C. The case $\boldsymbol{m}_{\mathscr{A}}=3$. Now we consider the last case in which all multiple points are triple points. We will first investigate possible values of $n_{3}$ such that each line has at least three triple points. Notice that $n_{3}$ should be no less than 9 . On the other hand, we observe the following result:

Lemma 3.5. Let $\mathscr{A}$ be an arrangement of 9 lines, all of whose multiple points are triple points. Assume that $\mathscr{A}$ does not contain a Mac Lane arrangement as a subarrangement and is not simple $C_{\leq 3}$. Then $\mathscr{A}$ has at most 10 triple points.

Proof. By Lemma 3.2, to show that $n_{3} \leq 10$, it is enough to show that $n_{2} \geq 4$.
Since $\mathscr{A}$ does not contain a Mac Lane arrangement, at most one of the lines $L_{7}$, $L_{8}$, and $L_{9}$ passes through three $Q_{i j}$, where $i, j \in\{1,2,3\}$ (defined as above). We may assume that each of the lines $L_{7}$ and $L_{8}$ passes through at most two $Q_{i j}$. By our assumption and Lemma 2.5, the arrangement $\mathscr{A}$ has a subarrangement $\mathscr{A}_{s}$.

Let $x$ be the number of $Q_{i j}$ which are not in $L_{7} \cup L_{8} \cup L_{9}$. It is clear that $x \geq 2$. Let $y$ and $z$ be the number of double points of $\mathscr{A}$ which are in $L_{7} \cap\left(L_{1} \cup L_{2} \cup \cdots \cup L_{6}\right)$ and $L_{8} \cap\left(L_{1} \cup L_{2} \cup \cdots \cup L_{6}\right)$ respectively. If $y+z \geq 2$, then we have $n_{2} \geq x+(y+z) \geq 4$.

Assume that $y+z \leq 1$. Then each of the lines $L_{7}$ and $L_{8}$ should pass through exactly two $Q_{i j}$. Moreover, $L_{7} \cap L_{8}$ must be a triple point in $L_{1} \cup L_{2} \cup \cdots \cup L_{6}$. We see now the subarrangement $\mathscr{A}^{\prime}=\left\{L_{1}, L_{2}, \ldots, L_{8}\right\}$ has 7 double points. Without a loss of generality, we assume that $L_{7} \cap L_{8}$ is on $L_{2}$. It is not hard to see that the 7 double points of $\mathscr{A}^{\prime}$ are all on $L_{4} \cup L_{5} \cup L_{6}$. The line $L_{9}$ can only pass through at most three double points of $\mathscr{A}^{\prime}$. Therefore, the arrangement $\mathscr{A}$ still has at least 4 double points.

Remark 3.6. By Theorem 2.15 in [Csima and Sawyer 1993], if our arrangements are real arrangements, that is, if the coefficients of the defining equations of the lines are real numbers, then there are at least $\frac{60}{13}>4$ double points. Hence, there should be at most 10 triple points. However, there seems to be no similar result for complex line arrangements.

Proposition 3.7. Let $\mathscr{A}$ be an arrangement of 9 lines with 9 triple points. Assume that all multiple points of $\mathscr{A}$ are triple points, and each line passes through exactly three triple points. Then, the moduli space $\mathcal{M}_{\mathscr{A}}$ is irreducible.


Figure 6. $9_{3}$ arrangements.

Proof. By Theorem 2.2.1 in [Grünbaum 2009] that $\mathscr{A}$ is lattice isomorphic to one of the three arrangements appearing in Figure 6.

One can check that the moduli space $\mathcal{M}_{\mathscr{A}}$ is irreducible in each case.
Proposition 3.8. Let $A$ be an arrangement of 9 lines with 10 triple points. Assume that all multiple points of $\mathscr{A}$ are triple points and each line passes through at least three triple points. If $\mathscr{A}$ is not simple $C_{\leq 3}$, then it is isomorphic to $\mathscr{A}^{ \pm \sqrt{-1}}$ (Figure 3).
Proof. Let $a$ be the number of lines that pass through 4 triple points and $b$ the number of lines that pass through 3 triple points. Then $a+b=9$ and $4 a+3 b=30$. We have $a=3$ and $b=6$.

If the three lines with 4 triple points on each of them intersect at a triple point, then all 10 triples should be on them. Consequently, the arrangement is simple $C_{\leq 3}$.

Assume that $L_{1}, L_{2}$ and $L_{4}$ are the three lines with 4 triple points on each of them and $L_{1} \cap L_{2} \cap L_{4}=\varnothing$. Then, at least two of $\left\{L_{1} \cap L_{2}, L_{1} \cap L_{4}, L_{2} \cap L_{4}\right\}$ are triple points. Otherwise there should be at least 11 triple points so that $L_{1}$, $L_{2}$, and $L_{4}$ will have 4 triple points. So, we may assume that $L_{1} \cap L_{2} \cap L_{3}$ and $L_{1} \cap L_{4} \cap L_{7}$ are triple points. Let $L_{4} \cap L_{5} \cap L_{6}$ be a triple point which is not on $L_{1} \cup L_{2} \cup L_{3}$. Then, $L_{7}$ must pass through $L_{2} \cap L_{5}$ or $L_{2} \cap L_{6}$. Otherwise, $L_{2}$ will have at most 3 triples. By switching labels of $L_{5}$ and $L_{6}$, we may assume that
$L_{2} \cap L_{6} \cap L_{7} \neq \varnothing$. Then the two points $Q_{21}$ and $Q_{22}$ must be on $L_{8} \cup L_{9}$ so that $L_{2}$ will pass through 4 triple points. We may assume that $Q_{21} \in L_{8}$ and $Q_{22} \in L_{9}$. Since the line $L_{4}$ also passes through 4 triple points, then $Q_{31}$ should be on $L 9$. Similarly, since the line $L_{1}$ passes through 4 triple points, then $Q_{13}$ should be on $L_{9}$ and $Q_{12}$ should be on $L_{8}$. Now we have 9 triple points. The last triple point must be $L_{3} \cap L_{7} \cap L_{8}$ so that $L_{7}$ will pass through three triple points. The arrangements with such intersection lattices are just $\mathscr{A}^{ \pm \sqrt{-1}}$ (see Figure 3).

3D. Classification and applications. We summarize Section 3 so far as follows:
Theorem 3.9. Any arrangement of nine lines in $\mathbb{C P}^{2}$ belongs to one of the following classes:
(i) arrangements whose moduli spaces are irreducible;
(ii) arrangements containing Mac Lane arrangements (Example 2.2);
(iii) Falk-Sturmfels arrangements (Example 2.3);
(iv) $\mathscr{A}^{ \pm \sqrt{-1}}$ arrangements (Example 2.4).

Proof. The classification simply follows from Corollary 2.9 and Propositions 3.3, 3.4, 3.7, and 3.8.

As an application, we obtain the following result which generalizes a result of Theorem 8.3 in [Garber et al. 2003].
Theorem 3.10. The fundamental group of the complement of an arrangement of 9 lines is determined by the intersection lattice.
Proof. If the moduli space is irreducible, then the fundamental group is determined by the lattice according to the lattice-isotopy theorem.

It follows from Example 5.2 in [Nazir and Yoshinaga 2012] (see also Section 7.5 in [Cohen and Suciu 1997]) that the fundamental groups $\pi_{1}\left(M\left(F S^{+}\right)\right)$and $\pi_{1}\left(M\left(F S^{-}\right)\right)$are isomorphic. Let $\mathscr{A}_{1}$ and $\mathscr{A}_{2}$ be two arrangements containing Mac Lane arrangements. Then, either they are in the same connected component of the moduli spaces, or $\mathscr{A}_{1}$ and the conjugate of $\mathscr{A}_{2}$ are in the same connected component. By Theorem 3.9 in [Cohen and Suciu 1997], the fundamental groups of $\mathscr{A}_{1}$ and $\mathscr{A}_{2}$ are isomorphisms. According to the same theorem, the fundamental groups of $\mathscr{A}^{+\sqrt{-1}}$ and $\mathscr{A}^{-\sqrt{-1}}$ are isomorphic too.

## 4. Arrangements of $\mathbf{1 0}$ lines: an example

We have seen that there is no Zariski pair of arrangements of 9 lines, but we do not know if there is a Zariski pair of arrangements of 10 lines. To get a Zariski pair, a naive idea is to add lines to those arrangements whose moduli spaces are disconnected. In general, it is very hard to determine if the resulting pair of arrangements is a Zariski pair. The following example is a trial:

$\widetilde{F S}{ }^{+}$


$$
K_{2}^{-} \quad L_{2}^{-}
$$

$\widetilde{F S}{ }^{-}$

Figure 7. Extended Falk-Sturmfels arrangement.

Example 4.1. Starting from the Falk-Sturmfels arrangements (see Example 2.3), we will construct new arrangements of 10 lines such that the moduli space is disconnected.

We define two line arrangements of 10 lines, called extended Falk-Sturmfels arrangements (see Figure 7):

$$
\widetilde{F S}^{ \pm}=\left\{L_{i}^{ \pm}, K_{i}^{ \pm}, H_{9}^{ \pm}, H_{10}^{ \pm}, i=1,2,3,4\right\}
$$

by adding lines:

$$
H_{10}^{ \pm}: y=\left(\frac{1}{\gamma_{ \pm}}-1\right) x+z
$$

to $F S^{ \pm}$respectively.
Notice that $\widetilde{F S}^{ \pm}$are both fiber-type line arrangements according to Theorem 3.12 in [Jiang et al. 2001] .

It is not hard to see that $\mathcal{M}_{\widetilde{F S}^{ \pm}} \cong \mathcal{M}_{F S^{ \pm}}$. In fact, the line $H_{10}^{+}$(respectively, $H_{10}^{-}$) is always passing through three points of $L\left(F S^{ \pm}\right)$: $L_{1}^{+} \cap L_{2}^{+}, K_{1}^{+} \cap K_{2}^{+}$and $K_{3}^{+} \cap K_{4}^{+}$ (respectively, $K_{2}^{-} \cap K_{4}^{-}, K_{3}^{-} \cap K_{4}^{-}$and $K_{1}^{-} \cap K_{2}^{-}$).

This pair of arrangements has been studied by Artal, Carmona, Cogolludo, and Marco. They show (Theorem 4.19 in [Artal et al. 2005]) that there is no orderpreserving homeomorphism between the pairs $\left(\mathbb{P}^{2}, \widetilde{F S}{ }^{+}\right)$and $\left.\left(\mathbb{P}^{2}, \widetilde{F S}\right)^{-}\right)$. Here, we present an explicit diffeomorphism between the complements $M\left(\widetilde{F S}{ }^{+}\right)$and $M\left(\widetilde{F S}^{-}\right)$. In fact, by Example 5.2 in [Nazir and Yoshinaga 2012], we know that there is an automorphism $A \in \operatorname{PGL}\left(\mathbb{C}^{3}\right)$ of $\mathbb{C} \mathbb{P}^{2}$,

$$
A:=\left(\begin{array}{rrr}
-\gamma_{-} & -1 & 0 \\
-\gamma_{-} & 0 & 0 \\
\gamma_{-} & 1 & 1
\end{array}\right),
$$

acting from the right (via matrix multiplication) on points $[x, y, z]$ in the projective space $\mathbb{P}^{2}$, which sends

$$
\begin{array}{llll}
L_{1}^{+} \mapsto L_{3}^{-}, & L_{2}^{+} \mapsto L_{4}^{-}, & L_{3}^{+} \mapsto L_{2}^{-}, & L_{4}^{+} \mapsto L_{1}^{-}, \\
K_{1}^{+} \mapsto K_{3}^{-}, & K_{2}^{+} \mapsto K_{4}^{-}, & K_{3}^{+} \mapsto K_{2}^{-}, & K_{4}^{+} \mapsto K_{1}^{-}, \\
H_{9}^{+} \mapsto H_{9}^{-} . & & &
\end{array}
$$

To see that $A$ induces a diffeomorphism between $M\left(\widetilde{F S}^{+}\right)$and $M\left(\widetilde{F S}^{-}\right)$, it suffices to show that the automorphism $A$ sends $H_{10}^{+}$to $H_{10}^{-}$.

Recall that $\gamma_{ \pm}=\frac{1}{2}(1 \pm \sqrt{5})$. One can check that for any point

$$
P:=\left[x,\left(1 / \gamma_{+}-1\right) x+z, z\right]
$$

on $H_{10}^{+}$, the image $P \cdot A$ is a point on $H_{10}^{-}$. In fact,

$$
\left(\begin{array}{ll}
x \quad\left(1 / \gamma_{+}-1\right) x+z & z
\end{array}\right) \cdot A \cdot\left(\begin{array}{c}
1 / \gamma_{-}-1 \\
-1 \\
1
\end{array}\right) \equiv 0 .
$$

Therefore, the pair ( $\widetilde{F S}^{+}, \widetilde{F S}^{-}$) is not a Zariski pair.
From this example, we see that moduli spaces of fiber-type projective line arrangements do not have to be connected. In fact, we can produce infinitely many fiber-type projective line arrangements whose moduli spaces are disconnected. On the other hand, we do not know if fundamental groups of complements of fiber-type projective line arrangements are determined by intersection lattices.
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[^4]:    ${ }^{1}$ That is, will the object project above the surface of the liquid?
    ${ }^{2}$ Convexity is mentioned here in contrast to something like a hollow boat hull often considered in connection with the density considerations of Archimedes. In fact, the possibility that objects with density greater than water might float on the surface of water was already considered by Aristotle a century before Archimedes, and it is surprising Archimedes makes no mention of it. The fact that a thin metal paper clip can float on water makes it clear convexity is not a necessary hypothesis. Nevertheless, we did not know if a sphere could float until we tried it (Figure 1).
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