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# TOTARO'S QUESTION FOR SIMPLY CONNECTED GROUPS OF LOW RANK 

Jodi Black and Raman Parimala

Let $k$ be a field and let $G$ be a connected linear algebraic group over $k$. In a 2004 paper, Totaro asked whether a torsor $X$ under $G$ and over $k$ which admits a zero cycle of degree $d$ also admits a closed étale point of degree dividing $d$. We consider this question in the setting where $G$ is a simply connected, semisimple group of rank at most 2 and $k$ is of characteristic different from 2.

## Introduction

Serre [1995, p. 233] raised the following question:
Serre's question: Let $k$ be a field and let $G$ be a connected linear algebraic group defined over $k$. Let $X$ be a $G$-torsor over $k$. Suppose $X$ admits a zero cycle of degree 1 . Does $X$ have a $k$-rational point?

An affirmative answer to Serre's question is known in a number of special cases. See, for example, [Sansuc 1981; Bayer-Fluckiger and Lenstra 1990; Black 2011a; 2011b]. Burt Totaro [2004] posed the following generalization of Serre's question:

Totaro's question: Let $k$ be a field and let $G$ be a connected linear algebraic group defined over $k$. Let $X$ be a $G$-torsor over $k$. Suppose $X$ admits a zero cycle of degree $d$. Does $X$ have a closed étale point of degree dividing $d$ ?

An affirmative answer to Totaro's question when $G=\mathrm{PGL}_{n}$ is a classical result in the theory of central simple algebras. Tits [1992] associated to any absolutely simple, linear algebraic $k$-group $G$, an integer $n(G)$. The values of $n(G)$ are shown in Table 1 below, where $v$ denotes the 2 -adic valuation. One can show that for any $G$-torsor $X$, there is a separable field extension $L / k$ such that $X$ has a rational point over $L$ and [ $L: k$ ] divides $n(G)^{2}$ [Serre 1995, Section 2.3]. Thus, Tits' construction gives an affirmative answer to Totaro's question provided $n(G)^{2}$ divides $d$. Garibaldi and Hoffmann [2006] give an affirmative answer to Totaro's question for semisimple groups which are of type $G_{2}$, of reduced type $F_{4}$ or simply

[^0]| Type of group | $n(G)$ |
| :---: | :---: |
| $A_{n}$ | $2(n+1)$ |
| $B_{n}$ | $2^{n}$ |
| $C_{n}$ | $2^{\nu(n)+1}$ |
| $D_{n}(n \neq 4)$ | $2^{n+v(n)}$ |

Table 1. Values of $n(G)$ for classical groups.
connected of type ${ }^{1} E_{6,6}^{0}$ or ${ }^{1} E_{6,2}^{28}$. Their work extended previous results of Totaro [2004] which gave an affirmative answer for split, simply connected groups of type $G_{2}, F_{4}$ and $E_{6}$. Results in [Black 2011b] give an affirmative answer to Totaro's question in the case where $G$ is a simply connected or adjoint, semisimple, classical group and $d$ is prime to $n(G)$.

In this paper we show the following:
Theorem 0.1. The answer to Totaro's question is yes if $k$ is of characteristic different from 2 and $G$ is a semisimple, simply connected, classical group such that rank $G_{\bar{k}} \leq 2$.

## 1. Galois cohomology

Let $k$ be a field, let $k_{s}$ be a separable closure of $k$ and let $\Gamma_{k}=\operatorname{Gal}\left(k_{s} / k\right)$ be the absolute Galois group of $k$. We write $H^{1}(k, G)$ for the first Galois cohomology set $H^{1}\left(\Gamma_{k}, G\left(k_{s}\right)\right)$. Given any finite field extension $L / k$ there is a canonical restriction map $H^{1}(k, G) \rightarrow H^{1}(L, G)$. If $\lambda \in H^{1}(k, G)$ is any element, we write $\lambda_{L}$ for the image of $\lambda$ under the restriction map $H^{1}(k, G) \rightarrow H^{1}(L, G)$.

For our convenience, we will consider the formulation of Totaro's question in Galois cohomology:

Totaro's question: Let $k$ be a field and let $G$ be a connected linear algebraic group defined over $k$. Let $\left\{L_{i}\right\}_{1 \leq i \leq m}$ be a set of finite field extensions of $k$ and let $d=\operatorname{gcd}\left\{\left[L_{i}: k\right]_{1 \leq i \leq m}\right\}$. If $\lambda_{L_{i}}=1$ for all $i$, is there a finite, separable field extension $F$ of $k$ such that $\lambda_{F}=1$ and $[F: k]$ divides $d$ ?

## 2. Results

In this section, we consider Totaro's question for various groups $G$.

## The case $G=\mathrm{SL}_{1}(A)$.

Theorem 2.1. The answer to Totaro's question is yes if $G=\mathrm{SL}_{1}(A)$ for $A$ a central simple algebra over $k$ of prime index.
Proof. Let $\left\{L_{i}\right\}_{1 \leq i \leq m}$ be a set of finite field extensions of $k$ and suppose $\lambda \in$ $H^{1}\left(k, \mathrm{SL}_{1}(A)\right)$ is an element such that $\lambda_{L_{i}}=1$ for all $i$. Let $d=\operatorname{gcd}\left\{\left[L_{i}: k\right]_{1 \leq i \leq m}\right\}$.

We will find $F / k$ separable such that $\lambda_{F}=1$ and $[F: k]$ divides $d$.
Since by [Knus et al. 1998, Theorem 29.2], $H^{1}\left(k, \mathrm{GL}_{1}(A)\right)=1$, the short exact sequence

$$
1 \longrightarrow \mathrm{SL}_{1}(A) \longrightarrow \mathrm{GL}_{1}(A) \xrightarrow{\mathrm{Nrd}} G_{m} \longrightarrow 1
$$

induces the long exact sequence

$$
\begin{equation*}
A^{*} \xrightarrow{\mathrm{Nrd}} k^{*} \longrightarrow H^{1}\left(k, \mathrm{SL}_{1}(A)\right) \longrightarrow 1 \tag{2.1.1}
\end{equation*}
$$

in Galois cohomology, where Nrd is the reduced norm. By (2.1.1) above,

$$
H^{1}\left(k, \mathrm{SL}_{1}(A)\right) \cong k^{*} / \operatorname{Nrd}\left(A^{*}\right)
$$

and we can identify $\lambda$ with the class of an element of $k^{*}$ which is in $\operatorname{Nrd}\left(A_{L_{i}}\right)$ for all $i$. For simplicity, we will also refer to this element as $\lambda$. Let the index of $A$ be $s$ and choose $L$ contained in $A$ a separable field extension of $k$ of degree $s$ which splits $A$ [Gille and Szamuely 2006, Propositions 4.5 .3 and 4.5.4]. Then $\operatorname{Nrd}\left(A_{L}\right)=L^{*}$ and $\lambda$ is in $\operatorname{Nrd}\left(A_{L}\right)$. So if $s$ divides $d$ we may take $F=L$. Recall that $s$ is prime. So if $s$ does not divide $d$ then $\operatorname{gcd}(s, d)=1$. It is well known that $N_{L / k}\left(\operatorname{Nrd}\left(A_{L}\right)\right) \subseteq \operatorname{Nrd}(A)$. In particular, $\lambda^{s}=N_{L / k}(\lambda)$ is in $\operatorname{Nrd}(A)$. Since $\operatorname{Nrd}(A)$ is a group and $N_{L_{i} / k}(\lambda) \in \operatorname{Nrd}(A)$ for all $i$, we find that $\lambda^{d}$ is in $\operatorname{Nrd}(A)$. In turn, $\lambda$ is in $\operatorname{Nrd}(A)$ and we can take $F=k$.

## The case $G=\mathbf{S U}(A, \sigma)$.

Theorem 2.2. The answer to Totaro's question is yes if $k$ is of characteristic different from 2 and $G=\mathrm{SU}(A, \sigma)$ for a central simple algebra $A$ of degree 3 over $K$, $k=K^{\sigma}$ and $[K: k]=2$.

Proof. Let $\left\{L_{i}\right\}_{1 \leq i \leq m}$ be a set of finite field extensions of $k$ and suppose $\lambda \in$ $H^{1}(k, \operatorname{SU}(A, \sigma))$ is an element such that $\lambda_{L_{i}}=1$ for all $i$. Let $d=\operatorname{gcd}\left\{\left[L_{i}: k\right]\right\}$. We will find $F / k$ separable such that $\lambda_{F}=1$ and $[F: k]$ divides $d$.

The case where $d$ is coprime to 2 and 3 was covered in [Black 2011b, Theorem 3.4]. If $6 \mid d$, we take $L$ to be a separable extension of $K$ of degree dividing 3 which splits $A$. Since $K / k$ is Galois, $L / k$ is separable of degree dividing 6 . Since $H^{1}(K, \mathrm{SU}(A, \sigma))=H^{1}\left(K, \mathrm{SL}_{1}(A)\right)$ and $L$ splits $A, H^{1}(L, \mathrm{SU}(A, \sigma))=\{1\}$ by Hilbert's Theorem 90. Therefore, for any $\lambda \in H^{1}(k, \operatorname{SU}(A, \sigma)), \lambda_{L}=1$ and we can take $F=L$. Now suppose $2 \mid d$ and $3 \nmid d$. Fix an index $i$ such that $\left[L_{i}: k\right]$ is prime to 3 and $\lambda_{L_{i}}=1$. Consider $L_{i} K$, the compositum of $L_{i}$ and $K$. Since, by assumption, 3 is prime to $\left[L_{i}: k\right]$, and $[K: k]=2$, we know that 3 is prime to [ $L_{i} K: k$ ]. Therefore, 3 is prime to $\left[L_{i} K: K\right]$. Let $L$ be a separable splitting field of $A$ such that $[L: K]$ is equal to the index of $A$. Since $\operatorname{deg}_{K}(A)=3$, either $[L: K]=1$ or $[L: K]=3$. In either case, $L, L_{i} K$ is a pair of field extensions of $K$ such that $\lambda_{L}=1=\lambda_{L_{i} K}$ and
$\operatorname{gcd}\left\{[L: K],\left[L_{i} K: K\right]\right\}$ is 1 . Since $H^{1}(K, \mathrm{SU}(A, \sigma))=H^{1}\left(K, \mathrm{SL}_{1}(A)\right)$ we have $\lambda_{K}=1$ by Theorem 2.1, and we can take $F=K$. The final setting to consider is the case where $3 \mid d$ and $2 \nmid d$. Since $d$ is odd, we can fix an index $i$ such that [ $\left.L_{i}: k\right]$ is odd and $\lambda_{L_{i}}=1$. Let $R_{K / k} G_{m}$ be the Weil transfer of $G_{m}$ and let $R_{K / k}^{1} G_{m}$ be defined as the kernel of the norm map $N_{K / k}: R_{K / k} G_{m} \rightarrow G_{m}$. The short exact sequence

$$
1 \rightarrow \mathrm{SU}(A, \sigma) \rightarrow U(A, \sigma) \rightarrow R_{K / k}^{1} G_{m} \rightarrow 1
$$

induces the commutative diagram

where $K^{* 1}$ and $\left(K \otimes L_{i}\right)^{* 1}$ denote the norm-one elements in $K^{*}$ and $\left(K \otimes L_{i}\right)^{*}$ respectively. By a result of Bayer-Fluckiger and Lenstra [1990, Theorem 2.1], $j(\lambda)=1$. In particular, we can choose $\alpha \in K^{* 1}$ such that $\delta(\alpha)=\lambda$. In the case where $A$ is split, $H^{1}(K, \mathrm{SU}(A, \sigma))=H^{1}\left(K, \mathrm{SL}_{1}(A)\right)=\{1\}$. Then, since $K$ and $L_{i}$ are field extensions of coprime degree with $\lambda_{K}=\lambda_{L_{i}}=1$, the desired result holds by [Black 2011b, Theorem 4.4]. Since $\operatorname{deg}(A)=3$, if $A$ is not split, then $A$ is a division algebra and by [Albert 1963] (see also [Knus et al. 1998, Theorem 19.14]), there is a $k$-subalgebra $L$ of $A$ such that $L / k$ is étale of degree three. Since $A$ is division, $L$ is a field. Consider the diagram


For $x \in(K \otimes L)^{* 1}$, write $x=y^{-1} \bar{y}$ for $y \in(K \otimes L)^{*}$ where ${ }^{-}$denotes the nontrivial automorphism of $K / k$. Since $A \otimes L$ is split, $y$ is a reduced norm from $A \otimes L$. In view of [Merkurjev 1995, Proposition 6.1], the image of $\operatorname{Nrd}\left(U(A, \sigma) \rightarrow(K \otimes L)^{* 1}\right)$ contains $x$. Thus $\lambda_{L}=1$ and we may take $F=L$.

The case $\boldsymbol{G}=\operatorname{Spin}(\boldsymbol{q})$. The following result will be useful:
Proposition 2.3. Let $k$ be a field of characteristic different from 2 and let $q$ be a quadratic form over $k$ of dimension $\leq 5$. Let $\lambda \in H^{1}(k, \operatorname{Spin}(q))$ be any element. Then there exists a (separable) field extension $F$ of $k$ such that $[F: k]$ divides 2 and $\lambda_{F}=1$.

Proof. Consider the short exact sequence

$$
1 \longrightarrow \mu_{2} \xrightarrow{i} \operatorname{Spin}(q) \xrightarrow{\pi} O^{+}(q) \longrightarrow 1,
$$

which induces the exact sequence in Galois cohomology

$$
\begin{equation*}
H^{1}\left(k, \mu_{2}\right) \xrightarrow{i} H^{1}(k, \operatorname{Spin}(q)) \xrightarrow{\pi} H^{1}\left(k, O^{+}(q)\right) . \tag{2.3.1}
\end{equation*}
$$

The pointed set $H^{1}\left(k, O^{+}(q)\right)$ classifies quadratic forms over $k$ of the same dimension and discriminant as $q$. Let $q^{\prime}=\pi(\lambda)$. Then $q \perp-q^{\prime}$ has even dimension, trivial discriminant and trivial Clifford invariant since $q^{\prime}$ is in the image of $\pi$. Thus $q \perp-q^{\prime} \in I^{3}(k)$.

First consider the case where $\operatorname{dim}(q)<4$. Then, $\operatorname{dim}\left(q \perp-q^{\prime}\right)<8$ and by the Arason-Pfister Hauptsatz [Lam 1980, Chapter X, Hauptsatz 5.1], $q \perp-q^{\prime}$ is hyperbolic. Equivalently, $q \cong q^{\prime}$ and $q^{\prime}=1$ in $H^{1}\left(k, O^{+}(q)\right)$. Using the exactness of (2.3.1), choose $\eta$ in $H^{1}\left(k, \mu_{2}\right)$ such that $i(\eta)=\lambda$. Since $H^{1}\left(k, \mu_{2}\right) \cong k^{*} / k^{* 2}$ we can choose $F / k$ a field extension of degree at most 2 such that $\eta_{F}=1 \in H^{1}\left(F, \mu_{2}\right)$. By commutativity of (2.3.2) below, $\lambda_{F}=1$ in $H^{1}(F, \operatorname{Spin}(q))$.


Suppose instead that $\operatorname{dim}(q)=4$. Let $d=\operatorname{disc}(q)$ and write $q=a\langle 1, b, c, b c d\rangle$. By [Lam 1980, Chapter XII, Proposition 2.4], there is an element $\alpha \in k^{*}$ such that $q^{\prime} \cong \alpha q$ and we may write $q \perp-q^{\prime} \cong\langle 1,-\alpha\rangle q=a\langle 1,-\alpha\rangle\langle 1, b, c, b c d\rangle$. Let $e_{2}$ be the map from $I^{2}(k) \rightarrow H^{2}\left(k, \mu_{2}\right)$ induced by the Clifford invariant. Since $q \perp-q^{\prime} \in I^{3}(k), e_{2}\left(q \perp-q^{\prime}\right)=(d) \cup(\alpha)=0 \in H^{2}\left(k, \mu_{2}\right)$ [Elman et al. 2008, 16.2] and so $\langle 1,-\alpha,-d, \alpha d\rangle$ is hyperbolic. Equivalently, $\langle 1,-\alpha\rangle d \cong\langle 1,-\alpha\rangle$ and $q \perp-q^{\prime} \cong a\langle 1,-\alpha\rangle\langle 1, b, c, b c\rangle=a\langle 1,-\alpha\rangle\langle 1, b\rangle\langle 1, c\rangle$. Let $F=k(\sqrt{-b})$. Then $[F: k] \leq 2,\left(q \perp-q^{\prime}\right)_{F}$ is hyperbolic and $q_{F}^{\prime}=1 \in H^{1}\left(F, O^{+}(q)\right)$. Consider the diagram


By commutativity of the right rectangle, $\pi\left(\lambda_{F}\right)=1$ and by the exactness of the bottom row, $\lambda_{F} \in \operatorname{im}(i)$. But since $q \cong a\langle 1, b, c, b c d\rangle, q_{F}$ is isotropic. Thus, the
spinor norm sn : $O^{+}(q)(F) \rightarrow H^{1}\left(F, \mu_{2}\right)$ is onto [Baeza 1978, p. 78] and therefore, since $\lambda_{F} \in \operatorname{im}(i), \lambda_{F}=1$.

Now suppose $\operatorname{dim}(q)=5$. Since $q \perp-q^{\prime}$ is a rank 10 form in $I^{3}(k)$, it is isotropic [Lam 1980, Chapter XII, Proposition 2.8]. Therefore $q$ and $q^{\prime}$ have a common slot and we can write $q=\langle a\rangle \perp q_{1}$ and $q^{\prime}=\langle a\rangle \perp q_{2}$. Since $q_{1} \perp-q_{2} \in I^{3} k$ is rank 8 , we can proceed as in the rank 4 case and find a field extension $F$ of $k$ of degree at most 2 such that $\left(q_{1} \perp-q_{2}\right)_{F}$ is hyperbolic and $\left(q_{1}\right)_{F}$ is isotropic. By the ArasonPfister Hauptsatz, $\left(q \perp-q^{\prime}\right)_{F}$ is hyperbolic and thus $q_{F} \cong q_{F}^{\prime}$ and $\pi\left(\lambda_{F}\right)=q_{F}^{\prime}=$ $1 \in H^{1}\left(F, O^{+}(q)\right)$. Thus $\lambda_{F}$ is in the image of $i: H^{1}\left(F, \mu_{2}\right) \rightarrow H^{1}(F, \operatorname{Spin}(q))$. However, $\left(q_{1}\right)_{F}$ being isotropic, $q_{F}$ is isotropic and sn: $O^{+}(q)(F) \rightarrow H^{1}\left(F, \mu_{2}\right)$ is onto. Therefore, $i$ is the zero map and $\lambda_{F}=1$.

Theorem 2.4. The answer to Totaro's question is yes if $k$ is of characteristic different from 2 and $G=\operatorname{Spin}(q)$ for $q$ a quadratic form of dimension $\leq 5$.

Proof. Let $\left\{L_{i}\right\}_{1 \leq i \leq m}$ be a set of finite field extensions of $k$ and suppose $\lambda \in$ $H^{1}(k, \operatorname{Spin}(q))$ is an element such that $\lambda_{L_{i}}=1$ for all $i$. Let $d=\operatorname{gcd}\left\{\left[L_{i}: k\right]\right\}$. We want to find $F / k$ separable such that $\lambda_{F}=1$ and $[F: k]$ divides $d$. If $d$ is odd we are done by [Black 2011b, Theorem 3.7] and can take $F=k$. If $d$ is even, by Proposition 2.3, there is a separable extension $F / k$ of degree at most 2 such that $\lambda_{F}=1$.
Theorem 2.5. The answer to Totaro's question is yes if $k$ is of characteristic different from 2 and $G=\operatorname{Sp}(A, \sigma)$ where $A$ is a central simple algebra with symplectic involution and $\operatorname{deg}(A)$ is 2 or 4 .

Proof. Let $q$ be a quadratic form of dimension 3 (resp. 5) with trivial discriminant. Then the even Clifford algebra $A=C_{0}(V, q)$ is a central simple algebra of degree 2 (resp. 4) and the canonical involution on the Clifford algebra is symplectic and $\operatorname{Spin}(q) \cong \operatorname{Sp}(A, \sigma)$ [Knus et al. 1998, Section 15.C]. Moreover, every algebra $A$ of degree 2 or 4 with a symplectic involution arises in this way. Thus, a positive answer to Totaro's question for $\operatorname{Sp}(A, \sigma)$ follows from Proposition 2.3.

## The case $G=\operatorname{Spin}(A, \sigma)$.

Theorem 2.6. The answer to Totaro's question is yes if $k$ is of characteristic different from 2 and $G=\operatorname{Spin}(A, \sigma)$, where $A$ is a central simple algebra of degree 4 over $k$ and $\sigma$ is an orthogonal involution on $A$.

Proof. Let $\left\{L_{i}\right\}_{1 \leq i \leq m}$ be a set of finite field extensions of $k$ and suppose $\lambda \in$ $H^{1}(k, \operatorname{Spin}(A, \sigma))$ is an element such that $\lambda_{L_{i}}=1$ for all $i$. Let $d=\operatorname{gcd}\left\{\left[L_{i}: k\right]\right\}$. We will find $F / k$ separable such that $\lambda_{F}=1$ and $[F: k]$ divides $d$.

By [Black 2011b, Theorem 3.7], when $d$ is odd we may take $F=k$. So we may suppose that $d$ is even. Suppose $(A, \sigma)$ has trivial discriminant. Then
$(A, \sigma) \cong\left(Q_{1} \otimes Q_{2}, \tau_{1} \otimes \tau_{2}\right)$ [Knus et al. 1998, Corollary 15.12], where $Q_{1}$ and $Q_{2}$ are quaternion algebras with the symplectic involution given by conjugation. In turn $\operatorname{Spin}(A, \sigma) \cong \operatorname{SL}_{1}\left(Q_{1}\right) \times \operatorname{SL}_{1}\left(Q_{2}\right)$ [Knus et al. 1998, Corollary 15.13]. There exist $\lambda_{1}, \lambda_{2} \in k^{*}$ such that $\lambda=\left(\bar{\lambda}_{1}, \bar{\lambda}_{2}\right)$ with $\bar{\lambda}_{i} \in k^{*} / \operatorname{Nrd}\left(Q_{i}\right) \cong H^{1}\left(k, \operatorname{SL}_{1}\left(Q_{i}\right)\right)$ for $i=1,2$. In the case $4 \mid d$, let $F_{1}, F_{2}$ be extensions of $k$ of degree at most 2 which split $Q_{1}$ and $Q_{2}$ respectively. Then $\lambda_{F_{1} F_{2}}=1$ and $\left[F_{1} F_{2}: k\right]$ divides 4. In the case $2 \mid d$ and $4 \nmid d$, we can fix an $L_{j} / k$ such that $\left[L_{j}: k\right]=2 m$, where $m$ is odd and $\lambda_{L_{j}}=1$. Following arguments as in [Garibaldi and Hoffmann 2006, Lemma 1.5] we suppose without loss of generality that $k \subseteq L \subseteq L_{j}$ with $[L: k]$ odd, $\left[L_{j}: L\right]=2$ and $\lambda_{L_{j}}=1$. Let $N_{Q_{1}}, N_{Q_{2}}$ be the norm forms for the quaternion algebras $Q_{1}, Q_{2}$ respectively and let $\phi_{1}=\left\langle 1,-\lambda_{1}\right\rangle N_{Q_{1}}$ and $\phi_{2}=\left\langle 1,-\lambda_{2}\right\rangle N_{Q_{2}}$. The fact that $\lambda_{L_{j}}=1$ implies that $\phi_{1}, \phi_{2}$ are hyperbolic over $L_{j}$. Then by [Garibaldi and Hoffmann 2006, Lemma 1.4] there exists $\mu \in k^{*}$ such that $\phi_{1} \cong\langle 1, \mu\rangle \tilde{\phi}_{1}$ and $\phi_{2} \cong\langle 1, \mu\rangle \tilde{\phi}_{2}$, where $\tilde{\phi}_{1}, \tilde{\phi}_{2}$ are 2 -fold Pfister forms. Let $F=k(\sqrt{-\mu})$. Then $\phi_{1}, \phi_{2}$ are hyperbolic over $F$ and thus $\lambda_{1} \in \operatorname{Nrd}\left(Q_{1_{F}}\right)$ and $\lambda_{2} \in \operatorname{Nrd}\left(Q_{2_{F}}\right)$. That is, $\lambda_{F}=1$. Also, $F / k$ is separable and degree at most 2 by construction.

Suppose instead that $(A, \sigma)$ has nontrivial discriminant. One can associate to $(A, \sigma)$ its Clifford algebra $Q$, which is a quaternion algebra with center $K=k(\sqrt{\delta})$, where $\delta=\operatorname{disc}(A, \sigma)$ [Knus et al. 1998, Theorem 15.7]. Then $\operatorname{Spin}(A, \sigma)=$ $R_{K / k} \mathrm{SL}_{1}(Q)$ [Knus et al. 1998, Proposition 15.10] and $H^{1}(k, \operatorname{Spin}(A, \sigma))=$ $H^{1}\left(K, \mathrm{SL}_{1}(Q)\right)$. If $Q$ is split, $\lambda=1$ and we take $F=k$. So suppose $Q$ is not split. If $4 \mid d$ we can take $F$ a splitting field of $Q$ such that $F / K$ is a separable extension of degree 2. Since

$$
H^{1}(F, \operatorname{Spin}(A, \sigma))=H^{1}\left(K \otimes F, \mathrm{SL}_{1}(Q)\right) \cong H^{1}\left(F \times F, \mathrm{SL}_{1}(Q)\right)=\{1\}
$$

we obtain $\lambda_{F}=1$. Further $[F: k]=4$, and since $F / K$ and $K / k$ are separable, $F / k$ is separable. We are left to consider the case where $(A, \sigma)$ has nontrivial discriminant and $4 \nmid d$ and $2 \mid d$.

Consider the short exact sequence

$$
1 \rightarrow R_{K / k} \operatorname{SL}_{1}(Q) \rightarrow R_{K / k} \mathrm{GL}_{1}(Q) \rightarrow R_{K / k} G_{m} \rightarrow 1
$$

which induces

$$
\mathrm{GL}_{1}(Q)(K) \xrightarrow{\mathrm{Nrd}} K^{*} \longrightarrow H^{1}\left(K, \mathrm{SL}_{1}(Q)\right) \longrightarrow 1
$$

Choose $\lambda \in H^{1}\left(K, \mathrm{SL}_{1}(Q)\right)$ such that $\lambda_{L_{i}}=1$ for all $i$ and let $\beta \in K^{*}$ satisfy $\delta(\beta)=\lambda$. Following [Garibaldi and Hoffmann 2006, Lemma 1.5], we may suppose that $\lambda_{L_{j}}=1$ where $k \subseteq L \subseteq L_{j}$ and $\left[L_{j}: L\right]=2$.


Write $L_{j}=L(\sqrt{a})$ for $a \in L^{*} / L^{* 2}$. Let $f$ be the norm form on $Q$ and let $f^{0}$ denote the norm form restricted to the traceless elements of $Q$, which we denote by $Q^{0}$. Since $\lambda_{L_{j}}=0$, choose $x_{0}, y_{0} \in Q \otimes L$ such that

$$
\begin{equation*}
\beta=f\left(x_{0}+y_{0} \sqrt{a}\right) . \tag{2.6.2}
\end{equation*}
$$

If $y_{0}=0$ we have $\beta \in \operatorname{Nrd}(Q \otimes L)$, and, $L / K$ being of odd degree, this implies $\beta \in \operatorname{Nrd}(Q)$. We take $F=k$. So suppose $y_{0} \neq 0$. Since $Q$ is a division algebra, $f\left(y_{0}\right) \neq 0$ and

$$
\begin{equation*}
\beta=f\left(x_{0}\right)+a f\left(y_{0}\right) . \tag{2.6.3}
\end{equation*}
$$

If we let $b_{f}$ denote the adjoint bilinear form, we have

$$
\begin{equation*}
b_{f}\left(x_{0}, y_{0}\right)=0 \tag{2.6.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta f\left(y_{0}^{-1}\right)=f\left(x_{0} y_{0}^{-1}\right)+a, \tag{2.6.5}
\end{equation*}
$$

where the reduced $\operatorname{trace} \operatorname{trd}\left(x_{0} y_{0}^{-1}\right)$ vanishes by (2.6.4). Therefore,

$$
\begin{equation*}
\beta f\left(y_{0}^{-1}\right)=f^{0}\left(x_{0} y_{0}^{-1}\right)+a \tag{2.6.6}
\end{equation*}
$$

Let $f=f_{1}+\sqrt{\delta} f_{2}$ with $f_{1}$ and $f_{2}$ quadratic forms on $Q$ with values in $k$. Further let $f^{0}=f_{1}^{0}+\sqrt{\delta} f_{2}^{0}$ where $f_{1}^{0}$, $f_{2}^{0}$ are quadratic forms on $Q^{0}$ with values in $k$. Setting $z_{0}=y_{0}^{-1}$ and $w_{0}=x_{0} y_{0}^{-1}$, we have

$$
\begin{align*}
& a=\beta_{1} f_{1}\left(z_{0}\right)+\beta_{2} \delta f_{2}\left(z_{0}\right)-f_{1}^{0}\left(w_{0}\right)  \tag{2.6.7}\\
& 0=\beta_{1} f_{2}\left(z_{0}\right)+\beta_{2} f_{1}\left(z_{0}\right)-f_{2}^{0}\left(w_{0}\right) \tag{2.6.8}
\end{align*}
$$

with $z_{0} \in Q \otimes L$ and $w_{0} \in Q^{0} \otimes L$. Define $k$-quadratic forms $q_{1}: Q \oplus Q^{0} \rightarrow k$ and $q_{2}: Q \oplus Q^{0} \rightarrow k$ by

$$
\begin{align*}
& q_{1}(z, w)=\beta_{1} f_{1}(z)+\beta_{2} \delta f_{2}(z)-f_{1}^{0}(w)  \tag{2.6.9}\\
& q_{2}(z, w)=\beta_{1} f_{2}(z)+\beta_{2} f_{1}(z)-f_{2}^{0}(w) \tag{2.6.10}
\end{align*}
$$

for $z \in Q$ and $w \in Q_{0}$. Since $y_{0} \neq 0, z_{0}=y_{0}^{-1} \neq 0$ and $\left(z_{0}, w_{0}\right)$ is a nontrivial zero of $q_{2}$ over $L$. Then by Springer's theorem [1952], $q_{2}$ has a nontrivial zero ( $z_{1}, w_{1}$ )
over $k$. By a general position argument, we may assume that $z_{1} \neq 0$. Let

$$
\begin{equation*}
\alpha=\beta_{1} f_{1}\left(z_{1}\right)+\beta_{2} \delta f_{2}\left(z_{1}\right)-f_{1}^{0}\left(w_{1}\right) \tag{2.6.11}
\end{equation*}
$$

We have

$$
\begin{equation*}
0=\beta_{1} f_{2}\left(z_{0}\right)+\beta_{2} f_{1}\left(z_{0}\right)-f_{2}^{0}\left(w_{1}\right) \tag{2.6.12}
\end{equation*}
$$

Adding these two equations, we find

$$
\begin{equation*}
\alpha=\beta f\left(z_{1}\right)-f^{0}\left(w_{1}\right) \tag{2.6.13}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\beta f\left(z_{1}\right)=\alpha+f^{0}\left(w_{1}\right) \tag{2.6.14}
\end{equation*}
$$

Let $F=k(\sqrt{\alpha})$. Then $[F: k] \leq 2,\left(\sqrt{\alpha}+w_{1}\right) z_{1}^{-1} \in Q_{F}$ and $\beta=\operatorname{Nrd}\left(\left(\sqrt{\alpha}+w_{1}\right) z_{1}^{-1}\right)$. Thus, $\lambda_{F}=1$.
Theorem 2.7. The answer to Totaro's question is yes if $k$ is of characteristic different from 2 and $G=\mathrm{SU}(A, \sigma)$ where $A$ is a quaternion algebra with unitary involution $\sigma$.

Proof. The norm algebra $N_{K / k}(A, \sigma)$ equals $(B, \tau)$ for $B$ a central simple algebra of degree 4 and $\tau$ an orthogonal involution on $B$. Since $\operatorname{Spin}(B, \tau) \cong \operatorname{SU}(A, \sigma)$, that Totaro's question has an affirmative answer in this case is a consequence of Theorem 2.6.

## 3. Conclusion

Theorem 3.1. The answer to Totaro's question is yes for $k$ a field of characteristic different from 2 and $G$ a simply connected, semisimple, classical group of rank $\leq 2$.
Proof. We suppose in all cases that $G$ is simply connected and semisimple and that the rank of $G_{\bar{k}} \leq 2$. If $G$ is of type ${ }^{1} A_{1}$ or ${ }^{1} A_{2}$ then $G$ is of the form $\mathrm{SL}_{1}(A)$ for $A$ a central simple algebra of degree 2 or 3 [Knus et al. 1998, Theorem 26.9]. A positive answer to Totaro's question for a group of this form was shown in Theorem 2.1. If $G$ is of type ${ }^{2} A_{1}$ then $G=\operatorname{SU}(A, \sigma)$ for $A$ a central simple algebra of degree 2 with unitary involution $\sigma$. The proof for this case was given in Theorem 2.7. If $G$ is of type ${ }^{2} A_{2}$ then $G$ is of the form $\operatorname{SU}(A, \sigma)$, where $A$ is a central simple algebra of degree 3 with unitary involution $\sigma$ [Knus et al. 1998, Theorem 26.9]. Thus an affirmative answer to Totaro's question for a group of type ${ }^{2} A_{2}$ follows from Theorem 2.2 above. If $G$ is of type $B_{1}$ or $B_{2}$, then $G=\operatorname{Spin}(q)$ for $q$ a quadratic form of dimension 3 or 5 [Knus et al. 1998, Theorem 26.12] and the desired result was proven in Theorem 2.4. If $G$ is of type $C_{1}$ or $C_{2}$, then $G=\operatorname{Sp}(A, \sigma)$, where $A$ is a central simple algebra of degree 2 or 4 and $\sigma$ is a symplectic involution
on $A$. The proof of our result in this case was covered in Theorem 2.5. If $G$ is of type $D_{2}$ then either $G=\operatorname{Spin}(q)$ for $q$ a quadratic form of dimension 2 or 4 or $G$ is of the form $\operatorname{Spin}(A, \sigma)$ for $A$ a central simple algebra over $k$ of degree 4 and $\sigma$ an orthogonal involution on $A$ [Knus et al. 1998, Theorem 26.15]. In the first case the desired results follows from Theorem 2.4 and in the latter it follows from Theorem 2.6.

Remark 3.2. Since Garibaldi and Hoffman [2006] have given a proof in the case $G$ is of type $G_{2}$, Totaro's question has a positive answer for any simply connected, semisimple group of rank $\leq 2$.
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# UNIFORM HYPERBOLICITY OF THE CURVE GRAPHS 

Brian H. Bowditch


#### Abstract

We show that there is a universal constant, $k$, such that the curve graph associated to any compact orientable surface is $\boldsymbol{k}$-hyperbolic. Independent proofs of this have been given by Aougab, by Hensel, Przytycki and Webb, and by Clay, Rafi and Schleimer.


## 1. Introduction

Let $\Sigma$ be a closed orientable surface of genus $g$, together with a (possibly empty) finite set $\Pi \subseteq \Sigma$. Set $p=|\Pi|$. We assume that $3 g+p \geq 5$. Let $\mathscr{G}=\mathscr{G}(g, p)$ be the curve graph associated to ( $\Sigma, \Pi$ ); that is, the 1 -skeleton of the curve complex as originally defined in [Harvey 1981]. Its vertex set, $V(\mathscr{G})$, is the set of free homotopy classes of nontrivial nonperipheral closed curves in $\Sigma \backslash \Pi$; and two such curves are deemed to be adjacent in $\mathscr{G}$ if they can be realised disjointly in $\Sigma \backslash \Pi$. These, and related, complexes are now central tools in geometric group theory and hyperbolic geometry.

In [Masur and Minsky 1999], it was shown that, for all $g, p, \mathscr{G}(g, p)$ is hyperbolic in the sense of [Gromov 1987]. In [Bowditch 2006], henceforth abbreviated [B], it was shown that the hyperbolicity constant, $k$, is bounded above by a function that is logarithmic in $g+p$. In fact, we show here that $k$ can be chosen independently of $g$ and $p$ :

Theorem 1.1. There is a universal constant, $k \in \mathbb{N}$, such that $\mathscr{G}(g, p)$ is $k$-hyperbolic for all $g$, $p$ with $3 g+p \geq 5$.

We will give some estimates for $k$ (though certainly not optimal) in Section 4.
Independent proofs of this result have been found by Aougab [2013], by Hensel, Przytycki and Webb [Hensel, Przytycki and Webb 2013], and by Clay, Rafi and Schleimer [Clay, Rafi and Schleimer 2013]. The proofs in these last two papers are combinatorial in nature, while Aougab's proof is based on broadly similar principles to those described here, though the specifics are different. Both this paper and [Aougab 2013] make use of riemannian geometry. The argument of [Hensel, Przytycki and Webb 2013] seems to give the best constants.

MSC2010: 20F65.
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Given Theorem 1.1, one can also obtain uniform bounds for the bounded geodesic image theorem of [Masur and Minsky 2000]. For this, one can combine the description of quasigeodesic lines in [B] with an unpublished argument of Leininger. In fact, a more direct approach, just using hyperbolicity, has recently been found by Webb [2013].

We remark that Theorem 1.1 does not imply uniform hyperbolicity of the curve complexes (with simplices realised as regular euclidean simplices) since their 1 -skeleta are not uniformly quasi-isometrically embedded - there is an arbitrarily large contraction of distances as the complexity increases.

The proof of Theorem 1.1 consists primarily of going through the arguments of [B] with more careful bookkeeping of constants. This is accomplished in Section 2 here. In Sections 3 and 4 here, we show that much of this can be bypassed. In fact, we only really need a few results from [B], notably Lemmas 1.3, 4.4 and 4.5, together with the construction of singular euclidean structures described in Section 5 thereof.

We were motivated to look again at that paper after reading some estimates in [Tang 2013] which relate distances to intersection number.

## 2. Proofs

In this section, we will prove Proposition 2.6, which, together with Proposition 3.1 of [B], implies Theorem 1.1.

We will use the following different measures of the "complexity" of $\Sigma, \Pi$, tailored to different parts of the argument: $\xi_{0}=2 g+p-4, \xi_{1}=2 g+p-1$, $\xi_{2}=2 g+p+6$. For $\alpha, \beta \in V(\mathscr{G})$, we write $\iota(\alpha, \beta)$ for the intersection number, and $d(\alpha, \beta)$ for the combinatorial distance in the curve graph.
Lemma 2.1. If $\gamma, \delta \in V(\mathscr{G})$, with $\iota(\gamma, \delta) \leq \xi_{0}+1$, then $d(\gamma, \delta) \leq 2$.
Proof. We realise $\gamma, \delta$ in $\Sigma \backslash \Pi$ so that $|\gamma \cap \delta|=\iota(\gamma, \delta)=n$, say. Now, $\gamma \cup \delta$ is a graph with $n$ vertices and $2 n$ edges, and hence Euler characteristic $-n$. If $d(\gamma, \delta)>2$, then $\gamma \cup \delta$ fills $\Sigma \backslash \Pi$ and so this Euler characteristic must be at most that of $\Sigma \backslash \Pi$, namely, $2-2 g-p$. Thus $n \geq 2 g+p-2$. Taking the contrapositive, if $n \leq \xi_{0}+1=2 g+p-3$, then $d(\gamma, \delta) \leq 2$.

Now, Lemma 1.3 of $[\mathrm{B}]$ shows that if $\alpha, \beta \in V(\mathscr{G})$ with $2 \iota(\alpha, \beta) \leq a b$ for $a, b \in \mathbb{N}$, then there is some $\gamma \in V(\mathscr{G})$ with $\iota(\alpha, \gamma) \leq a$ and $\iota(\beta, \gamma) \leq b$. Applying this $q$ times, together with Lemma 2.1, we get:
Corollary 2.2. If $q \in \mathbb{N}$ and $\alpha, \beta \in V(\mathscr{G})$ with $2^{q} \iota(\alpha, \beta) \leq \xi_{0}^{q+1}$, then $d(\alpha, \beta) \leq$ $2(q+1)$.
Definition. By a region in $\Sigma$, we mean a subsurface, $H \subseteq \Sigma$, with $\partial H \cap \Pi=\varnothing$. A region is trivial if it is a topological disc containing at most one point of $\Pi$. An
annulus in $\Sigma$ is a region $A \subseteq \Sigma \backslash \Pi$ homeomorphic to $S^{1} \times[0,1]$ such that no component of $\Sigma \backslash A$ is trivial.

The core curve of an annulus therefore determines an element of $V(\mathscr{G})$.
Suppose that $\rho$ is a riemannian metric on $\Sigma$. We allow for a finite number of cone singularities (which need bear no relation to $\Pi$ ). We define the width of an annulus $A \subseteq \Sigma$ to be the length of a shortest path in $A$ connecting its two boundary components.

The following lemma is a slight variation of Lemma 5.1 of [B]. We follow a similar argument, but taking more care with constants.

The proof will make use of the following notion. Let $\alpha$ be an essential nonperipheral closed curve in $\Sigma \backslash \Pi$.
Definition. A bridge (across $\alpha$ ) is an arc, $\delta \subseteq \Sigma \backslash \Pi$, with $\partial \delta=\delta \cap \alpha$ such that no component of $\Sigma \backslash(\alpha \cup \delta)$ is a disc not meeting $\Pi$.

In other words, $\alpha \cup \delta$ is an embedded $\pi_{1}$-injective theta-curve in $\Sigma \backslash \Pi$, i.e., it is the union of three arcs which meet precisely in their endpoints and are pairwise nonhomotopic relative to their endpoints.

Lemma 2.3. Let $\rho$ be a (singular) riemannian metric on $\Sigma$ with $\operatorname{area}(\Sigma)=1$. Suppose that $3 g+p \geq 5$. Suppose that there is a constant $h>0$ such that for any trivial region $\Delta \subseteq \Sigma$ we have area $(\Delta) \leq h(\operatorname{length}(\partial \Delta))^{2}$. Then $\Sigma$ contains an annulus of width at least $\eta=\frac{1}{4} \xi_{1} \xi_{2} \sqrt{h}$.
Proof. To avoid technical details obscuring the exposition, we will relax inequalities so that they are assumed to hold up to an arbitrarily small additive constant $\epsilon>0$. Thus, for example, a "shortest" curve will be assumed to be shortest to within $\epsilon$. This will allow us, for instance, to adjust paths so that they can be assumed to avoid $\Pi$. Finally, we can allow $\epsilon \rightarrow 0$. In what follows any "curve" in $\Sigma \backslash \Pi$ will be assumed to be essential and nonperipheral, i.e., it does not bound a trivial region in $\Sigma$.

Let $\eta_{0}=1 / 4 \xi_{2} \sqrt{h}$. We claim that there are curves, $\alpha, \beta \subseteq \Sigma \backslash \Pi$ with $\rho(\alpha, \beta) \geq \eta_{0}$. Given this, we let $\phi: \Sigma \rightarrow\left[0, \eta_{0}\right]=\left[0, \xi_{1} \eta\right]$ be a 1-lipschitz map with $\alpha \subseteq \phi^{-1}(0)$ and $\beta \subseteq \phi^{-1}\left(\xi_{1} \eta\right)$. Given any $i \in\left\{1, \ldots, \xi_{1}-1\right\}$, we can find a multicurve, $\gamma_{i} \subseteq \phi^{-1}(i \eta)$, which separates $\Sigma$ into exactly two components, $S_{i}^{\alpha}, S_{i}^{\beta}$, containing $\alpha$ and $\beta$ respectively. We can assume $\gamma_{i} \cap \Pi=\varnothing$, and that $S_{i}^{\alpha} \subseteq S_{i+1}^{\alpha}$ for all $i$. These multicurves cut $\Sigma$ into $\xi_{1}$ regions $M_{i}=S_{i}^{\alpha} \cap S_{i-1}^{\beta}$ (where $M_{0}=S_{1}^{\alpha}$ and $M_{\xi_{1}}=S_{\xi_{1}-1}^{\beta}$ ). At least one of these must have a component which is an annulus (otherwise each $M_{i} \backslash \Pi$ would have negative Euler characteristic, giving the contradiction that the Euler characteristic of $\Sigma \backslash \Pi$ is at most $-\xi_{1}<2-2 g-p$ ). This annulus must have width at least $\eta$ as required.

To find $\alpha$ and $\beta$, we take $\alpha$ to be a shortest curve in $\Sigma \backslash \Pi$. We suppose, for contradiction, that if $\beta \subseteq \Sigma \backslash \Pi$ is any curve, then $\rho(\alpha, \beta)<\eta_{0}$. Let $\lambda=2 \eta_{0}$.


Figure 1. Example of a curve with bridges, $(g, p)=(1,4)$.

We first claim that there is a collection of disjoint bridges, $\delta_{1}, \ldots, \delta_{n}$, across $\alpha$ with length $\left(\delta_{i}\right)<\lambda$ for all $i$ and with each component of $\Sigma \backslash\left(\alpha \cup \delta_{1} \cup \cdots \cup \delta_{n}\right)$ trivial. (An example is shown in Figure 1.)

To prove this claim, let $N(\alpha, t)$ be the metric $t$-neighbourhood of $\alpha$ in $\Sigma$. Let $G(t)$ be the image of $\pi_{1}(N(\alpha, t) \backslash \Pi)$ in $\pi_{1}(\Sigma \backslash \Pi)$. Note that $G(0)$ is infinite cyclic, and $G\left(\eta_{0}\right)=\pi_{1}(\Sigma \backslash \Pi)$. As $t$ increases from 0 to $\eta_{0}, G(t)$ gets bigger at certain critical times, $t_{1}, \ldots, t_{n}$. At these times, we can suppose we have added another generator, which we can represent as a bridge, $\delta_{i}$, of length at most $2 t_{i}<2 \eta_{0}=\lambda$. Thus, inductively, $G\left(t_{i}\right)$ is supported on $\alpha \cup \delta_{1} \cup \cdots \cup \delta_{i}$. It follows that $\alpha \cup \delta_{1} \cup \cdots \cup \delta_{n}$ must fill $\Sigma \backslash \Pi$ (that is, carries all of $\pi_{1}(\Sigma \backslash \Pi$ )), otherwise we could find a curve, $\beta$, with $\rho(\alpha, \beta) \geq \eta_{0}$. This gives us our collection of bridges as claimed.

Let $l=$ length $(\alpha)$. We now claim that $l \leq 6 \lambda$. So, suppose, to the contrary, that $l>6 \lambda$.

Given any $i$, write $\alpha=\alpha_{i} \cup \alpha_{i}^{\prime}$, where $\alpha_{i}$ and $\alpha_{i}^{\prime}$ are respectively the shorter and longer arcs with endpoints at $\partial \delta_{i}$. Thus

$$
\text { length }\left(\alpha_{i}\right) \leq l / 2 \quad \text { and } \quad \text { length }\left(\alpha_{i} \cup \delta_{i}\right) \leq l / 2+\lambda<l
$$

By minimality of $\alpha, \alpha_{i} \cup \delta_{i}$ must be trivial or peripheral, i.e., it bounds a trivial region in $\Sigma$. This region must be a disc containing exactly one point of $\Pi$. Since this is true of all bridges $\delta_{i}$, we already get a contradiction if $g>0$ (and we can deduce that $l \leq 3 \lambda$ in this case). So we can assume that $g=0$, and so $\alpha$ cuts $\Sigma$ into two discs, $H_{0}$ and $H_{1}$. We have $\left|\Pi \cap H_{i}\right| \geq 2$, and we can assume that $\left|\Pi \cap H_{0}\right| \geq 3$.

Note also that, if $\alpha_{i}^{\prime} \cup \delta_{i}$ is nontrivial, then length $\left(\alpha_{i}^{\prime} \cup \delta_{i}\right) \geq$ length $(\alpha)$ and so length $\left(\alpha_{i}\right) \leq$ length $\left(\delta_{i}\right)<\lambda$.

Now $H_{0}$ must contain at least two bridges from our collection. We can assume these are $\delta_{1}$ and $\delta_{2}$. Recall that $\delta_{1} \cap \delta_{2}=\varnothing$. From the above, it follows that length $\left(\alpha_{1}\right)<\lambda$ and length $\left(\alpha_{2}\right)<\lambda$. Since $\delta_{1}$ and $\delta_{2}$ cannot cross, we must have $\alpha_{1} \cap \alpha_{2}=\varnothing$.


Figure 2. Picture of three bridges, $(g, p)=(0,5)$.
Now let $\delta_{3}$ be a bridge in $H_{1}$. As before, length $\left(\alpha_{3}\right) \leq l / 2$, and so for $i=1,2$, length $\left(\alpha_{i} \cup \alpha_{3} \cup \delta_{i} \cup \delta_{3}\right) \leq 3 \lambda+l / 2$. Now $\alpha_{1} \cap \alpha_{3}=\varnothing$ (otherwise $\alpha_{1} \cup \alpha_{3} \cup \delta_{1} \cup \delta_{3}$ would contain a curve of length at most $3 \lambda+l / 2<l)$. Similarly, $\alpha_{2} \cap \alpha_{3}=\varnothing$. Now, given $i, j \in\{1,2,3\}$, let $\alpha_{i j}$ be the component of $\alpha \backslash\left(\alpha_{1} \cup \alpha_{2} \cup \alpha_{3}\right)$ between $\alpha_{i}$ and $\alpha_{j}$ (see Figure 2). Let $\theta_{i j}$ be the curve in $\Sigma$ with image $\alpha_{i j} \cup \alpha_{i} \cup \alpha_{j} \cup \delta_{i} \cup \delta_{j}$, which passes through $\alpha_{i j}$ exactly twice. Together, the curves $\theta_{12}, \theta_{23}$ and $\theta_{31}$ pass twice through each edge of $\alpha \cup \delta_{1} \cup \delta_{2} \cup \delta_{3}$, and so their lengths sum to at most $2 l+6 \lambda$. We arrive at the contradiction that the length of at least one of the $\theta_{i j}$ is at most $\frac{1}{3}(2 l+6 \lambda)<l$.

This shows that $l \leq 6 \lambda$ as claimed.
After removing some of the bridges if necessary, we can assume that at most two of the complementary components are discs not meeting $\Pi$, and so $n \leq 2 g+p$. Let $\sigma=\alpha \cup \delta_{1} \cup \cdots \cup \delta_{n}$. Thus length $(\sigma)<6 \lambda+n \lambda=(n+6) \lambda \leq(2 g+p+6) \lambda=\xi_{2} \lambda$.

Since each component of $\Sigma \backslash \sigma$ is trivial, we must have area $(\Sigma) \leq h(2 \text { length } \sigma)^{2}$ (the worst case being when $\Sigma \backslash \sigma$ is connected). But we have assumed that $\operatorname{area}(\Sigma)=1$ and so $1<h\left(2 \xi_{2} \lambda\right)^{2}$. Now, $\lambda=2 \eta_{0}=2\left(1 / 4 \xi_{2} \sqrt{h}\right)=1 / 2 \xi_{2} \sqrt{h}$, so we arrive at the contradiction that $1<1$.

This shows that there must be a curve, $\beta$, in $\Sigma \backslash \Pi$ with $\rho(\alpha, \beta) \geq \eta_{0}$ as claimed.

In fact, the argument also applies if $(g, p)=(1,1)$. If $(g, p)=(0,4)$, we will only need to consider a special case, namely, the quotient of a euclidean torus by an involution with four fixed points. In that case, we can set $\eta=1 / 2$.

We will now set $h=1 / 2 \pi$. This gives $\eta=1 / 4 \xi_{1} \xi_{2} \sqrt{1 / 2 \pi}=\sqrt{2 \pi} / 4 \xi_{1} \xi_{2}$. As in Section 5 of [B], we define $R=\sqrt{2} / \eta$. In this case therefore, $R=(4 / \sqrt{\pi}) \xi_{1} \xi_{2}$.

Now suppose that $\alpha, \beta$ are weighted multicurves in the sense defined in [B]. (In other words, each is a measured lamination whose support is a disjoint union of curves.)

Definition. The weighted intersection number, $\iota(\alpha, \beta)$, of $\alpha$ and $\beta$ is the sum $\sum_{i, j} \lambda_{i} \lambda_{j} \iota\left(\alpha_{i}, \beta_{j}\right)$, where $\alpha_{i}$ and $\beta_{j}$ vary over the components of the support of $\alpha$ and $\beta$, where $\lambda_{i}$ and $\lambda_{j}$ are the respective weighting on them, and where $\iota\left(\alpha_{i}, \beta_{j}\right) \in \mathbb{N}$ is the usual geometric intersection number.

We write $d(\alpha, \beta)=\min _{i, j}\left\{d\left(\alpha_{i}, \beta_{j}\right)\right\}$, again where $\alpha_{i}$ and $\beta_{j}$ vary over the components of $\alpha, \beta$.

Given $\gamma \in V(\mathscr{G})$ we set $l(\gamma)=l_{\alpha \beta}(\gamma)=\max \{\iota(\alpha, \gamma), \iota(\beta, \gamma)\}$ (interpreting $\gamma$ as a one-component multicurve of unit weight). One can think of $l(\gamma)$ as describing a "length" in a singular euclidean structure arising from $\alpha$ and $\beta$ (see Section 5 of [B]).

Lemma 2.4. Suppose that $\alpha, \beta$ are weighted multicurves with $\iota(\alpha, \beta)=1$ and $d(\alpha, \beta) \geq 2$. Then there is some $\delta \in V(\varphi)$ with $l(\delta) \leq R$ such that $l(\gamma, \delta) \leq R l(\gamma)$ for all $\gamma \in V(\mathscr{G})$ (where $R$ is defined as above).
Proof. This is just a restating of Lemma 4.1 of $[\mathrm{B}]$ for this particular definition of $R$. The proof is the same. Suppose first that $\alpha \cup \beta$ fills $\Sigma \backslash \Pi$. As in Section 5 of that paper, we construct a singular euclidean surface, tiled by rectangles, dual to $\alpha \cup \beta$. The cone angles are all multiples of $\pi$, and all cone singularities of angle $\pi$ lie in $\Pi$. Thus, any trivial region, $\Delta \subseteq \Pi$, contains at most one cone point of angle less than $2 \pi$. Passing to a branched double cover over this cone point (if it exists) we are reduced to considering the case where all cone angles are at least $2 \pi$. But then the worst case is a round circle in the euclidean plane [Weil 1926] which would give $\operatorname{area}(\Delta)=$ length $(\partial \Delta)^{2} / 4 \pi$. We can therefore set $h=2(1 / 4 \pi)=1 / 2 \pi$. Now apply Lemma 2.3, and set $\delta$ to be a core curve of that annulus. The statement then follows exactly as in [B] (at the end of Section 5 thereof). (In [B], $h$ was given inaccurately as $\pi / 2$.)

If $\alpha \cup \beta$ does not fill $\Sigma \backslash \Pi$, we get instead a singular euclidean structure on a "smaller" surface, namely a region of $\Sigma$ with each boundary component collapsed to a point. However, this process can only decrease $\xi_{1}$ and $\xi_{2}$, so we again get an annulus of width at least $\eta$. (This case is the reason we needed a version of Lemma 2.3 when $3 g+p=4$. In the case where $(g, p)=(0,4)$, note that $1 / 2$ is certainly greater than the required $\sqrt{2 \pi} / 120$.)

Given $r \geq 0$, set $L(\alpha, \beta, r)=\{\gamma \in V(\mathscr{G}) \mid l(\gamma) \leq r\}$. Note that the curve $\delta$ given by Lemma 2.4 lies in $L(\alpha, \beta, R)$.
Lemma 2.5. Suppose that $2 g+p \geq$ 195. Suppose that $\alpha, \beta$ are weighted multicurves with $\iota(\alpha, \beta)=1$ and $d(\alpha, \beta) \geq 2$. Then, the diameter of $L(\alpha, \beta, 2 R)$ in $\mathscr{G}$ is at most 20.

Proof. Let $\delta$ be as given by Lemma 2.4. If $\gamma \in L(\alpha, \beta, 2 R)$, then $l(\gamma) \leq 2 R$, so $\iota(\gamma, \delta) \leq 2 R^{2}$. If we knew that $16 \iota(\gamma, \delta) \leq \xi_{0}^{5}$, then Corollary 2.2 with $q=4$ would give $d(\gamma, \delta) \leq 10$ and the result would follow.

It is therefore sufficient that $16\left(2 R^{2}\right) \leq \xi_{0}^{5}$. Recall that $R=(4 / \sqrt{\pi}) \xi_{1} \xi_{2}$, so this reduces to $32(4 / \sqrt{\pi})^{2} \xi_{1}^{2} \xi_{2}^{2} \leq \xi_{0}^{5}$, that is, $512 \xi_{1}^{2} \xi_{2}^{2} \leq \pi \xi_{0}^{5}$. In other words, we want

$$
\begin{equation*}
512(2 g+p-1)^{2}(2 g+p+6)^{2} \leq \pi(2 g+p-4)^{5} \tag{*}
\end{equation*}
$$

which holds whenever $2 g+p \geq 195$.
We now assume that $2 g+p \geq 195$.
Recall that Lemma 4.3 of [B] states that $L(\alpha, \beta, R)$ has diameter bounded by some constant $D$ (which there, depended on $R$ ). Since $L(\alpha, \beta, R) \subseteq L(\alpha, \beta, 2 R)$, we have now verified Lemma 4.3 of [B] with $D=20$. Recall that Lemma 4.2 of [B], more generally, placed a bound on the diameter of $L(\alpha, \beta, r)$ depending on $r$ and $R$ (specifically, diam $L(\alpha, \beta, r) \leq 2 R r+2$ ). This was used in the proof of Lemma 4.12 [B]. We can now use Lemma 2.5 above, in place of Lemma 4.2 of [B], to give a proof of Lemma 4.12 of [B] with the constant $4 D$ now replaced by 40 . We can now proceed as in [B] to prove Lemma 4.13 and Proposition 4.11 of that paper. In fact, the improvement on Lemma 4.12 allows us, respectively, to replace the constants $14 D$ by $10 D$ and $18 D$ by $14 D$, where $D=20$. Thus, the original diameter bound of $18 D$ of Proposition 4.11 of [B] now becomes 280.

Recall that Proposition 3.1 of [B] gives a criterion for hyperbolicity depending on a constant, $K$, in the hypotheses. The three clauses (1), (2), and (3) of those hypotheses were verified respectively by Lemma 4.10, Proposition 4.11 and Lemma 4.9. These respectively gave $K$ bounded by $4 D, 18 D$, and $2 D$, which we can now replace by 80,280 and 40. In particular, we have shown:

Proposition 2.6. If $2 g+p \geq 195$, then the curve $\operatorname{graph} \mathscr{G}(g, p)$ satisfies the hypotheses of Proposition 3.1 of [B] with $K=280$.

For $2 g+p \geq 195$, one can now explicitly estimate $k$ from the proof of Proposition 3.1 of [B]. In fact, one can do better.

## 3. A criterion for hyperbolicity

We give a self-contained account of a criterion for hyperbolicity which is related to, but simpler than, that used in $[B]$. In particular, it does not require the condition on moving centres (clause (2) of Proposition 3.1 of [B]) which complicated the argument there. Essentially the same statement can be found in Section 3.13 of [Masur and Schleimer 2013], though without a specific estimate for the hyperbolicity constant arising (or the final clause about Hausdorff distance). Our proof uses an idea to be found in [Gilman 2002], but bypasses use of the isoperimetric inequality. Since this criterion has many applications, this may be of some independent interest. For definiteness, we say that a space is $k$-hyperbolic if, in every geodesic triangle, each side lies in a $k$-neighbourhood of the union of the other two.

Proposition 3.1. Given $h \geq 0$, there is some $k \geq 0$ with the following property. Suppose that $G$ is a connected graph, and that for each $x, y \in V(G)$, we have associated a connected subgraph, $\mathscr{L}(x, y) \subseteq G$, with $x, y \in \mathscr{L}(x, y)$. Suppose that:
(1) For all $x, y, z \in V(G)$,

$$
\mathscr{L}(x, y) \subseteq N(\mathscr{L}(x, z) \cup \mathscr{L}(z, y), h)
$$

(2) For any $x, y \in V(G)$ with $d(x, y) \leq 1$, the diameter of $\mathscr{L}(x, y)$ in $G$ is at most $h$.

Then $G$ is $k$-hyperbolic. In fact, we can take any $k \geq(3 m-10 h) / 2$, where $m$ is any positive real number satisfying $2 h\left(6+\log _{2}(m+2)\right) \leq m$. Moreover, for all $x, y \in V(G)$, the Hausdorff distance between $\mathscr{L}(x, y)$ and any geodesic from $x$ to $y$ is bounded above by $m-4 h$.

Here, $d$ is the combinatorial metric on $G$, and $N(\cdot, h)$ denotes $h$-neighbourhood. Note that we can assume that $\mathscr{L}(x, y)=\mathscr{L}(y, x)$ (on replacing $\mathscr{L}(x, y)$ with $\mathscr{L}(x, y) \cup \mathscr{L}(y, x))$. Note that the condition on $m$ is monotonic: if it holds for $m$, it holds strictly for any $m^{\prime}>m$.
Proof. Given any $x, y \in V(G)$, let $\mathscr{F}(x, y)$ be the set of all geodesics from $x$ to $y$. Given any $n \in \mathbb{N}$, write

$$
f(n)=\max \{d(w, \alpha) \mid(\exists x, y \in V(G)) d(x, y) \leq n, \alpha \in \mathscr{I}(x, y), w \in \mathscr{L}(x, y)\}
$$

In other words, $f(n)$ is the minimal $f \geq 0$ such that $\mathscr{L}(x, y) \subseteq N(\alpha, f)$ for any geodesic, $\alpha$, connecting any two vertices $x, y$ at most $n$ apart.

We first claim that $f(n) \leq\left(2+\left[\log _{2} n\right]\right) h$ (compare [Gilman 2002]). To see this, write $l=d(x, y) \leq n$ and $p=\left[\log _{2} l\right]+2$. Let $z \in V(G)$ be a "near midpoint" of $\alpha$; that is, it cuts $\alpha$ into two subpaths, $\alpha^{-}$and $\alpha^{+}$, whose lengths differ by at most 1 . By (1), $\mathscr{L}(x, y) \subseteq N(\mathscr{L}(x, z) \cup \mathscr{L}(z, y), h)$. We now choose near midpoints of each of the paths $\alpha^{+}$and $\alpha^{-}$and then continue inductively. After at most $p-1$ steps, we see that $\mathscr{L}(x, y) \subseteq N\left(\bigcup_{i=0}^{l-1} \mathscr{L}\left(x_{i}, x_{i+1}\right),(p-1) h\right)$ where $x=x_{0}, x_{1}, \ldots, x_{l}=y$ is the sequence of vertices along $\alpha$. Applying (2) now gives $\mathscr{L}(x, y) \subseteq N(\alpha, p h)$, and so $f(n) \leq p h$ as claimed.

In fact, we aim to show that $f(n)$ is bounded purely in terms of $h$. We proceed as follows.

Let $t=f(n)+2 h+1$. Choose any $w \in \mathscr{L}(x, y)$. Let $l_{0}=\max \{0, d(w, x)-t\}$ and $l_{1}=\max \{0, d(w, y)-t\}$. Since $l=d(x, y)$, we have $l \leq l_{0}+l_{1}+2 t$, and so we can find vertices $x^{\prime}, y^{\prime}$ in $\alpha$ cutting it into subpaths $\alpha=\alpha_{0} \cup \delta \cup \alpha_{1}$, where $d\left(x, x^{\prime}\right) \leq l_{0}, d\left(x^{\prime}, y^{\prime}\right) \leq 2 t$, and $d\left(y^{\prime}, y\right) \leq l_{1}$. If $x=x^{\prime}$ we leave out $\alpha_{0}$, and/or if $y=y^{\prime}$ we leave out $\alpha_{1}$. (We can always assume that $x^{\prime} \neq y^{\prime}$.)

Note that $d\left(w, \alpha_{0}\right) \geq d(w, x)-d\left(x, x^{\prime}\right) \geq d(w, x)-l_{0}$. Therefore, if $x \neq x^{\prime}$, then $l_{0}=d(w, x)-t$, and so $d\left(w, \alpha_{0}\right) \geq t$. But $d\left(x, x^{\prime}\right) \leq d(x, y) \leq n$ and so $\mathscr{L}\left(x, x^{\prime}\right) \subseteq N\left(\alpha_{0}, f(n)\right)$. It follows that $d\left(w, \mathscr{L}\left(x, x^{\prime}\right)\right) \geq t-f(n)=2 h+1$. In other words, if $x \neq x^{\prime}$, then $d\left(w, \mathscr{L}\left(x, x^{\prime}\right)\right) \geq 2 h+1$. Similarly, if $y \neq y^{\prime}$, then $d\left(w, \mathscr{L}\left(y^{\prime}, y\right)\right) \geq 2 h+1$. But

$$
w \in \mathscr{L}(x, y) \subseteq N\left(\mathscr{L}\left(x, x^{\prime}\right) \cup \mathscr{L}\left(x^{\prime}, y^{\prime}\right) \cup \mathscr{L}\left(y^{\prime}, y\right), 2 h\right)
$$

and so $d\left(w, \mathscr{L}\left(x^{\prime}, y^{\prime}\right)\right) \leq 2 h$. Now $d\left(x^{\prime}, y^{\prime}\right) \leq 2 t$ and so $\mathscr{L}\left(x^{\prime}, y^{\prime}\right) \subseteq N(\delta, f(2 t))$. Thus, $w \in N(\delta, f(2 t)+2 h) \subseteq N(\alpha, f(2 t)+2 h)$. Since $w$ was an arbitrary point of $\mathscr{L}(x, y)$, it follows that

$$
f(n) \leq f(2 t)+2 h=f(2 f(n)+4 h+2)+2 h
$$

Writing $F(n)=2 f(n)+4 h+2$, we have shown that $F(n) \leq F(F(n))+4 h$ for all $n$.
Now, from the earlier claim,

$$
F(n) \leq 2\left(\left(2+\log _{2} n\right) h\right)+4 h+2=2 h\left(4+\log _{2} n\right)+2 .
$$

Suppose $m$ is as in the statement of the theorem. Writing $r=m+2$, we have $2 h(6+\log r)+2 \leq r$, and so $F(n)+4 h \leq 2 h\left(6+\log _{2} n\right)+2<n$ for any $n>r$.

In summary, we have shown that

$$
F(n) \leq F(F(n))+4 h
$$

for all $n$, and that

$$
F(n)+4 h<n
$$

for all $n>r$. It follows that $F(n) \leq r$ for all $n$ (otherwise, we have the contradiction $F(n) \leq F(F(n))+4 h<F(n))$. It now follows that $f(n) \leq s$, where $s=(r / 2)-2 h-1=(m / 2)-2 h$.

We have shown that for all $x, y \in V(G)$ and $\alpha \in \mathscr{I}(x, y)$, we have $\mathscr{L}(x, y) \subseteq$ $N(\alpha, s)$. It now follows also that $\alpha \subseteq N(\mathscr{L}(x, y), 2 s)$. Since if $w \in \alpha$, then $w$ cuts $\alpha$ into two subpaths, $\alpha^{-}$and $\alpha^{+}$. Since $\mathscr{L}(x, y)$ is connected and contains $x, y$, we can find some $v \in \mathscr{L}(x, y)$ and $v^{ \pm} \in \alpha^{ \pm}$with $d\left(v, v^{ \pm}\right) \leq s$. Now $d\left(w,\left\{v^{-}, v^{+}\right\}\right) \leq s$, so $d(v, w) \leq 2 s$. We deduce that $d(w, \mathscr{L}(x, y)) \leq 2 s$ as required.

Now suppose that $x, y, z \in V(G)$ and that $\alpha \in \mathscr{I}(x, y), \beta \in \mathscr{I}(x, z)$, and $\gamma \in \mathscr{I}(y, z)$. We have

$$
\alpha \subseteq N(\mathscr{L}(x, y), 2 s) \subseteq N(\mathscr{L}(x, z) \cup \mathscr{L}(z, y), 2 s+h) \subseteq N(\beta \cup \gamma, k)
$$

where

$$
k=3 s+h \leq 3((r / 2)-2 h-1)+h=(3 m-10 h) / 2 .
$$

Thus, $G$ is $k$-hyperbolic.

## 4. Estimation of constants

Given Proposition 3.1 of this paper, we can extract information more efficiently from [B], and bypass much of the proof of Theorem 1.1. Given $\alpha, \beta \in V(\mathscr{G}(g, p))$ with $d(\alpha, \beta) \geq 2$ and $t \in \mathbb{R}$, let $\Lambda_{\alpha \beta}(t)=L\left(\left(e^{t} / \iota\right) \alpha,\left(e^{-t} / \iota\right) \beta, R\right)$, where $\iota=\iota(\alpha, \beta)>0$.

Now, $\iota\left(\left(e^{t} / \iota\right) \alpha,\left(e^{-t} / \iota\right) \beta\right)=1$. Therefore if $2 g+p \geq 195$, then by Lemma 2.4, $\Lambda_{\alpha \beta}(t) \neq \varnothing$. Let $\mathscr{L}(\alpha, \beta)(t)$ be the full subgraph of $\mathscr{G}$ with vertex set $\Lambda_{\alpha \beta}(t)$. It is not
hard to see that $\mathscr{L}(\alpha, \beta)(t)$ is connected. (For example, the standard argument, going back to work of Lickorish, for showing that $\mathscr{G}$ itself is connected effectively does this. This involves interpolating between two curves by a series of surgery operations, see Lemma 1.3 of [B] for example. These can only decrease the intersection number with any fixed curve.) It follows easily that $\mathscr{L}(\alpha, \beta)=\bigcup_{t \in \mathbb{R}} \mathscr{L}(\alpha, \beta)(t)$ is connected. Note that the vertex set of $\mathscr{L}(\alpha, \beta)$ is the "line" $\Lambda_{\alpha \beta}=\bigcup_{t \in \mathbb{R}} \Lambda_{\alpha \beta}(t)$ as defined in [B]. Note also that $\alpha, \beta \in \Lambda_{\alpha \beta}$. If $d(\alpha, \beta) \leq 1$, we set $\Lambda_{\alpha \beta}=\{\alpha, \beta\}$, so that $\mathscr{L}(\alpha, \beta)$ is a single vertex or edge.

We can now verify that the collection $(\mathscr{L}(\alpha, \beta))_{\alpha, \beta \in V\left(\varphi_{)}\right)}$satisfies the hypotheses of Proposition 3.1 here with $h=40$. Condition (2) is immediate. For condition (1), let $\alpha, \beta, \gamma \in V(G)$. If these three curves all pairwise intersect, then we set $\tau=$ $\frac{1}{2} \log _{e}(\iota(\alpha, \beta) \iota(\alpha, \gamma) / \iota(\beta, \gamma))$. As in Lemma 4.5 of [B], we see that if $t \leq \tau$, the diameter of $\mathscr{L}(\alpha, \beta)(t) \cup \mathscr{L}(\alpha, \gamma)(t)$ is at most 40 (since we can set $D=20$ ). Similarly, if $t \geq \tau$ then $\mathscr{L}(\alpha, \beta)(t) \cup \mathscr{L}(\beta, \gamma)(t)$ has diameter at most 40. Thus, $\mathscr{L}(\alpha, \beta) \subseteq N(\mathscr{L}(\alpha, \gamma) \cup \mathscr{L}(\gamma, \beta), h)$ with $h=40$. The cases where at least two of the curves $\alpha, \beta, \gamma$ are disjoint follow from a slight modification of this argument, as in [B]. This now gives $m \leq 1320$ and $k \leq 1780$. This shows that if $2 g+p \geq 195$, then $\mathscr{G}(p, q)$ is 1780 -hyperbolic.

In fact, since we are now only using Lemma 4.3 of [B], we can replace $2 R$ by $R$ in Lemma 2.5 here, so that the requirement $16\left(2 R^{2}\right) \leq \xi_{0}^{5}$ becomes $16 R^{2} \leq \xi_{0}^{5}$, and so we can replace the resulting factor of 512 in $(*)$ by 256 . It is therefore sufficient that $2 g+p \geq 107$. We have shown that if $2 g+p \geq 107$, then $\mathscr{G}(g, p)$ is 1780-hyperbolic.

We can deal with lower complexity surfaces using larger values of $q$ from Corollary 2.2. In general, we require that

$$
2^{q+4}(2 g+p-1)^{2}(2 g+p+6)^{2} \leq \pi(2 g+p-4)^{q+1} .
$$

For example, with $q=5$, this is satisfied for $2 g+p \geq 26$. This gives

$$
D=4(q+1)=24, \quad h=2 D=48, \quad m \leq 1584, \quad k \leq 2136
$$

In other words, if $2 g+p \geq 26$, then $\mathscr{G}(g, p)$ is 2064-hyperbolic. Similarly (with $q=6)$, if $2 g+p \geq 14$, then $\mathscr{G}(g, p)$ is 2492-hyperbolic, and so on.

For the cases where $2 g+p \leq 6$, we need to revert to previous arguments. The estimates and methods in [Tang 2013] might give improvements for some of the lower complexities.

There is scope for other improvements in various directions. For the bounds on complexity for example, suppose $p=0$. In the proof of Lemma 2.3 we don't have to worry about trivial regions, so we can easily obtain $l \leq 2 \lambda$, allowing us to reset $\xi_{2}=2 g+2$. We can also reset $\xi_{1}=2 g$. For Corollary 2.2 , we could set $h=1 / 4 \pi$, further decreasing $R$ by a factor of $\sqrt{2}$. In Lemma 1.3 of [B],
we can eliminate the factor of 2 in the hypotheses, and thereby weaken those of Corollary 2.2 here to saying that $\iota(\alpha, \beta) \leq x_{0}^{q}$. The fact that we have replaced $2 R$ by $R$ also gives us another factor of 2 , so that our requirement, when $q=4$, now becomes $R^{2} \leq \xi_{0}^{5}$. Together these now give $8(2 g)^{2}(2 g+2)^{2} \leq \pi(2 g-4)^{5}$, that is, $4 g^{2}(g+1)^{2} \leq \pi(g-2)^{5}$, which holds for $g \geq 8$. In other words, $\mathscr{G}(g, 0)$ is 1780-hyperbolic for $g \geq 8$.

We remark that in [Hensel, Przytycki and Webb 2013], it is shown that every curve graph is " 17 -hyperbolic" in the sense that, for every geodesic triangle, there is a vertex at a distance of no more than 17 from each of its sides. From this, one can easily derive a uniform hyperbolicity constant in the sense we have defined it.
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# CONSTANT GAUSSIAN CURVATURE SURFACES IN THE 3-SPHERE VIA LOOP GROUPS 

David Brander, Jun-ichi Inoguchi and Shimpei Kobayashi


#### Abstract

In this paper we study constant positive Gauss curvature $K$ surfaces in the 3 -sphere $\mathbb{S}^{3}$ with $0<K<1$, as well as constant negative curvature surfaces. We show that the so-called normal Gauss map for a surface in $\mathbb{S}^{3}$ with Gauss curvature $K<1$ is Lorentz harmonic with respect to the metric induced by the second fundamental form if and only if $K$ is constant. We give a uniform loop group formulation for all such surfaces with $K \neq 0$, and use the generalized d'Alembert method to construct examples. This representation gives a natural correspondence between such surfaces with $K<0$ and those with $0<K<1$.


## Introduction

The study of isometric immersions from space forms into space forms is a classical and important problem of differential geometry. This subject has its origin in realizability of the hyperbolic plane geometry in Euclidean 3-space $\mathbb{E}^{3}$. As is well known, Hilbert [1901] proved the nonexistence of isometric immersions of the hyperbolic plane into $\mathbb{E}^{3}$. Analogous results hold for surfaces in the 3-sphere $\mathbb{S}^{3}$ and hyperbolic 3 -space $\mathbb{-}^{3}$ as follows:

Theorem [Spivak 1979]. There is no complete surface in $\mathbb{S}^{3}$ with constant curvature $K<1, K \neq 0$. Moreover, the only complete immersion of constant positive curvature in $\mathbb{S}^{3}$ is a totally umbilic round sphere. There is no complete surface in $\mathbb{H}^{3}$ with constant curvature $K<-1$.

Due to the complicated structure (nonlinearity) of the integrability condition (Gauss-Codazzi-Ricci equations) of isometric immersions between space forms, in the past decades many results on nonexistence, rather than explicit constructions of

[^1]examples, have been obtained. For this direction we refer the reader to the survey article [Borisenko 2001].

Another reason for the focus on nonexistence may be the presence of singularities. Surfaces in $\mathbb{S}^{3}$ with constant Gauss curvature $K<1$ always have singularities, excepting the flat case $K=0$ (in fact there exist infinitely many flat tori in $\mathbb{S}^{3}$ [Kitagawa 1988]). Recently, however, there has been some movement to broaden the class of surfaces to include those with singularities, and a number of interesting studies of the geometry of these; see, for example, [Saji et al. 2009].

On the other hand, one can see that under the asymptotic Chebyshev net parametrization, the Gauss-Codazzi equations of surfaces in $\mathbb{S}^{3}$ with constant curvature $K<1(K \neq 0)$ are reduced to the sine-Gordon equation. The sine-Gordon equation also arises as the Gauss-Codazzi equation of pseudospherical surfaces in $\mathbb{E}^{3}$ (surfaces of constant negative curvature) and is associated to harmonic maps from a Lorentz surface into the 2 -sphere.

By virtue of loop group techniques, an infinite-dimensional d'Alembert-type representation for solutions is available for surfaces associated to Lorentz harmonic maps. This d'Alembert-type representation is a special case of the generalized DPW method (described in [Brander and Dorfmeister 2009]): for the case of Riemannian harmonic maps the method reduces to an analogue of the Weierstrass representation; for the case of Lorentz harmonic maps, one obtains an analogue of the d'Alembert solution for the wave equation. More precisely, all solutions are given in terms of two functions, each of one variable only. This type of construction method can be traced back to [Kričever 1980]. An example of an application of this method is the solution in [Brander and Svensson 2013] of the geometric Cauchy problem for pseudospherical surfaces in $\mathbb{E}^{3}$, as well as for timelike constant mean curvature surfaces in Lorentz-Minkowski 3-space $\mathbb{L}^{3}$. The key ingredient is the generalized d'Alembert representation for Lorentz harmonic maps of Lorentz surfaces into semiRiemannian symmetric spaces. See also [Dorfmeister 2008] and the references therein for more examples. One can expect that the approach can be adapted to other classes of isometric immersion problems.

These observations motivate us to establish a loop group method (generalized d'Alembert formula) for surfaces in $\mathbb{S}^{3}$ of constant curvature $K<1$. We shall in fact give such a solution that covers all such surfaces with $K \neq 0$. The key point is to discover which Gauss map (there are several definitions for surfaces in $\mathbb{S}^{3}$ ) is the right one to make the connection with harmonic maps.

Outline of this article. This paper is organized as follows: After prerequisite knowledge in Sections 1 and 2, we will give a loop group formulation for surfaces in $\mathbb{S}^{3}$ of constant curvature $K<1(K \neq 0)$ in Section 3. In particular, we will show that the Lorentz harmonicity (with respect to the conformal structure determined by the
second fundamental form) of the normal Gauss map of a surface with curvature $K<1$ is equivalent to the constancy of $K$. The normal Gauss map is the left translation, to the Lie algebra $\mathfrak{s u}(2)$, of the unit normal $n$ to the immersion $f$ into $\mathbb{S}^{3}=\mathrm{SU}(2)$ - in symbols, $v=f^{-1} n$.

The harmonicity of the normal Gauss map enables us to construct constant curvature surfaces in terms of Lorentz harmonic maps. We establish a loop group theoretic d'Alembert representation for surfaces in $\mathbb{S}^{3}$ with constant curvature $K<1(K \neq 0)$. In Section 4 we give a relation between the surfaces in $\mathbb{S}^{3}$ and pseudospherical surfaces in $\mathbb{E}^{3}$, and show how the well-known Sym formula for the latter surfaces arises naturally from our construction. Finally, we give a detailed analysis of the limiting procedure $K \rightarrow 0$.

The paper ends with some explicit examples constructed by our method. All of the images shown here were produced using a numerical implementation of the method in Matlab. The code, ksphere, can be found, at the time of writing, at http://davidbrander.org/software.html.

Examples. Figure 1 shows the well-known pseudospherical surface of revolution, together with a corresponding constant negative curvature surface in $\mathbb{S}^{3}$ obtained by a different projection from the same loop group frame. The surface in $\mathbb{S}^{3}$ is mapped diffeomorphically to $\mathbb{R}^{3}$ by the stereographic projection for rendering. See Example 4.1 below.

Figure 2 shows Amsler's pseudospherical surface in $\mathbb{E}^{3}$, which contains two intersecting straight lines, together with a corresponding surface of constant curvature $K=16 / 25$ in $\mathbb{S}^{3}$ also obtained from the same loop group frame. The two straight lines correspond to two great circles. The great circles appear as straight lines in


Figure 1. Left: a pseudospherical surface of revolution in $\mathbb{E}^{3}$. Right: a constant negative curvature analogue in $\mathbb{S}^{3}$. See also Figure 3.


Figure 2. Left: Amsler's surface in $\mathbb{E}^{3}$. Right: a constant positive curvature analogue in $\mathbb{S}^{3}$. See also Figure 4.
the image obtained by stereographic projection to $\mathbb{R}^{3}$. This example shows that although the singular sets in the coordinate domain are the same for every surface in the family, the type of singularity can change. The surface obtained at $\mu=-4$ apparently has a swallowtail singularity at a point where the surfaces obtained at $\mu=1$ and $\mu=4$ (see Example 4.2 below) each have a cuspidal edge. This suggests that the singularities of constant curvature surfaces in $\mathbb{S}^{3}$ are also worth investigating.

Comparison with other methods. It should be noted that Ferus and Pedit [1996] gave a very nice loop group representation for isometric immersions of space forms $M_{c}^{n} \rightarrow \tilde{M}_{\tilde{c}}^{n+k}$ with flat normal bundle for any $c \neq \tilde{c}$ with $c \neq 0 \neq \tilde{c}$. Finite-type solutions can be generated using the modified AKS theory described in [ibid.], and all solutions can, in principle, be constructed from curved flats using the generalized DPW method described in [Brander and Dorfmeister 2009]. For the case of surfaces, as in the present article, the construction of Ferus and Pedit is quite different from the Lorentzian harmonic map approach used here. For surfaces, the Lorentzian harmonic map representation is probably more useful, since one obtains, via the generalized d'Alembert method, all solutions from essentially arbitrary pairs of functions of one variable only; this is the key, for example, to the solution of the geometric Cauchy problem in [Brander and Svensson 2013]. If one were to use the setup in [Ferus and Pedit 1996], and the generalized DPW method of [Brander and Dorfmeister 2009], which is the analogue of generalized d'Alembert method, one instead obtains a curved flat in the Grassmannian $\mathrm{SO}(4) /(\mathrm{SO}(2) \times \mathrm{SO}(2))$ as the basic data, which is not as simple. In contrast, our basic data are essentially arbitrary functions of one variable.

Another interesting difference between the two approaches is the following: we will show below that the loop group frame corresponding to a surface of constant curvature $K<0$ in $\mathbb{S}^{3}$ also corresponds to a surface with $0<K<1$ in $\mathbb{S}^{3}$, giving some kind of Lawson correspondence between two surfaces, one of which has negative curvature and the other positive. This correspondence is obtained by evaluating at a different value of the loop parameter $\lambda$. On the other hand, in [Brander 2007], the loop group maps of Ferus and Pedit are also found to produce Lawson-type correspondences between various isometric immersions of space forms by evaluating in different ranges of $\lambda$. In this case, however, one does not obtain such a correspondence between surfaces with positive and negative curvature.

Finally, we should observe that Xia [2007] has also studied isometric immersions of constant curvature surfaces in space forms via loop group methods. In that work, for surfaces in $\mathbb{S}^{3}$, the group $\mathrm{SO}(4)$ is used (as opposed to $\mathrm{SU}(2) \times \mathrm{SU}(2)$, used here) and a loop group representation for the surfaces is given. However, the generalized d'Alembert method to construct solutions is not given, and neither is the equivalence of this problem with Lorentz harmonic maps via the normal Gauss map. It turns out to be difficult to find a suitable loop group decomposition in the $\mathrm{SO}(4)$ setup used in [ibid.], which is really the setup for Lorentz harmonic maps into the Grassmannian $\mathrm{SO}(4) /(\mathrm{SO}(2) \times \mathrm{SO}(2))$. The essential problem is that the surfaces in question are not associated to arbitrary harmonic maps in the Grassmannian, but very special ones. In contrast, our use of the group $\mathrm{SU}(2) \times \mathrm{SU}(2)$ leads naturally to the normal Gauss map, the harmonicity of which is a basic characterization of these surfaces; this leads to a straightforward solution in terms of the known method for Lorentz harmonic maps.

## 1. Preliminaries

The symmetric space $\mathbb{S}^{3}$. Let $\mathbb{E}^{4}$ be the Euclidean 4-space with standard inner product

$$
\langle\boldsymbol{x}, \boldsymbol{y}\rangle=x_{0} y_{0}+x_{1} y_{1}+x_{2} y_{2}+x_{3} y_{3} .
$$

We denote by $e_{0}=(1,0,0,0), e_{1}=(0,1,0,0), e_{2}=(0,0,1,0), e_{3}=(0,0,0,1)$ the natural basis of $\mathbb{E}^{4}$.

The orthogonal group $\mathrm{O}(4)$ is defined by

$$
\mathrm{O}(4)=\left\{A \in \mathrm{GL}(4, \mathbb{R}) \mid A^{T} A=I\right\}
$$

Here $I$ is the identity matrix. We denote by $\mathrm{SO}(4)$ the identity component of $\mathrm{O}(4)$ (called the rotation group).

Let us denote by $\mathbb{S}^{3}$ the unit 3 -sphere in $\mathbb{E}^{4}$ centered at the origin. The unit 3 -sphere is a simply connected Riemannian space form of constant curvature 1.

The rotation group $\mathrm{SO}(4)$ acts isometrically and transitively on $\mathbb{S}^{3}$, and the isotropy subgroup at $e_{0}$ is $\mathrm{SO}(3)$. Hence $\mathbb{S}^{3}=\mathrm{SO}(4) / \mathrm{SO}(3)$. This representation is a Riemannian symmetric space representation of $\mathbb{S}^{3}$ with involution $\operatorname{Ad}_{\text {diag }}(-1,1,1,1)$.

The unit tangent sphere bundle. Let us denote by $\mathrm{US}^{3}$ the unit tangent sphere bundle of $\mathbb{S}^{3}$. Namely, $\mathrm{US}^{3}$ is the manifold of all unit tangent vectors of $\mathbb{S}^{3}$, and is identified with the submanifold

$$
\{(\boldsymbol{x}, \boldsymbol{v}) \mid\langle\boldsymbol{x}, \boldsymbol{x}\rangle=\langle\boldsymbol{v}, \boldsymbol{v}\rangle=1,\langle\boldsymbol{x}, \boldsymbol{v}\rangle=0\}
$$

of $\mathbb{E}^{4} \times \mathbb{E}^{4}$. The tangent space $T_{(\boldsymbol{x}, \boldsymbol{v})} \mathrm{US}^{3}$ at a point $(\boldsymbol{x}, \boldsymbol{v})$ is expressed as

$$
T_{(\boldsymbol{x}, \boldsymbol{v})} \mathrm{US}^{3}=\left\{(X, V) \in \mathbb{E}^{4} \times \mathbb{E}^{4} \mid\langle\boldsymbol{x}, X\rangle=\langle\boldsymbol{v}, V\rangle=0,\langle\boldsymbol{x}, V\rangle+\langle\boldsymbol{v}, X\rangle=0\right\}
$$

Define a 1 -form $\omega$ on $U S^{3}$ by

$$
\omega_{(\boldsymbol{x}, \boldsymbol{v})}(X, V)=\langle X, \boldsymbol{v}\rangle=-\langle\boldsymbol{x}, V\rangle
$$

Then one can see that $\omega$ is a contact form on $\mathrm{U} S^{3}$; that is, $(\mathrm{d} \omega)^{2} \wedge \omega \neq 0$. The distribution

$$
\mathscr{D}_{(\boldsymbol{x}, \boldsymbol{v})}:=\left\{(X, V) \in T_{(\boldsymbol{x}, \boldsymbol{v})} \mathrm{US}^{3} \mid \omega_{(\boldsymbol{x}, \boldsymbol{v})}(X, V)=0\right\}
$$

is called the canonical contact structure of US ${ }^{3}$.
The rotation group $\mathrm{SO}(4)$ acts on $\mathrm{US}^{3}$ via the action $A \cdot(\boldsymbol{x}, \boldsymbol{v})=(A \boldsymbol{x}, A \boldsymbol{v})$. It is easy to see that under this action the unit tangent sphere bundle $U S^{3}$ is a homogeneous space of $\mathrm{SO}(4)$. The isotropy subgroup at $\left(\boldsymbol{e}_{0}, \boldsymbol{e}_{1}\right)$ is

$$
\left\{\left.\left(\begin{array}{cc}
I_{2} & 0 \\
0 & b
\end{array}\right) \right\rvert\, b \in \operatorname{SO}(2)\right\}
$$

Here $I_{2}$ is the identity matrix of rank 2 . Hence, $\mathrm{US}^{3}=\mathrm{SO}(4) / \mathrm{SO}(2)$. The invariant Riemannian metric induced on $\mathrm{US}^{3}=\mathrm{SO}(4) / \mathrm{SO}(2)$ is a normal homogeneous metric (and hence naturally reductive), but not Riemannian symmetric. Note that US ${ }^{3}$ coincides with the Stiefel manifold of oriented 2-frames in $\mathbb{E}^{4}$.

The space of geodesics. Next, we consider $\operatorname{Geo}\left(\mathbb{S}^{3}\right)$, the space of all oriented geodesics in $\mathbb{S}^{3}$. Take a geodesic $\gamma \in \operatorname{Geo}\left(\mathbb{S}^{3}\right)$; then $\gamma$ is given by the intersection of $\mathbb{S}^{3}$ with an oriented 2-dimensional linear subspace $W$ in $\mathbb{E}^{4}$. By identifying $\gamma$ with $W$, the space $\operatorname{Geo}\left(\mathbb{S}^{3}\right)$ is identified with the Grassmann manifold $\operatorname{Gr}_{2}\left(\mathbb{E}^{4}\right)$ of oriented 2-planes in Euclidean 4-space. The natural projection $\pi_{1}: \mathrm{US}^{3} \rightarrow \mathrm{Geo}\left(\mathbb{S}^{3}\right)$ is regarded as the map

$$
\pi_{1}(\boldsymbol{x}, \boldsymbol{v})=\text { the geodesic } \gamma \text { satisfying the conditions } \gamma(0)=\boldsymbol{x}, \gamma^{\prime}(0)=\boldsymbol{v}
$$

The rotation group $\mathrm{SO}(4)$ acts isometrically and transitively on $\operatorname{Geo}\left(\mathbb{S}^{3}\right)$. The isotropy subgroup at $e_{0} \wedge e_{1}$ is $\mathrm{SO}(2) \times \mathrm{SO}(2)$.

Therefore, the tangent space $T_{e_{0} \wedge e_{1}} \operatorname{Geo}\left(\mathbb{S}^{3}\right)$ is identified with the linear subspace

$$
\left\{\left(\begin{array}{cccc}
0 & 0 & -x_{2} & -x_{3} \\
0 & 0 & -x_{21} & -x_{31} \\
x_{2} & x_{21} & 0 & 0 \\
x_{3} & x_{31} & 0 & 0
\end{array}\right)\right\}
$$

of $\mathfrak{s o}(4)$. The standard invariant complex structure $J$ on $\operatorname{Geo}\left(\mathbb{S}^{3}\right)=\operatorname{Gr}_{2}\left(\mathbb{E}^{4}\right)$ is given explicitly by

$$
J\left(\begin{array}{cccc}
0 & 0 & -x_{2} & -x_{3} \\
0 & 0 & -x_{21} & -x_{31} \\
x_{2} & x_{21} & 0 & 0 \\
x_{3} & x_{31} & 0 & 0
\end{array}\right)=\left(\begin{array}{cccc}
0 & 0 & x_{21} & x_{31} \\
0 & 0 & -x_{2} & -x_{3} \\
-x_{21} & x_{2} & 0 & 0 \\
-x_{31} & x_{3} & 0 & 0
\end{array}\right) .
$$

One can see that $\mathrm{Gr}_{2}\left(\mathbb{E}^{4}\right)$ is a Hermitian symmetric space with Ricci tensor $2\langle\cdot, \cdot\rangle$. The Kähler form $\Omega$ is related to the contact form $\omega$ by $\pi_{1}^{*} \Omega=\mathrm{d} \omega$.

## 2. Surface theory in $\mathbb{S}^{3}$

The Lagrangian and Legendrian Gauss maps. Let $f: M \rightarrow \mathbb{S}^{3} \subset \mathbb{E}^{4}$ be a conformal immersion of a Riemann surface with unit normal vector field $n$. Then we define the (Lagrangian) Gauss map $L$ of $f$ by

$$
L:=f \wedge n: M \rightarrow \operatorname{Gr}_{2}\left(\mathbb{E}^{4}\right)
$$

One can see that $L$ is an immersion and, in addition, that it is Lagrangian with respect to the canonical symplectic form $\Omega$ of $\operatorname{Gr}_{2}\left(\mathbb{E}^{4}\right)$; that is, $L^{*} \Omega=0$. Under the identification $\operatorname{Gr}_{2}\left(\mathbb{E}^{4}\right)=\operatorname{Geo}\left(\mathbb{S}^{3}\right)$, the Lagrangian Gauss map is referred as the oriented normal geodesic of $f$ (and called the spherical Gauss map).

On the other hand, we have a map $\mathscr{L}:=(f, n): M \rightarrow \mathrm{US}^{3}$. This map is Legendrian with respect to the canonical contact structure of $\mathrm{US}^{3}$; that is, $\mathscr{L}^{*} \omega=0$. This map $\mathscr{L}$ is called the Legendrian Gauss map of $f$.

Parallel surfaces. An oriented geodesic congruence in $\mathbb{S}^{3}$ is an immersion of a 2-manifold $M$ into the space $\operatorname{Geo}\left(\mathbb{S}^{3}\right)$ of geodesics. Now, let $f: M \rightarrow \mathbb{S}^{3}$ be a surface with unit normal $n$. Then a normal geodesic congruence through $f$ at a distance $r$ is the map $f^{r}: M \rightarrow \mathbb{S}^{3}$ defined by

$$
f^{r}:=\cos r f+\sin r n .
$$

If $f$ satisfies the condition $\cos (2 r)-\sin (2 r) H+\sin ^{2}(r) K \neq 0$, then $f^{r}$ is an immersion. Here, $H$ and $K$ are the mean and Gauss curvatures of $f$, respectively. If $f^{r}$ is an immersion, then it is called the parallel surface of $f$ at the distance $r$. The correspondence $f \mapsto f^{r}$ is called the parallel transformation.

Legendrian lifts, frontals and fronts. The Gauss map $L$ of an oriented surface $f: M \rightarrow \mathbb{S}^{3}$ with unit normal $n$ is a Lagrangian immersion into $\operatorname{Gr}_{2}\left(\mathbb{E}^{4}\right)$. Conversely, we have:

Proposition 2.1 [Palmer 1994]. Let $L: M \rightarrow \mathrm{Gr}_{2}\left(\mathbb{E}^{4}\right)$ be a Lagrangian immersion. Then locally $L$ is a projection of a Legendrian immersion $\mathscr{L}: M \rightarrow \mathrm{US}^{3}$. The Legendrian immersion is unique up to parallel transformations.

The Legendrian immersion $\mathscr{L}$ is called a Lie surface by Palmer. If $f: M \rightarrow \mathbb{S}^{3}$ is an immersion with unit normal $n$, then $\mathscr{L}:=(f, n)$ is a Legendrian immersion into $\mathrm{US}{ }^{3}$. However, even if $\mathscr{L}$ is a Legendrian immersion, $f:=\pi_{2} \circ \mathscr{L}$ need not be an immersion, although it possesses a unit normal $n$. Here, $\pi_{2}: U \mathbb{S}^{3} \rightarrow \mathbb{S}^{3}$ is the natural projection.
Remark 2.2. A smooth map $f: M \rightarrow \mathbb{S}^{\mathbf{3}}$ is called a frontal if for any point $p \in M$ there exists a neighborhood $U$ of $p$ and a unit vector field $n$ along $f$ defined on $\vartheta$ such that $\langle\mathrm{d} f, n\rangle=0$. A frontal is said to be coorientable if there exists a unit vector field $n$ along $f$ such that $\langle\mathrm{d} f, n\rangle=0$. Namely, a coorientable frontal is a smooth map $f: M \rightarrow \mathbb{S}^{3}$ that has a lift $\mathscr{L}=(f, n)$ to $\mathrm{US}^{3}$ satisfying the Legendrian condition $\mathscr{L}^{*} \omega=\langle\mathrm{d} f, n\rangle=0$. A coorientable frontal is called a front if its Legendrian lift is an immersion.

Our main interest is surfaces of constant curvature $K<1$ in $\mathbb{S}^{3}$. Except in the case $K=0$, any surface of constant Gauss curvature $K<1$ has singularities. A theory of the singularities of fronts can be found in [Arnold 1990]. Geometric concepts such as curvature and completeness for surfaces with singularities have been defined by Saji, Umehara and Yamada in [Saji et al. 2009].

Asymptotic coordinates. Hereafter, assume that the Gaussian curvature $K$ is less than 1 . This implies that the second fundamental form II derived from $n$ is a possibly singular Lorentzian metric on $M$.

Represent $K$ as $K=1-\rho^{2}$ for some positive function $\rho$, and take a local asymptotic coordinate system $(u, v)$ defined on a simply connected domain $\mathbb{D} \subset M$. Then the first and second fundamental forms I and II are given by (see, e.g., [Moore 1972])

$$
\begin{equation*}
\mathrm{I}=A^{2} \mathrm{~d} u^{2}+2 A B \cos \phi \mathrm{~d} u \mathrm{~d} v+B^{2} \mathrm{~d} v^{2}, \quad \mathrm{II}=2 \rho A B \sin \phi \mathrm{~d} u \mathrm{~d} v \tag{2-1}
\end{equation*}
$$

Note that asymptotic coordinates $(u, v)$ are conformal with respect to the second fundamental form. We may regard $M$ as a (singular) Lorentz surface [Weinstein 1996] with respect to the conformal structure determined by II (called the second conformal structure [Klotz 1963; Milnor 1983]). Thus, one can see that

$$
C=A^{2} \mathrm{~d} u^{2}+B^{2} \mathrm{~d} v^{2}
$$

is well defined on $M$.
The Gauss equation is given by

$$
\phi_{u v}-\left(\frac{\rho_{v}}{2 \rho} \frac{B}{A} \sin \phi\right)_{v}-\left(\frac{\rho_{u}}{2 \rho} \frac{A}{B} \sin \phi\right)_{u}+\left(1-\rho^{2}\right) A B \sin \phi=0 .
$$

Now, we introduce functions $a$ and $b$ by $a=A \rho$ and $b=B \rho$. The Codazzi equations are

$$
\begin{equation*}
a_{v}-\frac{\rho_{v}}{2 \rho} a+\frac{\rho_{u}}{2 \rho} b \cos \phi=0, \quad b_{u}-\frac{\rho_{u}}{2 \rho} b+\frac{\rho_{v}}{2 \rho} a \cos \phi=0 \tag{2-2}
\end{equation*}
$$

The Codazzi equations imply that if $K$ is constant, then we have $a_{v}=b_{u}=0$. In addition, the Gauss-Codazzi equations are invariant under the deformation

$$
a \mapsto \lambda a, b \mapsto \lambda^{-1} b, \quad \lambda \in \mathbb{R}^{*}:=\mathbb{R} \backslash\{0\} .
$$

Thus, there exists a one-parameter deformation $\left\{f_{\lambda}\right\}_{\lambda \in \mathbb{R}^{*}}$ of $f$ preserving the second fundamental form and the Gauss curvature. The resulting family is called the associated family of $f$. The existence of the associated family motivates us to study constant Gauss curvature surfaces in $\mathbb{S}^{3}$ by loop group methods.

## 3. The loop group formulation

The $\mathbf{S U ( 2 )} \times \mathbf{S U ( 2 )}$ frame. Let us now identify $\mathbb{S}^{3}$ with $\mathrm{SU}(2)$, via

$$
(z, w) \in \mathbb{S}^{3} \subset \mathbb{R}^{4}=\mathbb{C}^{2} \quad \longleftrightarrow\left(\begin{array}{rr}
z & w \\
-\bar{w} & \bar{z}
\end{array}\right) \in \mathrm{SU}(2)
$$

The standard metric $g$ on $\mathbb{S}^{3}$ is then given by left translating $V, W \in T_{x} \mathbb{S}^{3}$ to the tangent space at the identity, $T_{e} \mathrm{SU}(2)=\mathfrak{s u}(2)$; that is,

$$
g(V, W):=\left\langle x^{-1} V, x^{-1} W\right\rangle
$$

where the inner product on $\mathfrak{s u}(2)$ is given by $\langle X, Y\rangle=-\operatorname{Tr}(X Y) / 2$. The natural basis $\left\{e_{0}, e_{1}, e_{2}, e_{3}\right\}$ of $\mathbb{E}^{4}$ is identified with

$$
e_{0}=e=I_{2}, \quad e_{1}=\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right), \quad e_{2}=\left(\begin{array}{ll}
0 & i \\
i & 0
\end{array}\right), \quad e_{3}=\left(\begin{array}{rr}
i & 0 \\
0 & -i
\end{array}\right)
$$

Note that $\left\{e_{1}, e_{2}, e_{3}\right\}$ is an orthonormal basis of $\mathfrak{s u}(2)$. We have the commutators $\left[e_{1}, e_{2}\right]=2 e_{3},\left[e_{2}, e_{3}\right]=2 e_{1}$ and $\left[e_{3}, e_{1}\right]=2 e_{2}$, so the cross product on $\mathbb{E}^{3}$ is given by $A \times B=\frac{1}{2}[A, B]$. Note that $\mathbb{S}^{3}$ is represented by $(\mathrm{SU}(2) \times \mathrm{SU}(2)) / \mathrm{SU}(2)$ as a Riemannian symmetric space. The natural projection is given by $(G, F) \mapsto G F^{-1}$.

Let $M$ be a simply connected 2-manifold, and suppose given an immersion $f: M \rightarrow \mathbb{S}^{3}$, with global asymptotic coordinates $(u, v)$ and first and second
fundamental forms as above at (2-1). Set $\theta=\phi / 2$ and

$$
\begin{aligned}
& \xi_{1}=\cos \theta e_{1}-\sin \theta e_{2}=\left(\begin{array}{cc}
0 & e^{-i \theta} \\
-e^{i \theta} & 0
\end{array}\right) \\
& \xi_{2}=\cos \theta e_{1}+\sin \theta e_{2}=\left(\begin{array}{cc}
0 & e^{i \theta} \\
-e^{-i \theta} & 0
\end{array}\right)
\end{aligned}
$$

Then $\left\langle\xi_{1}, \xi_{2}\right\rangle=\cos \phi$, and so we can define a map $F: M \rightarrow \mathrm{SU}(2)$ by the equations

$$
\begin{equation*}
f^{-1} f_{u}=A \operatorname{Ad}_{F} \xi_{1}, \quad f^{-1} f_{v}=B \operatorname{Ad}_{F} \xi_{2}, \quad f^{-1} n=\operatorname{Ad}_{F} e_{3} \tag{3-1}
\end{equation*}
$$

where $n$ is the unit normal given by $n=(A B)^{-1} f\left(f^{-1} f_{u} \times f^{-1} f_{v}\right)$.
Setting $G=f F$, the map $\mathscr{F}=(F, G): M \rightarrow \mathrm{SU}(2) \times \mathrm{SU}(2)$ is a lift of $f$, and the projection to $\mathrm{SU}(2)$ is given by

$$
f=G F^{-1}
$$

We call $\mathscr{F}$ the coordinate frame for $f$. We now want to get expressions for the Maurer-Cartan forms of $F$ and $G$. Differentiating $G=f F$ and substituting in the expressions at (3-1) for $f^{-1} f_{u}$ and $f^{-1} f_{v}$, we obtain

$$
\begin{align*}
G^{-1} G_{u}-F^{-1} F_{u} & =A \xi_{1} \\
G^{-1} G_{v}-F^{-1} F_{v} & =B \xi_{2} \tag{3-2}
\end{align*}
$$

Now, write $F^{-1} F_{u}=a_{1} e_{1}+a_{2} e_{2}+a_{3} e_{3}$. Differentiating the expression $f^{-1} f_{u}=$ $A \operatorname{Ad}_{F} \xi_{1}$, we obtain

$$
\begin{aligned}
f^{-1} f_{u u}= & A^{2} \operatorname{Ad}_{F} \xi_{1}^{2}+\frac{\partial A}{\partial u} \operatorname{Ad}_{F} \xi_{1}+A \operatorname{Ad}_{F}\left[F^{-1} F_{u}, \xi_{1}\right]+A \operatorname{Ad}_{F} \frac{\partial \xi_{1}}{\partial u} \\
= & A \operatorname{Ad}_{F}\left(-A e_{0}+A^{-1} \frac{\partial A}{\partial u} \xi_{1}\right. \\
& \left.\quad+\left[a_{1} e_{1}+a_{2} e_{2}+a_{3} e_{3}, \cos \theta e_{1}-\sin \theta e_{2}\right]+\frac{\partial \xi_{1}}{\partial u}\right) \\
= & A\left(-2 a_{1} \sin \theta-2 a_{2} \cos \theta\right) \operatorname{Ad}_{F} e_{3}+\operatorname{Ad}_{F}\left(d_{0} e_{0}+d_{1} e_{1}+d_{2} e_{2}\right)
\end{aligned}
$$

where we are only interested in the coefficient of $\operatorname{Ad}_{F} e_{3}$, that is, of $f^{-1} n$. Since the second fundamental form is assumed to be II $=2 \rho A B \sin \phi \mathrm{~d} u \mathrm{~d} v$, we know that $\left\langle f^{-1} n, f^{-1} f_{u u}\right\rangle=0$. Hence the coefficient of $n$ in the above equation is zero: $0=A\left(-2 a_{1} \sin \theta-2 a_{2} \cos \theta\right)$, or again

$$
a_{2}=-a_{1} \tan \theta
$$

Next, differentiating $f^{-1} f_{v}=B \operatorname{Ad}_{F} \xi_{2}$ with respect to $u$, we deduce

$$
f^{-1} f_{u v}=A B \operatorname{Ad}_{F}\left(\xi_{1} \xi_{2}\right)+\operatorname{Ad}_{F}\left(\frac{\partial B}{\partial u} \xi_{2}+B\left[F^{-1} F_{u}, \xi_{2}\right]+B \frac{\partial \xi_{2}}{\partial u}\right)
$$

and the coefficient of $\operatorname{Ad}_{F} e_{3}$ on the right-hand side is

$$
A B \sin 2 \theta+B\left(2 a_{1} \sin \theta-2 a_{2} \cos \theta\right)
$$

Substituting in $a_{2}=-a_{1} \tan \theta$, the equation $\left\langle f^{-1} n, f^{-1} f_{u v}\right\rangle=\rho A B \sin \phi$ then becomes

$$
\rho A B \sin 2 \theta=A B \sin 2 \theta+B 4 a_{1} \sin \theta
$$

Hence, $a_{1}=A(\rho-1) \cos (\theta) / 2$, and $a_{2}=-A(\rho-1) \sin (\theta) / 2$. Writing $U_{0}:=a_{3} e_{3}$, we have

$$
F^{-1} F_{u}=U_{0}+\frac{\rho-1}{2} A \xi_{1}
$$

From the equations (3-2) we also have

$$
G^{-1} G_{u}=U_{0}+\frac{\rho+1}{2} A \xi_{1} .
$$

Similarly, one obtains the expressions

$$
F^{-1} F_{v}=V_{0}-\frac{\rho+1}{2} B \xi_{2} \quad \text { and } \quad G^{-1} G_{v}=V_{0}-\frac{\rho-1}{2} B \xi_{2},
$$

where $V_{0}$ is a scalar times $e_{3}$.
The Maurer-Cartan form $\alpha=F^{-1} \mathrm{~d} F$ of $F$ thus has the expression

$$
\begin{align*}
\alpha & =\alpha_{0}+\alpha_{1}+\alpha_{-1} \\
\alpha_{0} & =U_{0} \mathrm{~d} u+V_{0} \mathrm{~d} v, \quad \alpha_{1}=\frac{\rho-1}{2} A \xi_{1} \mathrm{~d} u, \quad \alpha_{-1}=-\frac{\rho+1}{2} B \xi_{2} \mathrm{~d} v \tag{3-3}
\end{align*}
$$

and similarly, $G^{-1} \mathrm{~d} G=\beta=\beta_{0}+\beta_{1}+\beta_{-1}$, with
(3-4) $\quad \beta_{0}=U_{0} \mathrm{~d} u+V_{0} \mathrm{~d} v, \quad \beta_{1}=\frac{\rho+1}{2} A \xi_{1} \mathrm{~d} u, \quad \beta_{-1}=-\frac{\rho-1}{2} B \xi_{2} \mathrm{~d} v$.
One can check that $U_{0}$ and $V_{0}$ are of the form $U_{0}=-\theta_{u} e_{3} / 2$ and $V_{0}=\theta_{v} e_{3} / 2$.
Ruh-Vilms property. Now we investigate Lorentz harmonicity, with respect to the second conformal structure, of the normal Gauss map $v=f^{-1} n$ of $f$. By definition, $\nu$ takes values in the unit 2 -sphere $\mathbb{S}^{2}=\operatorname{Ad}_{S U(2)} e_{3}$ in the Lie algebra $\mathfrak{s u}(2)$. Since $f$ and $v$ are given by $f=G F^{-1}, v=\operatorname{Ad}_{F} e_{3}$, we have

$$
v_{u}=\operatorname{Ad}_{F}\left[U, e_{3}\right], \quad v_{v}=\operatorname{Ad}_{F}\left[V, e_{3}\right]
$$

where $U=F^{-1} F_{u}$ and $V=F^{-1} F_{v}$. From these we have

$$
\begin{aligned}
\frac{\partial}{\partial v} v_{u} & =\operatorname{Ad}_{F}\left(\left[\frac{\partial U}{\partial v}, e_{3}\right]+\left[V,\left[U, e_{3}\right]\right]\right) \\
\frac{\partial}{\partial u} v_{v} & =\operatorname{Ad}_{F}\left(\left[\frac{\partial V}{\partial u}, e_{3}\right]+\left[U,\left[V, e_{3}\right]\right]\right)
\end{aligned}
$$

Next, we have

$$
\begin{aligned}
{\left[\frac{\partial U}{\partial v}, e_{3}\right] } & =\{A(\rho-1) \sin \theta\}_{v} e_{1}+\{A(\rho-1) \cos \theta\}_{v} e_{2}, \\
{\left[\frac{\partial V}{\partial v}, e_{3}\right] } & =-\{B(\rho+1) \sin \theta\}_{u} e_{1}+\{B(\rho+1) \cos \theta\}_{u} e_{2}, \\
{\left[V,\left[U, e_{3}\right]\right] } & =-A(\rho-1) \theta_{v}\left(\cos (\theta) e_{1}-\sin (\theta) e_{2}\right)+\frac{1}{2} A B\left(\rho^{2}-1\right) \cos (2 \theta) e_{3}, \\
{\left[U,\left[V, e_{3}\right]\right] } & =B(\rho+1) \theta_{u}\left(\cos (\theta) e_{1}+\sin (\theta) e_{2}\right)+\frac{1}{2} A B\left(\rho^{2}-1\right) \cos (2 \theta) e_{3}
\end{aligned}
$$

Here we recall that a smooth map $v: M \rightarrow \mathbb{S}^{2} \subset \mathbb{E}^{3}$ of a Lorentz surface $M$ into the 2 -sphere is said to be a Lorentz harmonic map (or wave map) if its tension field with respect to any Lorentzian metric in the conformal class vanishes. This is equivalent to the existence of a function $k$ such that

$$
v_{u v}=k v
$$

for any conformal coordinates $(u, v)$.
First, $\left(v_{u}\right)_{v}$ is parallel to $v$ if and only if

$$
A_{v}(\rho-1)+A \rho_{v}=0
$$

Inserting the Codazzi equation (2-2) into this, we get

$$
\begin{equation*}
a(\rho+1) \rho_{v}-b(\rho-1)(\cos \phi) \rho_{u}=0 \tag{3-5}
\end{equation*}
$$

Analogously, $\left(v_{v}\right)_{u}$ is parallel to $v$ if and only if

$$
B_{u}(1+\rho)+B \rho_{u}=0
$$

Inserting the Codazzi equation again, we get

$$
\begin{equation*}
b(\rho-1) \rho_{v}-a(\rho+1)(\cos \phi) \rho_{v}=0 \tag{3-6}
\end{equation*}
$$

Thus $v$ is Lorentz harmonic if and only if (3-5) and (3-6) hold. The system (3-5)-(3-6) can be written in matrix form as

$$
\left(\begin{array}{cc}
b(\rho-1) & -a(\rho+1) \cos \phi \\
-b(\rho-1) \cos \phi & a(\rho+1)
\end{array}\right)\binom{\rho_{u}}{\rho_{v}}=\binom{0}{0} .
$$

The determinant of the coefficient matrix is $a b\left(\rho^{2}-1\right) \sin ^{2} \phi$. Thus, under the condition $\rho \neq 1$, i.e., $K \neq 0$, we have $v$ is Lorentz harmonic if and only if $K$ is constant.

In case $\rho=1$, we have $U=-\theta_{u} e_{3} / 2$ and so $v_{u}=\operatorname{Ad}_{F}\left[U, e_{3}\right]=0$. Hence $\nu_{u v}=0$. Thus $g$ is Lorentz harmonic.
goodbreak

Theorem 3.1. Let $f: M \rightarrow \mathbb{S}^{3}$ be an isometric immersion of Gauss curvature $K<1$. Then the normal Gauss map $v$ is Lorentz harmonic with respect to the conformal structure determined by the second fundamental form if and only if $K$ is constant.

This characterization is referred as the Ruh-Vilms property for constant curvature surfaces in $\mathbb{S}^{3}$ with $K<1$.
Remark 3.2. Under the identification $\mathbb{S}^{3}=(\mathrm{SU}(2) \times \mathrm{SU}(2)) / \mathrm{SU}(2)$, the space $\operatorname{Geo}\left(\mathbb{S}^{3}\right)$ is identified with the Riemannian product

$$
\mathbb{S}^{2} \times \mathbb{S}^{2}=(\mathrm{SU}(2) \times \mathrm{SU}(2)) /(\mathrm{U}(1) \times \mathrm{U}(1))
$$

The Lagrangian Gauss map $L$ corresponds to the map

$$
L \longleftrightarrow\left(n f^{-1}, f^{-1} n\right)=\left(\operatorname{Ad}_{G} e_{3}, \operatorname{Ad}_{F} e_{3}\right)
$$

(see [Aiyama and Akutagawa 2000; Kitagawa 1995]). Thus the Ruh-Vilms property can be rephrased as follows:
Corollary 3.3. Let $f: M \rightarrow \mathbb{S}^{3}$ be an isometric immersion of Gauss curvature $K<1$. Then the Lagrangian Gauss map $L$ is Lorentz harmonic with respect to the conformal structure determined by the second fundamental form if and only if $K$ is constant.

The Legendrian Gauss map has the formula $\mathscr{L}=(f, n)=\left(G F^{-1}, G e_{3} F^{-1}\right)$.
Remark 3.4. Consider an oriented minimal surface $f: M \rightarrow \mathbb{S}^{3}$ with unit normal $n$. Then its Lagrangian Gauss map $L=f \wedge n$ is a harmonic map with respect to the conformal structure determined by the first fundamental form. Hence $L$ is a minimal Lagrangian surface in the Grassmannian [Palmer 1994, Proposition 3.1]; see also [Castro and Urbano 2007].

The loop group formulation for constant curvature surfaces. Let $\alpha$ and $\beta$ be as defined above at (3-3) and (3-4). Let us now define the family of 1 -forms

$$
\alpha^{\lambda}=\alpha_{0}+\lambda \alpha_{1}+\lambda^{-1} \alpha_{-1}
$$

where $\lambda$ is a (nonzero) complex parameter. The integrability conditions for the 1 -forms $\alpha$ and $\beta$ are $\mathrm{d} \alpha+\alpha \wedge \alpha=0$ and $\mathrm{d} \beta+\beta \wedge \beta=0$. Using these two equations, which must already be satisfied, it is straightforward to deduce that $\alpha^{\lambda}$ is integrable for all $\lambda$ if and only if $\rho$ is constant; in other words, if and only if the immersion $f$ has constant curvature $1-\rho^{2}$. In this case we have, of course, $\alpha=\alpha^{1}$, but also

$$
\begin{equation*}
\beta=\alpha^{\mu}, \quad \text { where } \mu=\frac{\rho+1}{\rho-1} . \tag{3-7}
\end{equation*}
$$

From now on, we assume that $\rho$ is constant, so $\mathrm{d} \alpha^{\lambda}+\alpha^{\lambda} \wedge \alpha^{\lambda}=0$ for all nonzero
complex values of $\lambda$. Let us choose coordinates for the ambient space such that

$$
\begin{equation*}
F\left(u_{0}, v_{0}\right)=f\left(u_{0}, v_{0}\right)=G\left(u_{0}, v_{0}\right)=I \tag{3-8}
\end{equation*}
$$

at some base point $\left(u_{0}, v_{0}\right)$. We further assume that $M$ is simply connected. Then we can integrate the equations

$$
\widehat{F}^{-1} \mathrm{~d} \widehat{F}=\alpha^{\lambda}, \quad \widehat{F}\left(u_{0}, v_{0}\right)=I
$$

to obtain a map $\hat{F}: M \rightarrow \mathscr{G}=\Lambda \operatorname{SL}(2, \mathbb{C})_{\sigma \tau}$. Here the twisted loop group $\Lambda \operatorname{SL}(2, \mathbb{C})_{\sigma \tau}$ is the fixed point subgroup of the free loop group $\Lambda \operatorname{SL}(2, \mathbb{C})$ by the involutions $\sigma$ and $\tau$, which are defined as

$$
\sigma x(\lambda):=\operatorname{Ad}_{\operatorname{diag}(1,-1)}(x(-\lambda)), \quad \tau x(\lambda):={\overline{x((\bar{\lambda}))^{T}}}^{-1}
$$

Elements of $\mathscr{G}$ take values in $\mathrm{SU}(2)$ for real values of $\lambda$.
By definition, we have $F=\left.\widehat{F}\right|_{\lambda=1}$, and, moreover, from (3-7) and the initial condition (3-8) we also have $G=\left.\widehat{F}\right|_{\lambda=\mu}$. Thus, $\widehat{F}$ can be thought of as a lift of the coordinate frame $\mathscr{F}=(F, G)$, with the projections $(F, G)=\left(\left.\widehat{F}\right|_{\lambda=1},\left.\widehat{F}\right|_{\lambda=\mu}\right)$ and

$$
\begin{equation*}
f=\left.\left.\widehat{F}\right|_{\lambda=\mu} \widehat{F}^{-1}\right|_{\lambda=1} \tag{3-9}
\end{equation*}
$$

Thus we may call the map $\hat{F}$ the extended coordinate frame for $f$.
Let us now consider a general map into the twisted loop group $\mathscr{G}$ that has a similar Maurer-Cartan form to $\alpha^{\lambda}$; first, let $K$ be the diagonal subgroup of $\operatorname{SU}(2)$ and $\mathfrak{s u}(2)=\mathfrak{k}+\mathfrak{p}$ be the symmetric space decomposition induced by $\mathbb{S}^{2}=G / K=$ $\mathrm{SU}(2) / \mathrm{U}(1)$ of the Lie algebra; that is,

$$
\mathfrak{k}=\operatorname{span}\left(e_{3}\right) \quad \text { and } \quad \mathfrak{p}=\operatorname{span}\left(e_{1}, e_{2}\right) .
$$

Definition 3.5. Let $M$ be a simply connected subset of $\mathbb{R}^{2}$ with coordinates $(u, v)$. An admissible frame is a smooth map $\widehat{F}: M \rightarrow \mathscr{G}$, the Maurer-Cartan form of which has the Fourier expansion

$$
\widehat{F}^{-1} \mathrm{~d} \widehat{F}=\alpha_{0}+\lambda B_{1} \mathrm{~d} u+\lambda^{-1} B_{-1} \mathrm{~d} v, \quad \alpha_{0} \in \mathfrak{k} \otimes \Omega^{1}(M), B_{ \pm 1}(u, v) \in \mathfrak{p}
$$

The admissible frame is regular at a point $p$ if $B_{1}(p)$ and $B_{-1}(p)$ are linearly independent, and $\widehat{F}$ is called regular if it is regular at every point.

Note that the extended coordinate frame for a constant curvature $1-\rho^{2}$ immersion, defined above, is a regular admissible frame on $M$. Conversely:
Lemma 3.6. Let $\widehat{F}: M \rightarrow \mathscr{G}$ be a regular admissible frame. Let $\mu$ be any real number not equal to 1 or 0 . Then the map $f: M \rightarrow \mathbb{S}^{3}=\mathrm{SU}(2)$ defined by the projection (3-9) is an immersion of constant curvature

$$
K_{\mu}=1-\rho^{2}, \quad \text { where } \rho:=\frac{\mu+1}{\mu-1}
$$

The first and second fundamental form are given by
(3-10) $\quad \mathrm{I}=A^{2} \mathrm{~d} u^{2}+2 A B \cos \phi \mathrm{~d} u \mathrm{~d} v+B^{2} \mathrm{~d} v^{2}, \quad \mathrm{II}=2 \rho A B \sin \phi \mathrm{~d} u \mathrm{~d} v$, where $A=(\mu-1)\left|B_{1}\right|, B=\left(\mu^{-1}-1\right)\left|B_{-1}\right|$, and $\phi$ is the angle between $B_{1}$ and $B_{-1}$.

## Proof. Set

$$
F:=\left.\widehat{F}\right|_{\lambda=1}, \quad G:=\left.\widehat{F}\right|_{\lambda=\mu}
$$

so that $f=G F^{-1}$. Differentiating this formula and using the expressions $F^{-1} \mathrm{~d} F=$ $\alpha_{0}+B_{1} \mathrm{~d} u+B_{-1} \mathrm{~d} v$ and $G^{-1} \mathrm{~d} G=\alpha_{0}+\mu B_{1} \mathrm{~d} u+\mu^{-1} B_{-1} \mathrm{~d} v$, we obtain

$$
\begin{equation*}
f^{-1} f_{u}=(\mu-1) \operatorname{Ad}_{F} B_{1}, \quad f^{-1} f_{v}=\left(\mu^{-1}-1\right) \operatorname{Ad}_{F} B_{-1} \tag{3-11}
\end{equation*}
$$

Thus, since $B_{ \pm 1}$ are linearly independent for a regular admissible frame, the map $f$ is an immersion and the first fundamental form is given by

$$
(\mu-1)^{2}\left|B_{1}\right|^{2} \mathrm{~d} u^{2}+2(\mu-1)\left(\frac{1}{\mu}-1\right) \cos \phi\left|B_{1}\right|\left|B_{-1}\right| \mathrm{d} u \mathrm{~d} v+\left(\frac{1}{\mu}-1\right)^{2}\left|B_{-1}\right|^{2} \mathrm{~d} v^{2}
$$

where $\phi$ is the angle between $B_{1}$ and $B_{-1}$. This gives formula (3-10) ${ }_{1}$ for the first fundamental form.

It remains to show formula $(3-10)_{2}$ for the second fundamental form, from which it will follow that the intrinsic curvature is $1-\rho^{2}$. Since $B_{ \pm 1}$ take values in $\mathfrak{p}$, and $e_{3}$ is perpendicular to $\mathfrak{p}$, it follows from equations (3-11) that a choice of unit normal is given by

$$
n=f \operatorname{Ad}_{F} e_{3}
$$

Differentiating equations (3-11) then leads to

$$
\begin{aligned}
\left\langle f^{-1} f_{u u}, f^{-1} n\right\rangle & =\left\langle f^{-1} f_{v v}, f^{-1} n\right\rangle=0 \\
\left\langle f^{-1} f_{u v}, f^{-1} n\right\rangle & =(1-\mu)\left(1+\mu^{-1}\right)\left|B_{1}\right|\left|B_{-1}\right| \sin \phi \\
& =\rho(\mu-1)\left(\mu^{-1}-1\right)\left|B_{1}\right|\left|B_{-1}\right| \sin \phi
\end{aligned}
$$

which gives the formula at (3-11) for II.
Note that

$$
\begin{array}{lll}
K_{\mu} \in(0,1] & \text { and } \quad K_{-1}=1 & \text { for } \mu<0 \\
K_{\mu}<0 & \text { and } \quad \lim _{\mu \rightarrow 1} K_{\mu}=-\infty & \text { for } \mu>0
\end{array}
$$

The Legendrian Gauss map and Lagrangian Gauss map of $f=\widehat{F}_{\lambda=\mu} \widehat{F}_{\lambda=1}^{-1}$ are given respectively by

$$
\mathscr{L}=\left(\widehat{F}_{\lambda=\mu} \widehat{F}_{\lambda=1}^{-1}, \widehat{F}_{\lambda=\mu} e_{3} \widehat{F}_{\lambda=1}^{-1}\right), \quad L=\left(\operatorname{Ad}_{\widehat{F}_{\lambda=\mu}} e_{3}, \operatorname{Ad}_{\widehat{F}_{\lambda=1}} e_{3}\right)
$$

The generalized d'Alembert representation. As we have shown, the problem of finding a nonflat constant curvature immersion $f: M \rightarrow \mathbb{S}^{3}$ with $K<1$ is equivalent to finding an admissible frame. As a matter of fact, Definition 3.5 of an admissible frame is identical to the extended $\operatorname{SU}(2)$ frame for a pseudospherical surface in the Euclidean space $\mathbb{E}^{3}$ (see, for example, [Brander and Svensson 2013; Dorfmeister and Sterling 2002; Toda 2005]). The surfaces in $\mathbb{E}^{3}$ are obtained from the same frame, not by the projection (3-9) but by the so-called Sym formula. We will explain the connection between these problems in the next section, but the point we are making here is that the problem of constructing these admissible frames by the generalized d'Alembert representation has already been solved in [Toda 2005].

A presentation of the method, using similar definitions to those found here, can be found in [Brander and Svensson 2013]. The building blocks of any admissible frame are these:

Definition 3.7 [Brander and Svensson 2013, Definition 5.1]. Let $I_{u}$ and $I_{v}$ be two real intervals, with coordinates $u$ and $v$ respectively. A potential pair $\left(\eta_{+}, \eta_{-}\right)$is a pair of smooth $\Lambda \mathfrak{s l}(2, \mathbb{C})_{\sigma \tau}$-valued 1-forms on $I_{u}$ and $I_{v}$ respectively with Fourier expansions in $\lambda$

$$
\eta_{+}=\sum_{j=-\infty}^{1}\left(\eta_{+}\right)_{j} \lambda^{j} \mathrm{~d} u, \quad \eta_{-}=\sum_{j=-1}^{\infty}\left(\eta_{-}\right)_{j} \lambda^{j} \mathrm{~d} v
$$

The potential pair is called regular if $\left[\left(\eta_{+}\right)_{1}\right]_{12} \neq 0$ and $\left[\left(\eta_{-}\right)_{-1}\right]_{12} \neq 0$.
The admissible frame $\widehat{F}$ is then obtained by solving $F_{ \pm}^{-1} \mathrm{~d} F_{ \pm}=\eta_{ \pm}$with initial conditions $F_{ \pm}(0)=I$, and thereafter performing at each $(u, v)$ a Birkhoff decomposition [Pressley and Segal 1986]

$$
F_{+}^{-1}(u) F_{-}(v)=H_{-}(u, v) H_{+}(u, v), \quad \text { with } H_{ \pm}(u, v) \in \Lambda^{ \pm} \operatorname{SL}(2, \mathbb{C})
$$

and then setting $\widehat{F}(u, v)=F_{+}(u) H_{-}(u, v)$.
Example solutions, using a numerical implementation of this method, are computed below.

## 4. Limiting cases: pseudospherical surfaces in Euclidean space and flat surfaces in the 3 -sphere

In this section we discuss the interpretation of admissible frames at degenerate values of the loop parameter $\mu$, namely, the case $\mu=1$, which was excluded from the above construction, and the limit $\mu \rightarrow 0$ or $\mu \rightarrow \infty$.

Relation to pseudospherical surfaces in Euclidean space $\mathbb{E}^{\mathbf{3}}$. As alluded to above, in addition to the constant Gauss curvature $K=1-\rho^{2}$ surfaces in $\mathbb{S}^{3}$ of Lemma 3.6,
one also obtains from a regular admissible frame $\widehat{F}$ a constant negative curvature -1 surface in $\mathbb{E}^{3}$ by the Sym formula

$$
\begin{equation*}
\check{f}=\left.2 \frac{\partial \widehat{F}}{\partial \lambda} \widehat{F}^{-1}\right|_{\lambda=1} \tag{4-1}
\end{equation*}
$$

Here we explain how this formula arises naturally from the construction of surfaces in $\mathbb{S}^{3}=\mathrm{SU}(2)$.

Obviously the projection formula

$$
f_{\mu}=\left.\left.\widehat{F}\right|_{\lambda=\mu} \widehat{F}^{-1}\right|_{\lambda=1}
$$

for the surface in $\mathbb{S}^{3}$ degenerates to a constant map for $\mu=1$. On the other hand, we can see that $K_{\mu}=1-(\mu+1)^{2} /(\mu-1)^{2}$ approaches $-\infty$ when $\mu$ approaches 1 . This suggests that we multiply our projection formula by some factor, allowing the size of the sphere to vary, so that $K$ approaches some finite limit instead, in order to have an interpretation for the map at $\mu=1$. Set

$$
\check{f}_{\mu}=\frac{2}{1-\mu}\left(f_{\mu}-e_{0}\right)
$$

Note that $e_{0}=(1,0,0,0)$ under our identification $\mathbb{E}^{4}=\mathfrak{s u}(2)+\operatorname{span}\left(e_{0}\right)$. Now, for $\mu \neq 1$ the function $f_{\mu}$ is a constant curvature $K_{\mu}$ surface in $\mathbb{S}^{3}$, and $\check{f}_{\mu}$ is obtained by a constant dilation of $\mathbb{E}^{4}$ by the factor $2(1-\mu)^{-1}$, plus a constant translation which has no geometric significance. It follows that $\breve{f}_{\mu}$ is a surface in a (translated) sphere of radius $2(1-\mu)^{-1}$, and that $\breve{f}_{\mu}$ has constant curvature

$$
\begin{equation*}
\check{K}_{\mu}=(1 / 4)(1-\mu)^{2} K_{\mu} \tag{4-2}
\end{equation*}
$$

Now, consider the function $g: M \times(1-\varepsilon, 1+\varepsilon) \rightarrow \mathbb{E}^{4}$, for some small positive real number $\varepsilon$, given by

$$
g(u, v, \lambda)=2\left(\left.\left.\widehat{F}(u, v)\right|_{\lambda=\lambda} \widehat{F}(u, v)^{-1}\right|_{\lambda=1}-e_{0}\right)
$$

This function is differentiable in all arguments, and

$$
\left.\frac{\partial g}{\partial \lambda}\right|_{\lambda=1}=2 \lim _{\mu \rightarrow 1} \frac{\left.\left.F\right|_{\lambda=\mu} F^{-1}\right|_{\lambda=1}-e_{0}}{1-\mu}=\lim _{\mu \rightarrow 1} \check{f}_{\mu}
$$

Hence the limit on the right-hand side exists and is a smooth function $M \rightarrow \mathbb{E}^{4}$. On the other hand, differentiating the definition of $g$, we obtain the right-hand side of the Sym formula (4-1). Note that since $F$ is $\mathrm{SU}(2)$-valued, this expression takes values in the Lie algebra $\mathfrak{s u}(2)=\operatorname{span}\left(e_{1}, e_{2}, e_{2}\right)$, which in our representation of $\mathbb{E}^{4}$ is the hyperplane $x_{0}=0$. In other words, $\lim _{\mu \rightarrow 1} \check{f}_{\mu}$ takes values in $\mathbb{E}^{3} \subset \mathbb{E}^{4}$. Assuming that our surface in $\mathbb{S}^{3}$ is regular, then one can verify that the regularity
assumption on the frame $F$ implies that this map is an immersion, and it is clear from expression (4-2) that this surface has constant curvature -1 .

Example 4.1. In Figure 3, various projections of the same admissible frame are plotted. These are computed using the generalized d'Alembert method (see [Toda 2005]), using the potential pair

$$
\eta_{+}=A \mathrm{~d} u, \quad \eta_{-}=A \mathrm{~d} v, \quad A=\left(\begin{array}{cc}
0 & -\lambda^{-1}+i \lambda \\
\lambda^{-1}+i \lambda & 0
\end{array}\right) .
$$

The first image, the surface in $\mathbb{E}^{3}$ obtained via the Sym formula (4-1), is part of a hyperbolic surface of revolution (a plot of a larger region is shown in Figure 1). The two cuspidal edges that can be seen in this image also appear in the other surfaces at the same places in the coordinate domain, because the condition on the admissible frame for the surface to be regular is independent of $\mu$. The surfaces in $\mathbb{S}^{3}$ are of course distorted by the stereographic projection, which is taken from the south


$$
\mu=1, K=-1 \text {, target } \mathbb{E}^{3}
$$



$$
\mu=-4, K=\frac{16}{25}, \text { target } \mathbb{S}^{3}
$$



$$
\mu=4, K=-\frac{16}{9}, \text { target } \mathbb{S}^{3}
$$



$$
\mu=-1, K=1, \text { target } \mathbb{S}^{3}
$$

Figure 3. Surfaces obtained from one admissible frame evaluated at different values of $\mu$. All images are of the same coordinate patch. The first image is obtained via the Sym formula, and the others are in $\mathbb{S}^{3}$, stereographically projected to $\mathbb{R}^{3}$ for plotting.


Figure 4. Amsler's surface and generalizations in the 3-sphere. The surfaces are obtained from one admissible frame evaluated at different values of $\mu$. All images are of the same coordinate patch.
pole $(-1,0,0,0) \in \mathbb{E}^{4}$; the north pole $(1,0,0,0)$ is at the center of the coordinate domain plotted. The last image is in fact planar, the projection of a part of a totally geodesic hypersphere $\mathbb{S}^{2} \subset \mathbb{S}^{3}$. In this case, each of the two singular curves in the coordinate domain maps to a single point in the surface.
Example 4.2. Amsler's surface in $\mathbb{E}^{3}$ can be computed by the generalized d'Alembert method, using the potential pair

$$
\eta_{+}=\left(\begin{array}{cc}
0 & i \lambda \\
i \lambda & 0
\end{array}\right) \mathrm{d} u, \quad \eta_{-}=\left(\begin{array}{cc}
0 & -\lambda^{-1} \\
\lambda^{-1} & 0
\end{array}\right) \mathrm{d} v .
$$

The image of a rectangle $[0, a] \times[0, b]$ in the positive quadrant of the $u v$-plane is plotted in Figure 4, evaluated at 3 different values of $\mu$. The coordinate axes correspond to straight lines for the surface in $\mathbb{E}^{3}$, and to great circles for the surfaces in $\mathbb{S}^{3}$, which project to straight lines under the stereographic projection from the south pole. The north pole $(1,0,0,0)$ corresponds to $(u, v)=(0,0)$.

The singular set in the coordinate patch corresponds to a cuspidal edge in each of the first two images, but contains a swallowtail singularity in the third. See also Figure 2.

Relation to flat surfaces in the 3-sphere. We have considered above the surfaces $f_{\mu}$, obtained by the projection

$$
\begin{equation*}
\left.\left.\widehat{F}\right|_{\lambda=\mu} \widehat{F}^{-1}\right|_{\lambda=1} \tag{4-3}
\end{equation*}
$$

for all nonzero real values of $\mu$. We now consider the limit as $\mu$ approaches 0 or $\infty$. From the formula $K_{\mu}=1-(\mu+1)^{2} /(\mu-1)^{2}$, it is clear that the limiting surface, if it exists, will be flat. We discuss the case $\mu \rightarrow 0$ here.

Observe that the admissible frame $\widehat{F}$ has a pole at $\lambda=0$, so we cannot evaluate (4-3) at $\mu=0$. However, in the Maurer-Cartan form of $\widehat{F}$, the factor $\lambda^{-1}$ appears
only as a coefficient of $\mathrm{d} v$. Hence a change of coordinates could remove the pole in $\lambda$. For $\mu>0$, we set $\tilde{u}=u$ and $\tilde{v}=v / \mu$, so that

$$
f_{\mu}(u, v)=f_{\mu}(\tilde{u}, \mu \tilde{v})=: g_{\mu}(\tilde{u}, \tilde{v})
$$

For simplicity, let us assume that $M$ is a rectangle $(a, b) \times(c, d) \subset \mathbb{R}^{2}$, containing the origin $(0,0)$ and with coordinates $(u, v)$. We denote by $M_{\mu}$ the same rectangle in the coordinates $(\tilde{u}, \tilde{v})$, that is, $M_{\mu}=(a, b) \times(c / \mu, d / \mu)$, and we define $M_{0}:=$ $(a, b) \times(-\infty, \infty)$.

We have already seen that for $\mu>0$, the map $g_{\mu}: M_{\mu} \rightarrow \mathbb{S}^{3}$ is an immersion of constant curvature $K_{\mu}=1-(\mu+1)^{2} /(\mu-1)^{2}$, since this is just the same map as $f_{\mu}$ in different coordinates. For fixed $\mu_{0} \in(0,1)$, if $0<\mu<\mu_{0}$ then $M_{\mu} \supset M_{\mu_{0}}$, and so we can restrict $g_{\mu}$ to $M_{\mu_{0}}$ and talk about a family of maps $g_{\mu}: M_{\mu_{0}} \rightarrow \mathbb{S}^{3}$ with a fixed domain.
Lemma 4.3. For any fixed $\mu_{0} \in(0,1)$, the family of maps $g_{\mu}: M_{\mu_{0}} \rightarrow \mathbb{S}^{3}$ extends real analytically in $\mu$ to $\mu=0$. Moreover, the map $g_{0}: M_{\mu_{0}} \rightarrow \mathbb{S}^{3}$ extends to the whole of $M_{0}=(a, b) \times(-\infty, \infty)$, and is an immersion of zero Gaussian curvature. Proof. Write $\widehat{G}_{\mu}(\tilde{u}, \tilde{v})=\widehat{F}(\tilde{u}, \mu \tilde{v})=\widehat{F}(u, v)$, so $\widehat{G}_{\mu}: M_{\mu} \rightarrow \mathscr{G}$. Then

$$
g_{\mu}(\tilde{u}, \tilde{v})=H_{\mu}(\tilde{u}, \tilde{v}) K_{\mu}^{-1}(\tilde{u}, \tilde{v}), \quad \text { where } H_{\mu}:=\left.\widehat{G}_{\mu}\right|_{\lambda=\mu}, K_{\mu}:=\left.\widehat{G}_{\mu}\right|_{\lambda=1}
$$

Since $\widehat{F}$ is an admissible frame, we can write

$$
\begin{aligned}
\hat{F}^{-1} \mathrm{~d} \widehat{F} & =\left(U_{0}+\lambda U_{1}\right) \mathrm{d} u+\left(V_{0}+\lambda^{-1} V_{1}\right) \mathrm{d} v \\
& =\left(U_{0}(\tilde{u}, \mu \tilde{v})+\lambda U_{1}(\tilde{u}, \mu \tilde{v})\right) \mathrm{d} \tilde{u}+\left(\mu V_{0}(\tilde{u}, \mu \tilde{v})+\mu \lambda^{-1} V_{1}(\tilde{u}, \mu \tilde{v})\right) \mathrm{d} \tilde{v}
\end{aligned}
$$

and thus

$$
H_{\mu}^{-1} \mathrm{~d} H_{\mu}=\left(U_{0}+\mu U_{1}\right) \mathrm{d} \tilde{u}+\left(\mu V_{0}+V_{1}\right) \mathrm{d} \tilde{v}
$$

so

$$
H_{0}^{-1} \mathrm{~d} H_{0}=U_{0}(\tilde{u}, 0) \mathrm{d} \tilde{u}+V_{1}(\tilde{u}, 0) \mathrm{d} \tilde{v}
$$

and

$$
K_{\mu}^{-1} \mathrm{~d} K_{\mu}=\left(U_{0}+U_{1}\right) \mathrm{d} \tilde{u}+\left(\mu V_{0}+\mu V_{1}\right) \mathrm{d} \tilde{v}
$$

so

$$
K_{0}^{-1} \mathrm{~d} K_{0}=\left(U_{0}(\tilde{u}, 0)+U_{1}(\tilde{u}, 0)\right) \mathrm{d} \tilde{u}
$$

Since $H_{\mu}$ and $K_{\mu}$ are both obviously real analytic in $\mu$ in a neighborhood of $\mu=0$, so also is $g_{\mu}$. Finally, the 1 -forms $\gamma=H_{0}^{-1} \mathrm{~d} H_{0}$ and $\delta=K_{0}^{-1} \mathrm{~d} K_{0}$ are both integrable on $M_{\mu_{0}}=(a, b) \times\left(c / \mu_{0}, d / \mu_{0}\right)$ for any fixed $\mu_{0}$. But, since the coefficients of the 1 -forms are constant in $\tilde{v}$, this means that they are in fact integrable on the whole of $(a, b) \times(-\infty, \infty)$. This implies the claim.


Figure 5. The surface $g_{\mu}$ for $\mu=10^{-9}$, obtained from the same admissible frame used in Figure 3.

Using the expressions $\gamma$ and $\delta$ above, we obtain the formula

$$
g_{0}^{-1} \mathrm{~d} g_{0}=\operatorname{Ad}_{K_{0}}\left(-U_{1}(\tilde{u}, 0) \mathrm{d} \tilde{u}+V_{1}(\tilde{u}, 0) \mathrm{d} \tilde{v}\right)
$$

from which we have the following expression for the first fundamental form of $g_{0}$ :

$$
I(\tilde{u}, \tilde{v})=\left.\left(\left|B_{1}\right|^{2} \mathrm{~d} \tilde{u}^{2}-2 \cos \phi\left|B_{1}\right|\left|B_{-1}\right| \mathrm{d} \tilde{u} \mathrm{~d} \tilde{v}+\left|B_{-1}\right|^{2} \mathrm{~d} \tilde{v}^{2}\right)\right|_{(\tilde{u}, 0)}
$$

Letting $\mu \rightarrow 0$ in expression (3-10), we conclude that the second fundamental form of $g_{0}$ is

$$
\mathrm{II}=2\left|B_{1}(\tilde{u}, 0)\right|\left|B_{-1}(\tilde{u}, 0)\right| \sin (\phi(\tilde{u}, 0)) \mathrm{d} \tilde{u} \mathrm{~d} \tilde{v}
$$

Example 4.4. In Figure 5 is shown the surface $g_{\mu}$ for $\mu=10^{-9}$, obtained from the same admissible frame $\widehat{F}_{\mu}$ used in Example 4.1. A square region in the ( $\tilde{u}, \tilde{v}$ )-plane is plotted, approximately equal to the region $(a, b) \times(c / \mu, d / \mu)$ in the $u v$-plane, where $(a, b) \times(c, d)$ is the region plotted in Example 4.1. The region plotted here is actually slightly larger, in order to make the singular set visible. As $\mu$ approaches zero, the cuspidal edges, which, in the nonflat surface, were approximated by $v= \pm u+$ constant, are now approaching curves of the form $\tilde{v}=$ constant.
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# ON EMBEDDINGS INTO COMPACTLY GENERATED GROUPS 

Pierre-Emmanuel Caprace and Yves Cornulier


#### Abstract

We prove that there is a second-countable locally compact group that does not embed as a closed subgroup in any compactly generated locally compact group, and discuss various related embedding and nonembedding results.


## 1. Introduction

The Higman-Neumann-Neumann (HNN) theorem [Higman et al. 1949] ensures that every countable group embeds as a subgroup of a finitely generated group, indeed 2-generated (relying on a fundamental construction referred to since then as $H N N$-extension). This was a major breakthrough, providing some of the first evidence that finitely generated groups are not structurally simpler than countable groups and thus are far from tame or classifiable. B. H. and H. Neumann [Neumann and Neumann 1959] gave an alternative construction, showing for instance that every countable $k$-solvable group (that is, solvable of derived length at most $k$ ) embeds as a subgroup of a finitely generated $(k+2)$-solvable group. Further refinements by P. Hall [1954] and P. Schupp [1976] in a slightly different direction showed that every countable group embeds in a 2-generated simple group.

In the present paper, we address similar questions in the context of locally compact topological groups, which will be abbreviated henceforth by the term l.c. groups. Recall that locally compact groups are a natural generalization of discrete groups, the counterpart of countability (resp. finite generation), being $\sigma$ compactness (resp. compact generation). A prototypical example of an embedding of a noncompactly generated 1.c. group into a compactly generated one is the embedding of the $p$-adic additive group $\mathbf{Q}_{p}$ into the affine group $\mathbf{Q}_{p} \rtimes \mathbf{Q}_{p}^{\times}$(or its discrete cousin, the embedding of the additive underlying group of the ring $\mathbf{Z}[1 / p]$ into the Baumslag-Solitar group $\left.\mathbf{Z}[1 / p] \rtimes_{p} \mathbf{Z}\right)$.

It is natural to ask whether analogues of the HNN theorem hold in the context of l.c. groups. In that context, an embedding $\varphi: H \rightarrow G$ of an l.c. group $H$ to an

[^2]1.c. group $G$ is defined as a continuous injective homomorphism (with potentially nonclosed image). In the nondiscrete setting, several natural variants of the question can be considered:

- Given a $\sigma$-compact l.c. group $H$, is there any embedding $\varphi: H \rightarrow G$ into a compactly generated 1.c. group $G$ ?
- Is there one with closed image?
- Is there one with open image?

It turns out that whenever the topology on $H$ is nondiscrete, the answers to these questions are not always positive, and depend heavily on the algebraic structure of $H$. The results of this note are intended to illustrate that matter of fact. We start with a positive result in the case where the algebraic structure of $H$ is the simplest possible, namely, when $H$ is abelian:

Theorem 1.1. Every $\sigma$-compact abelian l.c. group $A$ embeds as an open subgroup of a compactly generated group $G$, which can be chosen to be 3-solvable. If moreover $A$ is totally disconnected, second countable, or both, then $G$ can also be chosen to enjoy the same additional property.

In particular, the additive group of adeles, defined as a restricted product of all $\mathbf{Q}_{p}$ (see Section 4 for the definition) is isomorphic to an open subgroup of a compactly generated locally compact group. In contrast, the adeles are used to prove the following result, which shows in particular that Theorem 1.1 cannot be generalized to solvable groups:

Theorem 1.2. There exists a $\sigma$-compact metabelian l.c. group $M$ not isomorphic to any closed subgroup of any compactly generated l.c. group.

Moreover M can be chosen to be second countable and totally disconnected.
The proof of Theorem 1.2 is based on the now classical observation, due to H. Abels [1974, Beispiel 5.2], that every compactly generated l.c. group admits, in a somewhat natural way, a continuous proper action on a connected graph of bounded degree (see Proposition 2.1 below). Using similar ideas, we obtain the following result, which shows that the HNN theorem fails in the nondiscrete setting, even if one allows embeddings with potentially nonclosed images:

Theorem 1.3. There exists a second-countable (hence $\sigma$-compact) topologically simple totally disconnected l.c. group $S$ such that every continuous (or even abstract) homomorphism of $S$ to any compactly generated l.c. group is trivial.

This stands in sharp contrast with the discrete case. We remark also that local compactness is absolutely essential to this result, since it is known from [Pestov 1986] that every $\sigma$-compact topological Hausdorff group is isomorphic to a closed subgroup of some compactly generated topological Hausdorff group.

We finally present a result illustrating the difference between embeddings with closed and open images:

Theorem 1.4. There exists a second-countable (hence $\sigma$-compact) l.c. group $H$ that is isomorphic to a closed subgroup of a compactly generated l.c. group, but not to any open subgroup of any compactly generated l.c. group.

Moreover, $H$ can be chosen to be of the form $K \rtimes \Gamma$, with $\Gamma$ discrete abelian and $K$ compact abelian and either connected or profinite. It can also be chosen to be a Lie group.

One part of the implication in Theorem 1.4 is the following general fact, which is based on a wreath product construction:

Proposition 1.5. Any compact-by-\{countable discrete\} l.c. group embeds as a closed subgroup in a compact-by-\{finitely generated discrete\} l.c. group.

Similarly to Theorem 1.1, this proposition illustrates that embedding theorems can hold in the nondiscrete case when the algebraic or topological structure of the group $H$ is not too complicated.

We finish by mentioning some related natural questions which we have not been able to answer.

Question 1.6. Is every second-countable (real) Lie group isomorphic to a closed subgroup of a compactly generated locally compact group? Of a compactly generated Lie group? Same questions for $p$-adic Lie groups.

The answer to Question 1.6 with "closed subgroup" replaced by "open subgroup" is negative for both real and $p$-adic Lie groups; see the examples in Section 6.

## 2. Locally compact groups, Lie groups, and locally finite graphs

We shall use the following general result about l.c. groups; the first part follows from the solution to Hilbert's fifth problem, the second is an elementary but crucial observation due to H . Abels:

Proposition 2.1. Let $G$ be an l.c. group and $V$ be any identity neighborhood.
(i) (Yamabe) If $G$ is connected-by-compact (i.e., if $G / G^{\circ}$ is compact), then $V$ contains a compact normal subgroup $K$ of $G$ such that $G / K$ is a connected Lie group.
(ii) (Abels) If $G$ is totally disconnected and compactly generated, then $V$ contains a compact normal subgroup $W$ of $G$ such that $G / W$ admits a faithful continuous proper vertex-transitive action on some connected locally finite graph.

Proof. For (i), see [Montgomery and Zippin 1955, Theorem IV.4.6]. For (ii), originally observed in [Abels 1974, Beispiel 5.2], refer to [Monod 2001, §11.3].

We deduce the following useful criterion for the nonexistence of embeddings into compactly generated l.c. groups:
Proposition 2.2. Let $H$ be an l.c. group. The following are equivalent:
(1) Every continuous homomorphism of $H$ to a compactly generated l.c. group is trivial.
(2) The following two conditions are satisfied:
(a) Every continuous homomorphism of $H$ to a compactly generated totally disconnected l.c. group is trivial.
(b) For any $n$, every continuous linear representation $H \rightarrow \mathrm{GL}_{n}(\mathbf{C})$ is trivial. Moreover, a sufficient condition for (a) is that $H$ has no nontrivial continuous action on any connected graph of bounded degree.

Proof. That (1) implies (2) is immediate. Conversely, assume that (2) holds. Let $G$ be a compactly generated l.c. group and $f: H \rightarrow G$ a continuous homomorphism. Considering the composite map $H \rightarrow G \rightarrow G / G^{\circ}$ in view of (a), we see that $f(H) \subset G^{\circ}$. If $f$ is not the trivial map, some identity neighborhood $V$ in $G$ does not contain the image of $f$. By Proposition 2.1(i), there is a compact normal subgroup $K$ of $G^{\circ}$ contained in $V$ such that $L=G^{\circ} / K$ is a (connected) Lie group. So the composite map $H \rightarrow L$ is nontrivial. Using the adjoint representation of $L$ and (b), we see that it maps $H$ into the center of $L$. On the other hand, it follows from Pontryagin duality and (b) that $H$ admits no nontrivial continuous homomorphism to any abelian l.c. group. So we get a contradiction, and thus $f$ is the trivial homomorphism.

Let us now assume that $H$ has no nontrivial continuous action on any connected graph of bounded degree and let us check that (a) holds. Let $f: H \rightarrow G$ be a continuous homomorphism, with $G$ a compactly generated totally disconnected 1.c. group. If $f$ is nontrivial, some identity neighborhood $V$ in $G$ does not contain the image of $f$. By Proposition 2.1(ii), there is a compact normal subgroup $K$ of $G$ contained in $V$ such that $G / K$ acts continuously, faithfully, and vertex-transitively on a connected locally finite graph. The hypothesis made on $H$ implies that the restriction of this action to $H$ is trivial. Thus $f(H)$ is contained in $K$, hence in $V$, which is a contradiction.

Remark 2.3. We do not know if, conversely, (a) implies that $H$ has no nontrivial continuous action on any connected graph of bounded degree. In other words, does the existence of a continuous nontrivial action on a connected graph of bounded degree imply the existence of such an action on a vertex-transitive graph? The same question, replacing "nontrivial" by "proper," can also naturally be addressed.

Finally, we record an elementary fact, allowing us in suitable situations to exclude actions on some connected locally finite graphs:
Lemma 2.4. Let $G$ be an l.c. group acting continuously by automorphisms on a connected graph all of whose vertices have degree $\leq d$. Then every vertex stabilizer $O$ is open in $G$ and, for any prime $p>d$, every closed pro-p subgroup of $O$ acts trivially on the graph. In particular, if $G$ admits an open pro-p-group, then the action has an open kernel.

Proof. Let $O$ be a vertex stabilizer, which is open in $G$ since the action on the graph is assumed continuous. Given any closed subgroup $H$ of $O$ which acts nontrivially on the graph, there is a vertex $v$ fixed by $H$ and adjacent to some vertex that is not fixed by $H$. In particular, $H$ admits some nontrivial continuous permutation action on the set of neighbors of $v$, which is a set of at most $d$ elements. It follows that $H$ cannot be pro- $p$ for any $p>d$.

## 3. Proof of Theorem 1.1

Recall that any totally disconnected l.c. group contains compact open subgroups. Moreover, every abelian 1.c. group $A$ has a (noncanonical) decomposition as a topological direct product $\mathbf{R}^{n} \times W$, where $W$ is compact-by-discrete, and the discrete quotient is countable as soon as $A$ is $\sigma$-compact. Those facts could be used to deduce (a part of) Theorem 1.1 from Proposition 1.5. This is however not what we shall do here, and we present rather a simpler direct argument.

We begin with an easy classical result:
Lemma 3.1. There exists a finitely generated group $\Gamma$ whose center contains a free abelian group $Z$ of countable rank; $\Gamma$ can be chosen to be 3-solvable.

Proof. If $t$ is an indeterminate, the reader can check that the three matrices

$$
\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & t & 0 \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right)
$$

generate a group containing the set of all matrices of the form

$$
\left(\begin{array}{ccc}
1 & 0 & P(t) \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), \quad P(t) \in \mathbf{Z}[t, 1 / t]
$$

as a central, infinitely generated subgroup. (This construction is due to Hall [1954, Theorem 7].)

Lemma 3.2. If $G$ is a $\sigma$-compact l.c. group, then it has a cocompact closed separable subgroup.

Proof. By the Kakutani-Kodaira theorem, there is a compact normal subgroup $K$ such that $G / K$ is second countable. So $G / K$ admits a dense countable subset. Lift this subset to $G$, and let $D$ be the abstract (countable) group it generates. So $G=\overline{K D}=K \bar{D}$ since $K$ is compact. Thus $\bar{D}$ is cocompact; moreover, it is separable by construction.

Proof of Theorem 1.1. By Lemma 3.2, there is a cocompact closed separable subgroup in $A$. In other words, there is a homomorphism $f: Z \rightarrow A$ whose image has cocompact closure, where $Z=\mathbf{Z}^{(\omega)}$ is the restricted product of countably many copies of the infinite cyclic group. In view of Lemma 3.1, the group $Z$ can be embedded as a central subgroup of a finitely generated group $\Gamma$ (which can be chosen to be 3-solvable). The graph $F$ of $f$ is a closed discrete central subgroup of $\Gamma \times A$. Since $f$ is injective, it follows that the mapping of $A$ into $G=(\Gamma \times A) / F$ is injective. Moreover $A$ has open image (because the quotient map is open). So $A$ lies as an open (and central) subgroup of $G$. The latter group is compactly generated: indeed, the closure of the subgroup generated by a finite generating subset of $\Gamma$ is cocompact. By construction, if $A$ is second countable or totally disconnected, then so is $G$.

## 4. Proof of Theorem 1.2

Consider $B_{p}=\mathbf{Q}_{p} \rtimes_{p} \mathbf{Z}$, where the notation $\rtimes_{p}$ means that the $\mathbf{Z}$-action is through multiplication by powers of $p$. Let $A$ be the group of adeles; that is, the set of elements in $\prod_{p} \mathbf{Q}_{p}$ ( $p$ ranging over all primes) whose projection in $\prod \mathbf{Q}_{p} / \mathbf{Z}_{p}$ is finitely supported, endowed with the ring topology for which $\Pi \mathbf{Z}_{p}$ is a compact open subring. In the product $\prod_{p} B_{p}=\left(\prod_{p} \mathbf{Q}_{p}\right) \rtimes \prod_{p} \mathbf{Z}$, consider the subgroup $Z=\bigoplus_{p} \mathbf{Z}$ and endow it with the discrete topology. Finally, define $M=A \rtimes Z \subset$ $\prod_{p} B_{p}$. The group $M$ is metabelian and admits a unique Hausdorff group topology for which $\prod_{p} \mathbf{Z}_{p}$ is a compact open subgroup. In particular, $M$ is locally compact.

Theorem 1.2 is a consequence of the following:
Proposition 4.1. There is no embedding of $M$ as a closed subgroup of any compactly generated l.c. group.

More precisely, given any continuous homomorphism $f: M \rightarrow G$ to a compactly generated l.c. group $G$, there exists $p_{0}$ such that $\overline{f\left(\mathbf{Q}_{p}\right)}$ is a compact connected group for all $p \geq p_{0}$.

We begin with two lemmas on homomorphisms from $\mathbf{Q}_{p}$ into locally compact groups:
Lemma 4.2. For every continuous homomorphism $f: \mathbf{Q}_{p} \rightarrow G$ of $\mathbf{Q}_{p}$ to a connected-by-compact l.c. group $G$, the closure of the image $\overline{f\left(\mathbf{Q}_{p}\right)}$ is compact and connected.

Proof. Assume first that $G$ is a virtually connected Lie group. Since $\mathbf{Q}_{p}$ is divisible, it has no nontrivial finite quotient. Thus $\overline{f\left(\mathbf{Q}_{p}\right)}$ is a closed abelian subgroup of a connected Lie group, so is isomorphic to a product $\Gamma \times \mathbf{R}^{k} \times T$ for some finitely generated abelian group $\Gamma$ and torus $T$. Invoking again that $\mathbf{Q}_{p}$ has no nontrivial finite quotient, we find $\Gamma=\{0\}$. Since $\mathbf{R}^{k} \times T$ has no small subgroup, the kernel of $f$ must be open in $\mathbf{Q}_{p}$. In particular, $f\left(\mathbf{Q}_{p}\right)$ is a torsion group, from which we infer that $k=0$. Therefore $\overline{f\left(\mathbf{Q}_{p}\right)}$ is a torus; in particular, it is compact.

Coming back to the general case, we now let $W$ be the maximal compact normal subgroup of $G$, which exists by Proposition 2.1(i). Proposition 4.1 ensures that $G / W$ is a virtually connected Lie group. By the special case above, we deduce that, denoting $K=\overline{f\left(\mathbf{Q}_{p}\right)}$, the group $K W / W$ is compact. Hence $K$ is compact as well. Since $K / K^{\circ}$ is profinite and $\mathbf{Q}_{p}$ has no nontrivial finite quotient, $K=K^{\circ}$; that is, $K$ is connected.

Remark 4.3. It follows from Pontryagin duality that $\mathbf{Q}_{p}$ has a continuous homomorphism with dense image into the circle, and also has an injective continuous homomorphism with dense image into the Pontryagin dual $\widehat{\mathbf{Q}}$ of $\mathbf{Q}$, which is a connected compact group.

Lemma 4.4. Every nontrivial continuous homomorphism $f: \mathbf{Q}_{p} \rightarrow G$ of $\mathbf{Q}_{p}$ to a totally disconnected l.c. group $G$ is proper, and either has a compact open kernel or is an isomorphism to its (closed) image.

Proof. We can suppose that $f$ has dense image, so $G$ is abelian. Let $U$ be a compact open subgroup in $G$. Then $f^{-1}(U)$ is an open subgroup of $\mathbf{Q}_{p}$. If it is all of $\mathbf{Q}_{p}$, then $U=G$, and since $U$ is profinite and $\mathbf{Q}_{p}$ has no nontrivial finite quotient, it follows that $U=\{1\}$, contradicting that f is nontrivial. Otherwise, $f^{-1}(U)$ is a compact open subgroup, so $f$ is proper and, in particular, has closed image and is the quotient map by some compact subgroup, giving the two possibilities.

Lemma 4.5. Every continuous homomorphism $f: B_{p} \rightarrow G$ of the group $B_{p}=$ $\mathbf{Q}_{p} \rtimes_{p} \mathbf{Z}$ to a totally disconnected l.c. group $G$ satisfies one of two alternatives: either $f$ is a topological isomorphism to its closed image, or $f\left(\mathbf{Q}_{p}\right)$ is trivial.

Proof. If $f\left(\mathbf{Q}_{p}\right)$ is nontrivial, then $f$ is proper in restriction to $\mathbf{Q}_{p}$ by Lemma 4.4. Since the only compact subgroup of $\mathbf{Q}_{p}$ that is normal in $B_{p}$ is the trivial group, it follows from Lemma 4.4 that the restriction of $f$ to $\mathbf{Q}_{p}$ is an isomorphism to its closed image.

Let $\Omega$ be the normalizer of $f\left(\mathbf{Q}_{p}\right)$ in $G$; this is a closed subgroup and there is a unique continuous homomorphism $\rho: \Omega \rightarrow \mathbf{Z}$ such that conjugation by $g \in \Omega$ on $f\left(\mathbf{Q}_{p}\right)$ multiplies the Haar measure by $p^{\rho(g)}$. In restriction to $\mathbf{Z}$, we see that $\rho \circ f$ is the identity. It follows that $f\left(\mathbf{Q}_{p}\right)$ is open in $f\left(B_{p}\right)$ and that $f$ is proper.

Proof of Proposition 4.1. Let $f: M \rightarrow G$ be an arbitrary continuous homomorphism to a compactly generated l.c. group $G$. Note that $G / G^{\circ}$ is a compactly generated totally disconnected l.c. group. Therefore by Proposition 2.1(ii) it has a continuous proper action on a connected graph of degree $d$, for some $d$. By Lemma 2.4, for every $p>d$, the restriction to $\mathbf{Q}_{p}$ of the $G$-action on this graph has an open kernel. Hence, by Lemma 4.5, for all $p>d$ the action of $\mathbf{Q}_{p}$ on this graph is trivial.

Let $W / G^{\circ}$ be the (compact) kernel of the $G$-action on the graph. Thus $W$ is connected-by-compact and contains $f\left(\mathbf{Q}_{p}\right)$ for all $p>d$. In view of Lemma 4.2, this implies that for all $p>d$, the group $\overline{f\left(\mathbf{Q}_{p}\right)}$ is compact and connected.
Remark 4.6. Proposition 4.1 shows that there is no injective continuous homomorphism from $M$ to any totally disconnected compactly generated l.c. group. On the other hand, $M$ admits an injective continuous homomorphism (not proper!) to a compactly generated l.c. group, which can be obtained as follows: start from the dense embedding $\mathbf{Q} \subset \mathbf{Q}_{p}$; it induces a dense embedding $\mathbf{Q}_{p} \subset \widehat{\mathbf{Q}}$, where $\widehat{\mathbf{Q}}$ is the Pontryagin dual of $\mathbf{Q}$ (this is a compact connected group). Multiplication by $p$ is an automorphism of $\mathbf{Q}$ and thus induces a topological automorphism of $\widehat{\mathbf{Q}}$, also given by multiplication by $p$. So we obtain a continuous injective homomorphism $M \rightarrow \prod_{p} \widehat{\mathbf{Q}} \rtimes Z$, where the $p$-th component of $Z$ acts on the $p$-th component of the compact group $\prod_{p} \widehat{\mathbf{Q}}$ by multiplication by $p$. By Proposition 1.5 , the latter group $\prod_{p} \widehat{\mathbf{Q}} \rtimes Z$ embeds as a closed subgroup of a compactly generated 1.c. group.

## 5. Some groups of permutations

## 5A. A nonembedding criterion.

Proposition 5.1. Let $H$ be a topologically simple totally disconnected locally compact group. Assume that $H$ has a compact open subgroup $K$ such that for every $k$, the group $K$ possesses for some prime $p>k$ a closed subgroup topologically isomorphic to a nontrivial pro-p-group (for example, $K$ has some element of order $p$ ). Then $H$ admits no nontrivial continuous homomorphism into any compactly generated locally compact group.
Proof. We use the criteria from Proposition 2.2 applied to $H$, in which we can replace "nontrivial" by "faithful" since $H$ is topologically simple. Thus, we only have to show
(1) $H$ has no faithful continuous action on any connected graph of bounded degree;
(2) $H$ has no faithful continuous representation into $\mathrm{GL}_{n}(\mathbf{C})$ for any $n$.

Condition (2) is immediate as $H$ has small nontrivial subgroups whereas $\mathrm{GL}_{n}(\mathbf{C})$ has none.

Now consider a continuous action of $H$ on a connected graph of bounded degree, say $\leq d$. Fix a vertex $x_{0}$. Then the stabilizer $K_{x_{0}}$ of $x_{0}$ in $K$ is open, hence of
finite index in $K$. Therefore, the hypothesis implies that $K_{x_{0}}$, and hence also the full stabilizer $H_{x_{0}}$, contains a nontrivial pro- $p$-subgroup $L$ for some prime $p>d$. But Lemma 2.4 implies that $L$ acts trivially on the graph, so (1) holds.

5B. Proof of Theorem 1.3. Here we prove the continuous case of Theorem 1.3. The case of abstract homomorphisms is postponed to Section 5C.

There exist various sources of topologically simple groups satisfying the criterion of Proposition 5.1 and hence the conclusions of Theorem 1.3. We shall content ourselves with describing one of them, following a construction of Akin, Glasner and Weiss [Akin et al. 2008, §4]; we point out that those examples were independently obtained as part of a more general construction by Willis [2007, §3].

The construction goes as follows: Fix an infinite index set $J$ (we can have $J=\mathbf{N}$ in mind). Fix a family $u=\left(u_{k}\right)_{k \in J}$ of integers greater than 2 . Define the graph $\mathscr{G}=\mathscr{G}(u)$ (nonoriented, without self-loops) as a disjoint union of complete graphs $\mathscr{C}_{k}$ on $u_{k}$ elements; we denote the vertex set by $\mathscr{G}(u)$ as well. Let us call the height function $h$ the function $\mathscr{G} \rightarrow J$ mapping any $v \in \mathscr{G}_{k}$ to $k$. Note that $h$ completely characterizes the graph structure.

Given a self-map $f: \mathscr{G} \rightarrow \mathscr{G}$, we call a vertex $v \in \mathscr{G}_{u}$ singular if $h(f(v)) \neq u$. We call the self-map $f$ almost regular if only finitely many vertices are singular. If $f$ is a permutation, we say that $f$ is an almost automorphism of the graph with height function $(\mathscr{G}, h)$ if both $f$ and $f^{-1}$ are almost regular. The group of almost automorphisms of $(\mathscr{G}, h)$ is denoted by $S$ (or $S(u)$ if we need specify it). Its subgroup of automorphisms of $(\mathscr{G}, h)$ (consisting of those $f$ that preserve the height and the graph structure) is denoted by $K$ (or $K(u)$ ).

Note that $K$ is naturally isomorphic to the product $\prod_{k \in J} \operatorname{Sym}\left(u_{k}\right)$, which makes it a compact group. The group $S$ is endowed with the unique left-invariant topology making $K$ a compact open subgroup; this topology is obviously locally compact and is a group topology, as checked in [Akin et al. 2008, §4]. It is the union of an increasing filtering family of compact subgroups $\left(K_{F}\right)$, where $F$ ranges over finite subsets of $J$ and $K_{F}$ is defined as those elements in $S$ all of whose singularities and pairs of singularities lie in $\bigcup_{i \in F} \mathscr{\varphi}_{i}$; note that $K_{\varnothing}=K$ and that $K_{F}$ is topologically isomorphic to

$$
\operatorname{Sym}\left(\sum_{i \in F} u_{i}\right) \times \prod_{k \in J \backslash F} \operatorname{Sym}\left(u_{k}\right)
$$

Define $K_{F}^{+}$as its closed subgroup

$$
\operatorname{Alt}\left(\sum_{i \in F} u_{i}\right) \times \prod_{k \in J \backslash F} \operatorname{Alt}\left(u_{k}\right) .
$$

The filtering family $\left(K_{F}^{+}\right)$is increasing; we define $S^{+}$as an abstract group as the
union $\bigcup_{n \in F} K_{F}^{+}$. Endow it with the left-invariant topology making $K_{\varnothing}^{+}$a compact open subgroup. For the same reason as for $S$, this is a group topology.

Finally, we define $A<S$ and $A^{+}<S^{+}$as the subgroups consisting of the finitary permutations, i.e., the permutations with finite support. Clearly $A$ is the group of all finitary permutations on the vertices of $\mathscr{G}$, while $A^{+}$is the index-two subgroup of $A$ consisting of the alternating finitary permutations.
Remark 5.2. It is easily seen that $A^{+}$and $A$ are dense as subgroups of $S^{+}$and $S$, respectively. Moreover, $A^{+}$is also dense in $S$ : indeed, since $A$ is dense, it is enough to show that any transposition $(x y)$ in $S$ can be approximated by a sequence of elements of $A^{+}$. This is indeed the case, using a sequence of double transpositions $\left(\begin{array}{ll}x & y\end{array}\right)\left(x_{n} y_{n}\right)$ with $x_{n}, y_{n}$ distinct elements of the same height $k_{n}$ and $n \mapsto k_{n}$ injective.

This implies in particular that the embedding of $S^{+}$into $S$, which is continuous, is not closed: indeed, its image is a proper subgroup which is dense since it contains $A^{+}$.

Remark 5.3. In [Akin et al. 2008], it is shown that $S$ has a dense conjugacy class under the assumption that the mapping $k \mapsto u_{k}$ has finite fibers (which implies that $J$ is countable). The precise statement of [ibid., Theorem 4.4] actually shows that such a conjugacy class can then be found inside $S^{+}$, and also shows that $S^{+}$itself admits a dense conjugacy class.

Let us show the following related but independent result. For the moment, the family $\left(u_{k}\right)$ of integers greater than 2 is arbitrary:
Proposition 5.4. Every nontrivial normal subgroup of $S^{+}$or $S$ contains $A^{+}$, and is thus dense. In particular, $S^{+}$and $S$ are both topologically simple.

Note that $S^{+}$and $S$ are not abstractly simple, since $A^{+}$is a proper dense normal subgroup in both.

Proof. Let $s$ be a nontrivial element in $S^{+}$or $S$ and $t \in A^{+}$. Let $N$ be the normal subgroup generated by $s$; we show that $t \in N$. For some finite subset $F$ of $J$ such that $\sum_{j \in F} u_{j} \geq 5$, the element $s$ belongs to $K_{F}$ and $t$ has support in the finite set $X=\bigcup_{i \in F} \mathscr{G}_{i}$ (which has at least 5 elements). The commutator $s^{\prime}$ of $s$ and a suitable element of $\operatorname{Alt}(X)$ is a nontrivial element of $N \cap \operatorname{Alt}(X)$. By simplicity of $\operatorname{Alt}(X)$, it follows that $t \in N$.

We deduce the following corollary, which implies Theorem 1.3:
Corollary 5.5. If $\left(u_{k}\right)_{k \in J}$ is unbounded, the groups $S(u)^{+}$and $S(u)$ admit no nontrivial continuous homomorphism into any compactly generated l.c. group.
Proof. We have to check that the hypotheses of Proposition 5.1 are fulfilled. The topological simplicity is ensured by Proposition 5.4. The local condition also
holds: since $\left(u_{k}\right)$ is unbounded, every neighborhood of the identity contains finite symmetric groups of all orders and thus contains elements of all possible finite orders.

5C. Abstract homomorphisms of $\boldsymbol{S}$ and $\boldsymbol{S}^{+}$. We start with the following converse to Corollary 5.5:
Proposition 5.6. If $J$ is countable and $\left(u_{k}\right)_{k \in J}$ is bounded, then $S(u)^{+}$and $S(u)$ are both embeddable as open subgroups in compactly generated l.c. groups, which can be taken as topologically finitely generated.
Proof. The $\mathscr{G}_{k}$ form a countable partition of $\mathscr{G}$ by subsets of bounded cardinality, so there exists a permutation $\sigma$ of $\mathscr{G}$ globally preserving this partition and having finitely many orbits on $\mathscr{G}$. Then $\sigma$ normalizes $S$ and $S^{+}$as well as $K$ and $K^{+}$. Therefore the semidirect products $S \rtimes\langle\sigma\rangle$ and $S^{+} \rtimes\langle\sigma\rangle$ are well defined. They are totally disconnected locally compact groups containing $S$ and $S^{+}$respectively as open subgroups. Moreover they act naturally by permutations of $\mathscr{G}$. The subgroup generated by $A^{+}$and $\sigma$ is finitely generated (when $\sigma$ is transitive, this group was introduced by B. H. Neumann [1937, p. 127]). Since $A^{+}$is dense in $S$ and $S^{+}$, it follows that $S \rtimes\langle\sigma\rangle$ and $S^{+} \rtimes\langle\sigma\rangle$ are topologically finitely generated, hence compactly generated.

Using two theorems of S. Thomas, it is possible to improve Corollary 5.5 in the case where the sequence $\left(u_{k}\right)$ tends to infinity.
Theorem 5.7. Assume that $k \mapsto u_{k}$ has finite fibers. Then $S(u)^{+}$admits no nontrivial abstract homomorphism into any compactly generated l.c. group.
Proof. Since $J$ is countable, we suppose for convenience $J=\mathbf{N}$. We invoke the criterion from Proposition 2.2, applied to the group $S^{+}=S(u)^{+}$endowed with the discrete topology. Thus, it is enough to show that
(1) $S^{+}$has no nontrivial action on any connected graph of bounded degree;
(2) $S^{+}$has no nontrivial representation into $\mathrm{GL}_{n}(\mathbf{C})$.

Both conditions can be checked with the help of the following result: Consider the subgroup $L_{k}=\prod_{j \geq k} \operatorname{Alt}\left(u_{j}\right)$ of $S^{+}$. Observe that $S^{+}$is generated by the alternating finitary group $A^{+}$and $L_{k}$ (because $A^{+}$is dense), so it follows from Proposition 5.4 that $S^{+}$is normally generated by $L_{k}$.

Next, we use a result of Thomas [1999, Theorem 1.10] that every (abstract) subgroup of at most countable index in $L_{k}$ is open. This immediately shows that every action of $S^{+}$on a graph of at most countable valency is continuous, so (1) follows from the proof of Corollary 5.5 (which, through the proof of Proposition 5.1, shows that $S^{+}$admits no nontrivial continuous action on any connected graph of bounded valency).

Suppose $S^{+}$has a nontrivial linear representation $\rho$ into some $\mathrm{GL}_{d}(\mathbf{C})$ over a field. Let $m_{i}$ be the dimension of the smallest nontrivial representation of the alternating group $\operatorname{Alt}(i)$; then $m_{i}$ tends to infinity (it can be shown that $m_{i}=i-1$ for $i \geq 7$, but a nice argument based on commutation [Abért 2006] gives a completely elementary lower bound $\simeq \sqrt{i}$ ). Fix $k$ so that $m_{u_{j}}>d$ for all $j \geq k$. Since $L_{k}$ normally generates $S^{+}$, the representation $\rho$ is nontrivial in restriction to $L_{k}$. By another result of Thomas [1999, Theorem 2.1], any nontrivial subgroup of $\mathrm{GL}_{d}(\mathbf{C})$ admits a subgroup of at most countable index. Apply this to $\rho\left(L_{k}\right)$ and let $H$ be its inverse image in $L_{k}$. By the choice of $k$, the kernel of $\rho$ contains the direct sum $\bigoplus_{j \geq k} \operatorname{Alt}\left(u_{j}\right)$, which is dense. So $H$ is dense; on the other hand, the first-mentioned result of Thomas implies that $H$ is open. We thus reach a contradiction.

We have seen in Corollary 5.5 that unboundedness of the sequence $\left(u_{k}\right)$ was sufficient to guarantee the absence of nontrivial homomorphisms of $S(u)$ or $S(u)^{+}$ to a compactly generated locally compact group. In contrast to this, the next result shows that the hypothesis that $\left(u_{k}\right)$ tends to infinity in Theorem 5.7 cannot be weakened to the unboundedness of the sequence:

Proposition 5.8. The quotient of the group $S$ (resp. $S^{+}$) by its subgroup of finitary permutations can be identified with

$$
\prod_{j \in J} \operatorname{Sym}\left(u_{j}\right) / \bigoplus_{j \in J} \operatorname{Sym}\left(u_{j}\right) \quad\left(\text { resp. } \prod_{j \in J} \operatorname{Alt}\left(u_{j}\right) / \bigoplus_{j \in J} \operatorname{Alt}\left(u_{j}\right)\right) .
$$

In particular:
(1) $S$ has an uncountable abstract abelianization and has proper subgroups of finite index (such subgroups are necessarily dense).
(2) $S^{+}$has proper subgroups of finite index if and only if $k \mapsto u_{k}$ has an infinite fiber. It has a nontrivial abelianization if and only if $u^{-1}(\{3,4\})$ is infinite; and in this case the abelianization is uncountable.

Proof. The first statement follows from the fact that $S=A K$, so $S / A=A K / A=$ $K /(A \cap K)$; the argument for $S^{+}$is similar.

Denoting by $C_{p}$ the cyclic group of order $p$, the signature map induces a canonical surjection

$$
\prod_{j \in J} \operatorname{Sym}\left(u_{j}\right) / \bigoplus_{j \in J} \operatorname{Sym}\left(u_{j}\right) \rightarrow C_{2}^{J} / C_{2}^{(J)}
$$

proving that $S$ has an uncountable abelianization, and, by taking a suitable quotient, admits subgroups of index 2, proving (1). (Observe that $S^{+}$has index 2 in the kernel of the surjection $S \rightarrow C_{2}^{J} / C_{2}^{(J)}$.)

Recall that $u_{k} \geq 3$ for all $k$. Concerning $S^{+}$, if $u$ has finite fibers, then, by Theorem 5.7, $S^{+}$has no nontrivial linear representation, and therefore has no proper subgroup of finite index. Also observe that if $F=u^{-1}(\{3,4\})$ is finite, then $S^{+}$is generated by the perfect groups $A^{+}$and $\prod_{j \notin F} \operatorname{Alt}\left(u_{j}\right)$ and thus is perfect.

Conversely, assume $u$ has a finite fiber $u^{-1}(\{m\})$. We obtain a surjective homomorphism

$$
S^{+} \rightarrow \operatorname{Alt}(m)^{J} / \operatorname{Alt}(m)^{(J)}
$$

Taking the limit with respect to a nonprincipal ultrafilter yields a nontrivial finite quotient. Also, if $m \in\{3,4\}$, then $S^{+}$admits either $\operatorname{Alt}(3)^{J} / \operatorname{Alt}(3)^{(J)}$ or $\operatorname{Alt}(4)^{J} / \operatorname{Alt}(4)^{(J)}$ as a quotient, and thus admits either $C_{2}^{J} / C_{2}^{(J)}$ or $C_{3}^{J} / C_{3}^{(J)}$ as an uncountable abelian quotient.

## 6. Proof of Theorem 1.4

Our first example is the following: let $\widehat{\mathbf{Q}}$ be the Pontryagin dual of the discrete additive group $\mathbf{Q}$. So $\widehat{\mathbf{Q}}$ is a connected torsion-free compact group, and by Pontryagin duality, its automorphism group can be identified with the group of automorphisms of the group $\mathbf{Q}$, namely, the multiplicative group $\mathbf{Q}^{\times}$. The first example is then

$$
H_{1}=\widehat{\mathbf{Q}} \rtimes \Lambda
$$

where $\Lambda$ is an arbitrary infinitely generated subgroup of $\mathbf{Q}^{\times}$endowed with the discrete topology (recall that $\mathbf{Q}^{\times}$is isomorphic to the product of its subgroup of order 2 and a free abelian group of countable rank).

Our second example is very similar in construction. Fix a prime $p$. Recall that the group $\mathbf{Z}_{p}^{\times}$is uncountable (it is known to be isomorphic to the product of a finite abelian group with $\mathbf{Z}_{p}$ ). Let $\Lambda$ be a countable infinitely generated subgroup of $\mathbf{Z}_{p}^{\times}$, and endow $\Lambda$ with the discrete topology. Our second example is

$$
H_{2}=\mathbf{Z}_{p} \rtimes \Lambda
$$

A third example is

$$
H_{3}=\mathbf{R} \rtimes \Lambda
$$

where $\Lambda$ is a countable infinitely generated subgroup of $\mathbf{R}^{\times}$; this is a Lie group.
Proposition 6.1. If an l.c. group $G$ admits an isomorphic copy of $H_{i}(i=1,2,3)$ as an open subgroup, then it admits a discrete quotient that is an infinitely generated abelian group. In particular, $G$ is not compactly generated.
Proof. Since the identity component $H^{\circ}=\widehat{\mathbf{Q}}$ is open in $H$, it is open in $G$ and thus $H^{\circ}=G^{\circ}$ is open and normal in $G$. Thus the action by conjugation of $G$ on $G^{\circ}=\widehat{\mathbf{Q}}$ defines a continuous homomorphism $\phi: G \rightarrow \mathbf{Q}^{\times}$that is the identity on $\Lambda$ and trivial on $G^{\circ}$. $\operatorname{So} \operatorname{Ker}(\phi)$ is open and the image of $\phi$ contains $\Lambda$ and is thus
an infinitely generated abelian group. This concludes the proof of the proposition for $H_{1}$. The proof for $H_{3}$ is similar.

Let us now deal with $H_{2}$; since $\mathbf{Z}_{p}$ is not connected, the previous argument does not work. The subgroup $\mathbf{Z}_{p}$ being compact and open in $G$, it is commensurated by $G$; its abstract topological commensurator is the group $\mathbf{Q}_{p}^{\times}$, so $G$ naturally admits a continuous homomorphism to $\mathbf{Q}_{p}^{\times}$whose kernel contains $\mathbf{Z}_{p}$. Let us check this directly: observe that if $g \in G$, then there exists $n$ such that $g\left(p^{n} \mathbf{Z}_{p}\right) g^{-1} \subset \mathbf{Z}_{p}$, and then there exists a unique $\lambda(g)$, not depending on $n$, such that the conjugation by $g$, in restriction to $p^{n} \mathbf{Z}_{p}$, coincides with the multiplication by $\lambda(g)$. An immediate verification shows that $\lambda$ is a homomorphism. In restriction to $\Lambda$, the map $\lambda$ is the identity, and $\operatorname{Ker}(\lambda)$ is open in $G$ since it contains $\mathbf{Z}_{p}$. Thus $G / \operatorname{Ker}(\lambda)$ is a discrete abelian group containing $\Lambda$ and therefore fails to be finitely generated.

In order to conclude the proof of Theorem 1.4, it remains to show that those examples admit embeddings as closed subgroups into some compactly generated 1.c. groups.

For $H_{2}$, such an embedding can be obtained as follows. First embed $\Lambda$ into a finitely generated group $\Gamma$ (this is possible by Lemma 3.1). Thus $\Lambda$ can be diagonally embedded as a discrete subgroup into $\mathbf{Z}_{p}^{\times} \times \Gamma$. This embedding extends to a continuous embedding of $\mathbf{Z}_{p} \rtimes \Lambda$ into $\left(\mathbf{Z}_{p} \rtimes \mathbf{Z}_{p}^{\times}\right) \times \Gamma$. This second embedding is continuous and injective; moreover, it is proper, since it is a discrete embedding in restriction to the cocompact subgroup $\Lambda$.

An obvious similar construction works for the third example $\mathbf{R} \rtimes \Lambda$. However, both embeddings rely on the fact that $\Lambda$ is contained in a compactly generated 1.c. group of automorphisms of the normal subgroup (either $\mathbf{Z}_{p}$ or $\mathbf{R}$ ). For $H_{1}$, we use the following topological version of a classical theorem of Krasner and Kaloujnine [1951]:

Recall that given two groups $K$ and $Q$, the unrestricted wreath product $K \bar{\imath} Q$ is the semidirect product $K^{Q} \rtimes Q$, where $Q$ acts on $K^{Q}$ by shifting on the left, namely, $q \cdot f(r)=f\left(q^{-1} r\right)$. Assume now that $K$ is a topological group and $Q$ is a discrete group. Then the product topology on $K^{Q} \times Q$ makes $K \bar{\imath} Q$ a topological group.

Theorem 6.2. For every l.c. group $H$ that is an extension of a compact normal subgroup $K$ by a discrete quotient $Q$, there is an embedding of $H$ as a closed subgroup of the unrestricted wreath product $K \bar{\imath} Q=K^{Q} \rtimes Q$.

Proof of Proposition 1.5. Let $\Gamma$ be a finitely generated group containing $Q$. By Theorem 6.2, there is a closed embedding $H \leqslant K \bar{\imath} Q$. By the definition of the unrestricted wreath product, the embedding $Q \leqslant \Gamma$ extends to a closed embedding $K \bar{\imath} Q \leqslant K \bar{\imath} \Gamma$.

Proof of Theorem 6.2. We begin by a general construction, not relying on the group topologies. Let $\pi: H \rightarrow Q$ be a surjective group homomorphism with kernel $K$. We will define, in a canonical way, a set $X=X(\pi)$ with commuting actions of $K \bar{\imath} Q$ and $H$ such that the $(K \bar{\imath} Q)$-action is simply transitive and the $H$-action is free. Given a choice of $x \in X$, this yields a unique injective homomorphism $F_{x}: H \rightarrow K \bar{\imath} Q$ mapping $h \in H$ to the unique element $s=F_{x}(h) \in K \bar{\imath} Q$ such that $h x=s^{-1} x$. The latter homomorphism depends on the choice of $x$ but is canonically defined up to postcomposition by inner automorphisms of $K \bar{\imath} Q$.

The set $X$ is defined to be the set of functions $f: Q \rightarrow H$ such that $\pi \circ f$ is a left translation of $Q$ by some element $\theta(f)$. Note that $X \neq \varnothing$; indeed, it contains the set of set-theoretic sections $Q \rightarrow H$ of $\pi$, which are the elements $f$ in $X$ such that $\theta(f)=1$.

Let $K^{Q}$ act on $X$ as follows. If $u \in K^{Q}$, define

$$
u \cdot f(q)=f(q) u(q)^{-1}
$$

If $f \in X$, then $u \cdot f \in X$ and $\theta(u \cdot f)=\theta(f)$, because

$$
\pi \circ(u \cdot f)(q)=\pi\left(f(q) u(q)^{-1}\right)=\pi(f(q))=\theta(f) q .
$$

This is clearly an action.
Further, let $Q$ act on $X$ as follows. If $r \in Q$, define

$$
r \cdot f(q)=f\left(r^{-1} q\right)
$$

Note that $\pi(r \cdot f(q))=\pi\left(f\left(r^{-1} q\right)\right)=\theta(f) r^{-1} q$, so $r \cdot f \in X$ and $\theta(r \cdot f)=$ $\theta(f) r^{-1}$.

We next claim that these actions define an action of the semidirect product $K \bar{\imath} Q$ on $X$. To verify the claim, we need to show that for all $f \in X, u \in K^{Q}$ and $r \in Q$, we have

$$
v \cdot f=r \cdot\left(u \cdot\left(r^{-1} \cdot f\right)\right)
$$

where $v \in K^{Q}$ is defined as $v: q \mapsto u\left(r^{-1} q\right)$. In other words, we have $v=r u r^{-1}$ in the wreath product $K \bar{\imath} Q$. Given $q \in Q$, we have

$$
v \cdot f(q)=f(q) v(q)^{-1}=f(q) u\left(r^{-1} q\right)^{-1}
$$

On the other hand, we have

$$
\begin{aligned}
r \cdot\left(u \cdot\left(r^{-1} \cdot f\right)\right)(q) & =\left(u \cdot\left(r^{-1} \cdot f\right)\right)\left(r^{-1} q\right) \\
& =\left(r^{-1} \cdot f\right)\left(r^{-1} q\right) u\left(r^{-1} q\right)^{-1} \\
& =f\left(r r^{-1} q\right) u\left(r^{-1} q\right)^{-1} \\
& =f(q) u\left(r^{-1} q\right)^{-1}
\end{aligned}
$$

so $v \cdot f(q)=r \cdot\left(u \cdot\left(r^{-1} \cdot f\right)\right)(q)$ for all $q \in Q$, as desired.
A straightforward verification shows that the action of $K \bar{\imath} Q$ on $X$ that has just been defined is simply transitive.

Finally, the $H$-action on $X$ is defined as follows: if $g \in H$ and $f$ is a function $Q \rightarrow H$, define

$$
g \cdot f(q)=g f(q)
$$

If $f \in X$ and $g \in H$ and $q \in Q$, we have

$$
(\pi \circ(g \cdot f))(q)=\pi((g \cdot f)(q))=\pi(g f(q))=\pi(g) \pi(f(q))=\pi(g) \theta(f) q
$$

so $g \cdot f \in X$ and $\theta(g \cdot f)=\pi(g) \theta(f)$.
We immediately see that the action of $H$, which is free, commutes with both the action of $K^{Q}$ and the action of $Q$, and thus commutes with the action of $K \bar{\imath} Q$. So, we have for $x \in X$ an injective homomorphism $F_{x}: H \rightarrow K \bar{\imath} Q$ as defined above.

Assume now that $K$ is a topological group, while $Q$ is still assumed to be discrete, so $K \bar{\imath} Q$ is a topological group. Endow $H^{Q}$ with the product topology, and endow $X \subset H^{Q}$ with the topology induced by inclusion, namely, the pointwise convergence topology. It is straightforward that the actions of $K \bar{\imath} Q$ and $H$ on $X$ are continuous and that orbital maps $K \bar{\imath} Q \rightarrow X$ are homeomorphisms. It follows that the homomorphism $F_{x}$ is continuous.

Let us now assume that $K$ is compact, so $K \bar{\imath} Q$ and $X$ are both locally compact. (As soon as $Q$ is infinite, the converse holds; namely, $K \bar{\imath} Q$ is locally compact if and only if $K$ is compact.) We claim that the homomorphism $F_{x}$ is then proper. Checking this amounts to verifying that the $H$-action on $X$ is proper: Let $U_{1}, U_{2}$ be nonempty compact subsets of $X$ and let us check that $I=\left\{g \in H: g U_{1} \subset U_{2}\right\}$ has compact closure. By compactness, $\theta\left(U_{2}\right)$ is finite, and therefore we deduce that $\pi(I)$ is finite. Since $\pi$ is proper, it follows that $I$ has compact closure.
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# VARIATIONAL REPRESENTATIONS FOR $N$-CYCLICALLY MONOTONE VECTOR FIELDS 

Alfred Galichon and Nassif Ghoussoub

Given a convex bounded domain $\Omega$ in $\mathbb{R}^{d}$ and an integer $N \geq 2$, we associate to any jointly $N$-monotone $(N-1)$-tuplet $\left(u_{1}, u_{2}, \ldots, u_{N-1}\right)$ of vector fields from $\Omega$ into $\mathbb{R}^{d}$ a Hamiltonian $H$ on $\mathbb{R}^{d} \times \mathbb{R}^{d} \times \cdots \times \mathbb{R}^{d}$ that is concave in the first variable, jointly convex in the last $N-1$ variables, and such that

$$
\left(u_{1}(x), u_{2}(x), \ldots, u_{N-1}(x)\right)=\nabla_{2, \ldots, N} H(x, x, \ldots, x)
$$

for almost all $x \in \Omega$. Moreover, $H$ is $N$-antisymmetric in a sense made precise later, and also $N$-sub-antisymmetric in the sense that for all $X \in \Omega^{N}$ the sum $\sum_{i=0}^{N-1} H\left(\sigma^{i}(X)\right) \leq 0$ is nonpositive, $\sigma$ being the permutation that shifts the coordinates of $X$ leftward one slot and places the first coordinate last. This result can be seen as an extension of a theorem of $\mathbf{E}$. Krauss, which associates to any monotone operator a concave-convex antisymmetric saddle function. We also give various variational characterizations of vector fields that are almost everywhere $N$-monotone, showing that they are dual to the class of measure-preserving $N$-involutions on $\Omega$.

## 1. Introduction

Given a domain $\Omega$ in $\mathbb{R}^{d}$, recall that a single-valued map $u$ from $\Omega$ to $\mathbb{R}^{d}$ is said to be $N$-cyclically monotone if for every cycle $x_{1}, \ldots, x_{N}, x_{N+1}=x_{1}$ of points in $\Omega$, one has

$$
\begin{equation*}
\sum_{i=1}^{N}\left\langle u\left(x_{i}\right), x_{i}-x_{i+1}\right\rangle \geq 0 \tag{1}
\end{equation*}
$$

A classical theorem of Rockafellar [Phelps 1993] states that a map $u$ from $\Omega$ to $\mathbb{R}^{d}$

[^3]is $N$-cyclically monotone for every $N \geq 2$ if and only if
\[

$$
\begin{equation*}
u(x) \in \partial \phi(x) \quad \text { for all } x \in \Omega \tag{2}
\end{equation*}
$$

\]

where $\phi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is a convex function. On the other hand, a result of E . Krauss [1985] yields that $u$ is a monotone map, i.e., a 2-cyclically monotone map, if and only if

$$
\begin{equation*}
u(x) \in \partial_{2} H(x, x) \quad \text { for all } x \in \Omega \tag{3}
\end{equation*}
$$

where $H$ is a concave-convex antisymmetric Hamiltonian on $\mathbb{R}^{d} \times \mathbb{R}^{d}$, and $\partial_{2} H$ is the subdifferential of $H$ as a convex function in the second variable.

In this paper, we extend the result of Krauss to the class of $N$-cyclically monotone vector fields, where $N \geq 3$. We shall give a representation for a family of $N-1$ vector fields, which may or may not be individually $N$-cyclically monotone. Here is the needed concept.
Definition 1. Let $u_{1}, \ldots, u_{N-1}$ be bounded vector fields from a domain $\Omega \subset \mathbb{R}^{d}$ into $\mathbb{R}^{d}$. We shall say that the $(N-1)$-tuple $\left(u_{1}, u_{2}, \ldots, u_{N-1}\right)$ is jointly $N$-monotone if for every cycle $x_{1}, \ldots, x_{2 N-1}$ of points in $\Omega$ such that $x_{N+i}=x_{i}$ for $1 \leq i \leq N-1$, one has

$$
\begin{equation*}
\sum_{i=1}^{N} \sum_{\ell=1}^{N-1}\left\langle u_{l}\left(x_{i}\right), x_{i}-x_{l+i}\right\rangle \geq 0 \tag{4}
\end{equation*}
$$

## Examples of jointly $N$-monotone families of vector fields:

- It is clear that $(u, 0,0, \ldots, 0)$ is jointly $N$-monotone if and only if $u$ is $N$ monotone.
- More generally, if each $u_{\ell}$ is $N$-monotone, then the family $\left(u_{1}, u_{2}, \ldots, u_{N-1}\right)$ is jointly $N$-monotone. Actually, one only needs that for $1 \leq \ell \leq N-1$, the vector field $u_{\ell}$ be $(N, \ell)$-monotone in the following sense: for every cycle $x_{1}, \ldots, x_{N+\ell}$ of points in $\Omega$ such that $x_{N+i}=x_{i}$ for $1 \leq i \leq \ell$, we have

$$
\begin{equation*}
\sum_{i=1}^{N}\left\langle u_{\ell}\left(x_{i}\right), x_{i}-x_{\ell+i}\right\rangle \geq 0 \tag{5}
\end{equation*}
$$

This notion is sometimes weaker than $N$-monotonicity since if $\ell$ divides $N$, then it suffices for $u$ to be $N / \ell$-monotone in order to be an $(N, \ell)$-monotone vector field. For example, if $u_{1}$ and $u_{3}$ are 4-monotone operators and $u_{2}$ is 2-monotone, then the triplet $\left(u_{1}, u_{2}, u_{3}\right)$ is jointly 4-monotone.

- Another example is if $\left(u_{1}, u_{2}, u_{3}\right)$ are vector fields such that $u_{2}$ is 2-monotone and

$$
\left\langle u_{1}(x)-u_{3}(y), x-y\right\rangle \geq 0 \quad \text { for every } x, y \in \mathbb{R}^{d}
$$

In this case, the triplet $\left(u_{1}, u_{2}, u_{3}\right)$ is jointly 4-monotone. In particular, if $u_{1}$ and $u_{2}$ are both 2-monotone, then the triplet $\left(u_{1}, u_{2}, u_{1}\right)$ is jointly 4-monotone.

- More generally, it is easy to show that $(u, u, \ldots, u)$ is jointly $N$-monotone if and only if $u$ is 2-cyclically monotone.
We shall always denote by $\sigma$ the cyclic permutation on $\mathbb{R}^{d} \times \cdots \times \mathbb{R}^{d}$ defined by

$$
\sigma\left(x_{1}, x_{2}, \ldots, x_{N-1}, x_{N}\right)=\left(x_{2}, x_{3}, \ldots, x_{N}, x_{1}\right)
$$

We let

$$
\begin{equation*}
\mathscr{H}_{N}(\Omega)=\left\{H \in C\left(\Omega^{N}\right): \sum_{i=0}^{N-1} H\left(\sigma^{i}\left(x_{1}, \ldots, x_{N}\right)\right)=0\right\} \tag{6}
\end{equation*}
$$

be the family of continuous Hamiltonians on $\Omega^{N}$ that are $N$-antisymmetric, i.e., satisfy the condition to the right of the colon in (6). We say that $H$ is $N$-subantisymmetric on $\Omega$ if

$$
\begin{equation*}
\sum_{i=0}^{N-1} H\left(\sigma^{i}\left(x_{1}, \ldots, x_{N}\right)\right) \leq 0 \quad \text { on } \Omega^{N} \tag{7}
\end{equation*}
$$

We shall also say that a function $F$ of two variables is $N$-cyclically sub-antisymmetric on $\Omega$ if

$$
F(x, x)=0 \quad \text { and }
$$

$$
\begin{equation*}
\sum_{i=1}^{N} F\left(x_{i}, x_{i+1}\right) \leq 0 \quad \text { for all cyclic families } x_{1}, \ldots, x_{N}, x_{N+1}=x_{1} \text { in } \Omega \tag{8}
\end{equation*}
$$

Note that if a function $H\left(x_{1}, \ldots, x_{N}\right) N$-sub-antisymmetric and if it only depends on the first two variables, then the function $F\left(x_{1}, x_{2}\right):=H\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ is $N$-cyclically sub-antisymmetric.

We associate to any function $H$ on $\Omega^{N}$ the functional given by on $\Omega \times\left(\mathbb{R}^{d}\right)^{N-1}$
(9) $L_{H}\left(x, p_{1}, \ldots, p_{N-1}\right)=\sup \left\{\sum_{i=1}^{N-1}\left\langle p_{i}, y_{i}\right\rangle-H\left(x, y_{1}, \ldots, y_{N-1}\right): y_{i} \in \Omega\right\}$.

Note that if $\Omega$ is convex and if $H$ is convex in the last $N-1$ variables, then $L_{H}$ is nothing but the Legendre transform of $\tilde{H}$ with respect to the last $N-1$ variables, where $\tilde{H}$ is the extension of $H$ over $\left(\mathbb{R}^{d}\right)^{N}$, defined by $\tilde{H}=H$ on $\Omega^{N}$ and $\tilde{H}=+\infty$ outside $\Omega^{N}$. Since $H(x, \ldots, x)=0$ for any $H \in \mathscr{H}_{N}(\Omega)$, we have, for any such $H$,

$$
\begin{equation*}
L_{H}\left(x, p_{1}, \ldots, p_{N-1}\right) \geq \sum_{i=1}^{N-1}\left\langle x, p_{i}\right\rangle \tag{10}
\end{equation*}
$$

for $x \in \Omega$ and $p_{1}, \ldots, p_{N-1} \in \mathbb{R}^{d}$. To formulate variational principles for such
vector fields, we shall consider the class of $\sigma$-invariant probability measures on $\Omega^{N}$, which are those $\pi \in \mathscr{P}\left(\Omega^{N}\right)$ such that for all $h \in L^{1}\left(\Omega^{N}, d \pi\right)$, we have

$$
\begin{equation*}
\int_{\Omega^{N}} h\left(x_{1}, \ldots, x_{N}\right) d \pi=\int_{\Omega^{N}} h\left(\sigma\left(x_{1}, \ldots, x_{N}\right)\right) d \pi \tag{11}
\end{equation*}
$$

We set

$$
\begin{equation*}
\mathscr{P}_{\text {sym }}\left(\Omega^{N}\right)=\left\{\pi \in \mathscr{P}\left(\Omega^{N}\right): \pi \sigma \text {-invariant probability on } \Omega^{N}\right\} . \tag{12}
\end{equation*}
$$

For a given probability measure $\mu$ on $\Omega$, we also consider the class

$$
\begin{equation*}
\mathscr{P}_{\mathrm{sym}}^{\mu}\left(\Omega^{N}\right)=\left\{\pi \in \mathscr{P}_{\text {sym }}\left(\Omega^{N}\right): \operatorname{proj}_{1} \pi=\mu\right\} \tag{13}
\end{equation*}
$$

i.e., the set of all $\pi \in \mathscr{F}_{\text {sym }}\left(\Omega^{N}\right)$ with a given first marginal $\mu$, meaning that

$$
\begin{equation*}
\int_{\Omega^{N}} f\left(x_{1}\right) d \pi\left(x_{1}, \ldots, x_{N}\right)=\int_{\Omega} f\left(x_{1}\right) d \mu\left(x_{1}\right) \quad \text { for every } f \in L^{1}(\Omega, \mu) \tag{14}
\end{equation*}
$$

Now consider the set $\mathscr{P}(\Omega, \mu)$ of $\mu$-measure-preserving transformations on $\Omega$, which can be identified with a closed subset of the sphere of $L^{2}\left(\Omega, \mathbb{R}^{d}\right)$. We shall also consider the subset of $\mathscr{S}(\Omega, \mu)$ consisting of $N$-involutions, that is,

$$
\mathscr{S}_{N}(\Omega, \mu)=\left\{S \in \mathscr{Y}(\Omega, \mu): S^{N}=I \mu \text {-a.e. }\right\}
$$

## 2. Monotone vector fields and $\boldsymbol{N}$-antisymmetric Hamiltonians

In this section, we establish the following extension of a theorem of Krauss.
Theorem 2. Let $N \geq 2$ be an integer, and let $u_{1}, \ldots, u_{N-1}$ be bounded vector fields from a convex domain $\Omega \subset \mathbb{R}^{d}$ into $\mathbb{R}^{d}$.

1) If the $(N-1)$-tuple $\left(u_{1}, \ldots, u_{N-1}\right)$ is jointly $N$-monotone, then there exists an $N$-sub-antisymmetric Hamiltonian $H$ that is zero on the diagonal of $\Omega^{N}$, concave in the first variable, convex in the other $N-1$ variables, and such that

$$
\begin{equation*}
\left(u_{1}(x), \ldots, u_{N-1}(x)\right)=\nabla_{2, \ldots, N} H(x, x, \ldots, x) \quad \text { for a.e. } x \in \Omega . \tag{15}
\end{equation*}
$$

Moreover, $H$ is $N$-antisymmetric in the sense that

$$
\begin{equation*}
H\left(x_{1}, x_{2}, \ldots, x_{N}\right)+H_{2, \ldots, N}\left(x_{1}, x_{2}, \ldots, x_{N}\right)=0 \tag{16}
\end{equation*}
$$

where $H_{2, \ldots, N}$ is the concavification of the function $K(\boldsymbol{x})=\sum_{i=1}^{N-1} H\left(\sigma^{i}(\boldsymbol{x})\right)$ with
respect to the last $N-1$ variables.
Furthermore, there exists a continuous $N$-antisymmetric Hamiltonian $\bar{H}$ on $\Omega^{N}$, such that

$$
\begin{equation*}
L_{\bar{H}}\left(x, u_{1}(x), u_{2}(x), \ldots, u_{N-1}(x)\right)=\sum_{i=1}^{N-1}\left\langle u_{i}(x), x\right\rangle \quad \text { for all } x \in \Omega \tag{17}
\end{equation*}
$$

2) Conversely, if $\left(u_{1}, \ldots, u_{N-1}\right)$ satisfies (15) for some $N$-sub-antisymmetric Hamiltonian $H$ that is zero on the diagonal of $\Omega^{N}$, concave in the first variable, and convex in the other variables, then the $(N-1)$-tuple $\left(u_{1}, \ldots, u_{N-1}\right)$ is jointly $N$-monotone on $\Omega$.

Remark 3. In the case $N=2, K(\boldsymbol{x})=H\left(x_{2}, x_{1}\right)$ is concave with respect to $x_{2}$, hence $H_{2}\left(x_{1}, x_{2}\right)=H\left(x_{2}, x_{1}\right)$, and (16) becomes

$$
H\left(x_{1}, x_{2}\right)+H\left(x_{2}, x_{1}\right)=0
$$

thus $H$ is antisymmetric, recovering well-known results [Krauss 1985; Ghoussoub 2009; Ghoussoub and Moameni 2013a; Millien 2011].
Lemma 4. Assume the ( $N-1$ )-tuple of bounded vector fields $\left(u_{1}, \ldots, u_{N-1}\right)$ on $\Omega$ is jointly $N$-monotone. Define

$$
f\left(x_{1}, \ldots, x_{N}\right):=\sum_{l=1}^{N-1}\left\langle u_{l}\left(x_{1}\right), x_{1}-x_{l+1}\right\rangle
$$

and let $\tilde{f}$ be the convexification of $f$ with respect to the first variable, given by

$$
\begin{align*}
& \tilde{f}\left(x_{1}, x_{2}, \ldots, x_{N}\right)  \tag{18}\\
& =\inf \left\{\sum_{k=1}^{n} \lambda_{k} f\left(x_{1}^{k}, x_{2}, \ldots, x_{N}\right): n \in \mathbb{N}, \lambda_{k} \geq 0, \sum_{k=1}^{n} \lambda_{k}=1, \sum_{k=1}^{n} \lambda_{k} x_{1}^{k}=x_{1}\right\} .
\end{align*}
$$

1) We have $f \geq \tilde{f}$ on $\Omega^{N}$.
2) $\tilde{f}$ is convex in the first variable and concave with respect to the other variables.
3) $\tilde{f}(x, x, \ldots, x)=0$ for each $x \in \Omega$.
4) $\tilde{f}$ satisfies

$$
\begin{equation*}
\sum_{i=0}^{N-1} \tilde{f}\left(\sigma^{i}\left(x_{1}, \ldots, x_{N}\right)\right) \geq 0 \quad \text { on } \Omega^{N} \tag{19}
\end{equation*}
$$

Proof. Since the $(N-1)$-tuple $\left(u_{1}, \ldots, u_{N-1}\right)$ is jointly $N$-monotone, it is easy to see that the function

$$
f\left(x_{1}, \ldots, x_{N}\right):=\sum_{l=1}^{N-1}\left\langle u_{l}\left(x_{1}\right), x_{1}-x_{l+1}\right\rangle
$$

is linear in the last $N-1$ variables, that $f(x, x, \ldots, x)=0$, and that

$$
\begin{equation*}
\sum_{i=0}^{N-1} f\left(\sigma^{i}\left(x_{1}, \ldots, x_{N}\right)\right) \geq 0 \quad \text { on } \Omega^{N} \tag{20}
\end{equation*}
$$

It is also clear that $f \geq \tilde{f}$, that $\tilde{f}$ is convex with respect to the first variable $x_{1}$,
and that it is concave with respect to the other variables $x_{2}, \ldots, x_{N}$, since $f$ itself is concave (actually linear) with respect to $x_{2}, \ldots, x_{N}$. We now show that $\tilde{f}$ satisfies (19).

For that, we fix $x_{1}, x_{2}, \ldots, x_{N}$ in $\Omega$ and consider $\left(x_{1}^{k}\right)_{k=1}^{n}$ in $\Omega$, and $\left(\lambda_{k}\right)_{k}$ in $\mathbb{R}$ such that $\lambda_{k} \geq 0$ such that $\sum_{k=1}^{n} \lambda_{k}=1$ and $\sum_{k=1}^{n} \lambda_{k} x_{1}^{k}=x_{1}$. For each $k$, we have

$$
f\left(x_{1}^{k}, x_{2}, \ldots, x_{N}\right)+f\left(x_{2}, \ldots, x_{N}, x_{1}^{k}\right)+\cdots+f\left(x_{N}, x_{1}^{k}, x_{2}, \ldots, x_{N-1}\right) \geq 0
$$

Multiplying by $\lambda_{k}$, summing over $k$, and using that $f$ is linear in the last $N-1$ variables, we have
$\sum_{k=1}^{n} \lambda_{k} f\left(x_{1}^{k}, x_{2}, \ldots, x_{N}\right)+f\left(x_{2}, \ldots, x_{N}, x_{1}\right)+\cdots+f\left(x_{N}, x_{1}, x_{2}, \ldots, x_{N-1}\right) \geq 0$.
By taking the infimum, we obtain

$$
\tilde{f}\left(x_{1}, x_{2}, \ldots, x_{N}\right)+\sum_{i=1}^{N-1} f\left(\sigma^{i}\left(x_{1}, x_{2}, \ldots, x_{N}\right)\right) \geq 0
$$

Let now $n \in \mathbb{N}, \lambda_{k} \geq 0, x_{N}^{k} \in \Omega$ be such that $\sum_{k=1}^{n} \lambda_{k}=1$ and $\sum_{k=1}^{n} \lambda_{k} x_{2}^{k}=x_{2}$. For every
$1 \leq k \leq n$, we have
$\tilde{f}\left(x_{1}, x_{2}^{k}, x_{3}, \ldots, x_{N}\right)+f\left(x_{2}^{k}, x_{3}, \ldots, x_{1}\right)+\cdots+f\left(x_{N}, x_{1}, x_{2}^{k}, x_{3}, \ldots, x_{N-1}\right) \geq 0$.
Multiplying by $\lambda_{k}$, summing over $k$ and using that $\tilde{f}$ is convex in the first variable and $f$ is linear in the last $N-1$ variables, we obtain

$$
\begin{aligned}
& \tilde{f}\left(x_{1}, x_{2}, x_{3}, \ldots, x_{N}\right)+\sum_{k=1}^{n} \lambda_{k} f\left(x_{2}^{k}, x_{3}, \ldots, x_{1}\right)+\cdots+f\left(x_{N}, x_{1}, x_{2}, x_{3}, \ldots, x_{N-1}\right) \\
& \geq \sum_{k=1}^{n} \lambda_{k} \tilde{f}\left(x_{1}, x_{2}^{k}, x_{3}, \ldots, x_{N}\right)+\sum_{k=1}^{n} \lambda_{k} f\left(x_{2}^{k}, x_{3}, \ldots, x_{1}\right) \\
& \\
& +\cdots+\sum_{k=1}^{n} \lambda_{k} f\left(x_{N}, x_{1}, x_{2}^{k}, x_{3}, \ldots, x_{N-1}\right)
\end{aligned}
$$

$\geq 0$.
By taking the infimum over all possible such choices, we get $\tilde{f}\left(x_{1}, x_{2}, x_{3}, \ldots, x_{N}\right)+\tilde{f}\left(x_{2}, x_{3}, \ldots, x_{1}\right)+\cdots+f\left(x_{N}, x_{1}, x_{2}, x_{3}, \ldots, x_{N-1}\right) \geq 0$.

By repeating this procedure with $x_{3}, \ldots, x_{N-1}$, we get

$$
\sum_{i=0}^{N-2} \tilde{f}\left(\sigma^{i}\left(x_{1}, x_{2}, \ldots, x_{N}\right)\right)+f\left(x_{N}, x_{1}, x_{2}, x_{3}, \ldots, x_{N-1}\right) \geq 0
$$

Finally, since

$$
f\left(x_{N}, x_{1}, x_{2}, x_{3}, \ldots, x_{N-1}\right) \geq-\sum_{i=0}^{N-2} \tilde{f}\left(\sigma^{i}\left(x_{1}, x_{2}, \ldots, x_{N}\right)\right)
$$

and since $\tilde{f}$ is concave in the last $N-1$ variables, the function

$$
x_{N} \rightarrow-\sum_{i=0}^{N-2} \tilde{f}\left(\sigma^{i}\left(x_{1}, x_{2}, \ldots, x_{N}\right)\right)
$$

for fixed $x_{1}, x_{2}, \ldots, x_{N-1}$ is a convex minorant of $x_{N} \rightarrow f\left(x_{N}, x_{1}, x_{2}, \ldots, x_{N-1}\right)$. It follows that

$$
\begin{aligned}
f\left(x_{N}, x_{1}, x_{2}, x_{3}, \ldots, x_{N-1}\right) & \geq \tilde{f}\left(x_{N}, x_{1}, x_{2}, x_{3}, \ldots, x_{N-1}\right) \\
& \geq-\sum_{i=0}^{N-2} \tilde{f}\left(\sigma^{i}\left(x_{1}, x_{2}, \ldots, x_{N}\right)\right)
\end{aligned}
$$

which yields $\sum_{i=0}^{N-1} \tilde{f}\left(\sigma^{i}\left(x_{1}, x_{2}, \ldots, x_{N}\right)\right) \geq 0$. This implies that $\tilde{f}(x, x, \ldots, x) \geq 0$
for $x \in \Omega$.
On the other hand, since $\tilde{f}(x, x, \ldots, x) \leq f(x, x, \ldots, x)=0$, we get that $\tilde{f}(x, x, \ldots, x)=0$ for all $x \in \Omega$.
Proof of Theorem 2. Assume the ( $N-1$ )-tuple of vector fields ( $u_{1}, \ldots, u_{N-1}$ ) is jointly $N$-monotone on $\Omega$, and consider the function

$$
f\left(x_{1}, \ldots, x_{N}\right):=\sum_{l=1}^{N-1}\left\langle u_{l}\left(x_{1}\right), x_{1}-x_{l+1}\right\rangle
$$

as well as its convexification with respect to the first variable $\tilde{f}\left(x_{1}, \ldots, x_{N}\right)$.
By Lemma 4, the function $\psi\left(x_{1}, \ldots, x_{N}\right):=-\tilde{f}\left(x_{1}, \ldots, x_{N}\right)$ satisfies the following properties:
(i) $x_{1} \rightarrow \psi\left(x_{1}, \ldots, x_{N}\right)$ is concave.
(ii) $\left(x_{2}, x_{3}, \ldots, x_{N}\right) \rightarrow \psi\left(x_{1}, \ldots, x_{N}\right)$ is convex.
(iii) $\psi\left(x_{1}, \ldots, x_{N}\right) \geq-f\left(x_{1}, \ldots, x_{N}\right)=\sum_{l=1}^{N-1}\left\langle u_{l}\left(x_{1}\right), x_{l+1}-x_{1}\right\rangle$.
(iv) $\psi$ is $N$-sub-antisymmetric.

Now consider the family $\overline{\mathscr{H}}$ of functions $H: \Omega^{N} \rightarrow \mathbb{R}$ such that

1) $H\left(x_{1}, x_{2}, \ldots, x_{N}\right) \geq \sum_{l=1}^{N-1}\left\langle u_{l}\left(x_{1}\right), x_{l+1}-x_{1}\right\rangle$ for every $N$-tuple $\left(x_{1}, \ldots, x_{N}\right)$ in $\Omega^{N}$,
2) $H$ is concave in the first variable,
3) $H$ is jointly convex in the last $N-1$ variables,
4) $H$ is $N$-sub-antisymmetric,
5) $H$ is zero on the diagonal of $\Omega^{N}$.

Note that $\overline{\mathscr{H}} \neq \varnothing$ since $\psi$ belongs to $\overline{\mathscr{H}}$. Note that any $H$ satisfying conditions 1 and 4 automatically satisfies 5 . Indeed, by $N$-sub-antisymmetry, for all $\boldsymbol{x}=\left(x_{1}, \ldots, x_{N}\right) \in \Omega^{N}$ we have

$$
\begin{equation*}
H(\boldsymbol{x}) \leq-\sum_{i=1}^{N-1} H\left(\sigma^{i}(\boldsymbol{x})\right) \leq-\sum_{i=1}^{N-1} \psi\left(\sigma^{i}(\boldsymbol{x})\right) \tag{21}
\end{equation*}
$$

This also yields that

$$
\begin{equation*}
\sum_{\ell=1}^{N-1}\left\langle u_{\ell}\left(x_{1}\right), x_{\ell+1}-x_{1}\right\rangle \leq H(\boldsymbol{x}) \leq-\sum_{i=2}^{N} \sum_{\ell=1}^{N-1}\left\langle u_{\ell}\left(x_{i}\right), x_{i}-x_{i+\ell}\right\rangle \tag{22}
\end{equation*}
$$

where we denote $x_{i+N}:=x_{i}$ for $i=1, \ldots, \ell$. This yields that $H(x, x, \ldots, x)=0$ for any $x \in \Omega$.

It is also easy to see that every directed family $\left(H_{i}\right)_{i}$ in $\overline{\mathcal{H}}$ has a supremum $H_{\infty} \in \overline{\mathscr{H}}$, meaning that $\overline{\mathscr{H}}$ is a Zorn family, and therefore has a maximal element $H$.

Now consider the function

$$
\bar{H}(\boldsymbol{x})=\frac{1}{N}\left((N-1) H(\boldsymbol{x})-\sum_{i=1}^{N-1} H\left(\sigma^{i}(\boldsymbol{x})\right)\right)
$$

(i) $\bar{H}$ is $N$-antisymmetric, since $\bar{H}(\boldsymbol{x})=\frac{1}{N} \sum_{i=1}^{N-1}\left[H(\boldsymbol{x})-H\left(\sigma^{i}(\boldsymbol{x})\right)\right]$, and each summand is $N$-antisymmetric.
(ii) $\bar{H} \geq H$ on $\Omega^{N}$, since $N[\bar{H}(\boldsymbol{x})-H(\boldsymbol{x})]=-\sum_{i=0}^{N-1} H\left(\sigma^{i}(\boldsymbol{x})\right) \geq 0$ (because $H$ itself is $N$-sub-antisymmetric).

The maximality of $H$ would have implied that $H=\bar{H}$ is $N$-antisymmetric if only $\bar{H}$ was jointly convex in the last $N-1$ variables, but since this is not necessarily the case, we consider for $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ the function

$$
K\left(x_{1}, x_{2}, \ldots, x_{N}\right)=K(\boldsymbol{x}):=-\sum_{i=1}^{N-1} H\left(\sigma^{i}(\boldsymbol{x})\right)
$$

which is already concave in the first variable $x_{1}$. Its convexification in the last $N-1$ variables, that is,
$K^{2, \ldots, N}(\boldsymbol{x})$
$=\inf \left\{\sum_{i=1}^{n} \lambda_{i} K\left(x_{1}, x_{2}^{i}, \ldots, x_{N}^{i}\right): \lambda_{i} \geq 0, \sum_{i=1}^{n} \lambda_{i}\left(x_{2}^{i}, \ldots, x_{N}^{i}, 1\right)=\left(x_{2}, \ldots, x_{N}, 1\right)\right\}$,
is still concave in the first variable, but is now convex in the last $N-1$ variables. Moreover,

$$
\begin{equation*}
H \leq K^{2, \ldots, N} \leq K=-\sum_{i=1}^{N-1} H \circ \sigma^{i} \tag{23}
\end{equation*}
$$

Indeed, $K^{2, \ldots, N} \leq K$ from the definition of $K^{2, \ldots, N}$, while $H \leq K^{2, \ldots, N}$ because $H \leq K$ and $H$ is already convex in the last $N-1$ variables. It follows that

$$
H \leq \frac{(N-1) H+K^{2, \ldots, N}}{N} \leq \frac{(N-1) H+K}{N}=\frac{1}{N}\left((N-1) H-\sum_{i=1}^{N-1} H \circ \sigma^{i}\right)=\bar{H}
$$

The function $H^{\prime}=\left((N-1) H+K^{2, \ldots, N}\right) / N$ belongs to the family $\overline{\mathscr{H}}$ and therefore $H=H^{\prime}$ by the maximality of $H$.

This finally yields that $H$ is $N$-sub-antisymmetric, that $H(x, \ldots, x)=0$ for all $x \in \Omega$ and that

$$
H(\boldsymbol{x})+H_{2, \ldots, N}(\boldsymbol{x})=0 \quad \text { for every } \boldsymbol{x} \in \Omega^{N}
$$

where $H_{2, \ldots, N}=-K^{2, \ldots, N}$, which for a fixed $x_{1}$ is nothing but the concavification of $\left(x_{2}, \ldots, x_{N}\right) \rightarrow \sum_{i=1}^{N-1} H\left(\sigma^{i}\left(x_{1}, x_{2}, \ldots, x_{N}\right)\right)$.

Note now that since for any $x_{1}, \ldots, x_{N}$ in $\Omega$

$$
\begin{equation*}
H\left(x_{1}, x_{2}, \ldots x_{N}\right) \geq \sum_{\ell=1}^{N-1}\left\langle u_{\ell}\left(x_{1}\right), x_{\ell+1}-x_{1}\right\rangle \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
H\left(x_{1}, x_{1}, \ldots, x_{1}\right)=0 \tag{25}
\end{equation*}
$$

we have

$$
\begin{equation*}
H\left(x_{1}, x_{2}, \ldots, x_{N}\right)-H\left(x_{1}, \ldots, x_{1}\right) \geq \sum_{\ell=1}^{N-1}\left\langle u_{\ell}\left(x_{1}\right), x_{\ell+1}-x_{1}\right\rangle \tag{26}
\end{equation*}
$$

Since $H$ is convex in the last $N-1$ variables, this means that for all $x \in \Omega$, we have

$$
\begin{equation*}
\left(u_{1}(x), u_{2}(x), \ldots, u_{N-1}(x)\right) \in \partial_{2, \ldots, N} H(x, x, \ldots, x), \tag{27}
\end{equation*}
$$

as claimed in (15). This also yields

$$
L_{H}\left(x, u_{1}(x), \ldots, u_{N-1}(x)\right)+H(x, x, \ldots, x)=\sum_{\ell=1}^{N-1}\left\langle u_{\ell}(x), x\right\rangle \quad \text { for all } x \in \Omega
$$

In other words, $L_{H}\left(x, u_{1}(x), \ldots, u_{N-1}(x)\right)=\sum_{\ell=1}^{N-1}\left\langle u_{\ell}(x), x\right\rangle$ for all $x \in \Omega$. As
above, consider above, consider

$$
\bar{H}(\boldsymbol{x})=\frac{1}{N}\left((N-1) H(\boldsymbol{x})-\sum_{i=1}^{N-1} H\left(\sigma^{i}(\boldsymbol{x})\right)\right)
$$

We have $\bar{H} \in \overline{\mathscr{H}}_{N}(\Omega)$ and $\bar{H} \geq H$, and therefore $L_{\bar{H}} \leq L_{H}$. On the other hand, for all $x \in \Omega$ we have

$$
\begin{aligned}
L_{\bar{H}}\left(x, u_{1}(x), \ldots, u_{N-1}(x)\right) & =L_{\bar{H}}\left(x, u_{1}(x), \ldots, u_{N-1}(x)\right)+\bar{H}(x, x, \ldots, x) \\
& \geq \sum_{\ell=1}^{N-1}\left\langle u_{\ell}(x), x\right\rangle
\end{aligned}
$$

To prove (17), we use the appendix in [Ghoussoub and Moameni 2013b] to deduce that for $i=2, \ldots, N$, the gradients $\nabla_{i} H(x, x, \ldots, x)$ actually exist for a.e. $x$ in $\Omega$.

The converse is straightforward since if (27) holds, then (26) does, and since we also have (25), then the property that $\left(u_{1}, \ldots, u_{N-1}\right)$ is jointly $N$-monotone follows from (24) and the sub-antisymmetry of $H$.

In the case of a single $N$-monotone vector field, we can obviously apply the above theorem to the $(N-1)$-tuple $(u, 0, \ldots, 0)$, which is then $N$-monotone, to find an $N$-sub-antisymmetric Hamiltonian $H$, which is concave in the first variable and convex in the last $N-1$ variables such that

$$
\begin{equation*}
(-u(x), u(x), 0, \ldots, 0)=\nabla H(x, x, \ldots, x) \quad \text { for a.e. } x \in \Omega \tag{28}
\end{equation*}
$$

However, in this case we can restrict ourselves to $N$-cyclically sub-antisymmetric functions of two variables and establish the following extension of the theorem of Krauss.

Theorem 5. If u is $N$-cyclically monotone on $\Omega$, then there exists a concave-convex function of two variables $F$ that is $N$-cyclically sub-antisymmetric and zero on the diagonal, such that

$$
\begin{equation*}
(-u(x), u(x)) \in \partial F(x, x) \quad \text { for all } x \in \Omega \tag{29}
\end{equation*}
$$

where $\partial H$ is the subdifferential of $H$ as a concave-convex function [Rockafellar 1970]. Moreover,

$$
\begin{equation*}
u(x)=\nabla_{2} F(x, x) \quad \text { for a.e. } x \in \Omega \tag{30}
\end{equation*}
$$

Proof. Let $f(x, y)=\langle u(x), x-y\rangle$ and let $f^{1}(x, y)$ be its convexification in $x$ for fixed $y$, that is,

$$
\begin{equation*}
f^{1}(x, y)=\inf \left\{\sum_{k=1}^{n} \lambda_{k} f\left(x_{k}, y\right): \lambda_{k} \geq 0, \sum_{k=1}^{n} \lambda_{k}=1, \sum_{k=1}^{n} \lambda_{k} x_{k}=x\right\} \tag{31}
\end{equation*}
$$

Since $f(x, x)=0, f$ is linear in $y$, and $\sum_{i=1}^{N} f\left(x_{i}, x_{i+1}\right) \geq 0$ for any cyclic family
$x_{1}, \ldots, x_{N}, x_{N+1}=x_{1}$ in $\Omega$, it is easy to show that $f \geq f^{1}$ on $\Omega, f^{1}$ is convex in the first variable and concave with respect to the second, $f^{1}(x, x)=0$ for each $x \in \Omega$, and that $f^{1}$ is $N$-cyclically supersymmetric in the sense that for any cyclic family $x_{1}, \ldots, x_{N}, x_{N+1}=x_{1}$ in $\Omega$, we have $\sum_{i=1}^{N} f^{1}\left(x_{i}, x_{i+1}\right) \geq 0$.

Now consider $F(x, y)=-f^{1}(x, y)$ and note that $x \rightarrow F(x, y)$ is concave, $y \rightarrow F(x, y)$ is convex, $F(x, y) \geq-f(x, y)=\langle u(x), y-x\rangle$ and $F$ is $N$-cyclically sub-antisymmetric. By the antisymmetry, we have

$$
\begin{equation*}
\left\langle u\left(x_{1}\right), x_{2}-x_{1}\right\rangle \leq F\left(x_{1}, x_{2}\right) \leq\left\langle u\left(x_{2}\right), x_{2}-x_{1}\right\rangle \tag{32}
\end{equation*}
$$

which yields that $(-u(x), u(x)) \in \partial F(x, x)$ for all $x \in \Omega$.
Since $F$ is antisymmetric and concave-convex, the possibly multivalued map $x \rightarrow \partial_{2} F(x, x)$ is monotone on $\Omega$, and therefore single-valued and differentiable almost everywhere [Phelps 1993]. This completes the proof.
Remark 6. We cannot expect to have a function $F$ such that $\sum_{i=1}^{N} F\left(x_{i}, x_{i+1}\right)=0$ for all cyclic families $x_{1}, \ldots, x_{N}, x_{N+1}=x_{1}$ in $\Omega$. Actually, we believe that the only function satisfying such an $N$-antisymmetry for $N \geq 3$ must be of the form $F(x, y)=f(x)-f(y)$. This is why one needs to consider functions of $N$ variables in order to get $N$-antisymmetry. In other words, the function defined by

$$
\begin{equation*}
H\left(x_{1}, x_{2}, \ldots, x_{N}\right):=\frac{1}{N}\left((N-1) F\left(x_{1}, x_{2}\right)-\sum_{i=2}^{N-1} F\left(x_{i}, x_{i+1}\right)\right) \tag{33}
\end{equation*}
$$

is $N$-antisymmetric in the sense of (6) and $H\left(x_{1}, x_{2}, \ldots, x_{N}\right) \geq F\left(x_{1}, x_{2}\right)$ for all $\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ in $\Omega^{N}$.

## 3. Variational characterization of monotone vector fields

In order to simplify the exposition, we shall always assume in the sequel that $d \mu$ is Lebesgue measure $d x$ normalized to be a probability on $\Omega$. We shall also assume that $\Omega$ is convex and that its boundary has measure zero.

Theorem 7. Let $u_{1}, \ldots, u_{N-1}: \Omega \rightarrow \mathbb{R}^{d}$ be bounded measurable vector fields. The following properties are then equivalent:

1) The ( $N-1$ )-tuple $\left(u_{1}, \ldots, u_{N-1}\right)$ is jointly $N$-monotone a.e., that is, there exists a measure-zero set $\Omega_{0}$ such that $\left(u_{1}, \ldots, u_{N-1}\right)$ is jointly $N$-monotone on $\Omega \backslash \Omega_{0}$.
2) The infimum of the Monge-Kantorovich problem

$$
\begin{equation*}
\left.\inf \left\{\int_{\Omega^{N}} \sum_{\ell=1}^{N-1}\left\langle u_{\ell}\left(x_{1}\right), x_{1}-x_{\ell+1}\right\rangle d \pi\left(x_{1}, x_{2}, \ldots, x_{N}\right)\right): \pi \in \mathscr{P}_{\mathrm{sym}}^{\mu}\left(\Omega^{N}\right)\right\} \tag{34}
\end{equation*}
$$

is equal to zero, and is therefore attained by the push-forward of $\mu$ by the map $x \rightarrow(x, x, \ldots, x)$.
3) $\left(u_{1}, \ldots, u_{N-1}\right)$ is in the polar of $\mathscr{S}_{N}(\Omega, \mu)$ in the following sense:

$$
\begin{equation*}
\inf \left\{\int_{\Omega} \sum_{\ell=1}^{N-1}\left\langle u_{\ell}(x), x-S^{\ell} x\right\rangle d \mu: S \in \mathscr{S}_{N}(\Omega, \mu)\right\}=0 \tag{35}
\end{equation*}
$$

4) The following holds:
(36) $\inf \left\{\int_{\Omega} \sum_{\ell=1}^{N-1}\left|u_{\ell}(x)-S^{\ell} x\right|^{2} d \mu: S \in \mathscr{S}_{N}(\Omega, \mu)\right\}=\sum_{\ell=1}^{N-1} \int_{\Omega}\left|u_{\ell}(x)-x\right|^{2} d \mu$.
5) There exists an $N$-sub-antisymmetric Hamiltonian $H$ which is concave in the first variable, convex in the last $N-1$ variables, and vanishing on the diagonal such that

$$
\begin{equation*}
\left(u_{1}(x), \ldots, u_{N-1}(x)\right)=\nabla_{2, \ldots, N} H(x, x, \ldots, x) \quad \text { for a.e. } x \in \Omega . \tag{37}
\end{equation*}
$$

Moreover, $H$ is $N$-symmetric in the sense of (16).
6) The following duality holds:

$$
\begin{aligned}
& \inf \left\{\int_{\Omega} L_{H}\left(x, u_{1}(x), \ldots, u_{N-1}(x)\right) d \mu: H \in \mathscr{H}_{N}(\Omega)\right\} \\
& =\sup \left\{\int_{\Omega} \sum_{\ell=1}^{N-1}\left\langle u_{\ell}(x), S^{\ell} x\right\rangle d \mu: S \in \mathscr{S}_{N}(\Omega, \mu)\right\}
\end{aligned}
$$

and the latter is attained at the identity map.
We start with the following lemma, which identifies those probabilities in $\mathscr{P}_{\text {sym }}^{\mu}\left(\Omega^{N}\right)$ that are carried by graphs of functions from $\Omega$ to $\Omega^{N}$.

Lemma 8. Let $S: \Omega \rightarrow \Omega$ be a $\mu$-measurable map. The following properties are equivalent:

1) The image of $\mu$ by the map $x \rightarrow\left(x, S x, \ldots, S^{N-1} x\right)$ belongs to $\mathscr{P}_{\text {sym }}^{\mu}\left(\Omega^{N}\right)$.
2) $S$ is $\mu$-measure-preserving and $S^{N}(x)=x \mu$-a.e.
3) For any bounded Borel measurable $N$-antisymmetric $H$ on $\Omega^{N}$, we have $\int_{\Omega} H\left(x, S x, \ldots, S^{N-1} x\right) d \mu=0$.

Proof. Clearly 1) implies 3), since $\int_{\Omega^{N}} H(\boldsymbol{x}) d \pi(\boldsymbol{x})=0$ for any $N$-antisymmetric Hamiltonian $H$ and any $\pi \in \mathscr{P}_{\text {sym }}^{\mu}\left(\Omega^{N}\right)$.

That 2) implies 1) is also straightforward since if $\pi$ is the push-forward of $\mu$ by a map of the form $x \rightarrow\left(x, S x, \ldots, S^{N-1} x\right)$, where $S$ is a $\mu$-measure-preserving $S$
with $S^{N} x=x \mu$-a.e. on $\Omega$, then for all $h \in L^{1}\left(\Omega^{N}, d \pi\right)$, we have

$$
\begin{aligned}
\int_{\Omega^{N}} h\left(x_{1}, \ldots, x_{N}\right) d \pi & =\int_{\Omega} h\left(x, S x, \ldots, S^{N-1} x\right) d \mu(x) \\
& =\int_{\Omega} h\left(S x, S^{2} x, \ldots, S^{N-1} x, S^{N} x\right) d \mu(x) \\
& =\int_{\Omega} h\left(S x, S^{2} x, \ldots, S^{N-1} x, x\right) d \mu(x) \\
& =\int_{\Omega^{N}} h\left(\sigma\left(x_{1}, \ldots, x_{N}\right)\right) d \pi
\end{aligned}
$$

We now prove that 2) and 3) are equivalent. Assuming first that $S$ is $\mu$-measurepreserving such that $S^{N}=I \mu$-a.e., then for every Borel bounded $N$-antisymmetric $H$, we have

$$
\begin{aligned}
\int_{\Omega} H\left(x, S x, S^{2} x, \ldots, S^{N-1} x\right) d \mu & =\int_{\Omega} H\left(S x, S^{2} x, \ldots, S^{N-1} x, x\right) d \mu \\
& =\cdots=\int_{\Omega} H\left(S^{N-1} x, x, S x, \ldots, S^{N-2} x\right) d \mu
\end{aligned}
$$

Since $H$ is $N$-antisymmetric, we can see that

$$
\begin{aligned}
H\left(x, S x, \ldots, S^{N-1} x\right)+H\left(S x, S^{2} x,\right. & \left.\ldots, S^{N-1} x, x\right) \\
& +\cdots+H\left(S^{N-1} x, x, S x, \ldots, S^{N-2} x\right)=0
\end{aligned}
$$

It follows that $N \int_{\Omega} H\left(x, S x, S^{2} x, \ldots, S^{N-1} x\right) d \mu=0$.
For the reverse implication, assume $\int_{\Omega} H\left(x, S x, S^{2} x, \ldots, S^{N-1} x\right) d \mu=0$ for every $N$-antisymmetric Hamiltonian $H$. By testing this identity with the Hamiltonians

$$
H\left(x_{1}, x_{2}, \ldots, x_{N}\right)=f\left(x_{1}\right)-f\left(x_{i}\right)
$$

where $f$ is any continuous function on $\Omega$, one gets that $S$ is $\mu$-measure-preserving. Now take the Hamiltonian

$$
H\left(x_{1}, x_{2}, \ldots, x_{N}\right)=\left|x_{1}-S x_{N}\right|-\left|S x_{1}-x_{2}\right|-\left|x_{2}-S x_{1}\right|+\left|S x_{2}-x_{3}\right|
$$

Note that $H \in \mathscr{H}_{N}(\Omega)$ since it is of the form

$$
H\left(x_{1}, \ldots, x_{N}\right)=f\left(x_{1}, x_{2}, x_{N}\right)-f\left(x_{2}, x_{3}, x_{1}\right)
$$

Now test the above identity with such an $H$ to obtain

$$
0=\int_{\Omega} H\left(x, S x, S^{2} x, \ldots, S^{N-1} x\right) d \mu=\int_{\Omega}\left|x-S S^{N-1} x\right| d \mu
$$

It follows that $S^{N}=I \mu$-a.e. on $\omega$, and we are done.

Proof of Theorem 7. To show that 1) implies 2), it suffices to notice that if $\pi$ is a $\sigma$-invariant probability measure on $\Omega^{N}$ such that $\operatorname{proj}_{1} \pi=\mu$, then

$$
\begin{aligned}
& \int_{\Omega^{N}} \sum_{\ell=1}^{N-1}\left\langle u_{\ell}\left(x_{1}\right), x_{1}-x_{\ell+1}\right\rangle d \pi\left(x_{1}, \ldots, x_{N}\right) \\
&=\frac{1}{N} \sum_{i=1}^{N} \int_{\Omega^{N}} \sum_{\ell=1}^{N-1}\left\langle u_{\ell}\left(x_{i}\right), x_{i}-x_{i+\ell}\right\rangle d \pi\left(x_{1}, \ldots, x_{N}\right) \\
&=\frac{1}{N} \int_{\Omega^{N}}\left(\sum_{i=1}^{N} \sum_{\ell=1}^{N-1}\left\langle u_{\ell}\left(x_{i}\right), x_{i}-x_{i+\ell}\right\rangle\right) d \pi\left(x_{1}, \ldots, x_{N}\right) \\
& \geq 0
\end{aligned}
$$

since $\left(u_{1}, \ldots, u_{N-1}\right)$ is jointly $N$-monotone. On the other hand, if $\pi$ is the $\sigma$-invariant measure obtained by taking the image of $\mu:=d x$ by $x \rightarrow(x, \ldots, x)$, then

$$
\int_{\Omega^{N}} \sum_{\ell=1}^{N-1}\left\langle u_{\ell}\left(x_{1}\right), x_{1}-x_{\ell+1}\right\rangle d \pi\left(x_{1}, \ldots, x_{N}\right)=0
$$

To show that 2) implies 3 ), let $S$ be a $\mu$-measure-preserving transformation on $\Omega$ such that $S^{N}=I \mu$-a.e. on $\Omega$. Then the image $\pi_{S}$ of $\mu$ by the map

$$
x \rightarrow\left(x, S x, S^{2} x, \ldots, S^{N-1} x\right)
$$

is $\sigma$-invariant, hence

$$
\int_{\Omega^{N}} \sum_{\ell=1}^{N-1}\left\langle u_{\ell}\left(x_{1}\right), x_{1}-x_{\ell+1}\right\rangle d \pi_{S}\left(x_{1}, \ldots, x_{N}\right)=\int_{\Omega} \sum_{\ell=1}^{N-1}\left\langle u_{\ell}(x), x-S^{\ell} x\right\rangle d \mu \geq 0 .
$$

By taking $S=I$, we get that the infimum is necessarily zero.
The equivalence of 3 ) and 4) follows immediately from developing the square.
We now show that 3 ) implies 1). Take $N$ points $x_{1}, x_{2}, \ldots, x_{N}$ in $\Omega$, and let $R>0$ be such that $B\left(x_{i}, R\right) \subset \Omega$. Consider the transformation

$$
S_{R}(x)= \begin{cases}x-x_{1}+x_{2} & \text { for } x \in B\left(x_{1}, R\right) \\ x-x_{2}+x_{3} & \text { for } x \in B\left(x_{2}, R\right) \\ & \vdots \\ x-x_{N}+x_{1} & \text { for } x \in B\left(x_{N}, R\right) \\ x & \text { otherwise }\end{cases}
$$

It is easy to see that $S_{R}$ is a measure-preserving transformation and that $S_{R}^{N}=\mathrm{Id}$.

We then have

$$
0 \leq \int_{\Omega} \sum_{\ell=1}^{N-1}\left\langle u_{\ell}(x), x-S_{R}^{\ell} x\right\rangle d \mu \leq \sum_{i=1}^{N} \int_{B\left(x_{i}, R\right)} \sum_{\ell=1}^{N-1}\left\langle u_{\ell}(x), x_{i}-x_{\ell+i}\right\rangle d \mu .
$$

Letting $R \rightarrow 0$, we get from Lebesgue's density theorem that

$$
\frac{1}{\left|B\left(x_{i}, R\right)\right|} \int_{B\left(x_{i}, R\right)}\left\langle u_{\ell}(x), x_{i}-x_{\ell+i}\right\rangle d \mu \rightarrow\left\langle u_{\ell}\left(x_{i}\right), x_{i}-x_{\ell+i}\right\rangle,
$$

from which follows that $\left(u_{1}, \ldots, u_{N-1}\right)$ are jointly $N$-monotone a.e. on $\Omega$. The fact that 1 ) is equivalent to 5) follows immediately from Theorem 2.

To prove that 5) implies 6), note that for all $p_{i} \in \mathbb{R}^{d}, x \in \Omega, y_{i} \in \Omega, i=$ $1, \ldots, N-1$,

$$
L_{H}\left(x, p_{1}, \ldots, p_{N-1}\right)+H\left(x, y_{1}, \ldots, y_{N-1}\right) \geq \sum_{i=1}^{N-1}\left\langle p_{i}, y_{i}\right\rangle
$$

which yields that for any $S \in \mathscr{S}_{N}(\Omega, \mu)$,

$$
\begin{aligned}
& \int_{\Omega}\left[L_{H}\left(x, u_{1}(x), \ldots, u_{N-1}(x)\right) d \mu+H\left(x, S x, \ldots, S^{N-1} x\right)\right] d \mu \\
& \geq \int_{\Omega} \sum_{\ell=1}^{N-1}\left\langle u_{\ell}(x), S^{\ell} x\right\rangle d \mu
\end{aligned}
$$

If $H \in \mathscr{H}_{N}(\Omega)$ and $S \in \mathscr{S}_{N}(\Omega, \mu)$, we then have $\int_{\Omega} H\left(x, S x, \ldots, S^{N-1} x\right) d \mu=0$, and therefore

$$
\int_{\Omega} L_{H}\left(x, u_{1}(x), \ldots, u_{N-1}(x)\right) d \mu \geq \int_{\Omega} \sum_{\ell=1}^{N-1}\left\langle u_{\ell}(x), S^{\ell} x\right\rangle d \mu
$$

If now $H$ is the $N$-sub-antisymmetric Hamiltonian obtained by 5 ), which is concave in the first variable and convex in the last $N-1$ variables, then $L_{H}\left(x, u_{1}(x), \ldots, u_{N-1}(x)\right)+H(x, x, \ldots, x)=\sum_{\ell=1}^{N-1}\left\langle u_{\ell}(x), x\right\rangle \quad$ for all $x \in \Omega \backslash \Omega_{0}$, and therefore $\int_{\Omega} L_{H}\left(x, u_{1}(x), \ldots, u_{N-1}(x)\right) d \mu=\sum_{\ell=1}^{N-1} \int_{\Omega}\left\langle u_{\ell}(x), x\right\rangle d \mu$.
$\quad$ Now consider

$$
\bar{H}(\boldsymbol{x})=\frac{1}{N}\left((N-1) H(\boldsymbol{x})-\sum_{i=1}^{N-1} H\left(\sigma^{i}(\boldsymbol{x})\right)\right)
$$

As before, we have $\bar{H} \in \mathscr{H}_{N}(\Omega)$ and $\bar{H} \geq H$. Since $L_{\bar{H}} \leq L_{H}$, we have

$$
\int_{\Omega} L_{\bar{H}}\left(x, u_{1}(x), \ldots, u_{N-1}(x)\right) d \mu=\sum_{\ell=1}^{N-1} \int_{\Omega}\left\langle u_{\ell}(x), x\right\rangle d \mu
$$

and 6) is proved.
Finally, note that 6) readily implies 3 ), which means that $\left(u_{1}, \ldots, u_{N-1}\right)$ is then jointly $N$-monotone.

We now consider again the case of a single $N$-cyclically monotone vector field.
Corollary 9. Let $u: \Omega \rightarrow \mathbb{R}^{d}$ be a bounded measurable vector field. The following properties are then equivalent:

1) The vector field $u$ is $N$-cyclically monotone a.e., that is, there exists a measurezero set $\Omega_{0}$ such that $u$ is $N$-cyclically monotone on $\Omega \backslash \Omega_{0}$.
2) The infimum of the Monge-Kantorovich problem

$$
\begin{equation*}
\inf \left\{\int_{\Omega^{N}}\left\langle u\left(x_{1}\right), x_{1}-x_{2}\right\rangle d \pi(\boldsymbol{x}): \pi \in \mathscr{P}_{\mathrm{sym}}^{\mu}\left(\Omega^{N}\right)\right\} \tag{38}
\end{equation*}
$$

is equal to zero, and is therefore attained by the push-forward of $\mu$ by the map $x \rightarrow(x, x, \ldots, x)$.
3) The vector field $u$ is in the polar of $\mathscr{S}_{N}(\Omega, \mu)$, that is,

$$
\begin{equation*}
\inf \left\{\int_{\Omega}\langle u(x), x-S x\rangle d \mu: S \in \mathscr{F}_{N}(\Omega, \mu)\right\}=0 \tag{39}
\end{equation*}
$$

4) The projection of $u$ on $\mathscr{S}_{N}(\Omega, \mu)$ is the identity map, that is,

$$
\begin{equation*}
\inf \left\{\int_{\Omega}|u(x)-S x|^{2} d \mu: S \in \mathscr{S}_{N}(\Omega, \mu)\right\}=\int_{\Omega}|u(x)-x|^{2} d \mu \tag{40}
\end{equation*}
$$

5) There exists an $N$-cyclically sub-antisymmetric function $H$ of two variables, which is concave in the first variable, convex in the second variable, vanishing on the diagonal and such that

$$
\begin{equation*}
u(x)=\nabla_{2} H(x, x) \quad \text { for a.e. } x \in \Omega . \tag{41}
\end{equation*}
$$

6) The following duality holds:

$$
\begin{aligned}
\inf \left\{\int_{\Omega} L_{H}(x, u(x), 0, \ldots, 0) d \mu:\right. & \left.H \in \mathscr{H}_{N}(\Omega)\right\} \\
& =\sup \left\{\int_{\Omega}\langle u(x), S x\rangle d \mu: S \in \mathscr{S}_{N}(\Omega, \mu)\right\}
\end{aligned}
$$

and the latter is attained at the identity map.

Proof. This is an immediate application of Theorem 7 applied to the ( $N-1$ )-tuplet vector fields ( $u, 0, \ldots, 0$ ), which is clearly jointly $N$-monotone on $\Omega \backslash \Omega_{0}$, whenever $u$ is $N$-monotone on $\Omega \backslash \Omega_{0}$.

Remark 10. The sets of $\mu$-measure-preserving $N$-involutions $\left(\mathscr{S}_{N}(\Omega, \mu)\right)_{N}$ do not form a nested family, that is, $\mathscr{S}_{N}(\Omega, \mu)$ is not necessarily included in $\mathscr{S}_{M}(\Omega, \mu)$, whenever $N \leq M$, unless of course $M$ is a multiple of $N$. On the other hand, the above theorem shows that their polar sets, i.e.,
$\mathscr{S}_{N}(\Omega, \mu)^{0}=\left\{u \in L^{2}\left(\Omega, \mathbb{R}^{d}\right): \int_{\Omega}\langle u(x), x-S x\rangle d \mu \geq 0\right.$ for all $\left.S \in \mathscr{S}_{N}(\Omega, \mu)\right\}$,
which coincide with the $N$-cyclically monotone maps, satisfy

$$
\mathscr{S}_{N+1}(\Omega, \mu)^{0} \subset \mathscr{S}_{N}(\Omega, \mu)^{0}
$$

for every $N \geq 1$. This can also be seen directly. Indeed, it is clear that a 2 -involution is a 4 -involution but not necessarily a 3 -involution. On the other hand, assume that $u$ is a 3-cyclically monotone operator. Then for any transformation $S: \Omega \rightarrow \Omega$, we have

$$
\int_{\Omega}\langle u(x), x-S x\rangle d \mu+\int_{\Omega}\left\langle u(S x), S x-S^{2} x\right\rangle d \mu+\int_{\Omega}\left\langle u\left(S^{2} x\right), S^{2} x-x\right\rangle d \mu \geq 0 .
$$

Now if $S$ is measure-preserving, we have

$$
\int_{\Omega}\langle u(x), x-S x\rangle d \mu+\int_{\Omega}\langle u(x), x-S x\rangle d \mu+\int_{\Omega}\left\langle u\left(S^{2} x\right), S^{2} x-x\right\rangle d \mu \geq 0
$$

and if $S^{2}=I$, then $\int_{\Omega}\langle u(x), x-S x\rangle d \mu \geq 0$, which means that $u \in \mathscr{S}_{2}(\Omega, \mu)^{0}$. Similarly, one can show that any $(N+1)$-cyclically monotone operator belongs to $\mathscr{S}_{N}(\Omega, \mu)^{0}$. In other words, $\mathscr{S}_{N+1}(\Omega, \mu)^{0} \subset \mathscr{S}_{N}(\Omega, \mu)^{0}$ for all $N \geq 2$. Note that $\mathscr{S}_{1}(\Omega, \mu)^{0}=\{I\}^{0}=L^{2}\left(\Omega, \mathbb{R}^{d}\right)$, while

$$
\begin{aligned}
\mathscr{S}(\Omega, \mu)^{0} & =\bigcap_{N} \mathscr{S}_{N}(\Omega, \mu)^{0} \\
& =\left\{u \in L^{2}\left(\Omega, \mathbb{R}^{d}\right), u=\nabla \phi \text { for some convex function } \phi \text { in } W^{1,2}\left(\mathbb{R}^{d}\right)\right\},
\end{aligned}
$$

in view of classical results of Rockafellar [1970] and Brenier [1991].
Remark 11. In [Ghoussoub and Moameni 2013b], the preceding result is extended to give a similar decomposition for any family of bounded measurable vector fields $u_{1}, u_{2}, \ldots, u_{N-1}$ on $\Omega$. It is shown there that there exists a measure-preserving $N$-involution $S$ on $\Omega$ and an $N$-antisymmetric Hamiltonian $H$ on $\Omega^{N}$ such that for $i=1, \ldots, N-1$, we have

$$
u_{i}(x)=\nabla_{i+1} H\left(x, S x, S^{2} x, \ldots, S^{N-1} x\right) \quad \text { for a.e. } x \in \Omega
$$
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# RESTRICTED SUCCESSIVE MINIMA 

Martin Henk and Carsten Thiel


#### Abstract

We give bounds on the successive minima of an $\boldsymbol{o}$-symmetric convex body under the restriction that the lattice points realizing the successive minima are not contained in a collection of forbidden sublattices. Our investigations extend former results to forbidden full-dimensional lattices, to all successive minima and complement former results in the lower-dimensional case.


## 1. Introduction

Let $\mathscr{K}_{o}^{n}$ be the set of all $o$-symmetric convex bodies in $\mathbb{R}^{n}$ with nonempty interior, i.e., $K \in \mathscr{K}_{o}^{n}$ is an $n$-dimensional compact convex set satisfying $K=-K$. The volume, i.e., the $n$-dimensional Lebesgue measure, of a subset $X \subset \mathbb{R}^{n}$ is denoted by vol $X$. By a lattice $\Lambda \subset \mathbb{R}^{n}$ we understand a free $\mathbb{Z}$-module of $\operatorname{rank} \operatorname{rg} \Lambda \leq n$. The set of all lattices is denoted by $\mathscr{L}^{n}$, and det $\Lambda$ denotes the determinant of $\Lambda \in \mathscr{L}^{n}$, that is the $(\operatorname{rg} \Lambda)$-dimensional volume of a fundamental cell of $\Lambda$.

For $K \in \mathscr{K}_{o}^{n}$ and $\Lambda \in \mathscr{L}^{n}$, Minkowski introduced the $i$-th successive minimum $\lambda_{i}(K, \Lambda), 1 \leq i \leq \operatorname{rg} \Lambda$, as the smallest positive number $\lambda$ such that $\lambda K$ contains at least $i$ linearly independent lattice points of $\Lambda$, i.e.,

$$
\lambda_{i}(K, \Lambda)=\min \left\{\lambda \in \mathbb{R}_{\geq 0}: \operatorname{dim}(\lambda K \cap \Lambda) \geq i\right\}, \quad 1 \leq i \leq \operatorname{rg} \Lambda .
$$

Minkowski's first fundamental theorem (see, e.g., [Gruber 2007, Sections 22-23]) on successive minima establishes an upper bound on the first successive minimum in terms of the volume of a convex body. More precisely, for $K \in \mathscr{K}_{o}^{n}$ and $\Lambda \in \mathscr{L}^{n}$ with $\operatorname{rg} \Lambda=r$, it may be formulated as

$$
\begin{equation*}
\lambda_{1}(K, \Lambda)^{r} \operatorname{vol}_{r}(K \cap \operatorname{lin} \Lambda) \leq 2^{r} \operatorname{det} \Lambda, \tag{1-1}
\end{equation*}
$$

where $\operatorname{vol}_{r}(\cdot)$ denotes the $r$-dimensional volume, here with respect to the subspace $\operatorname{lin} \Lambda$, the linear hull of $\Lambda$. In the case $r=n$ we just write $\operatorname{vol}(\cdot)$. One of the many successful applications of this inequality is related to "Siegel's lemma", a catch-all term for results bounding the norm of a nontrivial lattice point lying in a linear subspace given as $\operatorname{ker} A$ where $A \in \mathbb{Z}^{m \times n}$ is an integral matrix of rank $m$. For instance, with respect to the maximum norm $|\cdot|_{\infty}$, it was shown in [Bombieri
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and Vaaler 1983] (see also [Ball and Pajor 1990]) that there exists a $z \in \operatorname{ker} A \backslash\{0\}$ such that

$$
|z|_{\infty} \leq \sqrt{\operatorname{det}\left(A A^{\top}\right)^{\frac{1}{n-m}}}
$$

In fact, this follows by $(1-1)$, where $K=[-1,1]^{n}$ is the cube of edge length 2 , $\Lambda=\operatorname{ker} A \cap \mathbb{Z}^{n}$ is an $(n-m)$-dimensional lattice of determinant at most $\sqrt{\operatorname{det}\left(A A^{\top}\right)}$, and Vaaler's result [1979] on the minimal volume of a slice of a cube, which here gives $\operatorname{vol}_{n-m}\left([-1,1]^{n} \cap \operatorname{lin} \Lambda\right) \geq 2^{n-m}$. For generalizations of Siegel's lemma to number fields we refer to [Bombieri and Vaaler 1983; Fukshansky 2006a; 2006b; Gaudron 2009; Gaudron and Rémond 2012a; Vaaler 2003].

Motivated by questions in Diophantine approximation, Fukshansky [2006a] studied an inverse problem to that addressed in Siegel's lemma, namely to bound the norm of lattice points which are not contained in the union of proper sublattices. To describe his result we need a bit more notation.

For a collection of sublattices $\Lambda_{i} \subset \Lambda, 1 \leq i \leq s$, with $\bigcup_{i=1}^{s} \Lambda_{i} \neq \Lambda$ we call

$$
\lambda_{i}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right)=\min \left\{\lambda \in \mathbb{R}_{\geq 0}: \operatorname{dim}\left(\lambda K \cap \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right) \geq i\right\}, \quad 1 \leq i \leq \operatorname{rg} \Lambda
$$

the $i$-th restricted successive minimum of $K$ with respect to $\Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}$. Observe that by the compactness of $K$ and the discreteness of $\Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}$ these minima are well-defined. Furthermore, they behave nicely with respect to dilations, as for $\mu>0$ we have

$$
\begin{equation*}
\lambda_{i}\left(\mu K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right)=\lambda_{i}\left(K, \frac{1}{\mu}\left(\Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right)\right)=\frac{1}{\mu} \lambda_{i}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right) \tag{1-2}
\end{equation*}
$$

Moreover, for a lattice $\Lambda \in \mathscr{L}^{n}, r=\operatorname{rg} \Lambda$, and a basis $\left(b_{1}, \ldots, b_{r}\right), b_{j} \in \mathbb{R}^{n}$, of $\Lambda$, let $v(\Lambda) \in \mathbb{R}\binom{n}{r}$ be the vector with entries det $B_{j}$, where $B_{j}$ is an $r \times r$ submatrix of $\left(b_{1}, \ldots, b_{r}\right)$. Observe that up to the order of the coordinates the vector is independent of the given basis, and on account of the Cauchy-Binet formula the Euclidean norm of $v(\Lambda)$ is the determinant of the lattice. With this notation, Fukshansky [2006a, Theorem 1.1] proved

$$
\begin{equation*}
\lambda_{1}\left([-1,1]^{n}, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right) \leq\left(\frac{3}{2}\right)^{r-1} r^{r}\left(\sum_{i=1}^{s} \frac{1}{\left|v\left(\Lambda_{i}\right)\right|_{\infty}}+\sqrt{s}\right)|v(\Lambda)|_{\infty}+1 \tag{1-3}
\end{equation*}
$$

for proper sublattices $\Lambda_{i}, 1 \leq i \leq s$, where proper means $\operatorname{rg} \Lambda_{i}<\operatorname{rg} \Lambda=r$. This result was generalized and improved in various ways in [Gaudron 2009] and [Gaudron and Rémond 2012a]. In particular, (1-3) has been extended to all $o$-symmetric bodies as well as to the adelic setting (see also [Gaudron and Rémond 2012b, Lemma 3.2] for an application). For instance, the following is a simplified version of [Gaudron 2009,

Theorem 6.1] when we assume that $\operatorname{rg} \Lambda_{i}=\operatorname{rg} \Lambda-1=r-1$ (see also [Gaudron and Rémond 2012a, Theorem 2.2, Corollary 3.3]):

$$
\begin{align*}
& \lambda_{1}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right)  \tag{1-4}\\
& \quad \leq v \max _{1 \leq i \leq s}\left\{1, \frac{v^{r-1} \operatorname{vol}\left(K \cap \operatorname{lin} \Lambda_{i}\right)}{\omega_{r} \operatorname{det} \Lambda_{i}},\left(\frac{v}{\lambda_{1}\left(K, \Lambda \cap \operatorname{lin} \Lambda_{i}\right)}\right)^{\frac{r-2}{2}}\right\}
\end{align*}
$$

where $v=7 r\left(s \omega_{r} \operatorname{det} \Lambda / \operatorname{vol} K\right)^{1 / r}$ and $\omega_{r}$ is the volume of the $r$-dimensional unit ball.

In our first theorem we want to complement these results on forbidden lowerdimensional lattices by a bound which takes care of the size or the structure of the individual forbidden sublattices such that the bound becomes essentially (1-1) if $\lambda_{1}\left(K, \Lambda_{i}\right) \rightarrow \infty$ for $1 \leq i \leq s$. In this case the bounds in (1-3) and (1-4) still have a dependency on $s$ of order $\sqrt{s}$ and $s^{1 / r}$, respectively. Here we have the following result.

Theorem 1.1. Let $K \in \mathscr{H}_{o}^{n}, \Lambda \in \mathscr{L}^{n}, \operatorname{rg} \Lambda=n \geq 2$, and let $\Lambda_{i} \subset \Lambda, 1 \leq i \leq s$, $\operatorname{rg} \Lambda_{i} \leq n-1$, be sublattices. Then

$$
\lambda_{1}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right)<6^{n-1} \frac{\operatorname{det} \Lambda}{\lambda_{1}(K, \Lambda)^{n-2} \operatorname{vol} K}\left(\sum_{i=1}^{s} \frac{1}{\lambda_{1}\left(K, \Lambda_{i}\right)}\right)+\sqrt[n]{2^{n} \frac{\operatorname{det} \Lambda}{\operatorname{vol} K}} .
$$

Note that, if $s=0$ or all the $\lambda_{1}\left(K, \Lambda_{i}\right)$ are very large, we get essentially (1-1).
Our second main theorem deals with forbidden full-dimensional sublattices those for which $\operatorname{rg} \Lambda_{i}=\operatorname{rg} \Lambda, 1 \leq i \leq s$.
Theorem 1.2. Let $K \in \mathscr{H}_{o}^{n}, \Lambda \in \mathscr{L}^{n}, \operatorname{rg} \Lambda=n \geq 2$, and let $\Lambda_{i} \subset \Lambda, 1 \leq i \leq s$, $\operatorname{rg} \Lambda_{i}=n$, be sublattices such that $\bigcup_{i=1}^{s} \Lambda_{i} \neq \Lambda$. Then

$$
\lambda_{1}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right)<\frac{2^{n} \operatorname{det} \Lambda}{\lambda_{1}(K, \bar{\Lambda})^{n-1} \operatorname{vol} K}\left(\sum_{i=1}^{s} \frac{\operatorname{det} \bar{\Lambda}}{\operatorname{det} \Lambda_{i}}-s+1\right)+\lambda_{1}(K, \bar{\Lambda}),
$$

where $\bar{\Lambda}=\bigcap_{i=1}^{s} \Lambda_{i}$.
In the special case $s=1$, since we may the assume $\lambda_{1}\left(K, \Lambda_{1}\right)=\lambda_{1}(K, \Lambda)$, we get the following immediate consequence:

Corollary 1.3. Let $K \in \mathscr{K}_{o}^{n}, \Lambda \in \mathscr{L}^{n}, \operatorname{rg} \Lambda=n \geq 2$, and let $\Lambda_{1} \subsetneq \Lambda, \operatorname{rg} \Lambda_{1}=n$, be a sublattice. Then

$$
\lambda_{1}\left(K, \Lambda \backslash \Lambda_{1}\right) \leq \frac{2^{n} \operatorname{det} \Lambda}{\lambda_{1}\left(K, \Lambda_{1}\right)^{n-1} \operatorname{vol} K}+\lambda_{1}(K, \Lambda)
$$

The following example shows that the bound in Theorem 1.2 as well as the one of the corollary above cannot be improved in general by a multiplicative factor.

Example 1.4. Let $K \in \mathscr{K}_{o}^{2}$ be the rectangle $K=[-1,1] \times[-\alpha, \alpha]$ of edge-lengths 2 and $2 \alpha, \alpha \leq 1$, and of volume $4 \alpha$. Let $\Lambda=\mathbb{Z}^{2}$, and define the sublattices

$$
\Lambda_{1}=\left\{\left(z_{1}, z_{2}\right)^{\top} \in \mathbb{Z}^{2}: z_{2} \equiv 0 \bmod 2\right\}, \quad \Lambda_{2}=\left\{\left(z_{1}, z_{2}\right)^{\top} \in \mathbb{Z}^{2}: z_{1} \equiv 0 \bmod p\right\}
$$

where $p>2$ is a prime. Then $\operatorname{det} \Lambda=1, \operatorname{det} \Lambda_{1}=2, \operatorname{det} \Lambda_{2}=p$, and

$$
\bar{\Lambda}=\Lambda_{1} \cap \Lambda_{2}=\left\{\left(z_{1}, z_{2}\right)^{\top} \in \mathbb{Z}^{2}: z_{2} \equiv 0 \bmod 2, z_{1} \equiv 0 \bmod p\right\}
$$

with det $\bar{\Lambda}=2 p$. For $\alpha \leq 2 / p$ we therefore have $\lambda_{1}(K, \bar{\Lambda})=p$. Regarding the set $\Lambda \backslash\left(\Lambda_{1} \cup \Lambda_{2}\right)$, we observe that the lattice points on the axes are forbidden, but not $(1,1)^{\top}$ and so $\lambda_{1}\left(K, \Lambda \backslash\left(\Lambda_{1} \cup \Lambda_{2}\right)\right)=1 / \alpha$. Putting everything together, the bound in Theorem 1.2 evaluates for $\alpha \leq 2 / p$ to

$$
\frac{1}{\alpha}=\lambda_{1}\left(\Lambda \backslash\left(\Lambda_{1} \cup \Lambda_{2}\right)\right)<\frac{4}{p 4 \alpha}(p+1)+p=\frac{1}{\alpha}+\frac{1}{p \alpha}+p
$$

Hence for $\alpha=2 / p^{2}$ and $p \rightarrow \infty$ the bound cannot be improved by a multiplicative factor.

In the situation of Corollary 1.3, i.e., when we consider only the forbidden lattice $\Lambda_{1}$, the upper bound in the corollary evaluates to $1 / \alpha+1$, whereas, as before, $\lambda_{1}\left(K, \Lambda \backslash \Lambda_{1}\right)=1 / \alpha$.

Before beginning with the proofs of our results we would like to mention a closely related problem, namely to cover $K \cap \Lambda, K \in \mathscr{K}_{o}^{n}$, by a minimal number $\gamma(K)$ of lattice hyperplanes. Obviously, having a $v>0$ with $\gamma(\nu K) \geq s+1$ implies that

$$
\lambda_{1}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right) \leq v
$$

in the case of lower-dimensional sublattices $\Lambda_{i}$. For bounds on $\gamma(K)$ in terms of the successive minima and other functionals from the geometry of numbers we refer to [Bárány et al. 2001; Bezdek and Hausel 1994; Bezdek and Litvak 2009].

Finally, we remark that restricted successive minima have also been investigated from an algorithmic point of view. Blömer and Naewe [2007] studied the complexity of computing $\lambda_{1}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right)$ for $s=1$ and when $K$ is the unit ball of an $l_{p^{-}}$ norm. They show, among other things, that some of the well-known lattice problems, like the shortest or closest lattice vector problem, are polynomial reducible to computing/approximating $\lambda_{1}\left(K, \Lambda \backslash \Lambda_{1}\right)$. Moreover, as in the case of these lattice problems an LLL-reduced basis (see [Grötschel et al. 1993, Chapter 5]) can be used to find in polynomial time a lattice vector $b$ which approximates $\lambda_{1}\left(B_{n}, \Lambda \backslash \Lambda_{1}\right)$ up to a factor of $2^{n-1}$ [Blömer and Naewe 2007, Theorem 3.6]. Here $B_{n}$ is the unit ball of the Euclidean norm. Hence, Theorem 1.1 implies (see [Grötschel et al. 1993, Theorem 5.3.13a] for a similar result in the standard setting $s=0$ ):

Corollary 1.5. Let $\Lambda \in \mathscr{L}^{n}, \operatorname{rg} \Lambda=n \geq 2$, and let $\Lambda_{1} \subset \Lambda, \operatorname{rg} \Lambda_{1} \leq n-1$, be a sublattice. There exists a polynomial time algorithm for computing a vector $b \in \Lambda \backslash \Lambda_{1}$ of Euclidean length

$$
\|b\|<2^{n-1}\left(6^{n-1} \frac{\operatorname{det} \Lambda}{\lambda_{1}(K, \Lambda)^{n-2} \operatorname{vol} K} \frac{1}{\lambda_{1}\left(K, \Lambda_{1}\right)}+\sqrt[n]{2^{n} \frac{\operatorname{det} \Lambda}{\operatorname{vol} K}}\right)
$$

It seems to be a challenging problem to extend this result to more than one forbidden sublattice as well as to full-dimensional forbidden lattices.

The paper is organized as follows. The proof of Theorem 1.1 will be given in the next section and full-dimensional forbidden sublattices, i.e., Theorem 1.2, will be treated in Section 3. In each of the sections we also present some extensions of the results above to higher successive minima, i.e., to $\lambda_{i}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right), i>1$.

## 2. Avoiding lower-dimensional sublattices

In the course of the proof we have to estimate the number of lattice points in a centrally symmetric convex body, i.e., to bound $|K \cap \Lambda|$ from below and above. Assuming $K \in \mathscr{K}_{o}^{n}$ and $\operatorname{rg} \Lambda=n$, we will use as a lower bound a classical result of van der Corput (see, e.g., [Gruber and Lekkerkerker 1987, p. 51]):

$$
\begin{equation*}
|K \cap \Lambda| \geq 2\left\lfloor\frac{\operatorname{vol} K}{2^{n} \operatorname{det} \Lambda}\right\rfloor+1>\frac{\operatorname{vol} K}{2^{n-1} \operatorname{det} \Lambda}-1 \tag{2-1}
\end{equation*}
$$

As upper bound we will use a bound in terms of the first successive minima by Betke, Henk and Wills [Betke et al. 1993]:

$$
\begin{equation*}
|K \cap \Lambda| \leq\left(\frac{2}{\lambda_{1}(K, \Lambda)}+1\right)^{n} \tag{2-2}
\end{equation*}
$$

Proof of Theorem 1.1. By scaling $K$ with $\lambda_{1}(K, \Lambda)$ we may assume without loss of generality that $\lambda_{1}(K, \Lambda)=1$, i.e., $K$ contains no nontrivial lattice point in its interior (cf. (1-2)). Let $n_{i}=\operatorname{rg} \Lambda_{i}<n$. For $\gamma \geq 1$, since $\lambda_{1}\left(K, \Lambda_{i}\right) \geq \lambda_{1}(K, \Lambda)=1$ we get, from (2-2),

$$
\begin{equation*}
\left|\gamma K \backslash\{0\} \cap \Lambda_{i}\right| \leq\left(\gamma \frac{2}{\lambda_{1}\left(K, \Lambda_{i}\right)}+1\right)^{n_{i}}-1<\gamma^{n-1} 3^{n-1} \frac{1}{\lambda_{1}\left(K, \Lambda_{i}\right)} \tag{2-3}
\end{equation*}
$$

Hence, for $\gamma \geq 1$, we have

$$
\begin{equation*}
\left|\gamma K \backslash\{0\} \cap\left(\bigcup_{i=1}^{s} \Lambda_{i}\right)\right|<\gamma^{n-1} 3^{n-1} \sum_{i=1}^{s} \frac{1}{\lambda_{1}\left(K, \Lambda_{i}\right)} . \tag{2-4}
\end{equation*}
$$

Combining this bound with the upper bound (2-1) leads, for $\gamma \geq 1$, to the estimate

$$
\begin{aligned}
\left|\gamma K \backslash\{0\} \cap \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right| & >\gamma^{n} \frac{\operatorname{vol} K}{2^{n-1} \operatorname{det} \Lambda}-2-\left|\gamma K \backslash\{0\} \cap\left(\bigcup_{i=1}^{s} \Lambda_{i}\right)\right| \\
& >\gamma^{n} \frac{\operatorname{vol} K}{2^{n-1} \operatorname{det} \Lambda}-\gamma^{n-1} 3^{n-1}\left(\sum_{i=1}^{s} \frac{1}{\lambda_{1}\left(K, \Lambda_{i}\right)}\right)-2 \\
& =\frac{\operatorname{vol} K}{2^{n-1} \operatorname{det} \Lambda}\left(\gamma^{n}-\gamma^{n-1} \beta-\rho\right)
\end{aligned}
$$

where

$$
\beta=6^{n-1} \frac{\operatorname{det} \Lambda}{\operatorname{vol} K}\left(\sum_{i=1}^{s} \frac{1}{\lambda_{1}\left(K, \Lambda_{i}\right)}\right), \quad \rho=2^{n} \frac{\operatorname{det} \Lambda}{\operatorname{vol} K} .
$$

Hence, given $\beta$ and $\rho$, we have to determine a $\gamma \geq 1$ such that $\gamma^{n}-\gamma^{n-1} \beta-\rho>0$. To this end let $\bar{\gamma}=\beta+\rho^{1 / n}$. Then

$$
\begin{align*}
\bar{\gamma}^{n}-\bar{\gamma}^{n-1} \beta & =\left(\beta+\rho^{1 / n}\right)^{n}-\left(\beta+\rho^{1 / n}\right)^{n-1} \beta  \tag{2-5}\\
& =\rho^{1 / n}\left(\beta+\rho^{1 / n}\right)^{n-1}>\rho^{1 / n} \rho^{(n-1) / n}=\rho
\end{align*}
$$

Finally, we observe that

$$
\bar{\gamma}>\rho^{1 / n}=\left(2^{n} \frac{\operatorname{det} \Lambda}{\operatorname{vol} K}\right)^{1 / n} \geq \lambda_{1}(K, \Lambda)=1
$$

by (1-1) and our assumption. Hence, $\bar{\gamma}>1$ and in view of (2-5) we have $\lambda_{1}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right)<\bar{\gamma}$, which by the definition of $\bar{\gamma}$ yields the desired bound of the theorem with respect to our normalization $\lambda_{1}(K, \Lambda)=1$.

Compared to the bounds in (1-3) and (1-4), our formula uses only the successive minima and not the determinants of the forbidden sublattices which reflect more the structure of a lattice. However, instead of (2-2) one can use a Blichfeldt-type bound, proved in [Henze 2013], for $o$-symmetric convex bodies $K$ with $\operatorname{dim}(K \cap \Lambda)=n$; namely, if $L_{n}(x)$ is the $n$-th Laguerre polynomial,

$$
|K \cap \Lambda| \leq \frac{n!}{2^{n}} \frac{\operatorname{vol} K}{\operatorname{det} \Lambda} L_{n}(-2)
$$

This leads to a bound on $\lambda_{1}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right)$ where the sum over $1 / \lambda_{1}\left(K, \Lambda_{i}\right)$ is replaced by a sum over ratios of the type $\operatorname{vol}_{\operatorname{dim} H}(K \cap H) / \operatorname{det}\left(\Lambda_{i} \cap H\right)$ for certain lower-dimensional planes $H \subseteq \operatorname{lin} \Lambda_{i}$. In general, however, we have no control over the dimension of these hyperplanes $H$ nor on the volume of the sections.

Theorem 1.1 can easily be extended inductively to higher restricted successive minima $\lambda_{j+1}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right), 1 \leq j \leq n-1$, by avoiding, in addition, a $j$-dimensional lattice containing $j$ linearly independent lattice points corresponding to the successive minima $\lambda_{i}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right), 1 \leq i \leq j$.

Corollary 2.1. Under the assumptions of Theorem 1.1 we have, for $j=1, \ldots, n-1$,

$$
\begin{aligned}
\lambda_{j+1}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right)<6^{n-1} & \frac{\operatorname{det} \Lambda}{\lambda_{1}(K, \Lambda)^{n-2} \operatorname{vol} K}\left(\sum_{i=1}^{s} \frac{1}{\lambda_{1}\left(K, \Lambda_{i}\right)}\right) \\
& +\left(\frac{3^{j}}{\lambda_{1}(K, \Lambda)^{j}} 2^{n-1} \frac{\operatorname{det} \Lambda}{\operatorname{vol} K}+\left(2^{n} \frac{\operatorname{det} \Lambda}{\operatorname{vol} K}\right)^{\frac{n-j}{n}}\right)^{\frac{1}{n-j}}
\end{aligned}
$$

Proof. Let $z_{i} \in \lambda_{i}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right) K \cap \Lambda, 1 \leq i \leq j$, be linearly independent, and let $\bar{\Lambda}=\Lambda \cap \operatorname{lin}\left\{z_{1}, \ldots, z_{j}\right\}$. Then

$$
\begin{equation*}
\lambda_{j+1}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right)=\lambda_{1}\left(K, \Lambda \backslash\left(\bigcup_{i=1}^{s} \Lambda_{i} \cup \bar{\Lambda}\right)\right) \tag{2-6}
\end{equation*}
$$

and we now follow the proof of Theorem 1.1. In particular, we assume $\lambda_{1}(K, \Lambda)=1$. In addition to the upper bounds on $\left|\gamma K \backslash\{0\} \cap \Lambda_{i}\right|, 1 \leq i \leq s$, in (2-3), we also use for $\gamma \geq \lambda_{1}(K, \bar{\Lambda}) \geq \lambda_{1}(K, \Lambda)=1$ the bound

$$
\begin{equation*}
|\gamma K \backslash\{0\} \cap \bar{\Lambda}|<\left(\frac{2 \gamma}{\lambda_{1}(K, \bar{\Lambda})}+1\right)^{j} \leq 3^{j}\left(\frac{\gamma}{\lambda_{1}(K, \bar{\Lambda})}\right)^{j} \tag{2-7}
\end{equation*}
$$

Combining this bound with (2-1) leads for $\gamma \geq \lambda_{1}(K, \bar{\Lambda})$ to

$$
\begin{aligned}
\mid \gamma K \backslash\{0\} \cap & \Lambda \backslash\left(\bigcup_{i=1}^{s} \Lambda_{i} \cup \bar{\Lambda}\right) \mid \\
& >\gamma^{n} \frac{\operatorname{vol} K}{2^{n-1} \operatorname{det} \Lambda}-2-\left|\gamma K \backslash\{0\} \cap\left(\bigcup_{i=1}^{s} \Lambda_{i}\right)\right|-|\gamma K \backslash\{0\} \cap \bar{\Lambda}| \\
& >\gamma^{n} \frac{\operatorname{vol} K}{2^{n-1} \operatorname{det} \Lambda}-2-\gamma^{n-1} 3^{n-1}\left(\sum_{i=1}^{s} \frac{1}{\lambda_{1}\left(K, \Lambda_{i}\right)}\right)-3^{j}\left(\frac{\gamma}{\lambda_{1}(K, \bar{\Lambda})}\right)^{j} \\
& =\frac{\operatorname{vol} K}{2^{n-1} \operatorname{det} \Lambda}\left(\gamma^{n}-\gamma^{n-1} \beta-\gamma^{j} \alpha-\rho\right)
\end{aligned}
$$

with
$\beta=6^{n-1} \frac{\operatorname{det} \Lambda}{\operatorname{vol} K}\left(\sum_{i=1}^{s} \frac{1}{\lambda_{1}\left(K, \Lambda_{i}\right)}\right), \quad \alpha=\frac{3^{j}}{\lambda_{1}(K, \bar{\Lambda})^{j}} 2^{n-1} \frac{\operatorname{det} \Lambda}{\operatorname{vol} K}, \quad \rho=2^{n} \frac{\operatorname{det} \Lambda}{\operatorname{vol} K}$.
Now setting $\bar{\gamma}=\beta+\left(\alpha+\rho^{\frac{n-j}{n}}\right)^{\frac{1}{n-j}}$ we see as in the proof of Theorem 1.1 that

$$
\begin{align*}
\bar{\gamma}^{n}-\bar{\gamma}^{n-1} \beta-\bar{\gamma}^{j} \alpha-\rho & =\bar{\gamma}^{j}\left(\bar{\gamma}^{n-j}-\beta \bar{\gamma}^{n-j-1}-\alpha\right)-\rho  \tag{2-8}\\
& >\bar{\gamma}^{j} \rho^{(n-j) / n}-\rho>0 .
\end{align*}
$$

Since $\bar{\gamma}>\beta+\rho^{1 / n}$, which is, by the proof of Theorem 1.1, an upper bound on $\lambda_{1}(K, \bar{\Lambda})$, we also have $\bar{\gamma}>\lambda_{1}(K, \bar{\Lambda})$ and so we know $\lambda_{j+1}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right)<\bar{\gamma}$,
by (2-8). By the definition of $\bar{\gamma}$ we get the required upper bound with respect to the normalization $\lambda_{1}(K, \Lambda)=1$.

An upper bound on $\lambda_{j}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right)$ of a different kind involves the so-called covering radius $\mu(K, \Lambda)$ of a convex body $K \in \mathscr{K}_{o}^{n}$ and a lattice $\Lambda \in \mathscr{L}^{n}, \operatorname{rg} \Lambda=n$. This is the smallest positive number $\mu$ such that any translate of $\mu K$ contains a lattice point:

$$
\mu(K, \Lambda)=\min \left\{\mu>0:(t+\mu K) \cap \Lambda \neq \varnothing \text { for all } t \in \mathbb{R}^{n}\right\}
$$

(see [Gruber and Lekkerkerker 1987, Chapter 2, Section 13]).
Proposition 2.2. Under the assumptions of Theorem 1.1 we have

$$
\lambda_{1}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right) \leq(s+1) \mu(K, \Lambda)
$$

and hence $\lambda_{j}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right) \leq(s+2) \mu(K, \Lambda)$ for $2 \leq j \leq n$.
Proof. Observe that on account of (2-6) the bound for $j \geq 2$ follows from the one for $\lambda_{1}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right)$. For the proof in the case $j=1$ let $H_{i}=\operatorname{lin} \Lambda_{i}, 1 \leq i \leq s$, and for brevity we write $\bar{\mu}$ instead of $\mu(K, \Lambda)$. By Ball's solution [1991] of the affine plank problem for $o$-symmetric convex bodies, applied to $\bar{\mu} K$, we know that there exists a $t \in \mathbb{R}^{n}$ such that

$$
\left(t+\frac{1}{s+1} \bar{\mu} K\right) \subset \bar{\mu} K \quad \text { and } \quad \operatorname{int}\left(t+\frac{1}{s+1} \bar{\mu} K\right) \cap H_{i}=\varnothing, 1 \leq i \leq s
$$

where $\operatorname{int}(\cdot)$ denotes the interior. Thus, for any $\epsilon>0$ the body $(s+1+\epsilon) \bar{\mu} K$ contains a translate $t_{\epsilon}+\bar{\mu} K$ having no points in common with $H_{i}, 1 \leq i \leq s$. Hence, together with the definition of the covering radius, we have $\left(t_{\epsilon}+\bar{\mu} K\right) \cap \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i} \neq \varnothing$ and so $\lambda_{1}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right) \leq(s+1+\epsilon) \bar{\mu}$. By the arbitrariness of $\epsilon$ and the compactness of $K$ the assertion follows.
For a comparable uniform bound in the much more general adelic setting and, of course, with a completely different method see [Gaudron and Rémond 2012a, Proposition 3.2].

## 3. Avoiding full-dimensional sublattices

If the forbidden sublattices are full-dimensional we cannot argue as in the lowerdimensional case, since now the number of forbidden lattice points in $\lambda K \cap \bigcup_{i=1}^{s} \Lambda_{i}$ grows with the same order of magnitude with respect to $\lambda$ as the number of points in $\lambda K \cap \Lambda$.

The tool we use in this full-dimensional case is the torus group $\mathbb{R}^{n} / \bar{\Lambda}$ for a certain lattice $\bar{\Lambda}$. For a more detailed discussion we refer to [Gruber 2007, Section 26].

We recall that this quotient of abelian groups is a compact topological group and we may identify $\mathbb{R}^{n} / \bar{\Lambda}$ with a fundamental parallelepiped $P$ of $\bar{\Lambda}$ :

$$
\mathbb{R}^{n} / \bar{\Lambda} \sim P=\left\{\rho_{1} b_{1}+\cdots+\rho_{n} b_{n}: 0 \leq \rho_{i}<1\right\}
$$

where $b_{1}, \ldots, b_{n}$ form a basis of $\bar{\Lambda}$. Hence for $X \subset \mathbb{R}^{n}$, the set $X$ modulo $\bar{\Lambda}, X / \bar{\Lambda}$, can be described as

$$
X / \bar{\Lambda}=\{y \in P: \exists b \in \bar{\Lambda} \text { such that } y+b \in X\}=(\bar{\Lambda}+X) \cap P
$$

and we can think of $\bar{X} \subseteq \mathbb{R}^{n} / \bar{\Lambda}$ as its image under inclusion into $\mathbb{R}^{n}$. In the same spirit we may identify addition $\oplus$ in $\mathbb{R}^{n} / \bar{\Lambda}$ with the corresponding operation in $\mathbb{R}^{n}$, i.e., for $\bar{X}_{1}, \bar{X}_{2} \subset \mathbb{R}^{n} / \bar{\Lambda}$ we have

$$
\bar{X}_{1} \oplus \bar{X}_{2}=\left(\left(\bar{X}_{1}+\bar{X}_{2}\right)+\bar{\Lambda}\right) \cap P
$$

As $\mathbb{R}^{n} / \bar{\Lambda}$ is a compact abelian group, there is a unique Haar measure $\operatorname{vol}_{T}(\cdot)$ on it normalized to $\operatorname{vol}_{T}\left(\mathbb{R}^{n} / \bar{\Lambda}\right)=\operatorname{det} \bar{\Lambda}$, and for a "nice" measurable set $X \subset \mathbb{R}^{n}$ or $\bar{X} \subset \mathbb{R}^{n} / \bar{\Lambda}$ we have

$$
\operatorname{vol}_{T}(X / \bar{\Lambda})=\operatorname{vol}((\bar{\Lambda}+X) \cap P) \quad \text { and } \quad \operatorname{vol}_{T}(\bar{X})=\operatorname{vol}((\bar{\Lambda}+\bar{X}) \cap P)
$$

Regarding the volume of the sum of two sets $\bar{X}_{1}, \bar{X}_{2} \subset \mathbb{R}^{n} / \bar{\Lambda}$ we have the following classical sum theorem of Kneser and Macbeath [Gruber 2007, Theorem 26.1]:

$$
\begin{equation*}
\operatorname{vol}_{T}\left(\bar{X}_{1} \oplus \bar{X}_{2}\right) \geq \min \left\{\operatorname{vol}_{T}\left(\bar{X}_{1}\right)+\operatorname{vol}_{T}\left(\bar{X}_{2}\right), \operatorname{det} \bar{\Lambda}\right\} \tag{3-1}
\end{equation*}
$$

We also note that for an $o$-symmetric convex body $K \in \mathscr{K}_{o}^{n}$ and $\lambda \geq 0$ the set $\bar{\Lambda}+\lambda K$ forms a lattice packing, i.e., for any two different lattice points $\bar{a}, \bar{b} \in \bar{\Lambda}$ the translates $\bar{a}+\lambda K$ and $\bar{b}+\lambda K$ do not overlap if and only if $\lambda \leq \lambda_{1}(K, \bar{\Lambda}) / 2$. Hence we know that, for $0 \leq \lambda \leq \lambda_{1}(K, \bar{\Lambda}) / 2$,

$$
\begin{equation*}
\operatorname{vol}_{T}(\lambda K / \bar{\Lambda})=\operatorname{vol}((\lambda K+\bar{\Lambda}) \cap P)=\lambda^{n} \operatorname{vol} K \tag{3-2}
\end{equation*}
$$

Furthermore, we also need a "torus version" of van der Corput's result (2-1):
Lemma 3.1. Let $K \in \mathscr{K}_{o}^{n}, \Lambda \in \mathscr{L}^{n}, \operatorname{rg} \Lambda=n$ and let $\bar{\Lambda} \subsetneq \Lambda$ be a sublattice with $\operatorname{rg} \bar{\Lambda}=n$, and let $m \in \mathbb{N}$ with $m \operatorname{det} \Lambda<\operatorname{det} \bar{\Lambda}$. If $\operatorname{vol}_{T}\left(\frac{1}{2} K / \bar{\Lambda}\right) \geq m \operatorname{det} \Lambda$ then

$$
\#(K / \bar{\Lambda} \cap \Lambda) \geq m+1
$$

i.e., $K$ contains at least $m+1$ lattice points of $\Lambda$ belonging to different cosets modulo $\bar{\Lambda}$.

Proof. By the compactness of $K$ and the discreteness of lattices we may assume $\operatorname{vol}_{T}\left(\frac{1}{2} K / \bar{\Lambda}\right)>m \operatorname{det} \Lambda$. Let $P$ be a fundamental parallelepiped of the lattice $\bar{\Lambda}$. Then by assumption we have for the measurable set $X=\left(\frac{1}{2} K+\bar{\Lambda}\right) \cap P$ that $\operatorname{vol} X>m \operatorname{det} \Lambda$. According to a result of van der Corput [Gruber and Lekkerkerker

1987, Section 6.1, Theorem 1] we know that there exists pairwise different $x_{i} \in X$, $1 \leq i \leq m+1$, such that $x_{i}-x_{j} \in \Lambda$. By the $o$-symmetry and convexity of $K$ we have $(X-X)=(K+\bar{\Lambda}) \cap(P-P)$, and since $(P-P) \cap \bar{\Lambda}=\{0\}$ we conclude that

$$
x_{i}-x_{j} \in(K+\bar{\Lambda}) \cap \Lambda \backslash \bar{\Lambda}, \quad i \neq j
$$

Hence the $m$ points $x_{i}-x_{1} \in K+\bar{\Lambda}, i=2, \ldots, m+1$, belong to different nontrivial cosets of $\Lambda$ modulo $\bar{\Lambda}$ and thus $\#(K / \bar{\Lambda} \cap \Lambda) \geq m+1$, where the additional 1 counts the origin.

We now state some simple facts on the intersection of full-dimensional sublattices.
Lemma 3.2. Let $\Lambda \in \mathscr{L}^{n}, \Lambda_{i} \subseteq \Lambda, 1 \leq i \leq s, \operatorname{rg} \Lambda_{i}=\operatorname{rg} \Lambda=n$, and let $\bar{\Lambda}=\bigcap_{i=1}^{s} \Lambda_{i}$.
Then $\bar{\Lambda} \in \mathscr{L}^{n}$ with $\operatorname{rg} \bar{\Lambda}=n$, and

$$
\max _{1 \leq i \leq s} \operatorname{det} \Lambda_{i} \leq \operatorname{det} \bar{\Lambda} \leq(\operatorname{det} \Lambda)^{1-s}\left(\operatorname{det} \Lambda_{1}\right) \cdots\left(\operatorname{det} \Lambda_{s}\right) .
$$

Moreover, with $m=\sum_{i=1}^{s} \operatorname{det} \bar{\Lambda} / \operatorname{det} \Lambda_{i}-s+1$ we have:
(i) The union $\bigcup_{i=1}^{s} \Lambda_{i}$ is covered by at most $m$ cosets of $\Lambda$ modulo $\bar{\Lambda}$.
(ii) If $\operatorname{det} \bar{\Lambda} / \operatorname{det} \Lambda \geq m+1$ then $\Lambda \neq \bigcup_{i=1}^{s} \Lambda_{i}$.

Proof. In order to show that $\bar{\Lambda}$ is a full-dimensional lattice it suffices to consider $s=2$. Obviously, $\Lambda_{1} \cap \Lambda_{2}$ is a discrete subgroup of $\Lambda$ and it also contains $n$ linearly independent points, e.g., $\left(\operatorname{det} \Lambda_{2}\right) a_{1}, \ldots,\left(\operatorname{det} \Lambda_{2}\right) a_{n}$, where $a_{1}, \ldots, a_{n}$ is a basis of $\Lambda_{1}$. Hence $\bar{\Lambda}$ is a full-dimensional lattice; see [Gruber and Lekkerkerker 1987, Section 3.2, Theorem 2]. The lower bound on det $\bar{\Lambda}$ is clear by the inclusion $\bar{\Lambda} \subseteq \Lambda_{i}, 1 \leq i \leq s$. For the upper bound we observe that two points $g, h \in \Lambda$ belong to different cosets modulo $\bar{\Lambda}$ if and only if $g$ and $h$ belong to different cosets of $\Lambda$ modulo at least one $\Lambda_{i}$. There are $\operatorname{det} \Lambda_{i} / \operatorname{det} \Lambda$ many cosets for each $i$ and so we get the upper bound.

For (i) we note that since $\Lambda_{i}$ is the union of $\operatorname{det} \bar{\Lambda} / \operatorname{det} \Lambda_{i}$ many cosets modulo $\bar{\Lambda}$, the union is certainly covered by $\sum_{i=1}^{s} \operatorname{det} \bar{\Lambda} / \operatorname{det} \Lambda_{i}=m+s-1$ many cosets of $\Lambda$ modulo $\bar{\Lambda}$. But here we have counted the trivial coset at least $s$ times. Part (ii) is a direct consequence of part (i).

Lemma 3.2(ii) implies, in particular, that the union of two strict sublattices can never be the whole lattice. This is no longer true for three sublattices, as we see in the next example, which also shows that Lemma 3.2(ii) is not an equivalence.
Example 3.3. Let $\Lambda=\mathbb{Z}^{2}$, and let $\Lambda_{1}, \ldots, \Lambda_{4} \subset \mathbb{Z}^{2}$ be the sublattices

$$
\begin{array}{ll}
\Lambda_{1}=\left\{\left(z_{1}, z_{2}\right)^{\top} \in \mathbb{Z}^{2}: z_{2} \equiv 0 \bmod 2\right\}, & \Lambda_{2}=\left\{\left(z_{1}, z_{2}\right)^{\top} \in \mathbb{Z}^{2}: z_{1} \equiv 0 \bmod 2\right\} \\
\Lambda_{3}=\left\{\left(z_{1}, z_{2}\right)^{\top} \in \mathbb{Z}^{2}: z_{2} \equiv 0 \bmod 3\right\}, & \Lambda_{4}=\left\{\left(z_{1}, z_{2}\right)^{\top} \in \mathbb{Z}^{2}: z_{1} \equiv z_{2} \bmod 2\right\}
\end{array}
$$

Then $\Lambda_{1} \cup \Lambda_{2} \cup \Lambda_{4}=\Lambda$ but $\Lambda_{1} \cup \Lambda_{2} \cup \Lambda_{3} \neq \Lambda$. Furthermore $\operatorname{det} \Lambda=1$, $\operatorname{det} \Lambda_{1}=\operatorname{det} \Lambda_{2}=\operatorname{det} \Lambda_{4}=2, \operatorname{det} \Lambda_{3}=3$ and

$$
\bar{\Lambda}=\Lambda_{1} \cap \Lambda_{2} \cap \Lambda_{3}=\left\{\left(z_{1}, z_{2}\right)^{\top} \in \mathbb{Z}^{2}: z_{1} \equiv 0 \bmod 2, z_{2} \equiv 0 \bmod 6\right\}
$$

with $\operatorname{det} \bar{\Lambda}=12$, while $\sum_{i=1}^{3} \frac{\operatorname{det} \bar{\Lambda}}{\operatorname{det} \Lambda_{i}}-1=15$.
We now come to the proof of the full-dimensional case.
Proof of Theorem 1.2. Let $\Lambda_{1}, \ldots, \Lambda_{s}$ be the full-dimensional forbidden sublattices of the given lattice $\Lambda$ and let $\bar{\Lambda}=\bigcap_{i=1}^{s} \Lambda_{i}$. Let

$$
m=\min \left\{\sum_{i=1}^{s} \frac{\operatorname{det} \bar{\Lambda}}{\operatorname{det} \Lambda_{i}}-s+1, \frac{\operatorname{det} \bar{\Lambda}}{\operatorname{det} \Lambda}\right\}
$$

Claim 1. Let $\lambda>0$ with $\operatorname{vol}_{T}\left(\left(\lambda \frac{1}{2} K\right) / \bar{\Lambda}\right) \geq m \operatorname{det} \Lambda$. Then

$$
\lambda_{1}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right) \leq \lambda
$$

To verify the claim, we first assume

$$
m=\sum_{i=1}^{s} \frac{\operatorname{det} \bar{\Lambda}}{\operatorname{det} \Lambda_{i}}-s+1<\frac{\operatorname{det} \bar{\Lambda}}{\operatorname{det} \Lambda}
$$

By Lemma 3.1, $\lambda K$ contains $m+1$ lattice points of $\Lambda$ belonging to different cosets with respect to $\bar{\Lambda}$. By Lemma 3.2 (i), $\bigcup_{i=1}^{s} \Lambda_{i}$ is covered by at most $m$ cosets of $\Lambda$ modulo $\bar{\Lambda}$, and thus $\lambda K$ contains a lattice point of $\Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}$.

Next suppose that $m=\operatorname{det} \bar{\Lambda} / \operatorname{det} \Lambda$. Then

$$
\operatorname{vol}_{T}\left(\left(\lambda \frac{1}{2} K\right) / \bar{\Lambda}\right)=\operatorname{det} \bar{\Lambda}=\operatorname{vol}_{T}\left(\mathbb{R}^{n} / \bar{\Lambda}\right)
$$

and, in particular, $\lambda K$ contains a representative of each coset of $\Lambda$ modulo $\bar{\Lambda}$. By assumption there exists a coset containing a point $a \in \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}$, and hence all points of this coset, that is $a+\bar{\Lambda}$, lie in $\Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}$.

This verifies the claim and it remains to compute a $\lambda$ with

$$
\begin{equation*}
\operatorname{vol}_{T}\left(\left(\lambda \frac{1}{2} K\right) / \bar{\Lambda}\right) \geq m \operatorname{det} \Lambda \tag{3-3}
\end{equation*}
$$

To this end we set $\lambda_{1}=\lambda_{1}(K, \bar{\Lambda})$ and we write an arbitrary $\lambda>0$ modulo $\lambda_{1}$ in the form $\lambda=\left\lfloor\lambda / \lambda_{1}\right\rfloor \lambda_{1}+\rho \lambda_{1}$, with $0 \leq \rho<1$. Hence, in view of the sum theorem of Kneser and Macbeath (3-1) and the packing property (3-2) of $\lambda_{1}$ with respect to $\frac{1}{2} K$, we may write

$$
\begin{aligned}
\operatorname{vol}_{T}\left(\left(\lambda \frac{1}{2} K\right) / \bar{\Lambda}\right) & =\operatorname{vol}_{T}\left(\left(\left(\left\lfloor\frac{\lambda}{\lambda_{1}}\right\rfloor \frac{\lambda_{1}}{2}+\rho \frac{\lambda_{1}}{2}\right) K\right) / \bar{\Lambda}\right) \\
& =\operatorname{vol}_{T}(\underbrace{\left(\frac{\lambda_{1}}{2} K\right) / \bar{\Lambda} \oplus \cdots \oplus\left(\frac{\lambda_{1}}{2} K\right) / \bar{\Lambda}}_{\left\lfloor\lambda / \lambda_{1}\right\rfloor} \oplus\left(\frac{\rho \lambda_{1}}{2} K\right) / \bar{\Lambda}) \\
& \geq \min \left\{\left(\left\lfloor\frac{\lambda}{\lambda_{1}}\right\rfloor+\rho^{n}\right)\left(\frac{\lambda_{1}}{2}\right)^{n} \operatorname{vol} K, \operatorname{det} \bar{\Lambda}\right\} .
\end{aligned}
$$

Thus, (3-3) is certainly satisfied for a $\bar{\lambda}$ with

$$
\begin{equation*}
\left(\left\lfloor\frac{\bar{\lambda}}{\lambda_{1}}\right\rfloor+\rho^{n}\right)\left(\frac{\lambda_{1}}{2}\right)^{n} \operatorname{vol} K=\left(\sum_{i=1}^{s} \frac{\operatorname{det} \bar{\Lambda}}{\operatorname{det} \Lambda_{i}}-s+1\right) \operatorname{det} \Lambda . \tag{3-4}
\end{equation*}
$$

Using that

$$
\begin{equation*}
\left\lfloor\frac{\lambda}{\lambda_{1}}\right\rfloor+\rho^{n}>\frac{\lambda-\lambda_{1}}{\lambda_{1}}, \tag{3-5}
\end{equation*}
$$

we find

$$
\lambda_{1}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right) \leq \bar{\lambda}<\frac{2^{n} \operatorname{det} \Lambda}{\lambda_{1}^{n-1} \operatorname{vol} K}\left(\sum_{i=1}^{s} \frac{\operatorname{det} \bar{\Lambda}}{\operatorname{det} \Lambda_{i}}-s+1\right)+\lambda_{1}
$$

Remark 3.4. The bound in Theorem 1.2 can be slightly improved in lower dimensions by noticing that in (3-5) we may replace $\left(\lambda-\lambda_{1}\right) / \lambda_{1}$ by $\lambda / \lambda_{1}-\rho+\rho^{n}$. Since $\rho-\rho^{n}$ takes its maximum at $\rho=(1 / n)^{1 /(n-1)}$ we get in this way

$$
\begin{aligned}
& \lambda_{1}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right) \\
& \quad \leq \frac{2^{n} \operatorname{det} \Lambda}{\lambda_{1}(K, \bar{\Lambda})^{n-1} \operatorname{vol} K}\left(\sum_{i=1}^{s} \frac{\operatorname{det} \bar{\Lambda}}{\operatorname{det} \Lambda_{i}}-s+1\right)+n^{-1 /(n-1)} \frac{n-1}{n} \lambda_{1}(K, \bar{\Lambda})
\end{aligned}
$$

There is a straightforward way to extend Theorem 1.2 to higher successive minima which we will first present in the special case $s=1$.
Corollary 3.5. Under the assumptions of Corollary 1.3 we have, for $1 \leq i \leq n$,

$$
\lambda_{i}\left(K, \Lambda \backslash \Lambda_{1}\right) \leq \frac{2^{n} \operatorname{det} \Lambda}{\lambda_{1}\left(K, \Lambda_{1}\right)^{n-1} \operatorname{vol} K}+\lambda_{1}(K, \Lambda)+\lambda_{i}(K, \Lambda)
$$

Proof. By Corollary 1.3 it suffices to show $\lambda_{i}\left(K, \Lambda \backslash \Lambda_{1}\right) \leq \lambda_{1}\left(K, \Lambda \backslash \Lambda_{1}\right)+\lambda_{i}(K, \Lambda)$ for $i=2, \ldots, n$. To this end let $a \in \lambda_{1}\left(K, \Lambda \backslash \Lambda_{1}\right) K \cap \Lambda \backslash \Lambda_{1}$ and let $b_{1}, \ldots, b_{n}$ be linearly independent with $b_{j} \in \lambda_{j}(K, \Lambda) K \cap \Lambda, j=1, \ldots, n$. Since not both $b_{j}$ and $a+b_{j}$ can belong to the forbidden sublattice $\Lambda_{1}$ we can select from each pair $b_{j}, a+b_{j}$ one contained in $\Lambda \backslash \Lambda_{1}, 1 \leq j \leq n$. Let these points be denoted by $\bar{b}_{j}, j=1, \ldots, n$. Then $a, \bar{b}_{j} \in\left(\lambda_{1}\left(K, \Lambda \backslash \Lambda_{1}\right)+\lambda_{j}(K, \Lambda)\right) K, 1 \leq j \leq n$.

Now choose $k$ such that $a \notin \operatorname{lin}\left(\left\{b_{1}, \ldots, b_{n}\right\} \backslash\left\{b_{k}\right\}\right)$. Then the lattice points $a, \bar{b}_{1}, \ldots \bar{b}_{k-1}, \bar{b}_{k+1}, \ldots, \bar{b}_{n}$ are linearly independent and we are done.

For $s>1$ the excluded substructure $\bigcup_{i=1}^{s} \Lambda_{i}$ is, in general, not a lattice anymore and so we cannot argue as above. Therefore, in this case, we choose the vectors $b_{j}$, $1 \leq j \leq n$, from the lattice $\bar{\Lambda}=\bigcap_{i=1}^{s} \Lambda_{i}$. Then for $a \in \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}$ we have

$$
a, a+b_{1}, a+b_{2}, \ldots, a+b_{n} \in \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i},
$$

and analogously to the proof of Corollary 3.5 we get:
Corollary 3.6. Under the assumptions of Theorem 1.2 we have, for $1 \leq i \leq n$,

$$
\begin{aligned}
& \lambda_{i}\left(K, \Lambda \backslash \bigcup_{i=1}^{s} \Lambda_{i}\right) \\
& \quad \leq \frac{2^{n} \operatorname{det} \Lambda}{\lambda_{1}(K, \bar{\Lambda})^{n-1} \operatorname{vol} K}\left(\sum_{i=1}^{s} \frac{\operatorname{det} \bar{\Lambda}}{\operatorname{det} \Lambda_{i}}-s+1\right)+\lambda_{1}(K, \bar{\Lambda})+\lambda_{i}(K, \bar{\Lambda})
\end{aligned}
$$

Remark 3.7. It is also possible to extend lower-dimensional lattices to lattices of full rank by adjoining "sufficiently large" vectors, i.e., for each $\Lambda_{i}$ of rank $n_{i}$ choose linearly independent $z_{i, n_{i}+1}, \ldots, z_{i, n} \in \Lambda \backslash \Lambda_{i}$ and consider the lattice $\bar{\Lambda}_{i}$ spanned by $\Lambda_{i}$ and $z_{i, n_{i}+1}, \ldots, z_{i, n}$. If $z_{i, j}$ are such that $\lambda_{j}\left(K, \bar{\Lambda}_{i}\right)$ is very large for $j>n_{i}$, one can apply the results from Section 3 to the collection $\bar{\Lambda}_{i}, 1 \leq i \leq s$. However, the bounds obtained in this way are in general weaker, with one exception in the case $s=1$ for the bound on $\lambda_{1}\left(K, \Lambda \backslash \Lambda_{1}\right)$. Here we get

$$
\lambda_{1}\left(K, \Lambda \backslash \Lambda_{1}\right) \leq \frac{2^{n} \operatorname{det} \Lambda}{\lambda_{1}\left(K, \Lambda_{1}\right)^{n-1} \operatorname{vol} K}+\lambda_{1}(K, \Lambda)
$$

for $\Lambda_{1} \subsetneq \Lambda$ with $\operatorname{rg} \Lambda_{1}<n$, which improves on Theorem 1.1.
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# RADIAL SOLUTIONS OF NON-ARCHIMEDEAN PSEUDODIFFERENTIAL EQUATIONS 

Anatoly N. Kochubei


#### Abstract

We consider a class of equations with the fractional differentiation operator $D^{\alpha}, \alpha>0$, for complex-valued functions $x \mapsto f\left(|x|_{K}\right)$ on a non-Archimedean local field $K$ depending only on the absolute value $|\cdot|_{K}$. We introduce a right inverse $I^{\alpha}$ to $D^{\alpha}$, such that the change of an unknown function $u=I^{\alpha} v$ reduces the Cauchy problem for an equation with $D^{\alpha}$ (for radial functions) to an integral equation whose properties resemble those of classical Volterra equations. This contrasts much more complicated behavior of $D^{\alpha}$ on other classes of functions.


## 1. Introduction

Pseudodifferential equations for complex-valued functions defined on a non-Archimedean local field are among the central objects of contemporary harmonic analysis and mathematical physics; see the monographs [Vladimirov et al. 1994; Kochubei 2001; Albeverio et al. 2010], and the survey [Zúñiga-Galindo 2011].

The simplest example is the fractional differentiation operator $D^{\alpha}, \alpha>0$, on the field $\mathbb{Q}_{p}$ of $p$-adic numbers (here $p$ is a prime number). It can be defined as a pseudodifferential operator with the symbol $|\xi|_{p}^{\alpha}$ where $|\cdot|_{p}$ is the $p$-adic absolute value or, equivalently, as an appropriate convolution operator.

Already in this case, as it was first shown by Vladimirov (see [Vladimirov et al. 1994]), properties of the $p$-adic pseudodifferential operator are much more complicated than those of its classical counterpart. It suffices to say that, as an operator on $L_{2}\left(\mathbb{Q}_{p}\right)$, it has a point spectrum of infinite multiplicity. Considering a simple "formal" evolution equation with the operator $D^{\alpha}$ in the $p$-adic time variable $t$, Vladimirov [2003] noticed that such an equation does not possess a fundamental solution.

At the same time, it was found in [Kochubei 2008] that some of the evolution equations of the above kind behave reasonably, if one considers only solutions

[^4]depending on $|t|_{p}$. This observation has led to the concept of a non-Archimedean wave equation possessing various properties resembling those of classical hyperbolic equations, up to the Huygens principle.

In this paper we consider the Cauchy problem for a class of equations like

$$
\begin{equation*}
D^{\alpha} u+a\left(|x|_{p}\right) u=f\left(|x|_{p}\right), \quad x \in \mathbb{Q}_{p} \tag{1-1}
\end{equation*}
$$

assuming that a solution is looked for in the class of radial functions, $u=u\left(|x|_{p}\right)$; the precise definition of $D^{\alpha}$ and assumptions on $a, f$ are given below. This Cauchy problem is reduced to an integral equation resembling classical Volterra equations. It turns out that ( $1-1$ ) and its generalizations considered on radial functions constitute $p$-adic counterparts of ordinary differential equations.

## 2. Preliminaries

2.1. Local fields. Let $K$ be a non-Archimedean local field, that is, a nondiscrete totally disconnected locally compact topological field. It is well known that $K$ is isomorphic either to a finite extension of the field $\mathbb{Q}_{p}$ of $p$-adic numbers (if $K$ has characteristic 0 ), or to the field of formal Laurent series with coefficients from a finite field, if $K$ has a positive characteristic. For a summary of main notions and results regarding local fields see, for example, [Kochubei 2001].

Any local field $K$ is endowed with an absolute value $|\cdot|_{K}$, such that $|x|_{K}=0$ if and only if $x=0,|x y|_{K}=|x|_{K} \cdot|y|_{K},|x+y|_{K} \leq \max \left(|x|_{K},|y|_{K}\right)$. Set

$$
O=\left\{x \in K:|x|_{K} \leq 1\right\}, \quad P=\left\{x \in K:|x|_{K}<1\right\} .
$$

Then $O$ is a subring of $K$, and $P$ is an ideal in $O$ containing such an element $\beta$ that $P=\beta O$. The quotient ring $O / P$ is actually a finite field; denote by $q$ its cardinality. We will always assume that the absolute value is normalized, that is $|\beta|_{K}=q^{-1}$. The normalized absolute value takes the values $q^{N}, N \in \mathbb{Z}$. Note that for $K=\mathbb{Q}_{p}$ we have $\beta=p$ and $q=p$; the $p$-adic absolute value is normalized.

Denote by $S \subset O$ a complete system of representatives of the residue classes from $O / P$. Any nonzero element $x \in K$ admits the canonical representation in the form of the convergent series

$$
\begin{equation*}
x=\beta^{-n}\left(x_{0}+x_{1} \beta+x_{2} \beta^{2}+\cdots\right) \tag{2-1}
\end{equation*}
$$

where $n \in \mathbb{Z},|x|_{K}=q^{n}, x_{j} \in S, x_{0} \notin P$. For $K=\mathbb{Q}_{p}$, one may take $S=$ $\{0,1, \ldots, p-1\}$.

The additive group of any local field is self-dual; that is, if $\chi$ is a fixed nonconstant complex-valued additive character of $K$, then any other additive character can be written as $\chi_{a}(x)=\chi(a x), x \in K$, for some $a \in K$. Below we assume that $\chi$ is a
rank zero character, that is $\chi(x) \equiv 1$ for $x \in O$, while there exists such an element $x_{0} \in K$ that $\left|x_{0}\right|_{K}=q$ and $\chi\left(x_{0}\right) \neq 1$.

This duality is used in the definition of the Fourier transform over $K$. Denoting by $d x$ the Haar measure on the additive group of $K$ (normalized in such a way that the measure of $O$ equals 1) we write

$$
\tilde{f}(\xi)=\int_{K} \chi(x \xi) f(x) d x, \quad \xi \in K
$$

where $f$ is a complex-valued function from $L_{1}(K)$. As usual, the Fourier transform $\mathscr{F}$ can be extended from $L_{1}(K) \cap L_{2}(K)$ to a unitary operator on $L_{2}(K)$. If $\mathscr{F} f=\tilde{f} \in L_{1}(K)$, we have the inversion formula

$$
f(x)=\int_{K} \chi(-x \xi) \tilde{f}(\xi) d \xi .
$$

2.2. Integration formulas. As in real analysis, there are many well known formulas for integrals of complex-valued functions defined on subsets of a local field. There exist even tables of such integrals [Vladimirov 2003]. Note that formulas for integrals on $\mathbb{Q}_{p}$ and its subsets, as a rule, carry over to the general case, if one substitutes the normalized absolute value for $|\cdot|_{p}$ and $q$ for $p$.

Here we collect some formulas used in this work. Let $n \in \mathbb{Z}, \alpha>0$.

$$
\begin{align*}
& \int_{|x|_{K} \leq q^{n}}|x|_{K}^{\alpha-1} d x=\frac{1-q^{-1}}{1-q^{-\alpha}} q^{\alpha n},  \tag{2-2}\\
& \int_{|x|_{K}=q^{n}}|x-a|_{K}^{\alpha-1} d x=\frac{q-2+q^{-\alpha}}{q\left(1-q^{-\alpha}\right)}|a|_{K}^{\alpha}, \quad|a|_{K}=q^{n} . \tag{2-3}
\end{align*}
$$

$$
\begin{equation*}
\int_{|x|_{K} \leq q^{n}} \log |x|_{K} d x=\left(n-\frac{1}{q-1}\right) q^{n} \log q . \tag{2-4}
\end{equation*}
$$

$$
\begin{equation*}
\int_{|x|_{K}=q^{n}} \log |x-a|_{K} d x=\left[\left(1-\frac{1}{q}\right) \log |a|_{K}-\frac{\log q}{q-1}\right]|a|_{K}, \quad|a|_{K}=q^{n} . \tag{2-5}
\end{equation*}
$$

$$
\begin{equation*}
\int_{|x|_{K} \leq q^{n}} d x=q^{n} ; \int_{|x|_{K}=q^{n}} d x=\left(1-\frac{1}{q}\right) q^{n} . \tag{2-6}
\end{equation*}
$$

$$
\begin{equation*}
\int_{\substack{\left.x\right|_{K}=q^{n} \\ x_{0}=k_{0}}} d x=q^{n-1}, \quad 0 \neq k_{0} \in S \tag{2-7}
\end{equation*}
$$

(the restriction $x_{0}=k_{0}$ is in the sense of the canonical representation (2-1)).

$$
\begin{equation*}
\int_{\substack{|x|_{K}=q^{n} \\ x_{0} \neq k_{0}}} d x=\left(1-\frac{2}{q}\right) q^{n} . \tag{2-8}
\end{equation*}
$$

2.3. Test functions and distributions. A function $f: K \rightarrow \mathbb{C}$ is said to be locally constant, if there exists such an integer $l$ that for any $x \in K$

$$
f\left(x+x^{\prime}\right)=f(x), \quad \text { whenever }\left|x^{\prime}\right| \leq q^{-l} .
$$

The smallest number $l$ with this property is called the exponent of local constancy of the function $f$.

Let $\mathscr{D}(K)$ be the set of all locally constant functions with compact supports; it is a vector space over $\mathbb{C}$ with the topology of double inductive limit

$$
\mathscr{D}(K)=\underset{N \rightarrow \infty}{\lim } \underset{l \rightarrow \infty}{\lim } \mathscr{D}_{N}^{l}
$$

where $\mathscr{D}_{N}^{l}$ is the finite dimensional space of functions supported in the ball $B_{N}=$ $\left\{x \in K:|x| \leq q^{N}\right\}$ and having the exponents of local constancy $\leq l$. The strong conjugate space $\mathscr{D}^{\prime}(K)$ is called the space of Bruhat-Schwartz distributions.

The Fourier transform preserves the space $\mathscr{D}(K)$. Therefore the Fourier transform of a distribution defined by duality acts continuously on $\mathscr{D}^{\prime}(K)$. As in the case of $\mathbb{R}^{n}$, there exists a well developed theory of distributions over local fields; it includes such topics as convolution, direct product, homogeneous distributions etc (see [Vladimirov et al. 1994; Kochubei 2001; Albeverio et al. 2010]). In connection with homogeneous distributions, it is useful to introduce the subspaces of $\mathscr{D}(K)$ :

$$
\begin{gathered}
\Psi(K)=\{\psi \in \mathscr{D}(K): \psi(0)=0\}, \\
\Phi(K)=\left\{\varphi \in \mathscr{D}(K): \int_{K} \varphi(x) d x=0\right\} .
\end{gathered}
$$

The Fourier transform $\mathscr{F}$ is a linear isomorphism from $\Psi(K)$ onto $\Phi(K)$, thus also from $\Phi^{\prime}(K)$ onto $\Psi^{\prime}(K)$. The spaces $\Phi(K)$ and $\Phi^{\prime}(K)$ are called the Lizorkin spaces (of the second kind) of test functions and distributions respectively; see [Albeverio et al. 2010]. Note that two distributions differing by a constant summand coincide as elements of $\Phi^{\prime}(K)$.

## 3. Fractional differentiation and integration operators

3.1. Riesz kernels and operators generated by them. On a test function $\varphi \in \mathscr{D}(K)$, the fractional differentiation operator $D^{\alpha}, \alpha>0$, is defined as

$$
\begin{equation*}
\left(D^{\alpha} \varphi\right)(x)=\mathscr{F}^{-1}\left[|\xi|_{K}^{\alpha}(\mathscr{F}(\varphi))(\xi)\right](x) . \tag{3-1}
\end{equation*}
$$

However $D^{\alpha}$ does not act on the space $\mathscr{D}(K)$, since the function $\xi \mapsto|\xi|_{K}^{\alpha}$ is not locally constant. On the other hand, $D^{\alpha}: \Phi(K) \rightarrow \Phi(K)$ and $D^{\alpha}: \Phi^{\prime}(K) \rightarrow \Phi^{\prime}(K)$; see [Albeverio et al. 2010], and that was a motivation to introduce these spaces.

The operator $D^{\alpha}$ can also be represented as a hypersingular integral operator:

$$
\begin{equation*}
\left(D^{\alpha} \varphi\right)(x)=\frac{1-q^{\alpha}}{1-q^{-\alpha-1}} \int_{K}|y|_{K}^{-\alpha-1}[\varphi(x-y)-\varphi(x)] d y \tag{3-2}
\end{equation*}
$$

[Vladimirov et al. 1994; Kochubei 2001]. In contrast to (3-1), the expression in the right of (3-2) makes sense for wider classes of functions. Below we study this in detail for the case of radial functions.

The expression in (3-2) is in fact the convolution $f_{-\alpha} * \varphi$, where the Riesz kernel $f_{s}$, for complex $s \notin 1+\frac{2 \pi i}{\log q} \mathbb{Z}$, is defined first for $\operatorname{Re} s>0$ as

$$
f_{s}(x)=\frac{|x|_{K}^{s-1}}{\Gamma_{K}(s)}, \quad \Gamma_{K}(s)=\frac{1-q^{s-1}}{1-q^{-s}}
$$

and then extended meromorphically to the remaining nonzero values of $s$ as a distribution from $\mathscr{D}^{\prime}(K)$ :

$$
\left\langle f_{s}, \varphi\right\rangle=\frac{1-q^{-1}}{1-q^{s-1}} \varphi(0)+\frac{1-q^{-s}}{1-q^{s-1}}\left[\int_{|x|_{K}>1} \varphi(x) \frac{d x}{|x|_{K}^{1-s}}+\int_{|x|_{K} \leq 1}(\varphi(x)-\varphi(0)) \frac{d x}{|x|_{K}^{1-s}}\right],
$$

For $s=0$, we set $f_{0}(x)=\delta(x)$. For $s \in 1+\frac{2 \pi i}{\log q} \mathbb{Z}$, we define

$$
f_{s}(x)=\frac{1-q}{\log q} \log |x|_{K} .
$$

It is well known that $f_{s} * f_{t}=f_{s+t}$ in the sense of distributions from $\mathscr{D}^{\prime}(K)$, so long as $s, t, s+t \notin 1+\frac{2 \pi i}{\log q} \mathbb{Z}$. If these kernels are considered as distributions from $\Phi^{\prime}(K)$, then $f_{s} * f_{t}=f_{s+t}$ for all $s, t \in \mathbb{C}$ [Albeverio et al. 2010]. In view of this identity, it is natural to define the operator $D^{-\alpha}, \alpha>0$, setting

$$
\begin{align*}
\left(D^{-\alpha} \varphi\right)(x)=\left(f_{\alpha} * \varphi\right)(x)=\frac{1-q^{-\alpha}}{1-q^{\alpha-1}} \int_{K}|x-y|_{K}^{\alpha-1} \varphi(y) d y  \tag{3-3}\\
\varphi \in \mathscr{D}(K), \alpha \neq 1
\end{align*}
$$

and

$$
\begin{equation*}
\left(D^{-1} \varphi\right)(x)=\frac{1-q}{q \log q} \int_{K} \log |x-y|_{K} \varphi(y) d y . \tag{3-4}
\end{equation*}
$$

Then $D^{\alpha} D^{-\alpha}=I$ on $\mathscr{D}(K)$, if $\alpha \neq 1$. This remains valid on $\Phi(K)$ also for $\alpha=1$.
The notions and results above are well known; see [Vladimirov et al. 1994; Albeverio et al. 2010]. We now come to new phenomena, considering the case of radial functions.
3.2. Operators on radial functions. Let $u$ be a radial function, that is $u=u\left(|x|_{K}\right)$, $x \in K$. (In order to make the notation concise, we identify the function $x \mapsto u\left(|x|_{K}\right)$ on $K$ with the function $|x|_{K} \mapsto u\left(|x|_{K}\right)$ on $q^{\mathbb{Z}}$. This abuse of notation will not lead to confusion.)

Let us find an explicit expression for $D^{\alpha} u, \alpha>0$. Below we write $d_{\alpha}=$ $\left(1-q^{\alpha}\right) /\left(1-q^{-\alpha-1}\right)$. For $x \in K$, we denote by $x_{0}$ the element from $S \subset O$ appearing in the representation (2-1).

Lemma 1. If a function $u=u\left(|x|_{K}\right)$ is such that

$$
\begin{equation*}
\sum_{k=-\infty}^{m} q^{k}\left|u\left(q^{k}\right)\right|<\infty, \quad \sum_{l=m}^{\infty} q^{-\alpha l}\left|u\left(q^{l}\right)\right|<\infty \tag{3-5}
\end{equation*}
$$

for some $m \in \mathbb{Z}$, then for each $n \in \mathbb{Z}$ the expression in the right-hand side of (3-2) with $\varphi(x)=u\left(|x|_{K}\right)$ exists for $|x|_{K}=q^{n}$, depends only on $|x|_{K}$, and

$$
\begin{array}{r}
\left(D^{\alpha} u\right)\left(q^{n}\right)=d_{\alpha}\left(1-\frac{1}{q}\right) q^{-(\alpha+1) n} \sum_{k=-\infty}^{n-1} q^{k} u\left(q^{k}\right)+q^{-\alpha n-1} \frac{q^{\alpha}+q-2}{1-q^{-\alpha-1} u\left(q^{n}\right)}  \tag{3-6}\\
+d_{\alpha}\left(1-\frac{1}{q}\right) \sum_{l=n+1}^{\infty} q^{-\alpha l} u\left(q^{l}\right)
\end{array}
$$

Proof. We find, using the ultrametric properties of the absolute value, that

$$
\left(D^{\alpha} u\right)(x)=d_{\alpha} \int_{|y|_{K} \geq|x|_{K}}|y|_{K}^{-\alpha-1}\left[u\left(|x-y|_{K}\right)-u\left(|x|_{K}\right)\right] d y .
$$

If $|y|_{K}=|x|_{K}$ and $y_{0} \neq x_{0}$, the integrand vanishes. Therefore, by (2-6),

$$
\begin{aligned}
\left(D^{\alpha} u\right)(x) & =d_{\alpha} \sum_{k=-\infty}^{n-1} \int_{|y-x|_{K}=q^{k}}|x|_{K}^{-\alpha-1}\left[u\left(q^{k}\right)-u\left(q^{n}\right)\right] d y \\
& +d_{\alpha} \sum_{l=n+1}^{\infty} \int_{|y|_{K}=q^{l}} q^{-l(\alpha+1)}\left[u\left(q^{k}\right)-u\left(q^{n}\right)\right] d y \\
& =d_{\alpha}\left(1-\frac{1}{q}\right) q^{-(\alpha+1) n} \sum_{k=-\infty}^{n-1} q^{k}\left[u\left(q^{k}\right)-u\left(q^{n}\right)\right] \\
& +d_{\alpha}\left(1-\frac{1}{q}\right) \sum_{l=n+1}^{\infty} q^{-\alpha l}\left[u\left(q^{l}\right)-u\left(q^{n}\right)\right] .
\end{aligned}
$$

It is clear from this expression that $\left(D^{\alpha} u\right)(x),|x|_{K}=q^{n}$, depends only on $|x|_{K}$. After elementary transformations we get (3-6).

Definition. We say that the action $D^{\alpha} u, \alpha>0$, on a radial function $u$ is defined in the strong sense if the function $u$ satisfies (3-5), so that $D^{\alpha} u\left(|x|_{K}\right),|x|_{K} \neq 0$, is given by (3-6), and there exists the limit

$$
D^{\alpha} u(0) \stackrel{\text { def }}{=} \lim _{x \rightarrow 0} D^{\alpha} u\left(|x|_{K}\right)
$$

It is evident from (3-2) that $D^{\alpha}$ annihilates constant functions (recall that in $\Phi^{\prime}(K)$ they are equivalent to zero). Therefore $D^{-\alpha}$ is not the only possible choice of the right inverse to $D^{\alpha}$. In particular, we will use

$$
\begin{equation*}
\left(I^{\alpha} \varphi\right)(x)=\left(D^{-\alpha} \varphi\right)(x)-\left(D^{-\alpha} \varphi\right)(0) \tag{3-7}
\end{equation*}
$$

This is defined initially for $\varphi \in \mathscr{D}(K)$. It is seen from (3-3), (3-4), and the ultrametric property of the absolute value that

$$
\begin{equation*}
\left(I^{\alpha} \varphi\right)(x)=\frac{1-q^{-\alpha}}{1-q^{\alpha-1}} \int_{|y|_{K} \leq|x|_{K}}\left(|x-y|_{K}^{\alpha-1}-|y|_{K}^{\alpha-1}\right) \varphi(y) d y, \quad \alpha \neq 1, \tag{3-8}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(I^{1} \varphi\right)(x)=\frac{1-q}{q \log q} \int_{|y|_{K} \leq|x|_{K}}\left(\log |x-y|_{K}-\log |y|_{K}\right) \varphi(y) d y . \tag{3-9}
\end{equation*}
$$

In contrast to (3-3) and (3-4), in (3-8) and (3-9) the integrals are taken, for each fixed $x \in K$, over bounded sets.

Let us calculate $I^{\alpha} u$ for a radial function $u=u\left(|x|_{K}\right)$. Obviously, $\left(I^{\alpha} u\right)(0)=0$ whenever $I^{\alpha}$ is defined.

Lemma 2. Suppose that, for some $m \in \mathbb{Z}$,

$$
\sum_{k=-\infty}^{m} \max \left(q^{k}, q^{\alpha k}\right)\left|u\left(q^{k}\right)\right|<\infty \quad \text { if } \alpha \neq 1
$$

and

$$
\sum_{k=-\infty}^{m}|k| q^{k}\left|u\left(q^{k}\right)\right|<\infty \quad \text { if } \alpha=1
$$

Then $I^{\alpha} u$ exists, it is a radial function, and for any $x \neq 0$, we have
(3-10) $\quad\left(I^{\alpha} u\right)\left(|x|_{K}\right)=$

$$
q^{-\alpha}|x|_{K}^{\alpha} u\left(|x|_{K}\right)+\frac{1-q^{-\alpha}}{1-q^{\alpha-1}} \int_{|y|_{K}<|x|_{K}}\left(|x|_{K}^{\alpha-1}-|y|_{K}^{\alpha-1}\right) u\left(|y|_{K}\right) d y
$$

if $\alpha \neq 1$, and

$$
\begin{align*}
& \left(I^{1} u\right)\left(|x|_{K}\right)=  \tag{3-11}\\
& \quad q^{-1}|x|_{K} u\left(|x|_{K}\right)+\frac{1-q}{q \log q} \int_{|y|_{K}<|x|_{K}}\left(\log |x|_{K}-\log |y|_{K}\right) u\left(|y|_{K}\right) d y .
\end{align*}
$$

Proof. It is sufficient to compute the integrals over the set $\left\{y \in K:|y|_{K}=|x|_{K}\right\}$, and that is done using the integration formulas (2-3) and (2-5).

It follows from Lemma 2 that the function $I^{\alpha} u$ is continuous if, for example, $u$ is bounded near the origin (see an estimate of the integral $I_{\alpha, 0}$ in the proof of Theorem 1 below). If $\left|u\left(|x|_{K}\right)\right| \leq C|x|_{K}^{-\varepsilon}$, as $|x|_{K} \geq 1$, then $\left|\left(I^{\alpha} u\right)\left(|x|_{K}\right)\right| \leq C|x|_{K}^{\alpha-\varepsilon}$, as $|x|_{K} \geq 1$. Here and below we denote by $C$ various (possibly different) positive constants.

It is easy to transform (3-10) and (3-11) further obtaining series involving $u\left(q^{n}\right)$.
Obviously, $D^{\alpha} I^{\alpha}=I$ on $\mathscr{D}(K)$, if $\alpha \neq 1$, and on $\Phi(K)$, if $\alpha=1$. Since by Lemma 1 and Lemma 2, the operators are defined in a straightforward sense for wider classes of functions, it is natural to look for conditions sufficient for this identity.

Lemma 3. Suppose that for some $m \in \mathbb{Z}$,

$$
\begin{aligned}
& \sum_{k=-\infty}^{m} \max \left(q^{k}, q^{\alpha k}\right)\left|v\left(q^{k}\right)\right|<\infty \quad \text { and } \quad \sum_{l=m}^{\infty}\left|v\left(q^{l}\right)\right|<\infty \quad \text { if } \alpha \neq 1, \\
& \sum_{k=-\infty}^{m}|k| q^{k}\left|v\left(q^{k}\right)\right|<\infty \quad \text { and } \quad \sum_{l=m}^{\infty} l\left|v\left(q^{l}\right)\right|<\infty \quad \text { if } \alpha=1 .
\end{aligned}
$$

Then there exists $\left(D^{\alpha} I^{\alpha} v\right)\left(|x|_{K}\right)=v\left(|x|_{K}\right)$ for any $x \neq 0$.
The proof consists of tedious but quite elementary calculations based on the integration formulas (2-2)-(2-8). A relatively nontrivial tool is the sum formula for the arithmetic-geometric progression (from [Gradshteyn and Ryzhik 1996, Formula 0.113]).

Using Lemma 3, we can consider the simplest Cauchy problem

$$
D^{\alpha} u\left(|x|_{K}\right)=f\left(|x|_{K}\right), \quad u(0)=0
$$

where $f$ is a continuous function, such that

$$
\sum_{l=m}^{\infty}\left|f\left(q^{l}\right)\right|<\infty, \text { if } \alpha \neq 1, \quad \text { or } \quad \sum_{l=m}^{\infty} l\left|f\left(q^{l}\right)\right|<\infty, \text { if } \alpha=1
$$

The unique strong solution is $u=I^{\alpha} f$; the uniqueness follows from the fact that the equality $D^{\alpha} u=0$ (in the sense of $\mathscr{D}^{\prime}(K)$ ) implies the equality $u=$ const; see [Vladimirov et al. 1994] or [Kochubei 2001]. Therefore on radial functions, the operators $D^{\alpha}$ and $I^{\alpha}$ behave like the Caputo-Dzhrbashyan fractional derivative
and the Riemann-Liouville fractional integral of real analysis (see, for example, [Kilbas et al. 2006]). However the next example illustrates a different behavior of the "fractional integral" in the non-Archimedean case.

Example. Let $f\left(|x|_{K}\right) \equiv 1, x \in K$. Then $\left(I^{\alpha} f\right)\left(|x|_{K}\right) \equiv 0$.
Proof. Let $|x|_{K}=q^{n}$. If $\alpha \neq 1$, then by (3-10), (2-2), and (2-6),

$$
\begin{aligned}
\left(I^{\alpha} f\right)\left(|x|_{K}\right) & =q^{-\alpha}|x|_{K}^{\alpha}+\frac{1-q^{-\alpha}}{1-q^{\alpha-1}} \int_{|y|_{K} \leq q^{n-1}}\left(|x|_{K}^{\alpha-1}-|y|_{K}^{\alpha-1}\right) d y \\
& =q^{-\alpha}|x|_{K}^{\alpha}+\frac{1-q^{-\alpha}}{1-q^{\alpha-1}}\left[q^{n-1}|x|_{K}^{\alpha-1}-\frac{1-q^{-1}}{1-q^{-\alpha}} q^{\alpha(n-1)}\right] \\
& =q^{-\alpha}|x|_{K}^{\alpha}+\frac{1-q^{-\alpha}}{1-q^{\alpha-1}}|x|_{K}^{\alpha} \frac{q^{-1}-q^{-\alpha}}{1-q^{-\alpha}}=0 .
\end{aligned}
$$

If $\alpha=1$, then by (3-11), (2-4), and (2-6),

$$
\begin{aligned}
\left(I^{1} f\right)\left(|x|_{K}\right) & =q^{-1}|x|_{K}+\frac{1-q}{q \log q} \int_{|y|_{K} \leq q^{n-1}}\left(\log |x|_{K}-\log |y|_{K}\right) d y \\
& =q^{-1}|x|_{K}+\frac{1-q}{q \log q}\left[q^{n-1} \log |x|_{K}-\left(n-1-\frac{1}{q-1}\right) q^{n-1} \log q\right] \\
& =|x|_{K}\left(q^{-1}+\frac{1-q}{q \log q}\left(1+\frac{1}{q-1}\right) q^{-1} \log q\right)=0
\end{aligned}
$$

Of course, these identities in the weaker sense of distributions from $\Phi^{\prime}(K)$ are trivial, since the constant functions are identified with zero, $I^{\alpha}$ with $D^{-\alpha}$, and $D^{\alpha} D^{-\alpha}=I$.

On the other hand, the example shows that the condition of decay at infinity in Lemma 3 cannot be dropped.

## 4. Fractional differential equations

4.1. The Cauchy problem and an integral equation. In the class of radial functions $u=u\left(|x|_{K}\right)$, we consider the Cauchy problem

$$
\begin{align*}
D^{\alpha} u+a\left(|x|_{K}\right) u & =f\left(|x|_{K}\right), \quad x \in K,  \tag{4-1}\\
u(0) & =0, \tag{4-2}
\end{align*}
$$

where $a$ and $f$ are continuous functions, that is, they have finite limits $a(0)$ and $f(0)$, as $x \rightarrow 0$.

Looking for a solution of the form $u=I^{\alpha} v$, where $v$ is a radial function, we obtain formally an integral equation

$$
\begin{equation*}
v\left(|x|_{K}\right)+a\left(|x|_{K}\right)\left(I^{\alpha} v\right)\left(|x|_{K}\right)=f\left(|x|_{K}\right), \quad x \in K \tag{4-3}
\end{equation*}
$$

Let us study its solvability. Later we investigate, in what sense a solution of (4-3) corresponds to a solution of the Cauchy problem (4-1)-(4-2).

It follows from (4-3) that $v(0)=f(0)$. Suppose first that $\alpha \neq 1$. By Lemma 2, (4-3) can be written in the form

$$
\begin{align*}
& {\left[1+q^{-\alpha} a\left(|x|_{K}\right)|x|_{K}^{\alpha}\right] v\left(|x|_{K}\right)} \\
& \quad+c_{\alpha} a\left(|x|_{K}\right) \int_{|y|_{K}<|x|_{K}}\left(|x|_{K}^{\alpha-1}-|y|_{K}^{\alpha-1}\right) v\left(|y|_{K}\right) d y=f\left(|x|_{K}\right), \quad x \neq 0
\end{align*}
$$

where $c_{\alpha}=\left(1-q^{-\alpha}\right) /\left(1-q^{\alpha-1}\right)$.
Since $a$ is continuous, there exists such $N \in \mathbb{Z}$ that

$$
q^{-\alpha} a\left(|x|_{K}\right)|x|_{K}^{\alpha}<1 \quad \text { for }|x|_{K} \leq q^{N}
$$

On the ball $B_{N}=\left\{x \in K:|x|_{K} \leq q^{N}\right\}$, the equation takes the form

$$
\begin{equation*}
v\left(|x|_{K}\right)+\int_{|y|_{K}<|x|_{K}} k_{\alpha}(x, y) v\left(|y|_{K}\right) d y=F\left(|x|_{K}\right) \tag{4-4}
\end{equation*}
$$

where

$$
k_{\alpha}(x, y)=\left\{\begin{array}{cl}
{\left[1+q^{-\alpha} a\left(|x|_{K}\right)|x|_{K}^{\alpha}\right]^{-1} c_{\alpha} a\left(|x|_{K}\right)\left(|x|_{K}^{\alpha-1}-|y|_{K}^{\alpha-1}\right)} & \text { if } x \neq 0 \\
0 & \text { if } x=0
\end{array}\right.
$$

and

$$
F\left(|x|_{K}\right)=\left[1+q^{-\alpha} a\left(|x|_{K}\right)|x|_{K}^{\alpha}\right]^{-1} f\left(|x|_{K}\right)
$$

If we construct a solution of (4-4) on $B_{N}$, and if

$$
\begin{equation*}
a\left(|x|_{K}\right) \neq-q^{\alpha m} \quad \text { for any } x \in K, m \in \mathbb{Z} \tag{4-5}
\end{equation*}
$$

we will be able to construct a solution of (4-4), thus a solution of (4-3), successively for all $x \in K$.

If $\alpha=1$, we use (3-11) and obtain in a similar way the equation (4-4) with

$$
k_{1}(x, y)=\left\{\begin{array}{cl}
\frac{1-q}{q \log q}\left[1+q^{-1} a\left(|x|_{K}\right)|x|_{K}\right]^{-1} a\left(|x|_{K}\right)\left(\log |x|_{K}-\log |y|_{K}\right) & \text { if } x \neq 0 \\
0 & \text { if } x=0
\end{array}\right.
$$

and

$$
F\left(|x|_{K}\right)=\left[1+q^{-1} a\left(|x|_{K}\right)|x|_{K}\right]^{-1} f\left(|x|_{K}\right)
$$

It is convenient to extend $k_{\alpha}$ (including the case $\alpha=1$ ) by zero onto $B_{N} \times B_{N}$.
Theorem 1. For each $\alpha>0$, the integral equation (4-4) has a unique continuous solution on $B_{N}$.

Proof. Let us consider the integral operator $\mathscr{K}$ appearing in (4-4) as an operator on the Banach space $C\left(B_{N}\right)$ of complex-valued continuous functions on $B_{N}$. By the theory of integral operators developed in sufficient generality in [Edwards 1965] (see Proposition 9.5.17), to prove that $\mathscr{K}$ is a compact operator, it suffices to check that, for any $x_{0} \in B_{N}$,

$$
\begin{equation*}
\lim _{x \rightarrow x_{0}} \int_{B_{N}}\left|k_{\alpha}(x, y)-k_{\alpha}\left(x_{0}, y\right)\right| d y=0 \tag{4-6}
\end{equation*}
$$

The relation (4-6) is obvious for $x_{0} \neq 0$, and also for $\alpha>1$. For $x_{0}=0$, we have $k_{\alpha}(0, y)=0$, and for $0<\alpha<1,|x|_{K}=q^{n}, n \geq N$, we get by (2-2) and (2-6) that

$$
\begin{aligned}
\int_{B_{N}}\left|k_{\alpha}(x, y)\right| d y & =\mathrm{const} \int_{|y|_{K} \leq q^{n-1}}\left(|y|_{K}^{\alpha-1}-q^{n(\alpha-1)}\right) d y \\
& =\operatorname{const}\left(\frac{1-q^{-1}}{1-q^{-\alpha}} q^{\alpha(n-1)}-q^{n(\alpha-1)} q^{n-1}\right)=\mathrm{const}|x|_{K}^{\alpha}
\end{aligned}
$$

which tends to 0 as $|x|_{K} \rightarrow 0$. For $\alpha=1$, we use (2-4) and (2-6) to obtain that

$$
\begin{aligned}
\int_{B_{N}}\left|k_{1}(x, y)\right| d y & =\operatorname{const} \int_{|y|_{K} \leq q^{n-1}}\left(\log q^{n}-\log |y|_{K}\right) d y \\
& =\operatorname{const}\left(n q^{n-1} \log q-\left(n-1-\frac{1}{q-1}\right) q^{n-1} \log q\right) \\
& =\operatorname{const} \frac{q}{q-1} q^{n-1} \log q=\mathrm{const} \frac{\log q}{q-1}|x|_{K},
\end{aligned}
$$

and this again tends to 0 as $|x|_{K} \rightarrow 0$.
Thus, $\mathscr{K}$ is compact, and by the Fredholm alternative [Edwards 1965, 9.10.3], our theorem will be proved if we show that $\mathscr{K}$ has no nonzero eigenvalues.

Suppose that $\mathscr{K} w=\lambda w, \lambda \neq 0$, for some $w \in C\left(B_{N}\right)$. We have $|w(y)| \leq C$,

$$
\left|k_{\alpha}(x, y)\right| \leq\left. M| | x\right|_{K} ^{\alpha-1}-|y|_{K}^{\alpha-1} \mid,
$$

if $\alpha \neq 1$, and

$$
\left|k_{1}(x, y)\right| \leq M\left(\log |x|_{K}-\log |y|_{K}\right)
$$

if $\alpha=1,|y|_{K}<|x|_{K}$.
In subsequent iterations we will deal with the integrals

$$
\begin{aligned}
I_{\alpha, m} & =\left.\int_{|y|_{K}<|x|_{K}}| | x\right|_{K} ^{\alpha-1}-\left.|y|_{K}^{\alpha-1}| | y\right|_{K} ^{\alpha m} d y, \quad \alpha \neq 1 \\
I_{1, m} & =\int_{|y|_{K}<|x|_{K}}\left(\log |x|_{K}-\log |y|_{K}\right)|y|_{K}^{m} d y
\end{aligned}
$$

If $\alpha>1$, we find denoting $|x|_{K}=q^{n}$ and using (2-2) that

$$
I_{\alpha, m}=|x|_{K}^{\alpha-1} \int_{|y|_{K} \leq q^{n-1}}|y|_{K}^{\alpha m} d y-\int_{|y|_{K} \leq q^{n-1}}|y|_{K}^{\alpha(m+1)-1} d y=d_{\alpha, m}|x|_{K}^{\alpha(m+1)}
$$

where, for all $m=0,1,2, \ldots$

$$
\begin{aligned}
d_{\alpha, m} & =\frac{1-q^{-1}}{1-q^{-\alpha m-1}} q^{-\alpha m-1}-\frac{1-q^{-1}}{1-q^{-\alpha m-\alpha}} q^{-\alpha m-\alpha} \\
& =\left(1-q^{-1}\right) \frac{q^{\alpha-1}-1}{\left(1-q^{-\alpha m-1}\right)\left(q^{\alpha m+\alpha}-1\right)} \leq A q^{-\alpha m}
\end{aligned}
$$

for some $A>0$. A similar result,

$$
\begin{equation*}
I_{\alpha, m}=d_{\alpha, m}|x|_{K}^{\alpha(m+1)}, \quad d_{\alpha, m} \leq A q^{-\alpha m}, \quad m=0,1,2, \ldots \tag{4-7}
\end{equation*}
$$

is obtained for $0<\alpha<1$, so that (4-7) holds for any $\alpha \neq 1$. If $\alpha=1$, then the integral $I_{1, m}$ is evaluated as follows. We have

$$
\begin{aligned}
I_{1, m} & =\sum_{k=-\infty}^{n-1} \int_{|y|_{K}=q^{k}}\left(\log |x|_{K}-\log |y|_{K}\right)|y|_{K}^{m} d y \\
& =\left(1-\frac{1}{q}\right) \log q \sum_{k=-\infty}^{n-1}(n-k) q^{k(m+1)} \\
& =\left(1-\frac{1}{q}\right) \log q \sum_{v=1}^{\infty} v q^{(n-\nu)(m+1)}=d_{1, m}|x|_{K}^{\alpha(m+1)}
\end{aligned}
$$

where

$$
d_{1, m}=\left(1-\frac{1}{q}\right) \log q \sum_{v=1}^{\infty} v q^{-v(m+1)}=\left(1-\frac{1}{q}\right) \log q \frac{q^{-m-1}}{\left(1-q^{-m-1}\right)^{2}} \leq A q^{-m}
$$

(we have used [Gradshteyn and Ryzhik 1996, Identity 0.231.2]). Thus, we have proved (4-7) also for $\alpha=1$.

Let us return to a function $w$ satisfying the relation $\mathscr{F} w=\lambda w, \lambda \neq 0$. Using (4-7) (separately for $\alpha \neq 1$ and $\alpha=1$ ) and iterating we find by induction that

$$
\begin{equation*}
|w(x)| \leq C\left(M|\lambda|^{-1} A\right)^{m}\left(\prod_{j=0}^{m} q^{-\alpha j}\right)|x|_{K}^{\alpha m}, \quad m=0,1,2, \ldots, x \in B_{N} \tag{4-8}
\end{equation*}
$$

Since $\prod_{j=0}^{m} q^{-\alpha j}=q^{-\frac{\alpha}{2} m(m+1)}$, it follows from (4-8) that $w(x) \equiv 0$.
4.2. Strong solutions. Below we assume that the inequality (4-5) is satisfied. Then, as we have mentioned, the solution $v$ of (4-4) is automatically extended in a unique way from $B_{N}$ onto $K$. The extended function $v$ satisfies (4-3). Therefore the
function $u=I^{\alpha} v$ satisfies (4-1) in the sense of distributions from $\Phi^{\prime}$. The initial condition (4-2) is satisfied automatically.

Let us find additional conditions on $a$ and $f$, under which this construction gives a strong solution of the Cauchy problem (4-1)-(4-2). Note that, by Lemma 3 and Theorem 1, a strong solution is unique in the class of functions $u=I^{\alpha} v$ where $v$ is a continuous radial function, such that $\sum_{l=m}^{\infty}\left|v\left(q^{l}\right)\right|<\infty$ for some $m \in \mathbb{Z}$.

Theorem 2. Suppose that

$$
\begin{equation*}
\left|a\left(|x|_{K}\right)\right| \leq C|x|_{K}^{-\alpha-\varepsilon}, \quad\left|f\left(|x|_{K}\right)\right| \leq C|x|_{K}^{-\varepsilon}, \quad \varepsilon>0, C>0, \tag{4-9}
\end{equation*}
$$

as $|x|_{K}>1$. Then $u=I^{\alpha} v$ is a strong solution of the Cauchy problem (4-1)-(4-2).
Proof. Let $v\left(|x|_{K}\right)$ be the solution of (4-3') constructed above for all $x \in K$ (for $x=0$, the integral in the right-hand side is assumed equal to zero). For $|x|_{K} \leq q^{N}$ the existence of a solution $v$ was obtained from the theory of compact operators; for larger values of $|x|_{K}$ we use successively (4-3') itself. Denote

$$
V_{m}=\sup _{|x|_{K} \leq q^{m}}\left|v\left(q^{m}\right)\right|
$$

The sequence $\left\{V_{m}\right\}$ is nondecreasing.
As we assumed in Theorem 1 only the continuity of the coefficient $a$, we took $N$ in such a way that the neighborhood $B_{N}=\left\{x:|x|_{K} \leq q^{N}\right\}$ was sufficiently small. Here we assume (4-5), so that we can take any fixed integer $N$ and obtain a solution $v$ on $B_{N}$.

Consider the case where $\alpha \neq 1$. It follows from (4-5) and (4-9) that

$$
\left|\left[1+q^{-\alpha} a\left(|x|_{K}\right)|x|_{K}^{\alpha}\right]^{-1}\right| \leq H
$$

where $H>0$ does not depend on $x \in K$. If $m \geq N$, then we find from (4-3') and the above estimate for $I_{\alpha, 0}$ that

$$
\begin{equation*}
\left|v\left(q^{m}\right)\right| \leq c_{\alpha} d_{\alpha, 0} H a\left(q^{m}\right) q^{\alpha m} V_{m-1}+H\left|f\left(g^{m}\right)\right| . \tag{4-10}
\end{equation*}
$$

Let us choose $m_{1} \geq N$ so big that

$$
c_{\alpha} d_{\alpha, 0} H a\left(q^{m}\right) q^{\alpha m} \leq \frac{1}{2}, \quad H\left|f\left(g^{m}\right)\right| \leq \frac{1}{2} V_{N-1}
$$

as $m \geq m_{1}$ (that is possible due to (4-9)). Then it follows from (4-10) that $V_{m} \leq V_{m-1}$, as $m \geq m_{1}$, hence that the function $v$ is bounded on $K$.

Now we get from (4-3') and the assumptions (4-9) that

$$
\begin{equation*}
\left|v\left(|x|_{K}\right)\right| \leq C|x|_{K}^{-\varepsilon}, \quad|x|_{K} \geq 1 \tag{4-11}
\end{equation*}
$$

$C>0$. A similar reasoning works for $\alpha=1$.

Taking into account the estimate (4-11) we find from Lemma 3 that

$$
\left(D^{\alpha} I^{\alpha} v\right)\left(|x|_{K}\right)=v\left(|x|_{K}\right), \quad x \neq 0
$$

Therefore the function $u=I^{\alpha} v$ satisfies (4-1) for all $x \neq 0$. Since $a, f$, and $u$ are continuous, the equation is satisfied in the strong sense.
4.3. Generalizations. Instead of (4-2), one can consider an inhomogeneous initial condition $u(0)=u_{0}, u_{0} \in \mathbb{C}$. Looking for a solution in the form $u=u_{0}+I^{\alpha} v$, $v=v\left(|x|_{K}\right)$, we obtain the integral equation

$$
v\left(|x|_{K}\right)+a\left(|x|_{K}\right)\left(I^{\alpha} v\right)\left(|x|_{K}\right)=f\left(|x|_{K}\right)-a\left(|x|_{K}\right) u_{0},
$$

which can be studied under the same assumptions.
All the above results carry over to the case of a matrix-valued coefficient $a\left(|x|_{K}\right)$ and vector-valued solutions. In this case, to obtain a strong solution, it is sufficient to demand that the spectrum of each matrix $a\left(|x|_{K}\right), x \in K$, does not intersect the set $\left\{-q^{N}: N \in \mathbb{Z}\right\}$.
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# A JANTZEN SUM FORMULA FOR RESTRICTED VERMA MODULES OVER AFFINE KAC-MOODY ALGEBRAS AT THE CRITICAL LEVEL 

Johannes KÜbel


#### Abstract

For a restricted Verma module of an affine Kac-Moody algebra at the critical level we describe the Jantzen filtration and calculate its character. This corresponds to the Jantzen sum formula of a baby Verma module over a modular Lie algebra. This also implies a new proof of the linkage principle which was already derived by Arakawa and Fiebig.


## 1. Introduction

To a simple complex Lie algebra $\mathfrak{g}$ with Cartan subalgebra $\mathfrak{h}$, one associates an affine Kac-Moody Lie algebra $\hat{\mathfrak{g}}$ with Cartan subalgebra $\widehat{\mathfrak{h}}$. The root system $R$ of $\mathfrak{g}$ can be embedded into the root system $\widehat{R}$ of $\hat{\mathfrak{g}}$. Arakawa and Fiebig [2012a] introduced the category $\overline{\mathrm{O}}_{c}$ of restricted representations of $\hat{\mathfrak{g}}$ at the critical level. Denote by $\mathbb{O}_{\mathcal{C}}$ the direct summand of the usual highest weight category 0 over $\hat{\mathfrak{g}}$ which consists of modules with critical level. Then $\bar{\sigma}_{c}$ is the subcategory of $\hat{O}_{c}$ on which those elements of the Feigin-Frenkel center act by zero which are homogeneous of degree unequal to zero. We call $\overline{0}_{c}$ the restricted category 0 and its objects restricted modules.

Conjecturally, the restricted category $\overline{0}_{c}$ should have the same structure as the representation category over a small quantum group or a modular Lie algebra described in [Andersen et al. 1994]. The standard modules in $\overline{\widetilde{O}}_{c}$, which should correspond to baby Verma modules in the representation categories of [Andersen et al. 1994], are the so called restricted Verma modules. They are the maximal restricted quotients of the ordinary Verma modules.

Towards the description of $\overline{\mathrm{O}}_{c}$, Arakawa and Fiebig [2012b] confirmed the above conjecture in the subgeneric case, and Frenkel [2005, Theorem 4.8] did so in the generic case. Andersen, Jantzen, and Soergel [Andersen et al. 1994, Chapter 6]

[^5]and Kumar and Letzter [1997] computed a Jantzen sum formula for a baby Verma module $Z(\lambda)$ which describes the characters of the Jantzen filtration as an alternating sum formula of certain characters of baby Verma modules of weight "lower" than $\lambda$.

We deduce the analogous formula for restricted Verma modules at the critical level. To be more precise, let $\lambda \in \widehat{\mathfrak{h}}^{*}$ be a weight of critical level. We introduce the Jantzen filtration

$$
\bar{\Delta}(\lambda)=\bar{\Delta}(\lambda)^{0} \supset \bar{\Delta}(\lambda)^{1} \supset \bar{\Delta}(\lambda)^{2} \supset \cdots,
$$

and deduce the formula

$$
\sum_{i>0} \operatorname{ch} \bar{\Delta}(\lambda)^{i}=\sum_{\alpha \in R(\lambda)^{+}}\left(\sum_{i>0}\left(\operatorname{ch} \bar{\Delta}\left(\alpha \downarrow^{2 i-1} \lambda\right)-\operatorname{ch} \bar{\Delta}\left(\alpha \downarrow^{2 i} \lambda\right)\right)\right)
$$

Here $R(\lambda)^{+} \subset R$ denotes the positive roots of the finite root system $R$ which are integral on $\lambda$. The notation $\alpha \downarrow^{i} \lambda$ for $i>0$ is defined inductively by $\alpha \downarrow\left(\alpha \downarrow^{i-1} \lambda\right)$, where $\alpha \downarrow \lambda=s_{\alpha} \cdot \lambda$ if $s_{\alpha} \cdot \lambda \leq \lambda$ and $\alpha \downarrow \lambda=s_{-\alpha+\delta} \cdot \lambda$ if $s_{\alpha} \cdot \lambda>\lambda$. Here $\delta \in \widehat{R}$ denotes the smallest positive imaginary root and $s_{\alpha}, s_{-\alpha+\delta}$ are the reflections corresponding to the real roots $\alpha,-\alpha+\delta$ of the affine Weyl group $\widehat{\mathscr{W}}$ with its dot-action on $\widehat{\mathfrak{h}}^{*}$.

The strategy to prove the Jantzen sum formula is to deduce the subgeneric cases first and then put these together to get the general result in a very similar manner as in [Jantzen 1979, Chapters 5.6 and 5.7]. To deduce the subgeneric case we use a result of [Arakawa and Fiebig 2012b] which states that for $\lambda \in \widehat{\mathfrak{h}}^{*}$ critical and subgeneric the maximal submodule of $\bar{\Delta}(\lambda)$ is isomorphic to the simple module $L(\alpha \downarrow \lambda)$ with highest weight $\alpha \downarrow \lambda$.

Arakawa and Fiebig [2012a] introduced projective objects in the restricted category $\overline{\widetilde{O}}_{c}$ and a BGGH-reciprocity to deduce the linkage principle for restricted Verma modules conjectured by Feigin and Frenkel. It states that if the simple module with highest weight $\mu \in \widehat{\mathfrak{h}}^{*}$ appears as a subquotient in a Jordan-Hölder series of $\bar{\Delta}(\lambda)$, where $\lambda \in \widehat{\mathfrak{h}}^{*}$ is critical, then $\mu \in \widehat{\mathscr{W}}(\lambda) \cdot \lambda$. Here $\widehat{\mathscr{W}}(\lambda)$ denotes the integral affine Weyl group of the root system $\hat{R}(\lambda)$ corresponding to $\lambda$ with its dot-action on $\widehat{\mathfrak{h}}^{*}$.

The linkage principle immediately follows from the Jantzen sum formula and thus gives an independent proof.

## 2. Preliminaries

In this chapter we shortly introduce the construction of an (untwisted) affine Kac-Moody algebra starting with a simple Lie algebra. We collect some facts about the root data, the Weyl group and the invariant bilinear form. The results and definitions in this section can be found in [Kac 1990] and [Kac and Kazhdan 1979].

Affine Kac-Moody algebras. Let $\mathfrak{g}$ be a simple Lie algebra with a Borel subalgebra $\mathfrak{b}$ and a Cartan subalgebra $\mathfrak{h}$. We denote by $R$ the root system with positive roots $R^{+}$and by $\Pi$ the simple roots. Moreover, denote by $\mathscr{W}$ the finite Weyl group and by $\kappa: \mathfrak{g} \times \mathfrak{g} \rightarrow \mathbb{C}$ the Killing form.

We take a nonsplit central extension $\mathfrak{g}$ of the loop algebra $\mathfrak{g} \otimes_{\mathbb{C}} \mathbb{C}\left[t, t^{-1}\right]$. As a vector space, $\tilde{\mathfrak{g}}$ is the direct sum $\left(\mathfrak{g} \otimes \mathbb{C}\left[t, t^{-1}\right]\right) \oplus \mathbb{C} c$, where $c$ is a central element.

Adding a derivation operator $d$ with the property $[d, \cdot]=t(\partial / \partial t)$, we get the affine Kac-Moody algebra $\hat{\mathfrak{g}}$ associated to $\mathfrak{g}$. As a vector space, we have $\hat{\mathfrak{g}}=$ $\left(\mathfrak{g} \otimes_{\mathbb{C}} \mathbb{C}\left[t, t^{-1}\right]\right) \oplus \mathbb{C} c \oplus \mathbb{C} d$ and the Lie bracket is given by

$$
\begin{gathered}
{[c, \widehat{\mathfrak{g}}]=\{0\}} \\
{\left[d, x \otimes t^{n}\right]=n x \otimes t^{n}} \\
{\left[x \otimes t^{n}, y \otimes t^{m}\right]=[x, y] \otimes t^{m+n}+n \delta_{m,-n} \kappa(x, y) c}
\end{gathered}
$$

where $x, y \in \mathfrak{g}$ and $n \in \mathbb{Z}$. The Borel subalgebra of $\mathfrak{g}$ corresponding to $\mathfrak{b} \subset \mathfrak{g}$ is given by

$$
\hat{\mathfrak{b}}=\left(\mathfrak{g} \otimes_{\mathbb{C}} t \mathbb{C}[t]+\mathfrak{b} \otimes_{\mathbb{C}} \mathbb{C}[t]\right) \oplus \mathbb{C} c \oplus \mathbb{C} d
$$

while the corresponding Cartan subalgebra of $\hat{\mathfrak{g}}$ is given by

$$
\widehat{\mathfrak{h}}=\mathfrak{h} \oplus \mathbb{C} c \oplus \mathbb{C} d
$$

Affine roots, Weyl groups and bilinear forms. For a vector space $V$ we denote by $\langle\cdot, \cdot\rangle: V^{*} \times V \rightarrow \mathbb{C}$ the natural pairing with its dual space. Denote by $\leq$ the usual ordering on $\widehat{\mathfrak{h}}^{*}$; that is, $\lambda \leq \mu$ for $\lambda, \mu \in \widehat{\mathfrak{h}}^{*}$ if $\mu-\lambda$ can be expressed as a finite sum of positive roots. The projection $\widehat{\mathfrak{h}}=\mathfrak{h} \oplus \mathbb{C} c \oplus \mathbb{C} d \rightarrow \mathfrak{h}$ induces an embedding $\mathfrak{h}^{*} \subset \widehat{\mathfrak{h}}^{*}$. By this embedding we can consider all finite roots as elements of $\widehat{\mathfrak{h}}^{*}$. We define two weights $\Lambda_{\circ}, \delta \in \widehat{\mathfrak{h}}^{*}$ by the relations

$$
\begin{aligned}
\langle\delta, \mathfrak{h} \oplus \mathbb{C} c\rangle & =\{0\}, \\
\langle\delta, d\rangle & =1, \\
\left\langle\Lambda_{\circ}, \mathfrak{h} \oplus \mathbb{C} d\right\rangle & =\{0\}, \\
\left\langle\Lambda_{\circ}, c\right\rangle & =1 .
\end{aligned}
$$

Then the roots of $\hat{\mathfrak{g}}$ with respect to $\hat{\mathfrak{h}}$ are given by $\hat{R}=\hat{R}^{\text {re }} \cup \hat{R}^{\text {im }}$, where

$$
\widehat{R}^{\mathrm{re}}:=\{\alpha+n \delta \mid \alpha \in R \subset \widehat{R}, n \in \mathbb{Z}\}
$$

are the real roots, and

$$
\widehat{R}^{\mathrm{im}}:=\{n \delta \mid n \in \mathbb{Z}, n \neq 0\}
$$

are the imaginary roots. The positive roots $\hat{R}^{+}$, that is, the roots of $\hat{\mathfrak{b}}$ with respect
to $\hat{\mathfrak{h}}$, are then given

$$
\widehat{R}^{+}=R^{+} \cup\{\alpha+n \delta \mid \alpha \in R, n>0\} \cup\{n \delta \mid n>0\}
$$

Denote by $\theta$ the highest root of $R$. Then the set of simple affine roots is given by

$$
\hat{\Pi}=\Pi \cup\{-\theta+\delta\} \subset \hat{R}^{+}
$$

For a real root $\alpha \in \widehat{R}^{\text {re }}$ we denote by $\alpha^{\vee} \in \widehat{\mathfrak{h}}$ its coroot which is uniquely defined by the properties $\alpha^{\vee} \in\left[\hat{\mathfrak{g}}_{\alpha}, \hat{\mathfrak{g}}_{-\alpha}\right]$ and $\left\langle\alpha, \alpha^{\vee}\right\rangle=2$.

We denote by $\hat{\mathscr{W}} \subset \operatorname{Gl}\left(\widehat{\mathfrak{h}}^{*}\right)$ the affine Weyl group of the root system $\hat{R}$, which is the subgroup generated by the reflections $s_{\alpha}: \widehat{\mathfrak{h}}^{*} \rightarrow \hat{\mathfrak{h}}^{*}, \lambda \mapsto \lambda-\left\langle\lambda, \alpha^{\vee}\right\rangle \alpha$, where $\alpha \in \widehat{R}^{\mathrm{re}}$ is a real root. We can identify the finite Weyl group $\mathscr{W}$ with the subgroup of $\hat{\mathscr{W}}$ generated by the reflections $s_{\alpha}$ corresponding to finite roots $\alpha \in R$. Then $\mathscr{W}$ stabilizes the subspace $\mathfrak{h}^{*} \subset \widehat{\mathfrak{h}}^{*}$.

Let $\bar{\rho}:=\frac{1}{2} \sum_{\alpha \in R^{+}} \alpha$ be the half-sum of positive finite roots. We then set

$$
\rho:=\bar{\rho}+h^{\vee} \Lambda_{\circ},
$$

where $h^{\vee}$ is the dual Coxeter number of $\mathfrak{g}$. Then $\left\langle\rho, \alpha^{\vee}\right\rangle \neq 0$ for all $\alpha \in \widehat{R}^{\text {re }}$ and $\langle\rho, c\rangle \neq 0$ as well. We can now define the $\rho$-shifted dot-action of $\widehat{\mathcal{W}}$ on $\widehat{\mathfrak{h}}^{*}$ by

$$
w \cdot \lambda:=w(\lambda+\rho)-\rho,
$$

where $w \in \widehat{\mathscr{W}}$ and $\lambda \in \widehat{\mathfrak{h}}^{*}$.
The Killing form $\kappa$ on the simple Lie algebra $\mathfrak{g}$ extends to a bilinear form $(\cdot \mid \cdot): \hat{\mathfrak{g}} \times \hat{\mathfrak{g}} \rightarrow \mathbb{C}$ which is given by the equations

$$
\begin{aligned}
\left(x \otimes t^{n} \mid y \otimes t^{m}\right) & =\delta_{n,-m} \kappa(x, y) \\
\left(c \mid \mathfrak{g} \otimes \mathbb{C}\left[t, t^{-1}\right] \oplus \mathbb{C} c\right) & =\{0\} \\
\left(d \mid \mathfrak{g} \otimes_{\mathbb{C}} \mathbb{C}\left[t, t^{-1}\right] \oplus \mathbb{C} d\right) & =\{0\} \\
(c \mid d) & =1
\end{aligned}
$$

for $x, y \in \mathfrak{g}$ and $m, n \in \mathbb{Z}$. It is nondegenerate, symmetric and invariant, i.e., $([x, y] \mid z)=(x \mid[y, z])$ for all $x, y, z \in \hat{\mathfrak{g}}$. Furthermore, it induces a nondegenerate bilinear form on the affine Cartan subalgebra and thus an isomorphism $v: \widehat{\mathfrak{h}} \xrightarrow{\longrightarrow} \widehat{\mathfrak{h}}^{*}$ which coincides with the isomorphism $\mathfrak{h} \xrightarrow{\longrightarrow} \mathfrak{h}^{*}$ induced by the Killing form, when restricted to the finite Cartan subalgebra, and which sends $c$ to $\delta$ and $d$ to $\Lambda_{\circ}$. So the induced form on $\widehat{\mathfrak{h}}^{*}$ is given by

$$
\begin{aligned}
(\alpha \mid \beta) & =\kappa(\alpha, \beta), \\
\left(\Lambda_{\circ} \mid \mathfrak{h}^{*} \oplus \mathbb{C} \Lambda_{\circ}\right) & =\{0\}, \\
\left(\delta \mid \mathfrak{h}^{*} \oplus \mathbb{C} \delta\right) & =\{0\}, \\
\left(\Lambda_{\circ} \mid \delta\right) & =1,
\end{aligned}
$$

for $\alpha, \beta \in \mathfrak{h}^{*}$ and $\kappa$ the induced Killing form on $\mathfrak{h}^{*}$. The induced form is invariant under the linear action of the affine Weyl group, i.e.,

$$
(w(\lambda) \mid w(\mu))=(\lambda \mid \mu)
$$

for $\lambda, \mu \in \widehat{\mathfrak{h}}^{*}, w \in \widehat{\mathscr{W}}$.

## 3. Verma modules

For a Lie algebra $\mathfrak{a}$ we denote by $U(\mathfrak{a})$ its universal enveloping algebra. For $\lambda \in \hat{\mathfrak{h}}^{*}$ let $\mathbb{C}_{\lambda}$ be the one-dimensional representation of $U(\widehat{\mathfrak{b}})$ on which $\widehat{\mathfrak{h}}$ acts by the character $\lambda$ and $[\hat{\mathfrak{b}}, \widehat{\mathfrak{b}}]$ by zero. Then the Verma module with highest weight $\lambda$ is defined by

$$
\Delta(\lambda):=U(\widehat{\mathfrak{g}}) \otimes_{U(\widehat{\mathfrak{b}}} \mathbb{C}_{\lambda}
$$

It has a unique simple quotient, which we denote by $L(\lambda)$, and both modules are highest weight modules with highest weight $\lambda$.

Deformed Verma modules. Denote by $\hat{S}:=S(\hat{\mathfrak{h}})=U(\hat{\mathfrak{h}})$ the symmetric algebra over the vector space $\hat{\mathfrak{h}}$ and by $S=S(\mathfrak{h})$ the symmetric algebra over the vector space $\mathfrak{h}$. Then the projection $\widehat{\mathfrak{h}} \rightarrow \mathfrak{h}$ induces a homomorphism $\widehat{S} \rightarrow S$ and equips $S$ with an $\hat{S}$-algebra structure. We call a commutative, unital, noetherian $\hat{S}$-algebra with structure morphism $\tau: \widehat{S} \rightarrow A$ a deformation algebra.

For a Lie algebra $\mathfrak{a}$ we set $\mathfrak{a}_{A}:=\mathfrak{a} \otimes \mathbb{C} A$. Then we can identify $\left(\hat{\mathfrak{h}}_{A}\right)^{*}=$ $\operatorname{Hom}_{A}\left(\widehat{\mathfrak{h}}_{A}, A\right)$ with $\hat{\mathfrak{h}}^{*} \otimes_{\mathbb{C}} A$ and any weight $\lambda \in \hat{\mathfrak{h}}^{*}$ induces a weight $\lambda \otimes 1 \in \hat{\mathfrak{h}}_{A}^{*}$, which we simply denote by $\lambda$ again. In this way, the composition $\hat{\mathfrak{h}} \hookrightarrow \widehat{S} \xrightarrow{\tau} A$ induces the canonical weight $\tau \in \hat{\mathfrak{h}}_{A}^{*}$.

For $\lambda \in \hat{\mathfrak{h}}^{*}$ let $A_{\lambda}$ be the $\hat{\mathfrak{b}}_{A}$-module which is $A$ as an $A$-module and on which $\hat{\mathfrak{h}}$ acts via the character $\lambda+\tau$ and $[\widehat{\mathfrak{b}}, \widehat{\mathfrak{b}}]$ by zero. We then define the deformed Verma module with highest weight $\lambda$ by

$$
\Delta_{A}(\lambda+\tau):=U\left(\hat{\mathfrak{g}}_{A}\right) \otimes_{U\left(\hat{\mathfrak{b}}_{A}\right)} A_{\lambda}
$$

For an $\hat{\mathfrak{h}}_{A}$-module $M$ and $\lambda \in \widehat{\mathfrak{h}}^{*}$ we define the deformed weight space of $\lambda$ by

$$
M_{\lambda}:=\left\{m \in M \mid H m=(\lambda+\tau)(H) m \text { for all } H \in \hat{\mathfrak{h}}_{A}\right\}
$$

Then the deformed Verma module $\Delta_{A}(\lambda+\tau)$ decomposes as $\hat{\mathfrak{h}}_{A}$-module into the direct sum of its weight spaces $\Delta_{A}(\lambda+\tau)_{\mu}$ with $\mu \in \widehat{\mathfrak{h}}^{*}$, such that $\Delta_{A}(\lambda+\tau)_{\mu} \neq 0$ implies $\mu \leq \lambda$.

If $A \rightarrow A^{\prime}$ is a homomorphism of deformation algebras with structure maps $\tau: \widehat{S} \rightarrow A$ and $\tau^{\prime}: \widehat{S} \rightarrow A \rightarrow A^{\prime}$, then

$$
\Delta_{A}(\lambda+\tau) \otimes_{A} A^{\prime} \cong \Delta_{A^{\prime}}\left(\lambda+\tau^{\prime}\right)
$$

Note that for $\tau: \widehat{S} \rightarrow \mathbb{C}$, the surjection on the quotient $\mathbb{C} \cong \widehat{S} / \widehat{\mathfrak{h}} \hat{S}$, we have $\Delta_{\mathbb{C}}(\lambda+\tau) \cong \Delta(\lambda)$.

Characters. Let $\mathbb{Z}\left[\hat{\mathfrak{h}}^{*}\right]=\bigoplus_{\widehat{\widehat{h}}} \mathbb{Z} e^{\lambda}$ be the group algebra of $\widehat{\mathfrak{h}}^{*}$. We define a certain completion by

$$
\widehat{\mathbb{Z}\left[\hat{h}^{*}\right]} \subset \prod_{\lambda \in \hat{h}^{*}} \mathbb{Z} e^{\lambda}
$$

to be the subgroup of elements $\left(c_{\lambda}\right)$ with the property that there exists a finite subset $\left\{\mu_{1}, \ldots, \mu_{n}\right\} \subset \widehat{\mathfrak{h}}^{*}$ such that $c_{\lambda} \neq 0$ implies $\lambda \leq \mu_{i}$ for at least one $i$. Let $M \in \hat{\mathfrak{g}}$-mod be semisimple over $\widehat{\mathfrak{h}}$ with the properties that each weight space $M_{\lambda}$ is finite-dimensional and that there exists $\mu_{1}, \ldots, \mu_{n} \in \widehat{\mathfrak{h}}^{*}$ such that $M_{\lambda} \neq 0$ implies $\lambda \leq \mu_{i}$ for at least one $i$. We define the character of $M$ as element in $\mathbb{Z}\left[\hat{\mathfrak{h}}^{*}\right]$ given by the formal sum

$$
\operatorname{ch} M:=\sum_{\lambda \in \widehat{h}^{*}}\left(\operatorname{dim}_{\mathbb{C}} M_{\lambda}\right) e^{\lambda}
$$

We define the generalized Kostant partition function $\mathscr{P}: \mathbb{Z} \hat{R}^{+} \rightarrow \mathbb{N}$ by

$$
\mathscr{P}(v):= \begin{cases}\operatorname{dim}_{\mathbb{C}} \Delta(0)_{v} & \text { if } v \in \mathbb{N} \hat{R}^{+} \\ 0 & \text { otherwise }\end{cases}
$$

The name partition function comes from the combinatorial description of the formula

$$
\operatorname{ch} \Delta(\lambda)=\prod_{\alpha \in \hat{R}^{+}}\left(1+e^{-\alpha}+e^{-2 \alpha}+\cdots\right)^{\operatorname{dim} \widehat{\mathfrak{g}}_{\alpha}}
$$

(compare [Kac 1990, Section 9.7]).

## 4. Restricted Verma modules

An equivalence relation. For a deformation algebra $A$ with canonical weight $\tau$ : $\hat{\mathfrak{h}}_{A} \rightarrow A$, we extend the bilinear form $(\cdot \mid \cdot): \widehat{\mathfrak{h}}^{*} \times \widehat{\mathfrak{h}}^{*} \rightarrow \mathbb{C}$ to an $A$-linear continuation $(\cdot \mid \cdot)_{A}: \hat{\mathfrak{h}}_{A}^{*} \times \hat{\mathfrak{h}}_{A}^{*} \rightarrow A$.

Let $A=\mathbb{K}$ be a field. For $v, \lambda \in \hat{\mathfrak{h}}^{*}$ we write $v \preceq_{\mathbb{K}} \lambda$ if there exists $n \in \mathbb{N}$ and $\alpha \in \hat{R}^{+}$such that $2(\lambda+\rho+\tau \mid \alpha)_{\mathbb{K}}=n(\alpha \mid \alpha)_{\mathbb{K}}$ and $\nu=\lambda-n \alpha$. We now denote by $\preceq_{\mathbb{K}}$ the partial ordering on $\widehat{\mathfrak{h}}^{*}$ which is generated by such tuples $\nu \preceq_{\mathbb{K}} \lambda$. Then $\preceq_{\mathbb{K}}$ is a refinement of the usual ordering $\leq$ on $\widehat{\mathfrak{h}}^{*}$. We denote by $\sim_{\mathbb{K}}$ the equivalence relation on $\widehat{\mathfrak{h}}^{*}$ which is generated by $\preceq_{\mathbb{k}}$.

Let $L_{\mathbb{K}}(\lambda+\tau)$ be the unique simple quotient of $\Delta_{\mathbb{K}}(\lambda+\tau)$ and denote by $\left[\Delta_{\mathbb{K}}(\lambda+\tau): L_{\mathbb{K}}(\mu+\tau)\right]$ the number of subquotients of a composition series of $\Delta_{\mathbb{K}}(\lambda+\tau)$ which are isomorphic to $L_{\mathbb{K}}(\mu+\tau)$.

Theorem 4.1 [Kac and Kazhdan 1979, Theorem 2]. We have

$$
\left[\Delta_{\mathbb{K}}(\lambda+\tau): L_{\mathbb{}}(\mu+\tau)\right] \neq 0
$$

if and only if $\mu \preceq_{\mathbb{\nwarrow}} \lambda$.
Remark 4.2. From [Rocha-Caridi and Wallach 1982, Theorem 15] we know that $\left[\Delta_{\mathbb{K}}(\lambda+\tau): L_{\mathbb{K}}(\mu+\tau)\right] \neq 0$ if and only if there exists an embedding $\Delta_{\mathbb{K}}(\mu+\tau) \hookrightarrow$ $\Delta_{\mathbb{K}}(\lambda+\tau)$. Thus Theorem 4.1 also contains information about embeddings of Verma modules.

For $\lambda \in \widehat{\mathfrak{h}}^{*}$ we define the integral roots (with respect to $\lambda$ and $A$ ) by

$$
\widehat{R}_{A}(\lambda):=\left\{\alpha \in \widehat{R} \mid 2(\lambda+\rho+\tau \mid \alpha)_{A} \in \mathbb{Z}(\alpha \mid \alpha)_{A}\right\}
$$

and the corresponding integral Weyl group by

$$
\widehat{\mathscr{W}}_{A}(\lambda):=\left\langle s_{\alpha} \mid \alpha \in \widehat{R}_{A}(\lambda) \cap \widehat{R}^{\mathrm{re}}\right\rangle \subset \widehat{\mathscr{W}} .
$$

We write $\hat{R}_{A}(\lambda)^{+}=\hat{R}^{+} \cap \hat{R}_{A}(\lambda)$ and $\hat{R}(\lambda)=\hat{R}_{\mathbb{C}}(\lambda)$ in case $\tau: \widehat{S} \rightarrow \hat{S} / \hat{\mathfrak{h}} \hat{S} \cong \mathbb{C}$ is the quotient map and similarly $\widehat{\mathscr{W}}(\lambda)=\widehat{\mathscr{W}}_{\mathbb{C}}(\lambda)$.

The critical level. For $\lambda \in \widehat{\mathfrak{h}}^{*}$ we define the level of $\lambda$ to be the complex number $\lambda(c) \in \mathbb{C}$. If $\lambda \sim_{\mathbb{K}} \mu$, we have $\lambda(c)=\mu(c)$. Therefore, the equivalence class $\Lambda$ of $\lambda$ has a well-defined level, and we have $v(c)=(\nu \mid \delta)$ for all $v \in \widehat{\mathfrak{h}}^{*}$.
Lemma 4.3 [Arakawa and Fiebig 2012b, Lemma 4.2]. For $\Lambda \in \widehat{\mathfrak{h}}^{*} / \sim_{\mathbb{K}}$ the following are equivalent.
(1) We have $\lambda(c)=-\rho(c)$ for some $\lambda \in \Lambda$.
(2) We have $\lambda(c)=-\rho(c)$ for all $\lambda \in \Lambda$.
(3) We have $\lambda+\delta \in \Lambda$ for all $\lambda \in \Lambda$.
(4) We have $n \delta \in \widehat{R}_{\mathbb{K}}(\lambda)$ for all $n \neq 0$ and $\lambda \in \Lambda$.

We call crit $:=-\rho(c)$ the critical level.
Denote by $\widehat{\mathfrak{h}}_{\text {crit }}^{*}$ the hyperplane which consists of all $\lambda \in \widehat{\mathfrak{h}}^{*}$ with $\lambda(c)=$ crit. Then for each $\lambda \in \hat{\mathfrak{h}}_{\text {crit }}^{*}$ we have $(\lambda+\rho \mid \delta)=0$.

Restricted Verma modules. Let $\lambda \in \hat{\mathfrak{h}}^{*}$ and $\tau: \widehat{S} \rightarrow A$ be a deformation algebra which is an integral domain. Denote by $Q(A)$ its field of fractions and assume that both structure maps factor through the restriction map $\widehat{S} \rightarrow S$. This implies that $\tau(c)=\tau(d)=0$. We define $\Delta_{A}^{-}(\lambda+\tau)$ to be the submodule of $\Delta_{A}(\lambda+\tau)$ which is generated by the images of all homomorphisms $\Delta_{A}(\lambda-n \delta+\tau) \rightarrow \Delta_{A}(\lambda+\tau)$ for $n \in \mathbb{N}_{>0}$. Since $\tau(c)=\tau(d)=0$, we have $(\tau \mid \delta)=0$, and by Theorem 4.1 and its remark there is an injective map $\Delta_{Q(A)}(\lambda-n \delta+\tau) \hookrightarrow \Delta_{Q(A)}(\lambda+\tau)$ for every $n>0$ and $\lambda$ critical. But by our assumption on $A$, this also induces an injective
map $\Delta_{A}(\lambda-n \delta+\tau) \hookrightarrow \Delta_{A}(\lambda+\tau)$. If $\lambda$ is noncritical, we get $\Delta_{A}^{-}(\lambda+\tau)=\{0\}$. We now define the restricted Verma module as the quotient

$$
\bar{\Delta}_{A}(\lambda+\tau)=\Delta_{A}(\lambda+\tau) / \Delta_{A}^{-}(\lambda+\tau)
$$

As in the nonrestricted case, we omit the subscript of the restricted Verma modules if the deformation algebra is $\mathbb{C} \cong S / S \mathfrak{h}$. For example, we write $\bar{\Delta}(\lambda)$ instead of $\bar{\Delta}_{\mathbb{C}}(\lambda)$.

Remark 4.4. There is an alternative definition of restricted Verma modules. Denote by $V^{\text {crit }}(\mathfrak{g})$ the universal affine vertex algebra at the critical level and denote by $\mathfrak{z}$ its center. Then each smooth $[\hat{\mathfrak{g}}, \widehat{\mathfrak{g}}]$-module $M$ carries the structure of a graded $\mathfrak{z}$-module. By a theorem of Feigin and Frenkel [1992], $\mathfrak{z}$ yields an action on $M$ by the graded polynomial ring generated by infinitely many homogeneous elements

$$
\mathscr{Z}=\mathbb{C}\left[p_{s}^{(i)} \mid i=1, \ldots, l, s \in \mathbb{Z}\right]=\bigoplus_{n \in \mathbb{Z}} \mathscr{Z}_{n} .
$$

Now a theorem of Frenkel and Gaitsgory [2006] shows that for any critical weight $\lambda \in \widehat{\mathfrak{h}}^{*}$ and $n<0$ there is a surjective map $\mathscr{L}_{n} \rightarrow \operatorname{Hom}_{\mathfrak{g}}(\Delta(\lambda+n \delta), \Delta(\lambda))$. Thus, the restricted Verma module $\bar{\Delta}(\lambda)$ coincides with the quotient

$$
\Delta(\lambda)^{\mathrm{res}}:=\Delta(\lambda) / \sum_{n<0} \mathscr{L}_{n} \Delta(\lambda)
$$

However, we will not use this alternative description of restricted Verma modules in the rest of this paper.

Let $\bar{\tau}: \hat{\mathfrak{h}}^{*} \rightarrow \mathfrak{h}^{*}$ be the map induced by $\mathfrak{h} \hookrightarrow \widehat{\mathfrak{h}}$. For any subset $\Lambda \subset \widehat{\mathfrak{h}}^{*}$ we denote by $\bar{\Lambda} \subset \mathfrak{h}^{*}$ its image under ${ }^{-}$.
Definition 4.5. Let $\Lambda \in \widehat{\mathfrak{h}}_{\text {crit }}^{*} / \sim_{\mathbb{K}}$ be a critical equivalence class. We call $\Lambda$
(1) generic if $\bar{\Lambda} \subset \mathfrak{h}^{*}$ contains exactly one element;
(2) subgeneric if $\bar{\Lambda} \subset \mathfrak{h}^{*}$ contains exactly two elements.

We call any weight contained in a generic (subgeneric, resp.) equivalence class a generic (subgeneric, resp.) weight. If $\Lambda$ is subgeneric, there is a weight $\bar{\lambda} \in \mathfrak{h}^{*}$ and a finite root $\alpha \in R$ such that $\bar{\Lambda}=\left\{\bar{\lambda}, s_{\alpha} \cdot \bar{\lambda}\right\}$.

Let $\lambda \in \widehat{\mathfrak{h}}_{\text {crit }}^{*}$ be a critical weight. Similarly to the integral roots of $\lambda$ we now define the finite integral root system (with respect to $\lambda$ and the deformation algebra A) by

$$
R_{A}(\lambda):=\hat{R}_{A}(\lambda) \cap R=\left\{\alpha \in R \mid 2(\lambda+\rho+\tau \mid \alpha)_{A} \in \mathbb{Z}(\alpha \mid \alpha)_{A}\right\}
$$

and the finite integral Weyl group by

$$
\mathscr{W}_{A}(\lambda)=\widehat{W}_{A}(\lambda) \cap \mathscr{W}
$$

Again we write $R_{A}(\lambda)^{+}=R^{+} \cap R_{A}(\lambda)$ and $R(\lambda)=R_{\mathbb{C}}(\lambda)$ if the deformation algebra is $\mathbb{C}$. For $\lambda \in \hat{\mathfrak{h}}_{\text {crit }}^{*}$ and $\alpha \in R_{A}(\lambda)$, such that $s_{\alpha} \cdot \lambda \neq \lambda$, we have either $s_{\alpha} \cdot \lambda<\lambda$ or $s_{-\alpha+\delta} \cdot \lambda<\lambda$. We define $\alpha \downarrow \lambda$ to be the element in the set $\left\{s_{\alpha} \cdot \lambda, s_{-\alpha+\delta} \cdot \lambda\right\}$ which is smaller than $\lambda$. Furthermore, we define inductively $\alpha \downarrow^{n} \lambda:=\alpha \downarrow\left(\alpha \downarrow^{n-1} \lambda\right)$. In case $s_{\alpha} \cdot \lambda=\lambda$ we have $\alpha \downarrow \lambda=\lambda$.

Now [2012b, Corollary 4.10] gives in our set up the following theorem:
Theorem 4.6. Let $\lambda \in \widehat{\mathfrak{h}}_{\text {crit }}^{*}$ and $\tau: \widehat{S} \rightarrow \mathbb{K}$ be a deformation algebra with $\mathbb{K}$ being a field. Assume that the structure map $\tau$ factors through $S$.
(1) If $\lambda$ is generic, $\bar{\Delta}_{\mathbb{K}}(\lambda+\tau)$ is simple.
(2) If $\lambda$ is subgeneric with $R_{\mathbb{K}}(\lambda)=\{ \pm \alpha\}$, we have a short exact sequence

$$
L_{\mathbb{K}}(\alpha \downarrow \lambda) \hookrightarrow \bar{\Delta}_{\mathbb{K}}(\lambda) \rightarrow L_{\mathbb{K}}(\lambda) .
$$

Note that the term subgeneric implies $\lambda \neq \alpha \downarrow \lambda$.

## 5. The restricted Jantzen sum formula

Andersen et al. [1994, Chapter 6] established a Jantzen sum formula for baby Verma modules. It relates the sum of the characters of the Jantzen filtration to an alternating sum of characters of baby Verma modules with smaller highest weights. We deduce a similar formula for the restricted Verma modules at the critical level.
Theorem 5.1. Let $\lambda \in \widehat{\mathfrak{h}}_{\text {crit }}^{*}$. There is a filtration

$$
\bar{\Delta}(\lambda)=\bar{\Delta}(\lambda)^{0} \supset \bar{\Delta}(\lambda)^{1} \supset \bar{\Delta}(\lambda)^{2} \supset \cdots
$$

with these properties:
(1) $\bar{\Delta}(\lambda)^{1}$ is the maximal submodule of $\bar{\Delta}(\lambda)$.
(2) $\sum_{i>0} \operatorname{ch} \bar{\Delta}(\lambda)^{i}=\sum_{\alpha \in R(\lambda)^{+}}\left(\sum_{i>0}\left(\operatorname{ch} \bar{\Delta}\left(\alpha \downarrow^{2 i-1} \lambda\right)-\operatorname{ch} \bar{\Delta}\left(\alpha \downarrow^{2 i} \lambda\right)\right)\right)$.

Note that the sum is taken over all finite, positive, integral roots $\alpha \in R(\lambda)^{+}$.
The Shapovalov determinant. Let $\sigma: \widehat{\mathfrak{g}} \rightarrow \hat{\mathfrak{g}}$ be a Chevalley-involution and define $\widehat{\mathfrak{n}}_{+}:=\bigoplus_{\alpha>0} \hat{\mathfrak{g}}_{\alpha}$ and $\widehat{\mathfrak{n}}_{-}:=\bigoplus_{\alpha<0} \hat{\mathfrak{g}}_{\alpha}$, where $\hat{\mathfrak{g}}_{\alpha}$ is the root space of $\widehat{\mathfrak{g}}$ corresponding to the root $\alpha \in \widehat{R}$. There is a decomposition $U(\widehat{\mathfrak{g}})=U(\widehat{\mathfrak{h}}) \oplus\left(\widehat{\mathfrak{n}}-U(\widehat{\mathfrak{g}})+U(\widehat{\mathfrak{g}}) \hat{\mathfrak{n}}_{+}\right)$, and we denote by $\beta: U(\widehat{\mathfrak{g}}) \rightarrow S(\widehat{\mathfrak{h}})$ the projection to the first summand of this decomposition.

The Shapovalov form is now defined as the bilinear pairing $F: U(\widehat{\mathfrak{g}}) \times U(\hat{\mathfrak{g}}) \rightarrow S(\widehat{\mathfrak{h}})$ with $F(x, y)=\beta(\sigma(x) y)$. It is symmetric and contravariant, i.e., for $u, x, y \in U(\widehat{\mathfrak{g}})$ we have $F(\sigma(u) x, y)=F(x, u y)$. For $\eta \in \mathbb{N} \hat{R}^{+}$we denote by $F_{\eta}$ the restriction of $F$ to the weight space $U\left(\hat{\mathfrak{n}}_{-}\right)_{-\eta}$. Recall the isomorphism $v: \widehat{\mathfrak{h}} \xrightarrow{\longrightarrow} \widehat{\mathfrak{h}}^{*}$ induced by the bilinear form $(\cdot \mid \cdot)$ on $\hat{\mathfrak{h}}$ and define $h_{\alpha}:=v^{-1}(\alpha)$ for any root $\alpha \in \hat{R}$.

Theorem 5.2 [Kac and Kazhdan 1979, Theorem 1]. The determinant of

$$
F_{\eta}: U\left(\hat{\mathfrak{n}}_{-}\right)_{-\eta} \times U\left(\hat{\mathfrak{n}}_{-}\right)_{-\eta} \rightarrow S(\widehat{\mathfrak{h}})
$$

is, up to multiplication with a nonzero complex number, given by the formula

$$
\operatorname{det} F_{\eta}=\prod_{\alpha \in \hat{R}^{+}} \prod_{n=1}^{\infty}\left(h_{\alpha}+\rho\left(h_{\alpha}\right)-n \frac{(\alpha \mid \alpha)}{2}\right)^{\operatorname{mult}(\alpha) \cdot \mathscr{P}(\eta-n \alpha)}
$$

where $\mathscr{P}$ is Kostant's partition function and $\operatorname{mult}(\alpha):=\operatorname{dim}_{\mathbb{C}}\left(\hat{\mathfrak{g}}_{\alpha}\right)$.
We equip the polynomial ring $\mathbb{C}[t]$ in one variable with two different structures of a deformation algebra. The first one is given by the map $\tau_{1}: \widehat{S} \rightarrow \mathbb{C}[t]$, where $\tau_{1}$ is induced by the inclusion of the line $\mathbb{C} \rho \subset \widehat{\mathfrak{h}}^{*}$. The second $\widehat{S}$-module structure $\tau_{2}: \widehat{S} \rightarrow \mathbb{C}[t]$ is given by the inclusion $\mathbb{C} \bar{\rho} \subset \hat{\mathfrak{h}}^{*}$. Recall that we consider elements of $\mathfrak{h}^{*}$ as elements of $\widehat{\mathfrak{h}}^{*}$ by the embedding from above. Furthermore, $\bar{\rho} \in \mathfrak{h}^{*}$ implies that $\tau_{2}$ factors through the restriction map $\hat{S} \rightarrow S$. For a more intuitive notation, we follow [Jantzen 1979] and define $\Delta_{\mathbb{C}[t]}(\lambda+t \rho):=\Delta_{\mathbb{C}[t]}\left(\lambda+\tau_{1}\right)$ and $\Delta_{\mathbb{C}[t]}(\lambda+t \bar{\rho}):=\Delta_{\mathbb{C}[t]}\left(\lambda+\tau_{2}\right)$.

Note that for $\lambda \in \widehat{\mathfrak{h}}_{\text {crit }}^{*}$ critical, and since $\tau_{2}(c)=\tau_{2}(d)=t \bar{\rho}(c)=0$, we can construct the restricted Verma module $\bar{\Delta}_{\mathbb{C}[t]}(\lambda+t \bar{\rho})$. Let $\mathbb{C}(t)$ be the quotient field of $\mathbb{C}[t]$.
Lemma 5.3. Let $\lambda \in \hat{\mathfrak{h}}_{\text {crit }}^{*}$. Then $\bar{\Delta}_{\mathbb{C}(t)}(\lambda+t \bar{\rho})=\bar{\Delta}_{\mathbb{C}[t]}(\lambda+t \bar{\rho}) \otimes_{\mathbb{C}[t]} \mathbb{C}(t)$ is simple.
Proof. If we prove that $R_{\mathbb{C}(t)}(\lambda)=\varnothing$, the lemma follows from Theorem 4.6. But since $(\bar{\rho} \mid \alpha) \neq 0$ for all $\alpha \in R^{+}$, we get $2(\lambda+\rho+t \bar{\rho} \mid \alpha)_{\mathbb{C}(t)} \notin \mathbb{Z}(\alpha \mid \alpha)_{\mathbb{C}(t)} \subset \mathbb{C}$ for all $\alpha \in R^{+}$.

The Shapovalov form induces symmetric, contravariant bilinear forms on $\Delta_{\hat{S}}\left(\lambda+\epsilon^{\prime}\right)$ and $\bar{\Delta}_{S}(\lambda+\epsilon)$, where $\epsilon^{\prime} \in \hat{\mathfrak{h}}_{\hat{S}}^{*}$ denote the canonical weight induced by $\widehat{\mathfrak{h}} \hookrightarrow \widehat{S}$ and $\epsilon \in \widehat{\mathfrak{h}}_{S}^{*}$ denotes its composition with $\widehat{S} \rightarrow S$. Moreover, it induces contravariant forms on all Verma modules $\Delta_{\mathbb{C}[t]}(\lambda+t \rho), \bar{\Delta}_{\mathbb{C}[t]}(\lambda+t \bar{\rho})$, $\Delta_{\mathbb{C}[t]}(\lambda+t \bar{\rho}), \Delta(\lambda)$ and $\bar{\Delta}(\lambda)$, which we have to deal with in the rest of this paper. The contravariance of the forms implies for $\Delta(\lambda)$ and $\bar{\Delta}(\lambda)$ that the radicals of the forms coincide with the maximal submodules of $\Delta(\lambda)$ and $\bar{\Delta}(\lambda)$.

Restricted Jantzen filtration. Let $(\cdot, \cdot)$ be the contravariant form on $\bar{\Delta}_{\mathbb{C}[t]}(\lambda+t \bar{\rho})$ induced by the Shapovalov form. We first define a filtration on $\bar{\Delta}_{\mathbb{C}[t]}(\lambda+t \bar{\rho})$ by

$$
\bar{\Delta}_{\mathbb{C}[t]}(\lambda+t \bar{\rho})^{i}:=\left\{m \in \bar{\Delta}_{\mathbb{C}[t]}(\lambda+t \bar{\rho}) \mid\left(m, \bar{\Delta}_{\mathbb{C}[t]}(\lambda+t \bar{\rho})\right) \subset t^{i} \mathbb{C}[t]\right\} .
$$

The Jantzen filtration on $\bar{\Delta}(\lambda)$ is then defined by

$$
\bar{\Delta}(\lambda)^{i}:=\operatorname{im}\left(\bar{\Delta}_{\mathbb{C}[t]}(\lambda+t \bar{\rho})^{i} \hookrightarrow \bar{\Delta}_{\mathbb{C}[t]}(\lambda+t \bar{\rho}) \rightarrow \bar{\Delta}(\lambda)\right),
$$

where the second map is the specialization $t \mapsto 0$. In the same way we get the Jantzen filtration on $\Delta(\lambda)$ as it is defined in [Kac and Kazhdan 1979] using the deformed Verma module $\Delta_{\mathbb{C}[t]}(\lambda+t \rho)$.

Notation 5.4. Let $\mu \leq \lambda$. We denote the determinants of the contravariant bilinear forms on the $\mu$-weight spaces $\Delta_{\mathbb{C}[t]}(\lambda+t \bar{\rho})_{\mu}, \Delta_{\mathbb{C}[t]}(\lambda+t \rho)_{\mu}$ and $\bar{\Delta}_{\mathbb{C}[t]}(\lambda+t \bar{\rho})_{\mu}$ by $D_{\lambda+t \bar{\rho}}(\mu+t \bar{\rho}), D_{\lambda+t \rho}(\mu+t \rho)$ and $\bar{D}_{\lambda+t \bar{\rho}}(\mu+t \bar{\rho})$.

For a polynomial $P \in \mathbb{C}[t]$ denote by $\operatorname{ord}_{t}(P)$ the natural number $n \in \mathbb{N}$ with $t^{n} \mid P$ but $t^{n+1} \nmid P$.

Lemma 5.5. For the Jantzen filtrations of the $\mu$-weight spaces of the nonrestricted and restricted Verma modules we have the formulas

$$
\sum_{i>0} \operatorname{dim}_{\mathbb{C}} \Delta(\lambda)_{\mu}^{i}=\operatorname{ord}_{t}\left(D_{\lambda+t \rho}(\mu+t \rho)\right)
$$

and

$$
\sum_{i>0} \operatorname{dim}_{\mathbb{C}} \bar{\Delta}(\lambda)_{\mu}^{i}=\operatorname{ord}_{t}\left(\bar{D}_{\lambda+t \bar{\rho}}(\mu+t \bar{\rho})\right)
$$

Proof. By Lemma 5.3 the Shapovalov form of the restricted deformed Verma module $\bar{\Delta}_{\mathbb{C}[t]}(\lambda)$ is nondegenerate. Thus we can apply [Jantzen 1979, Lemma 5.1] to get both formulas.

We first want to describe the Jantzen filtration of a restricted Verma module with a highest weight, which is critical and subgeneric.

Proposition 5.6 [Kübel 2014, Lemma 11]. Let $\lambda \in \widehat{\mathfrak{h}}_{\text {crit }}^{*}$ be subgeneric; that is, $R(\lambda)=\{ \pm \alpha\}$ for a finite positive root $\alpha \in R^{+}$and $\alpha \downarrow \lambda \neq \lambda$. Then the Jantzen filtration of $\bar{\Delta}(\lambda)$ is

$$
\bar{\Delta}(\lambda) \supset L(\alpha \downarrow \lambda) \supset 0,
$$

and we have the alternating sum formula

$$
\sum_{i>0} \operatorname{ch} \bar{\Delta}(\lambda)^{i}=\operatorname{ch} L(\alpha \downarrow \lambda)=\operatorname{ch} \bar{\Delta}(\alpha \downarrow \lambda)-\operatorname{ch} \bar{\Delta}\left(\alpha \downarrow^{2} \lambda\right)+\operatorname{ch} \bar{\Delta}\left(\alpha \downarrow^{3} \lambda\right)-\cdots
$$

Proof. The first part of the proposition is [Kübel 2014, Lemma 11]. The second part follows inductively from Theorem 4.6.

Recall the canonical weight $\epsilon: \hat{\mathfrak{h}}_{S} \rightarrow S$ induced by $\hat{\mathfrak{h}} \subset \widehat{S} \rightarrow S$, and for $v \geq 0$ denote by $\bar{D}_{\epsilon-\rho}(\epsilon-\rho-v)$ the determinant of the contravariant form on $\bar{\Delta}_{S}(\epsilon-\rho)_{-\rho-v}$. Let $\phi: S \rightarrow \mathbb{C}[t]$ be the algebra homomorphism given by

$$
\phi(H):=(\lambda+\rho)(H)+t \bar{\rho}(H),
$$

for all $H \in \mathfrak{h}$. If $p \in S$ is a prime element and $a \in S$, we denote by $\operatorname{ord}_{p}(a)$ the integer $n \in \mathbb{N}$ such that $p^{n} \mid a$ but $p^{n+1} \nmid a$. By [Jantzen 1979, Chapter 5.6], we get for $a \in S$

$$
\begin{equation*}
\operatorname{ord}_{t}(\phi(a))=\sum_{p} \operatorname{ord}_{p}(a) \operatorname{ord}_{t}(\phi(p)) \tag{5-1}
\end{equation*}
$$

where $p$ runs over all classes of associated prime elements of $S$. As in Lemma 5.3 we see that, for the quotient field $Q=Q(S)$ of $S$, the restricted Verma module $\bar{\Delta}_{Q}(\epsilon-\rho) \cong \bar{\Delta}_{S}(\epsilon-\rho) \otimes_{S} Q$ is simple. We conclude that $\bar{D}_{\epsilon-\rho}(\epsilon-\rho-\nu) \neq 0$ and also $\phi\left(\bar{D}_{\epsilon-\rho}(\epsilon-\rho-v)\right) \neq 0$ for all $v \in \mathbb{N} \widehat{R}^{+}$. Combining (5-1) with Lemma 5.5, we get

$$
\begin{equation*}
\sum_{n>0} \operatorname{ch} \bar{\Delta}(\lambda)^{n}=e^{\lambda} \sum_{p} \operatorname{ord}_{t}(\phi(p)) \sum_{\nu \in \mathbb{N} \hat{R}^{+}} \operatorname{ord}_{p}\left(\bar{D}_{\epsilon-\rho}(\epsilon-\rho-v)\right) e^{-\nu} \tag{5-2}
\end{equation*}
$$

We are now able to prove the general case. We follow [Jantzen 1979, Chapter 5.7]. Proof of Theorem 5.1. If $\lambda \in \hat{\mathfrak{h}}_{\text {crit }}^{*}$ fulfills $\left\langle\lambda+\rho, \alpha^{\vee}\right\rangle \notin \mathbb{Z} \backslash\{0\}$ for any finite positive root $\alpha \in R^{+}$, then $\lambda$ is a generic weight and $\bar{\Delta}(\lambda)$ is simple, by Theorem 4.6. The evaluation of the polynomial $\bar{D}_{\epsilon-\rho}(\epsilon-\rho-\nu) \in S$ at $\lambda+\rho$ for $v \in \mathbb{N} \hat{R}^{+}$can be viewed as the determinant of the contravariant form on the weight space $\bar{\Delta}(\lambda)_{\lambda-v}$ induced by the Shapovalov form. Since the weight spaces are orthogonal to each other according to the contravariant form, $\bar{D}_{\epsilon-\rho}(\epsilon-\rho-v)(\lambda+\rho)$ is unequal to zero for all $\nu \in \mathbb{N} \hat{R}^{+}$. Otherwise we could construct a proper submodule of $\bar{\Delta}(\lambda)$, which would be a contradiction. $\bar{D}_{\epsilon-\rho}(\epsilon-\rho-\nu)$ decomposes into a product of linear factors, and it follows that all prime divisors of $\bar{D}_{\epsilon-\rho}(\epsilon-\rho-\nu)$ are of the form $\alpha^{\vee}-r$, where $\alpha \in R^{+}$and $r \in \mathbb{Z} \backslash\{0\}$.

For $\alpha \in R^{+}$and $r \in \mathbb{Z}$ we define $\left.\nu_{\alpha, r} \in \widehat{\mathbb{Z}} \widehat{\hat{h}^{*}}\right]$ by

$$
v_{\alpha, r}=\sum_{\eta \in \mathbb{N} \hat{R}^{+}} \operatorname{ord}_{\alpha^{\vee}-r}\left(\bar{D}_{\epsilon-\rho}(\epsilon-\rho-\eta)\right) e^{-\eta}
$$

Because $\left\langle\bar{\rho}, \alpha^{\vee}\right\rangle \neq 0$ for any $\alpha \in R^{+}$, the restriction of $\alpha^{\vee}-r$ to the curve $(\lambda+\rho)+\mathbb{C} \bar{\rho} \subset \widehat{\mathfrak{h}}^{*}$ is unequal to zero, i.e., in formulas we have

$$
\phi\left(\alpha^{\vee}-r\right)=\left\langle\lambda+\rho, \alpha^{\vee}\right\rangle-r+t\left\langle\bar{\rho}, \alpha^{\vee}\right\rangle \neq 0
$$

If $r \neq\left\langle\lambda+\rho, \alpha^{\vee}\right\rangle$, then $\operatorname{ord}_{t}\left(\left\langle\lambda+\rho, \alpha^{\vee}\right\rangle-r+t\left\langle\bar{\rho}, \alpha^{\vee}\right\rangle\right)=0$. However, for $r=\left\langle\lambda+\rho, \alpha^{\vee}\right\rangle$ we have $\operatorname{ord}_{t}\left(\left\langle\lambda+\rho, \alpha^{\vee}\right\rangle-r+t\left\langle\bar{\rho}, \alpha^{\vee}\right\rangle\right)=1$. Now $\alpha^{\vee}-\left\langle\lambda+\rho, \alpha^{\vee}\right\rangle$ can only be a prime divisor of $\bar{D}_{\epsilon-\rho}(\epsilon-\rho-\eta)$ if $\alpha \in R(\lambda)^{+}$. Applying formula (5-2) we conclude that

$$
\begin{equation*}
\sum_{i>0} \operatorname{ch} \bar{\Delta}(\lambda)^{i}=\sum_{\alpha \in R(\lambda)^{+}} v_{\alpha,\left\langle\lambda+\rho, \alpha^{\vee}\right\rangle} e^{\lambda} \tag{5-3}
\end{equation*}
$$

Let $\alpha \in R(\lambda)^{+}$. Perturbing the weight $\lambda$ in the hyperplane that contains $\lambda$ and is parallel to the reflection hyperplane corresponding to $\alpha$, we find a weight $\mu \in \widehat{\mathfrak{h}}_{\text {crit }}^{*}$ such that $\left\langle\mu+\rho, \alpha^{\vee}\right\rangle=n=\left\langle\lambda+\rho, \alpha^{\vee}\right\rangle$ and $\left\langle\mu+\rho, \beta^{\vee}\right\rangle \notin \mathbb{Z}$ for all $\beta \in R(\lambda)^{+} \backslash\{\alpha\}$. Thus, we've found a subgeneric weight $\mu$ with $R(\mu)=\{ \pm \alpha\}$ and $v_{\alpha,\left\langle\mu+\rho, \alpha^{\vee}\right\rangle}=$ $v_{\alpha,\left\langle\lambda+\rho, \alpha^{\vee}\right\rangle}$. But by Proposition 5.6, the Jantzen filtration of $\bar{\Delta}(\mu)$ is given by

$$
\bar{\Delta}(\mu) \supset L(\alpha \downarrow \mu) \supset 0 .
$$

We conclude using (5-3):

$$
v_{\alpha, n} e^{\mu}=\operatorname{ch} L(\alpha \downarrow \mu)=\sum_{i>0}\left(\operatorname{ch} \bar{\Delta}\left(\alpha \downarrow^{2 i-1} \mu\right)-\operatorname{ch} \bar{\Delta}\left(\alpha \downarrow^{2 i} \mu\right)\right)
$$

Now the choice of $\mu$ implies that $e^{\lambda-\mu} \operatorname{ch} \bar{\Delta}\left(\alpha \downarrow^{n} \mu\right)=\operatorname{ch} \bar{\Delta}\left(\alpha \downarrow^{n} \lambda\right)$. Thus, we conclude

$$
\nu_{\alpha, n} e^{\lambda}=\sum_{i>0}\left(\operatorname{ch} \bar{\Delta}\left(\alpha \downarrow^{2 i-1} \lambda\right)-\operatorname{ch} \bar{\Delta}\left(\alpha \downarrow^{2 i} \lambda\right)\right) .
$$

Since we can apply this to any root $\beta \in R(\lambda)^{+}$we can use (5-3) once more to get the formula in Theorem 5.1.

As a consequence of Theorem 5.1 we get the linkage principle for restricted Verma modules at the critical level in the same way as in [Andersen et al. 1994, Chapter 6] or [Kumar and Letzter 1997, Theorem 10.3]. The linkage principle was already proved in [Arakawa and Fiebig 2012a] introducing restricted projective objects in the restricted category $\mathbb{O}$ over the Lie algebra $\hat{\mathfrak{g}}$. Our proof, however, avoids the rather complicated construction of restricted projective objects.
Corollary 5.7 [Arakawa and Fiebig 2012a, Theorem 5.1]. Let $\lambda \in \hat{\mathfrak{h}}_{\text {crit }}^{*}$ and $\mu \in \hat{\mathfrak{h}}^{*}$. Then $[\bar{\Delta}(\lambda): L(\mu)] \neq 0$ implies $\mu \in \widehat{\mathscr{W}}(\lambda) \cdot \lambda$ and $\mu \leq \lambda$.
Proof. The statement is obvious for $\lambda=\mu$, and it is also clear that $[\bar{\Delta}(\lambda): L(\mu)] \neq 0$ implies $\mu \leq \lambda$. We use induction on $\lambda-\mu$ and assume $\mu<\lambda$. If $[\bar{\Delta}(\lambda): L(\mu)] \neq 0$, then also $\left[\bar{\Delta}(\lambda)^{1}: L(\mu)\right] \neq 0$ since $\bar{\Delta}(\lambda)^{1} \subset \bar{\Delta}(\lambda)$ is the maximal submodule. But then the restricted Jantzen sum formula implies that $L(\mu)$ has to appear as a subquotient in some $\bar{\Delta}\left(\alpha \downarrow^{n} \lambda\right)$, where $\alpha \in R(\lambda)^{+}$and $n>0$. Our induction assumption then implies $\mu \in \widehat{\mathscr{W}}\left(\alpha \downarrow^{n} \lambda\right) \cdot\left(\alpha \downarrow^{n} \lambda\right)$, but the definition of $\alpha \downarrow \lambda$ implies $\widehat{\mathscr{W}}\left(\alpha \downarrow^{n} \lambda\right) \cdot\left(\alpha \downarrow^{n} \lambda\right)=\widehat{\mathscr{W}}(\lambda) \cdot(\lambda)$.
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# NOTES ON THE EXTENSION OF THE MEAN CURVATURE FLOW 

Yan Leng, Entao Zhao and Haoran Zhao


#### Abstract

In this paper, we present several new curvature conditions that assure the extension of the mean curvature flow on a finite time interval, which improve some known extension theorems.


## 1. Introduction

Let $F_{0}: M^{n} \rightarrow N^{n+d}$ be a smooth isometric immersion from an $n$-dimensional closed (compact and without boundary) Riemannian manifold $M$ to an $(n+d)$ dimensional Riemannian manifold $N$. Consider a one-parameter family of smooth isometric immersions $F: M \times[0, T) \rightarrow N$ satisfying

$$
\left\{\begin{align*}
\frac{\partial}{\partial t} F(x, t) & =H(x, t),  \tag{1-1}\\
F(x, 0) & =F_{0}(x),
\end{align*}\right.
$$

where $H(x, t)$ is the mean curvature vector of $F_{t}(M)$ and $F_{t}(x)=F(x, t)$. Set $M_{t}=F_{t}(M)$. We call $F: M \times[0, T) \rightarrow N$ the mean curvature flow with initial value $F_{0}: M \rightarrow N$.

The mean curvature flow is a (degenerate) quasilinear parabolic evolution equation, and one can obtain the short-time existence either by the Nash-Moser implicit function theorem or by the DeTurck trick to modify the mean curvature flow equation to a strongly parabolic equation. Without any special assumption on $M_{0}$, the mean curvature flow (1-1) will in general develop singularities in finite time, characterized by blowing up of the second fundamental form $A$.
Theorem 1.1 [Huisken 1984; 1986; Wang 2001]. Suppose $T<\infty$ is the first singular time for a closed mean curvature flow in a Riemannian manifold with bounded geometry. Then we have

$$
\lim _{t \rightarrow T} \sup _{M_{t}}|A|=\infty .
$$

[^6]From Theorem 1.1, we see that if $\sup _{M_{t} \times[0, T)}|A|$ is bounded, then the mean curvature flow can be extended past the time $T$. Recently, Le and Šešum [2011] and Liu, Xu, Ye and Zhao [Liu et al. 2011; Xu et al. 2011a; 2011b] obtained some integral conditions to extend the mean curvature flow. Define a $(0,2)$-tensor $B$ on $M$ in a local orthonormal frame field by $B_{i j}=\left\langle H, h_{i j}\right\rangle$. Cooper obtained the following characterization of the singular time.

Theorem 1.2 [Cooper 2011]. Suppose $T<\infty$ is the first singular time for a closed mean curvature flow in a Riemannian manifold with bounded geometry. Then we have

$$
\lim _{t \rightarrow T} \sup _{M_{t}}|B|=\infty
$$

Similarly, we see from Theorem 1.2 that if $\sup _{M_{t} \times[0, T)}|B|$ is bounded, then the mean curvature flow can be extended past the time $T$.

In the present paper, we make an improvement of Theorems 1.1 and 1.2 by considering the integral of $|B|$ on the time interval. More precisely, we prove the following theorem.

Theorem 1.3. Let $F_{t}: M^{n} \rightarrow N^{n+d}$ be the mean curvature flow solution of closed submanifolds on a finite time interval $[0, T)$ and assume $N$ has bounded geometry. If the function $f(x):=\int_{0}^{T}|B|(x, t) d t$ is continuous on $M$, then the mean curvature flow can be extended past the time $T$.

By the dominated convergence theorem and Theorem 1.3, we obtain the following result, which recovers Theorems 1.1 and 1.2.

Theorem 1.4. Suppose $T<\infty$ is the first singular time for a closed mean curvature flow in a Riemannian manifold with bounded geometry. Then we have

$$
\int_{0}^{T} \sup _{M_{t}}|B|(t) d t=\infty
$$

Analogous extension theorems for the Ricci flow have been proved recently [Wang 2012; He 2014]. Some general regularity results have been obtained by Cheeger, Haslhofer and Naber [Cheeger et al. 2013] and Ecker [2013], among others. To prove our theorems we combine the ideas in [Cooper 2011] and [He 2014]. First, by a suitable blow-up argument we get a minimal submanifold in Euclidean space. Second, we prove that the volume of geodesic balls in this minimal submanifold is less than the volume of geodesic balls with same radius. By the expansion for the volume of geodesic balls, we see that this minimal submanifold is in fact totally geodesic at the base point.

## 2. Preliminaries

Let $M^{n}$ be an $n$-dimensional submanifold isometrically immersed in an $(n+d)$ dimensional Riemannian manifold $N^{n+d}$. Let $A$ and $H$ be the second fundamental form and the mean curvature vector of $M$ in $N$, respectively. Define a $(0,2)$ tensor $B$ from $A$ and $H$ by $B=\langle A, H\rangle$. Choose a local orthonormal frame field $\left\{e_{A}\right\}_{A=1}^{n+d}$ in $N^{n+d}$ such that each $e_{i}, i=1, \ldots, n$, is tangent to $M$ and let $\left\{\omega_{A}\right\}_{A=1}^{n+d}$ be the dual frame field of $\left\{e_{A}\right\}_{A=1}^{n+d}$. Then $A, H$ and $B$ can be written as

$$
\begin{aligned}
A & =\sum_{i, j=1}^{n} \sum_{\alpha=n+1}^{n+d} h_{i j}^{\alpha} \omega_{i} \otimes \omega_{j} \otimes e_{\alpha}=\sum_{i, j} h_{i j} \omega_{i} \otimes \omega_{j}, h_{i j}=\sum_{\alpha=n+1}^{n+d} h_{i j}^{\alpha} e_{\alpha}, \\
H & =\sum_{\alpha} H^{\alpha} e_{\alpha}, H^{\alpha}=\sum_{i=1}^{n} h_{i i}^{\alpha}, \\
B & =\sum_{i, j=1}^{n} B_{i j} \omega_{i} \otimes \omega_{j}, B_{i j}=\sum_{\alpha=n+1}^{n+d} H^{\alpha} h_{i j}^{\alpha} .
\end{aligned}
$$

Let $F: M \times[0, T) \rightarrow N$ be a mean curvature flow solution with initial immersion $F_{0}: M \rightarrow N$. Denote by $g(t)$ and $d \mu(t)$ the induced metric and the volume form on $M$. Under the mean curvature flow, $g(t)$ and $d \mu(t)$ satisfy the following evolution equations.

$$
\begin{align*}
\frac{\partial}{\partial t} g(t) & =-2 B(t)  \tag{2-1}\\
\frac{\partial}{\partial t} d \mu(t) & =-|H|^{2} d \mu(t) \tag{2-2}
\end{align*}
$$

## 3. Proof of Theorem 1.3

Now we give the proof of Theorem 1.3.
Proof. We argue by contradiction. Suppose that $T$ is the maximal existence time. Then by Theorem 1.1 we see that $\lim _{t \rightarrow T} \sup _{M_{t}}|A|=\infty$. Choose a sequence of points $\left(O_{i}, t_{i}\right) \in M \times[0, T), i=1,2, \ldots$, such that $\lim _{i \rightarrow \infty} t_{i}=T$ and

$$
|A|^{2}\left(O_{i}, t_{i}\right)=\max _{(x, t) \in M \times\left[0, t_{i}\right]}|A|^{2}(x, t) \rightarrow \infty \quad \text { as } i \rightarrow \infty
$$

Set $Q_{i}=|A|^{2}\left(O_{i}, t_{i}\right)$ and we suppose $Q_{i} \geq 1$ and $Q_{i} t_{i} \geq 1$. Denote by $h$ the Riemannian metric on $N$. We consider the rescaled flows for $t \in[0,1]$

$$
F_{i}(t)=F\left(\frac{t-1}{Q_{i}}+t_{i}\right):\left(M, g_{i}(t)\right) \longrightarrow\left(N, Q_{i} h\right)
$$

where $g_{i}(t)=F_{i}(t)^{*}\left(Q_{i} h\right)$ is the induced metric on $M$. Then for each $i, F_{i}$ is also
a solution of the mean curvature flow on time interval [0,1]. Denote by $M_{i}$ the manifold $M$ with metric $g_{i}(t)$. It follows from [Chen and He 2010] that there is a subsequence of $\left\{\left(M_{i}, g_{i}(t), O_{i}\right): i=1,2, \ldots\right\}$ which converges to a Riemannian manifold ( $M_{\infty}, g_{\infty}(t), O_{\infty}$ ), and the corresponding subsequence of immersions $F_{i}(t)$ converges to an immersion $F_{\infty}(t): M_{\infty} \rightarrow \mathbb{R}^{n+d}, t \in[0,1]$. Note that $F_{\infty}$ is also a solution of the mean curvature flow on time interval $[0,1]$.

We first show that for any $t \in[0,1], M_{\infty}$ is a minimal submanifold in $\mathbb{R}^{n+d}$. Let $B_{\infty}(\cdot, t)$ be the $(0,2)$-tensor for $F_{\infty}(t)$. In fact, we prove the following:

Lemma 3.1.

$$
B_{\infty}(t)=0 \quad \text { for } t \in[0,1] .
$$

Proof. By the continuity assumption on

$$
f(x):=\int_{0}^{T}|B|(x, t) d t
$$

and the compactness of $M$, we can use elementary arguments to prove that

$$
\lim _{t \rightarrow T} \int_{t}^{T}|B|(x, t) d t=0
$$

First, we have

$$
\begin{aligned}
g_{i}(t) & =F_{i}(t)^{*}\left(Q_{i} h\right)=F\left(\frac{t-1}{Q_{i}}+t_{i}\right)^{*}\left(Q_{i} h\right) \\
& =Q_{i} F\left(\frac{t-1}{Q_{i}}+t_{i}\right)^{*}(h)=Q_{i} g\left(\frac{t-1}{Q_{i}}+t_{i}\right)
\end{aligned}
$$

Denote by $A_{i}(\cdot, t), H_{i}(\cdot, t)$ and $B_{i}(\cdot, t)$ the second fundamental form, the mean curvature and the $(0,2)$-tensor of $F_{i}(t)$, respectively. It is easy to see from the definition of second fundamental form that

$$
A_{i}(\cdot, t)=A\left(\cdot, \frac{t-1}{Q_{i}}+t_{i}\right)
$$

Since the mean curvature is the trace of the second fundamental form, we have

$$
H_{i}(\cdot, t)=Q_{i}^{-1} H\left(\cdot, \frac{t-1}{Q_{i}}+t_{i}\right) .
$$

So for the ( 0,2 )-tensor we have

$$
\begin{aligned}
B_{i}(\cdot, t) & =\left\langle A_{i}(\cdot, t), H_{i}(\cdot, t)\right\rangle Q_{i} h \\
& =\left\langle A\left(\cdot, \frac{t-1}{Q_{i}}+t_{i}\right), H\left(\cdot, \frac{t-1}{Q_{i}}+t_{i}\right)\right\rangle_{h}=B\left(\cdot, \frac{t-1}{Q_{i}}+t_{i}\right) .
\end{aligned}
$$

From this we see that

$$
\begin{aligned}
\left|B_{i}(\cdot, t)\right|_{g_{i}(t)}^{2} & =\left\langle B_{i}(\cdot, t), B_{i}(\cdot, t)\right\rangle_{g_{i}(t) \otimes g_{i}(t)} \\
& =Q_{i}^{-2}\left\langle B\left(\cdot, \frac{t-1}{Q_{i}}+t_{i}\right),\left.B\left(\cdot, \frac{t-1}{Q_{i}}+t_{i}\right)\right|_{g\left((t-1) / Q_{i}+t_{i}\right) \otimes g\left((t-1) / Q_{i}+t_{i}\right)}\right. \\
& =Q_{i}^{-2}\left|B\left(\cdot, \frac{t-1}{Q_{i}}+t_{i}\right)\right|_{g\left((t-1) / Q_{i}+t_{i}\right)}^{2}
\end{aligned}
$$

For any $y \in M_{\infty}$, there are $y_{i} \in M, i=1,2, \ldots$, such that $\lim _{i \rightarrow \infty} y_{i}=y$.

$$
\begin{aligned}
\int_{0}^{1}|B|_{g_{\infty}(t)}(y, t) d t & =\lim _{i \rightarrow \infty} \int_{0}^{1}\left|B_{i}\right|_{g_{i}(t)}\left(y_{i}, t\right) d t \\
& =\lim _{i \rightarrow \infty} Q_{i}^{-1} \int_{0}^{1}|B|_{g\left((t-1) / Q_{i}+t_{i}\right)}\left(y_{i}, \frac{t-1}{Q_{i}}+t_{i}\right) d t \\
& =\lim _{i \rightarrow \infty} \int_{t_{i}-Q_{i}^{-1}}^{t_{i}}|B|_{g(s)}\left(y_{i}, s\right) d s \\
& =0
\end{aligned}
$$

Hence we have $B_{\infty}(t)=0$ for each $t \in[0,1]$.
Lemma 3.2. The induced metrics $g(t)$ on $M$ are uniformly equivalent and converge pointwise as $t \rightarrow T$ to a continuous positive-definite metric $g(T)$.
Proof. Under the assumption that $f(x)=\int_{0}^{T}|B|(x, t) d t$ is continuous, we see that $f(x)$ is bounded and for any $0 \leq \tau \leq \theta<T$

$$
\lim _{\tau \rightarrow \theta} \int_{\tau}^{\theta}|B|(x, t) d t=0
$$

uniformly. Since $g(t)$ satisfies (2-1), we can carry out the same argument as in [Hamilton 1982] to prove the lemma.

Let $\boldsymbol{B}_{g_{\infty}(1)}\left(O_{\infty}, r\right)$ be the geodesic ball of radius $r$ centered at $O_{\infty} \in M_{\infty}$ with respect to the metric $g_{\infty}(1)$, and $\operatorname{Vol}_{g_{\infty}(1)}\left(\boldsymbol{B}_{g_{\infty}(1)}\left(O_{\infty}, r\right)\right)$ be the volume of $\boldsymbol{B}_{g_{\infty}(1)}\left(O_{\infty}, r\right)$. Denote by $\omega_{n}$ the volume of the unit ball in $\mathbb{R}^{n}$.

## Lemma 3.3.

$$
\operatorname{Vol}_{g_{\infty}(1)}\left(\boldsymbol{B}_{g_{\infty}(1)}\left(O_{\infty}, r\right)\right) \leq \omega_{n} r^{n} .
$$

Proof. Let $\boldsymbol{B}_{g_{i}(1)}\left(O_{i}, r\right)$ be the geodesic ball with radius $r$ centered at $O_{i} \in M_{i}$ with respect to $g_{i}(t)$ and $\operatorname{Vol}_{g_{i}(1)}\left(\boldsymbol{B}_{g_{i}(1)}\left(O_{i}, r\right)\right)$ the volume of $\boldsymbol{B}_{g_{i}(1)}\left(O_{i}, r\right)$. It is easy to see that

$$
\boldsymbol{B}_{g_{i}(1)}\left(O_{i}, r\right)=\boldsymbol{B}_{g\left(t_{i}\right)}\left(O_{i}, Q_{i}^{-1 / 2} r\right)
$$

Hence

$$
\begin{aligned}
\frac{\operatorname{Vol}_{g_{\infty}(1)}\left(\boldsymbol{B}_{g_{\infty}(1)}\left(O_{\infty}, r\right)\right)}{r^{n}} & =\lim _{i \rightarrow \infty} \frac{\operatorname{Vol}_{g_{i}(1)}\left(\boldsymbol{B}_{g_{i}(1)}\left(O_{i}, r\right)\right)}{r^{n}} \\
& =\lim _{i \rightarrow \infty} \frac{\operatorname{Vol}_{g_{i}(1)}\left(\boldsymbol{B}_{g\left(t_{i}\right)}\left(O_{i}, Q_{i}^{-1 / 2} r\right)\right)}{r^{n}} \\
& =\lim _{i \rightarrow \infty} \frac{Q_{i}^{n / 2} \operatorname{Vol}_{g\left(t_{i}\right)}\left(\boldsymbol{B}_{g\left(t_{i}\right)}\left(O_{i}, Q_{i}^{-1 / 2} r\right)\right)}{r^{n}} \\
& =\lim _{i \rightarrow \infty} \frac{\operatorname{Vol}_{g\left(t_{i}\right)}\left(\boldsymbol{B}_{g\left(t_{i}\right)}\left(O_{i}, Q_{i}^{-1 / 2} r\right)\right)}{\left(Q_{i}^{-1 / 2} r\right)^{n}}
\end{aligned}
$$

From Lemma 3.2, we see that for any $\varepsilon>0$, there is a positive constant $\delta$ such that if $t \geq t_{0}>T-\delta$, then $(1-\varepsilon) g\left(t_{0}\right) \leq g(t) \leq(1+\varepsilon) g\left(t_{0}\right)$. We may pick $t_{i}$ s such that $t_{i} \geq t_{0} \geq T-\delta$. From a lemma in [Cooper 2011; Glickenstein 2003] we see that

$$
\begin{aligned}
&\left.\left.\lim _{i \rightarrow \infty} \frac{\operatorname{Vol}_{g\left(t_{i}\right)}\left(\boldsymbol { B } _ { g ( t _ { i } ) } \left(O_{i},\right.\right.}{}, Q_{i}^{-1 / 2} r\right)\right) \\
&\left(Q_{i}^{-1 / 2} r\right)^{n} \\
& \leq \lim _{i \rightarrow \infty} \frac{\operatorname{Vol}_{g\left(t_{i}\right)}\left(\boldsymbol{B}_{g\left(t_{0}\right)}\left(O_{i},\left((1-\varepsilon) Q_{i}\right)^{-1 / 2} r\right)\right)}{\left(Q_{i}^{-1 / 2} r\right)^{n}} \\
& \leq \lim _{i \rightarrow \infty} \frac{\operatorname{Vol}_{g\left(t_{0}\right)}\left(\boldsymbol{B}_{g\left(t_{0}\right)}\left(O_{i},\left((1-\varepsilon) Q_{i}\right)^{-1 / 2} r\right)\right)}{\left(Q_{i}^{-1 / 2} r\right)^{n}} \\
&=(1-\varepsilon)^{-n / 2} \lim _{i \rightarrow \infty} \frac{\operatorname{Vol}_{g\left(t_{0}\right)}\left(\boldsymbol{B}_{g\left(t_{0}\right)}\left(O_{i},\left((1-\varepsilon) Q_{i}\right)^{-1 / 2} r\right)\right)}{\left(\left((1-\varepsilon) Q_{i}\right)^{-1 / 2} r\right)^{n}}
\end{aligned}
$$

Since $Q_{i} \rightarrow \infty$ as $i \rightarrow \infty$, we have

$$
\lim _{i \rightarrow \infty} \frac{\operatorname{Vol}_{g\left(t_{0}\right)}\left(\boldsymbol{B}_{g\left(t_{0}\right)}\left(O_{i},\left((1-\varepsilon) Q_{i}\right)^{-1 / 2} r\right)\right)}{\left(\left((1-\varepsilon) Q_{i}\right)^{-1 / 2} r\right)^{n}}=\omega_{n}
$$

Since $\varepsilon$ is arbitrary, we see that

$$
\frac{\operatorname{Vol}_{g_{\infty}(1)}\left(\boldsymbol{B}_{g_{\infty}(1)}\left(O_{\infty}, r\right)\right)}{r^{n}} \leq \omega_{n}
$$

We continue the proof of Theorem 1.3. From the expansion formula for the volume of small balls (see Theorem 3.98 of [Gallot et al. 1987]) we have

$$
\frac{\operatorname{Vol}_{g_{\infty}(1)}\left(\boldsymbol{B}_{g_{\infty}(1)}\left(O_{\infty}, r\right)\right)}{\omega_{n} r^{n}}=1-\frac{R\left(O_{\infty}\right)}{6(n+2)} r^{2}+o\left(r^{2}\right)
$$

Here $R\left(O_{\infty}\right)$ is the scalar curvature at $O_{\infty} \in\left(M_{\infty}, g_{\infty}(1)\right)$. From Lemma 3.3 we see that

$$
R\left(O_{\infty}\right) \geq 0
$$

This combined with Lemma 3.1 implies that

$$
|A|_{\infty}\left(O_{\infty}, 1\right)=0
$$

However, it is seen from the point selecting process that

$$
|A|_{\infty}\left(O_{\infty}, 1\right)=1
$$

This is a contradiction, which completes the proof of Theorem 1.3.
Theorem 3.4. Let $F_{t}: M^{n} \rightarrow N^{n+d}$ be the mean curvature flow solution of closed submanifolds on a finite time interval $[0, T)$ and assume $N$ has bounded geometry. Suppose $T<\infty$ is the first singular time. If the function $\int_{0}^{T}|A|(x, t) d t<+\infty$ is continuous on $M$, then we have

$$
\lim _{t \rightarrow T} \sup _{M_{t}}|H|=\infty
$$

Proof. We suppose $|H| \leq C$ uniformly for all the existence time. Then

$$
\left|\frac{\partial g}{\partial t}\right|=2|B| \leq 2|H||A| \leq 2 C|A|
$$

By the dominated convergence theorem, we know that $\int_{0}^{T}|A|(x, t) d t$ is continuous in $x$. Then by a similar argument as in the proof of Theorem 1.3, we get the conclusion.

Remark 3.5. Theorem 3.4 recovers [Cooper 2011, Theorem 5.1].
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# HYPERSURFACES WITH PRESCRIBED ANGLE FUNCTION 

Henrique F. de Lima, Eraldo A. Lima Jr. and Ulisses L. Parente


#### Abstract

We deal with two-sided complete hypersurfaces immersed in a Riemannian product space, whose base is assumed to have sectional curvature bounded from below. In this setting, we obtain sufficient conditions which assure that such a hypersurface is a slice of the ambient space, provided that its angle function has some suitable behavior. Furthermore, we establish a natural relation between our results and the classical problem of describing the geometry of a hypersurface immersed in the Euclidean space through the behavior of its Gauss map.


## 1. Introduction and statements of the main results

Let $\psi: \Sigma^{n} \rightarrow \mathbb{M}^{n+1}$ be an immersion of an orientable Riemannian manifold $\Sigma^{n}$ in a Riemannian space form $\mathbb{M}^{n+1}$ and let $N$ be the unit normal vector field along $\Sigma^{n}$. When $\mathbb{M}^{n+1}$ is the Euclidean space $\mathbb{R}^{n+1}$ and $\psi$ is the complete graph of a smooth function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$, the image $N(\Sigma)$ of its Gauss map is contained in an open hemisphere of the unit Euclidean sphere $\mathbb{S}^{n}$. The behavior of the Gauss map has deeper consequences for the immersion. For instance, one of the most celebrated theorems of the theory of minimal surfaces in $\mathbb{R}^{3}$ is Bernstein's theorem [1910], which establishes that the only complete minimal graphs in $\mathbb{R}^{3}$ are planes. This result was extended under the weaker hypothesis that the image of the Gauss map of $\Sigma^{2}$ lies in an open hemisphere of $\mathbb{S}^{2}$, as we can see in [Barbosa and do Carmo 1974].

Meanwhile, Osserman [1959] answered a conjecture due to Nirenberg, showing that if a complete minimal surface $\Sigma^{2}$ in $\mathbb{R}^{3}$ is not a plane, then its normals must be everywhere dense on the unit sphere $\mathbb{S}^{2}$. More generally, Fujimoto [1988] proved that if the Gaussian image misses more than four points, then it is a plane. On the other hand, Hoffman, Osserman and Schoen [Hoffman et al. 1982] showed that if a complete oriented surface $\Sigma^{2}$ with constant mean curvature in $\mathbb{R}^{3}$ is such that the image of its Gauss map $N(\Sigma)$ lies in some open hemisphere of $\mathbb{S}^{2}$, then $\Sigma^{2}$ is a

[^7]plane. Moreover, if $N(\Sigma)$ lies in a closed hemisphere, then $\Sigma^{2}$ is a plane or a right circular cylinder.

When the ambient space is a Riemannian product $\bar{M}^{n+1}=\mathbb{R} \times M^{n}$, the condition that the image of the Gauss map is contained in a closed hemisphere becomes that the angle function $\eta=\left\langle N, \partial_{t}\right\rangle$ does not change sign, as was observed in [Espinar and Rosenberg 2009]. Here, $N$ denotes a unit normal vector field along a hypersurface $\psi: \Sigma^{n} \rightarrow \bar{M}^{n+1}$ and $\partial_{t}$ stands for the unit vector field which determines on $\bar{M}^{n+1}$ a codimension-one foliation by totally geodesic slices $\{t\} \times M^{n}$. In this setting, our purpose in this work is to establish analogous results to those ones above described. In other words, we aim to give new satisfactory answers to the following question: under what reasonable geometric restrictions on the angle function must a complete hypersurface immersed in a certain product space be a slice?

We can truly say that one of the first remarkable results in this direction was the celebrated theorem of Bombieri, De Giorgi and Miranda [Bombieri et al. 1969], who proved that an entire minimal positive graph over $\mathbb{R}^{n}$ is a totally geodesic slice. Many other authors have approached problems in this branch. For instance, Rosenberg [2002] showed that when $M^{2}$ is a complete surface with nonnegative Gaussian curvature, an entire minimal graph in $\mathbb{R} \times M^{2}$ is totally geodesic. Hence, in this case, the graph is a horizontal slice or $M^{2}$ is a flat $\mathbb{R}^{2}$ and the graph is a tilted plane. Bérard and Sá Earp [2008] described all rotation hypersurfaces with constant mean curvature in $\mathbb{R} \times \mathbb{H}^{n}$, and used them as barriers to prove existence and characterization of certain vertical graphs with constant mean curvature and to give symmetry and uniqueness results for constant mean curvature compact hypersurfaces whose boundary is one or two parallel submanifolds in slices. Espinar and Rosenberg [2009] studied constant mean curvature surfaces in $\mathbb{R} \times M^{2}$, and classified them according to the infimum of the Gaussian curvature of their horizontal projection, under the assumption that the angle function does not change sign.

In [Aquino and Lima 2011] and [Lima and Parente 2012], we applied the wellknown generalized maximum principle of Omori [1967] and Yau [1975], and an extension of it due to Akutagawa [1987], in order to obtain rigidity theorems concerning complete vertical graphs with constant mean curvature in $\mathbb{R} \times \mathbb{M}^{n}$. In [Lima 2014], the first author extended the technique developed in [Yau 1976] in order to investigate the rigidity of entire vertical graphs in a Riemannian product space $\mathbb{R} \times M^{n}$, whose base $M^{n}$ is assumed to have Ricci curvature with strict sign. Under a suitable restriction on the norm of the gradient of the function $u$ which determines such a graph $\Sigma^{n}(u)$, he proved that $\Sigma^{n}(u)$ must be a slice $\{t\} \times M^{n}$.

Now, motivated by the previous discussion, we will state our results. In what follows, $H_{2}=2 /(n(n-1)) S_{2}$ stands for the mean value of the second elementary symmetric function $S_{2}$ on the eigenvalues of the Weingarten operator $A$ of the hypersurface $\Sigma^{n}$. Moreover, we recall that a hypersurface is said to be two-sided if
its normal bundle is trivial, that is, if there is a globally defined unit normal vector field on it.

Theorem 1. Let $\bar{M}^{n+1}=\mathbb{R} \times M^{n}$ be a Riemannian product space whose base $M^{n}$ has sectional curvature $K_{M}$ such that $K_{M} \geq-\kappa$ for some $\kappa>0$, and let $\psi: \Sigma^{n} \rightarrow \bar{M}^{n+1}$ be a two-sided complete hypersurface with constant mean curvature $H$ and $H_{2}$ bounded from below. Suppose that the angle function $\eta$ of $\Sigma^{n}$ is bounded away from zero and that its height function $h$ satisfies one of the following conditions:

$$
\begin{equation*}
|\nabla h|^{2} \leq \frac{\alpha}{(n-1) \kappa}|A|^{2} \tag{1-1}
\end{equation*}
$$

for some constant $0<\alpha<1$; or

$$
\begin{equation*}
|\nabla h|^{2} \leq \frac{n}{(n-1) \kappa} H^{2} \tag{1-2}
\end{equation*}
$$

Then, $\Sigma^{n}$ is a slice of $\bar{M}^{n+1}$.
As a consequence of Example 10 given in Section 4, we cannot extend estimate (1-1) to the limit case $\alpha=1$. On the other hand, taking into account estimate (1-2), when $M^{n}=\mathbb{R}^{n}$, we note that Theorem 1 reads as follows:

Corollary 2. Let $\Sigma^{n}$ be a two-sided complete hypersurface of $\mathbb{R}^{n+1}$ with constant mean curvature and scalar curvature bounded from below. If the closure of the image of the Gauss map of $\Sigma^{n}$ is contained in an open hemisphere of $\mathbb{S}^{n}$, then $\Sigma^{n}$ is minimal.

Proceeding, we treat the case where the mean curvature $H$ is not assumed to be constant, but is just assumed to not change sign along the hypersurface:
Theorem 3. Let $\bar{M}^{n+1}=\mathbb{R} \times M^{n}$ be a Riemannian product space whose base $M^{n}$ has sectional curvature bounded from below, and let $\psi: \Sigma^{n} \rightarrow \bar{M}^{n+1}$ be a two-sided complete hypersurface that lies between two slices of $\bar{M}^{n+1}$. Suppose the angle function $\eta$ of $\Sigma^{n}$ is bounded away from 1 or from -1 . If $H_{2}$ is bounded from below and $H$ is bounded and does not change sign on $\Sigma^{n}$, then $\inf _{\Sigma} H=0$. In particular, if $H$ is constant, then $\Sigma^{n}$ is minimal.

Thanks to the result of Osserman already cited, Theorem 3 yields:
Corollary 4. The only two-sided complete constant mean curvature surfaces of $\mathbb{R}^{3}$ with Gaussian curvature bounded from below, lying between two planes and such that both poles of $\mathbb{S}^{2}$ are not in the closure of the image of the Gauss map, that are orthogonal to such planes, are planes of $\mathbb{R}^{3}$.

On the other hand, Example 10 will show that the assumption that $\Sigma^{n}$ lies between two slices of $\mathbb{R} \times M^{n}$ is necessary in Theorem 3 in order to conclude that the mean curvature of $\Sigma^{n}$ cannot be globally bounded away from zero. Moreover,
we observe that the horizontal circular cylinder $\mathscr{C} \subset \mathbb{R}^{3}$ satisfies almost all the hypothesis of Corollary 4 , except the one which requires that neither pole of $\mathbb{S}^{2}$ orthogonal to $\mathscr{C}$ is in the closure of the image of the Gauss map $N$ of $\mathscr{C}$. Actually, $\mathscr{C}$ is unbounded in all directions where $N$ is isolated.

Rosenberg, Schulze and Spruck [Rosenberg et al. 2013] showed that an entire minimal graph with nonnegative height function in a product space $\mathbb{R} \times M^{n}$, whose base $M^{n}$ is a complete Riemannian manifold having nonnegative Ricci curvature and with sectional curvature bounded from below, must be a slice. Consequently, Theorem 3 yields:
Corollary 5. Let $M^{n}$ be a complete Riemannian manifold with nonnegative Ricci curvature and whose sectional curvature is bounded from below. Let $\Sigma^{n}(u)=$ $\left\{(u(x), x): x \in M^{n}\right\} \subset \mathbb{R} \times M^{n}$ be the entire graph of a nonnegative smooth function $u: M^{n} \rightarrow \mathbb{R}$, with $H$ constant and $H_{2}$ bounded from below. If $u$ is bounded, then $u \equiv t_{0}$ for some $t_{0} \in \mathbb{R}$.

Again from Theorem 3, this time combined with Theorem 1.2 of [Rosenberg et al. 2013], we obtain:
Corollary 6. Let $M^{n}$ be a parabolic complete Riemannian manifold with bounded sectional curvature. Let $\Sigma^{n}(u)=\left\{(u(x), x): x \in M^{n}\right\} \subset \mathbb{R} \times M^{n}$ be the entire graph of a smooth function $u: M^{n} \rightarrow \mathbb{R}$, with $H$ constant and $H_{2}$ bounded from below. If $u$ is bounded, then $u \equiv t_{0}$ for some $t_{0} \in \mathbb{R}$.

In the situation of Theorem 3, we saw that a constant mean curvature hypersurface satisfying the hypotheses of the theorem must be minimal. Theorem 1 suggests an interesting, related question: If a constant mean curvature hypersurface trapped between two planes is a graph, and the closure of the image of the Gauss map does not contain either pole, must the hypersurface be trivial? Osserman's theorem asserts that the hypersurface is indeed a plane when the ambient space is $\mathbb{R}^{3}$. When the ambient space is a product whose base has nonnegative Ricci curvature and sectional curvature bounded from below, Corollary 5 also gives a positive answer for this question, provided that the hypersurface is already a graph of a bounded and nonnegative function, while Corollary 6 deals with the parabolic case using the conformal invariance of parabolicity.

The proofs of Theorems 1 and 3 are given in Section 3.

## 2. Preliminaries

We consider an $(n+1)$-dimensional product space $\bar{M}^{n+1}$ of the form $\mathbb{R} \times M^{n}$, where $M^{n}$ is an $n$-dimensional connected Riemannian manifold and $\bar{M}^{n+1}$ is endowed with the standard product metric

$$
\langle,\rangle=\pi_{\mathbb{R}}^{*}\left(d t^{2}\right)+\pi_{M}^{*}\left(\langle,\rangle_{M}\right)
$$

where $\pi_{\mathbb{R}}$ and $\pi_{M}$ denote the canonical projections from $\mathbb{R} \times M^{n}$ onto each factor and $\langle,\rangle_{M}$ is the Riemannian metric on $M^{n}$. For simplicity, we will just write $\bar{M}^{n+1}=\mathbb{R} \times M^{n}$ and $\langle\rangle=,d t^{2}+\langle,\rangle_{M}$. For a fixed $t_{0} \in \mathbb{R}$, we say that $M_{t_{0}}^{n}=\left\{t_{0}\right\} \times M^{n}$ is a slice of $\bar{M}^{n+1}$. It is not difficult to prove that such a slice of $\bar{M}^{n+1}$ is a totally geodesic hypersurface (see, for instance, [O'Neill 1983]).

Throughout this paper, we will deal with two-sided complete hypersurfaces $\psi: \Sigma^{n} \rightarrow \mathbb{R} \times M^{n}$. Let $\bar{\nabla}$ and $\nabla$ denote the Levi-Civita connections in $\mathbb{R} \times M^{n}$ and $\Sigma^{n}$, respectively. The Gauss and Weingarten formulas for $\psi$ are respectively

$$
\begin{equation*}
\bar{\nabla}_{X} Y=\nabla_{X} Y+\langle A X, Y\rangle N \tag{2-1}
\end{equation*}
$$

and

$$
\begin{equation*}
A X=-\bar{\nabla}_{X} N \tag{2-2}
\end{equation*}
$$

where $X, Y \in \mathfrak{X}(\Sigma)$ are tangent vector fields, and $A: \mathfrak{X}(\Sigma) \rightarrow \mathfrak{X}(\Sigma)$ is the Weingarten operator of $\Sigma^{n}$ with respect to its orientation (unit normal vector field) $N$.

We will consider two particular functions naturally attached to such a hypersurface $\Sigma^{n}$ : the (vertical) height function $h=\left.\left(\pi_{\mathbb{R}}\right)\right|_{\Sigma}$ and the angle function $\eta=\left\langle N, \partial_{t}\right\rangle$. Since $\Sigma^{n}$ is assumed to be two-sided its angle function $\eta$ is globally defined.

A simple computation shows that the gradient of $\pi_{\mathbb{R}}$ on $\mathbb{R} \times M^{n}$ is given by

$$
\begin{equation*}
\bar{\nabla} \pi_{\mathbb{R}}=\left\langle\bar{\nabla} \pi_{\mathbb{R}}, \partial_{t}\right\rangle \partial_{t}=\partial_{t} . \tag{2-3}
\end{equation*}
$$

Consequently, from (2-3) we have that the gradient of $h$ on $\Sigma^{n}$ is

$$
\begin{equation*}
\nabla h=\left(\bar{\nabla} \pi_{\mathbb{R}}\right)^{\top}=\partial_{t}^{\top}=\partial_{t}-\eta N \tag{2-4}
\end{equation*}
$$

where ( $)^{\top}$ denotes the tangential component of a vector field in $\mathfrak{X}\left(\bar{M}^{n+1}\right)$ along $\Sigma^{n}$. Hence, from (2-4) we get the relation

$$
\begin{equation*}
|\nabla h|^{2}=1-\eta^{2} \tag{2-5}
\end{equation*}
$$

where \| \| denotes the norm of a vector field on $\Sigma^{n}$. From Proposition 7.35 of [O'Neill 1983] we have

$$
\begin{equation*}
\bar{\nabla}_{X} \partial_{t}=0 \tag{2-6}
\end{equation*}
$$

for every $X \in \mathfrak{X}(\Sigma)$. Thus, from (2-4) and (2-6) we get

$$
\begin{equation*}
\nabla_{X}(\nabla h)=\nabla_{X}\left(\partial_{t}^{\top}\right)=\eta A X \tag{2-7}
\end{equation*}
$$

for every tangent vector field $X \in \mathfrak{X}(\Sigma)$. Therefore, the Laplacian on $\Sigma^{n}$ of the height function is given by

$$
\begin{equation*}
\Delta h=n H \eta \tag{2-8}
\end{equation*}
$$

where $H=(1 / n) \operatorname{tr}(A)$ is the mean curvature of $\Sigma^{n}$ relative to $N$. Moreover, as a particular case of Proposition 3.1 of [Caminha and Lima 2009], we obtain a useful formula for the Laplacian on $\Sigma^{n}$ of the angle function $\eta$ :
Lemma 7. Let $\psi: \Sigma^{n} \rightarrow \mathbb{R} \times M^{n}$ be a hypersurface with orientation $N$, and let $\eta=\left\langle N, \partial_{t}\right\rangle$ be its angle function. If $\Sigma^{n}$ has constant mean curvature $H$, then

$$
\Delta \eta=-\left(\operatorname{Ric}_{M}\left(N^{*}, N^{*}\right)+|A|^{2}\right) \eta
$$

where $\operatorname{Ric}_{M}$ denotes the Ricci curvature of the base $M^{n}, N^{*}$ is the projection of the unit normal vector field $N$ onto the base $M^{n}$ and $|A|$ is the Hilbert-Schmidt norm of the shape operator $A$.

On the other hand, as in [O'Neill 1983], the curvature tensor $R$ of a hypersurface $\psi: \Sigma^{n} \rightarrow \mathbb{R} \times M^{n}$ is given by

$$
R(X, Y) Z=\nabla_{[X, Y]} Z-\left[\nabla_{X}, \nabla_{Y}\right] Z
$$

where [, ] denotes the Lie bracket and $X, Y, Z \in \mathfrak{X}(\Sigma)$. A well known fact is that, using (2-1) and (2-2), we can describe the curvature tensor $R$ of the hypersurface $\Sigma^{n}$ in terms of the shape operator $A$ and the curvature tensor $\bar{R}$ of $\mathbb{R} \times M^{n}$ by the so-called Gauss equation given by

$$
\begin{equation*}
R(X, Y) Z=(\bar{R}(X, Y) Z)^{\top}+\langle A X, Z\rangle A Y-\langle A Y, Z\rangle A X \tag{2-9}
\end{equation*}
$$

for tangent vector fields $X, Y, Z \in \mathfrak{X}(\Sigma)$.
To close this section, we recall the generalized maximum principle of Omori [1967] and Yau [1975], which will be the main analytical tool used in proving to prove our Bernstein-type results:
Lemma 8. Let $\Sigma^{n}$ be an n-dimensional complete Riemannian manifold whose Ricci curvature is bounded from below, and $f: \Sigma^{n} \rightarrow \mathbb{R}$ a smooth function which is bounded from below on $\Sigma^{n}$. Then there is a sequence of points $\left(p_{k}\right)$ in $\Sigma^{n}$ such that

$$
\lim _{k \rightarrow \infty} f\left(p_{k}\right)=\inf _{\Sigma} f, \quad \lim _{k \rightarrow \infty}\left|\nabla f\left(p_{k}\right)\right|=0 \quad \text { and } \quad \liminf _{k \rightarrow \infty} \Delta f\left(p_{k}\right) \geq 0
$$

## 3. Proofs of Theorems 1 and 3

Proof of Theorem 1. Since we are assuming that $\eta$ is bounded away from zero, we can suppose that $\eta>0$ and, consequently, $\inf \eta>0$. From Lemma 7, we have

$$
\begin{equation*}
\Delta \eta=-\left(\operatorname{Ric}_{M}\left(N^{*}, N^{*}\right)+|A|^{2}\right) \eta \tag{3-1}
\end{equation*}
$$

Since we are also assuming that the sectional curvature $K_{M}$ of the base $M^{n}$ is such that $K_{M} \geq-\kappa$ for some $\kappa>0$, with a straightforward computation we get

$$
\operatorname{Ric}_{M}\left(N^{*}, N^{*}\right) \geq-(n-1) \kappa\left|N^{*}\right|^{2}=-(n-1) \kappa\left(1-\eta^{2}\right)
$$

where $N^{*}$ stands for the component of $N$ tangent to $M^{n}$. Then, from (2-5) and (3-1) we obtain

$$
\begin{equation*}
\Delta \eta \leq-\left(|A|^{2}-(n-1) \kappa|\nabla h|^{2}\right) \eta . \tag{3-2}
\end{equation*}
$$

Thus, if we assume that the height function of $\Sigma^{n}$ satisfies the hypothesis (1-1), from (1-1) and (3-2) we have

$$
\begin{equation*}
\Delta \eta \leq-(1-\alpha)|A|^{2} \eta \tag{3-3}
\end{equation*}
$$

On the other hand, we claim that the Ricci curvature of $\Sigma^{n}$ is bounded from below. Therefore we can apply Lemma 8 to the function $\eta$, obtaining a sequence of points $p_{k} \in \Sigma^{n}$ such that $\liminf _{k \rightarrow \infty} \Delta \eta\left(p_{k}\right) \geq 0$ and $\lim _{k \rightarrow \infty} \eta\left(p_{k}\right)=\inf _{p \in \Sigma} \eta(p)$. Consequently, since we are assuming that the Weingarten operator $A$ is bounded on $\Sigma^{n}$, from (3-3), up to a subsequence, we get

$$
0 \leq \liminf _{k \rightarrow \infty} \Delta \eta\left(p_{k}\right) \leq-(1-\alpha) \lim _{k \rightarrow \infty}|A|^{2}\left(p_{k}\right) \inf _{p \in \Sigma} \eta(p) \leq 0
$$

Thus, we obtain that $\lim _{k \rightarrow \infty}|A|\left(p_{k}\right)=0$ and, from (1-1), $\lim _{k \rightarrow \infty}|\nabla h|\left(p_{k}\right)=0$. Hence, from (2-5) we conclude that $\inf _{p \in \Sigma} \eta(p)=1$ and, consequently, $\eta \equiv 1$. Therefore, $\Sigma$ is a slice.

It just remains to prove our claim that the Ricci curvature of $\Sigma^{n}$ is bounded from below. For this, let us consider $X \in \mathfrak{X}(\Sigma)$ and a local orthonormal frame $\left\{E_{1}, \ldots, E_{n}\right\}$ of $\mathfrak{X}(\Sigma)$. Then, it follows from the Gauss equation (2-9) that

$$
\begin{equation*}
\operatorname{Ric}_{\Sigma}(X, X)=\sum_{i}\left\langle\bar{R}\left(X, E_{i}\right) X, E_{i}\right\rangle+n H\langle A X, X\rangle-\langle A X, A X\rangle \tag{3-4}
\end{equation*}
$$

Thus, taking into account once more the lower bound of the sectional curvature of the base $M^{n}$, we have

$$
\begin{equation*}
\left\langle\bar{R}\left(X, E_{i}\right) X, E_{i}\right\rangle \geq-\kappa\left(\left\langle X^{*}, X^{*}\right\rangle_{M^{n}}\left\langle E_{i}^{*}, E_{i}^{*}\right\rangle_{M^{n}}-\left\langle X^{*}, E_{i}^{*}\right\rangle_{M^{n}}^{2}\right) \tag{3-5}
\end{equation*}
$$

where $X^{*}=X-\left\langle X, \partial_{t}\right\rangle \partial_{t}$ and $E_{i}^{*}=E_{i}-\left\langle E_{i}, \partial_{t}\right\rangle \partial_{t}$ are the projections of the tangent vector fields $X$ and $E_{i}$ onto $M^{n}$, respectively. Then, adding up the relation (3-5) we get

$$
\begin{aligned}
\sum_{i}\left\langle\bar{R}\left(X, E_{i}\right) X, E_{i}\right\rangle & \geq-\kappa\left((n-1)|X|^{2}-|\nabla h|^{2}|X|^{2}-(n-2)\langle X, \nabla h\rangle^{2}\right) \\
& \geq-\kappa(n-1)|X|^{2}
\end{aligned}
$$

Therefore, from (3-4), and using the Cauchy-Schwarz inequality, we have that the Ricci curvature of $\Sigma^{n}$ satisfies the lower estimate

$$
\begin{equation*}
\operatorname{Ric}_{\Sigma}(X, X) \geq-((n-1) \kappa-|A||A-n H I|)|X|^{2} \tag{3-6}
\end{equation*}
$$

for all $X \in \mathfrak{X}(\Sigma)$. Therefore, taking into account that

$$
\begin{equation*}
|A|^{2}=n^{2} H^{2}-n(n-1) H_{2} \tag{3-7}
\end{equation*}
$$

our restrictions on $H$ and $H_{2}$ guarantee that the Ricci curvature tensor of $\Sigma^{n}$ is bounded from below and, hence, we conclude the first part of the proof of Theorem 1 .

Now, let us suppose that the height function of $\Sigma^{n}$ satisfies the hypothesis (1-2). In this case, from (3-2) and (3-7) we obtain

$$
\begin{equation*}
\Delta \eta \leq-n(n-1)\left(H^{2}-H_{2}\right) \eta \tag{3-8}
\end{equation*}
$$

Consequently, in a similar way as in the previous case, we can apply Lemma 8 in order to obtain a sequence of points $p_{k} \in \Sigma^{n}$ such that

$$
0 \leq \liminf _{k \rightarrow \infty} \Delta \eta\left(p_{k}\right) \leq-n(n-1) \liminf _{k \rightarrow \infty}\left(H^{2}-H_{2}\right)\left(p_{k}\right) \inf _{p \in \Sigma} \eta(p) \leq 0
$$

Hence, up to a subsequence, $\lim _{k \rightarrow \infty}\left(H^{2}-H_{2}\right)\left(p_{k}\right)=0$. Moreover, since $H$ is assumed to be constant, we get from (3-7) that

$$
\lim _{k \rightarrow \infty}|A|^{2}\left(p_{k}\right)=n H^{2}
$$

Now we recall that $|A|^{2}=\sum_{i} \kappa_{i}^{2}$, where the $\kappa_{i}$ are the eigenvalues of $A$. Thus, up to taking a subsequence, for all $1 \leq i \leq n$ we have that $\lim _{k} \kappa_{i}\left(p_{k}\right)=\kappa_{i}^{*}$ for some $\kappa_{i}^{*} \in \mathbb{R}$. Motivated by this fact, we set

$$
\frac{n(n-1)}{2} \bar{H}_{2}=\sum_{i<j} \kappa_{i}^{*} \kappa_{j}^{*}
$$

and we note that $H=\frac{1}{n} \sum_{i} \kappa_{i}^{*}$. Thus $H^{2}=\bar{H}_{2}$ and $\kappa_{i}^{*}=H$ for all $1 \leq i \leq n$. So, let $\left\{e_{i}\right\}$ be a local orthonormal frame of eigenvectors associated to the eigenvalues $\left\{\kappa_{i}\right\}$ of $A$. We can write $\nabla h=\sum_{i} \lambda_{i} e_{i}$, where the $\lambda_{i}$ are continuous functions on $\Sigma^{n}$.

On the other hand, from (2-4) and (2-6) we have

$$
X(\eta)=-\left\langle A(X), \partial_{t}\right\rangle=-\left\langle X, A\left(\partial_{t}^{\top}\right)\right\rangle=-\langle X, A(\nabla h)\rangle
$$

for all $X \in \mathfrak{X}(\Sigma)$. Thus,

$$
\begin{equation*}
\nabla \eta=-A(\nabla h) \tag{3-9}
\end{equation*}
$$

By applying Lemma 8 once more to the function $\eta$, from (3-9) we then get

$$
\begin{aligned}
0 & =\lim _{k}|A(\nabla h)|^{2}\left(p_{k}\right)=\sum_{i} \lim _{k}\left(\kappa_{i}^{2} \lambda_{i}^{2}\right)\left(p_{k}\right) \\
& =\sum_{i}\left(\kappa_{i}^{*}\right)^{2} \lim _{k} \lambda_{i}^{2}\left(p_{k}\right)=H^{2} \sum_{i} \lim _{k} \lambda_{i}^{2}\left(p_{k}\right)
\end{aligned}
$$

up to taking a subsequence. If $H=0$, from hypothesis (1-1) we have immediately that $\Sigma^{n}$ is a slice. If $H^{2}>0$, then for all $1 \leq i \leq n$ we have $\lim _{k} \lambda_{i}\left(p_{k}\right)=0$. Thus, $\lim _{k}|\nabla h|\left(p_{k}\right)=0$ and, from (2-5),

$$
\inf _{p \in \Sigma} \eta(p)=\lim _{k \rightarrow \infty} \eta\left(p_{k}\right)=1
$$

Therefore, $\eta=1$ on $\Sigma^{n}$, and hence $\Sigma^{n}$ is a slice.
Proof of Theorem 3. Note that, as in the proof of Theorem 1, our restrictions on the sectional curvature of the base $M^{n}$ and the hypothesis on the mean curvatures $H$ and $H_{2}$ guarantee that the Ricci curvature of $\Sigma^{n}$ is bounded from below.

Now, suppose for instance that $H \geq 0$ on $\Sigma^{n}$. Thus, since $\Sigma^{n}$ lies between two slices of $\mathbb{R} \times M^{n}$, from (2-8) and Lemma 8 we obtain a sequence of points $p_{k} \in \Sigma^{n}$ such that

$$
0 \geq \limsup _{k \rightarrow \infty} \Delta h\left(p_{k}\right)=n \limsup _{k \rightarrow \infty}(H \eta)\left(p_{k}\right) .
$$

From (2-5) we also have

$$
0=\lim _{k \rightarrow \infty}|\nabla h|\left(p_{k}\right)=1-\lim _{k \rightarrow \infty} \eta^{2}\left(p_{k}\right) .
$$

Thus, if we suppose, for instance, that -1 is not in the closure of the image of $\eta$, we get $\lim _{k \rightarrow \infty} \eta\left(p_{k}\right)=1$. Consequently,

$$
0 \geq \limsup _{k \rightarrow \infty} \Delta h\left(p_{k}\right)=n \limsup _{k \rightarrow \infty} H\left(p_{k}\right) \geq 0,
$$

and, hence, we conclude that

$$
\limsup _{k \rightarrow \infty} H\left(p_{k}\right)=0
$$

If $H \leq 0$, from (2-8) and (2-5) we can once more apply Lemma 8 in order to obtain a sequence $q_{k} \in \Sigma^{n}$ such that $0 \leq \liminf _{k \rightarrow \infty} \Delta h\left(q_{k}\right)=n \liminf _{k \rightarrow \infty}(H \eta)\left(q_{k}\right)$, and, supposing once more that -1 is not in the closure of the image of $\eta$, we get

$$
0 \leq \liminf _{k \rightarrow \infty} \Delta h\left(p_{k}\right)=n \liminf _{k \rightarrow \infty} H\left(p_{k}\right) \leq 0 .
$$

Consequently, we have

$$
\liminf _{k \rightarrow \infty} H\left(p_{k}\right)=0
$$

Therefore, in this case we also conclude that $\inf _{\Sigma} H=0$.

## 4. Entire vertical graphs in $\mathbb{R} \times M^{\boldsymbol{n}}$

We recall that a vertical graph over a connected domain $\Omega$ of a complete Riemannian manifold $M^{n}$ is determined by a smooth function $u \in C^{\infty}(\Omega)$, and is given by

$$
\Sigma^{n}(u)=\{(u(x), x): x \in \Omega\} \subset \mathbb{R} \times M^{n} .
$$

From the product metric on the ambient space, $\Sigma^{n}(u)$ induces on $\Omega$ the metric

$$
\begin{equation*}
\langle,\rangle=d u^{2}+\langle,\rangle_{M^{n}} \tag{4-1}
\end{equation*}
$$

A vertical graph $\Sigma^{n}(u)$ is said to be entire if $\Omega=M^{n}$. Now, when the base $M^{n}$ is complete, any entire vertical graph $\Sigma^{n}(u)$ in the product space $\mathbb{R} \times M^{n}$ is complete, because such a graph is properly immersed in $\mathbb{R} \times M^{n}$, which is obviously complete if $M^{n}$ is. (Alternatively one can argue as follows: the Cauchy-Schwarz inequality and (4-1) give

$$
\langle X, X\rangle=\langle X, X\rangle_{M^{n}}+\langle D u, X\rangle_{M^{n}}^{2} \geq\left(1+|D u|^{2}\right)\langle X, X\rangle_{M^{n}}
$$

for every tangent vector field $X$ on $\Sigma^{n}$. Hence, $\langle X, X\rangle \geq\langle X, X\rangle_{M^{n}}$. This implies that $L \geq L_{M^{n}}$, where $L$ and $L_{M^{n}}$ denote the length of a curve on $\Sigma^{n}(u)$ with respect to the Riemannian metrics $\langle$,$\rangle and \langle,\rangle_{M^{n}}$; the completeness of $\Sigma^{n}(u)$ follows.)

Let $\Sigma^{n}(u)=\left\{(u(x), x): x \in M^{n}\right\} \subset \mathbb{R} \times M^{n}$ be an entire vertical graph. The function $g: \mathbb{R} \times M^{n} \rightarrow \mathbb{R}$ given by $g(t, x)=t-u(x)$ is such that $\Sigma^{n}(u)=g^{-1}(0)$. Moreover, for all tangent vector fields $X$ on $\mathbb{R} \times M^{n}$,

$$
X(g)=\left\langle X, \partial_{t}\right\rangle \partial_{t}(g)+X^{*}(g)=\left\langle\partial_{t}-D u, X\right\rangle
$$

where $X^{*}=X-\left\langle X, \partial_{t}\right\rangle \partial_{t}$ is the projection of $X$ onto the base $M^{n}$ and $D u$ is the gradient of $u$ in $M^{n}$. Thus,

$$
\bar{\nabla} g(u(x), x)=\left.\partial_{t}\right|_{(u(x), x)}-D u(x) \quad \text { for all } x \in M^{n}
$$

Hence, the unit vector field

$$
\begin{equation*}
N(x)=\frac{1}{\sqrt{1+|D u|^{2}}}\left(\left.\partial_{t}\right|_{(u(x), x)}-D u(x)\right), \quad x \in M^{n} \tag{4-2}
\end{equation*}
$$

gives an orientation for $\Sigma^{n}(u)$ such that $\eta>0$ on it. Consequently, taking into account (2-5), from (4-2) we get

$$
\begin{equation*}
|\nabla h|^{2}=\frac{|D u|^{2}}{1+|D u|^{2}} \tag{4-3}
\end{equation*}
$$

Let us study the shape operator $A$ of $\Sigma^{n}(u)$ with respect to the orientation given by (4-2). For any $X \in \mathfrak{X}(\Sigma(u))$, since $X=\langle D u, X\rangle_{M^{n}} \partial_{t}+X^{*}$, we have

$$
\begin{equation*}
A X=-\bar{\nabla}_{X} N=-\langle D u, X\rangle \bar{\nabla}_{\partial_{t}} N-\bar{\nabla}_{X} N \tag{4-4}
\end{equation*}
$$

Consequently, from (4-2) and (4-4), and with the aid of Proposition 7.35 of [O'Neill 1983], we verify that

$$
\begin{equation*}
A X=\frac{1}{\sqrt{1+|D u|^{2}}} D_{X} D u+\frac{\left\langle D_{X} D u, D u\right\rangle}{\left(1+|D u|^{2}\right)^{3 / 2}} D u \tag{4-5}
\end{equation*}
$$

where $D$ denotes the Levi-Civita connection in $M^{n}$ with respect to its metric $\langle,\rangle_{M^{n}}$. Consequently, the mean curvature of $\Sigma^{n}(u)$ is given by

$$
\begin{equation*}
n H=\operatorname{Div} \frac{D u}{\sqrt{1+|D u|^{2}}} \tag{4-6}
\end{equation*}
$$

where Div stands for the divergence on the base $M^{n}$.
Remark 9. Salavessa [1989] showed that when the base $M^{n}$ is complete noncompact, an entire graph $\Sigma^{n}(u)$ in $\mathbb{R} \times M^{n}$ with constant mean curvature $H$ is minimal provided that the Cheeger constant $\mathfrak{b}(M)$ of the base $M^{n}$ vanishes. We recall that

$$
\mathfrak{b}(M)=\inf _{D} \frac{A(\partial D)}{V(D)}
$$

where $D$ ranges over all open submanifolds of $M^{n}$ with compact closure in $M^{n}$ and smooth boundary, and where $V(D), A(\partial D)$ are the volume of $D$ and the area of $\partial D$, respectively, relative to the metric of $M^{n}$.

Returning to the context of Theorem 1, we observe the condition that the angle function $\eta$ of the hypersurface $\Sigma^{n}$ is bounded away from zero assures that $\Sigma^{n}$ is, in fact, an entire vertical graph $\Sigma^{n}(u)$ for some smooth function $u: M^{n} \rightarrow \mathbb{R}$. Consequently, considering the case that there exists a hypersurface with positive constant mean curvature $H$, and supposing that (1-2) holds, from (4-3) and (4-6) we see that Salavessa's argument allows us to get

$$
\begin{aligned}
n H V(D) & \leq \int_{D} n H d V=\int_{D} \operatorname{Div} \frac{\nabla u}{\sqrt{1+|\nabla u|^{2}}} d V \\
& =\oint_{\partial D}\left\langle\frac{D u}{\sqrt{1+|D u|^{2}}}, v\right\rangle d A \leq \sqrt{\frac{n}{(n-1) \kappa}} H A(\partial D)
\end{aligned}
$$

where $v$ is the outward unit normal of $\partial D$. This yields the following lower estimate for the Cheeger constant of the base $M^{n}$ :

$$
\sqrt{n(n-1) \kappa} \leq \mathfrak{b}(M)
$$

Furthermore, recalling the stability operator $\mathscr{L}=-\Delta-\operatorname{Ric}(N, N)-|A|^{2}$, a constant mean curvature hypersurface $\Sigma^{n}$ is said to be stable if

$$
\begin{equation*}
\int_{\Sigma}(\mathscr{L} f) f \geq 0 \quad \text { for all } f \in C_{0}^{2}(\Sigma) \tag{4-7}
\end{equation*}
$$

We also note that under the stated hypothesis of Theorem 1, the hypersurface is a slice and therefore $\operatorname{Ric}\left(\partial_{t}, \partial_{t}\right)=0$ and $|A|^{2} \equiv 0$. Hence, in this case from (4-7) we see that the minimal hypersurface is stable.

We close our paper by presenting a suitable example of a nontrivial complete vertical graph $\Sigma^{2}(u)$ with constant mean curvature in the product space $\mathbb{R} \times \mathbb{H}^{2}$,
which is directly related to the hypothesis of Theorems 1 and 3 (see the comments in Section 1).

Example 10. We consider the upper half-plane model for the two-dimensional hyperbolic space $\mathbb{H}^{2}$; that is, $\mathbb{H}^{2}=\left\{(x, y) \in \mathbb{R}^{2}: y>0\right\}$, endowed with the complete metric $\langle,\rangle_{\mathbb{H}^{2}}=\left(1 / y^{2}\right)\left(d x^{2}+d y^{2}\right)$.

In this setting, let us define the smooth function $u: \mathbb{H}^{2} \rightarrow \mathbb{R}$ by $u(x, y)=a \ln y$, $a \in \mathbb{R}$, and consider the entire vertical graph

$$
\Sigma^{2}(u)=\{(a \ln y, x, y): y>0\} \subset \mathbb{R} \times \mathbb{H}^{2}
$$

We have $D u(x, y)=(0, a y)$ and hence $|D u(x, y)|^{2}=a^{2}$. Moreover, the height function $h$ of $\Sigma^{2}(u)$ satisfies

$$
|\nabla h|^{2}=\frac{|D u|^{2}}{1+|D u|^{2}}=\frac{a^{2}}{1+a^{2}}
$$

Thus, from (2-5) we have that the angle function $\eta$ of $\Sigma^{2}(u)$ with respect to the orientation (4-2) is given by

$$
\eta=\frac{1}{\sqrt{1+|a|^{2}}}
$$

Consequently, by using that $\operatorname{Div}=\operatorname{Div}_{0}-(2 / y) d y$, where $\operatorname{Div}_{0}$ denotes the divergent on $\mathbb{R}^{2}$, with a straightforward computation we verify that

$$
\begin{equation*}
2 H r^{3}=r^{2} y^{2} \Delta_{0} u-y^{3}\left(y Q(u)+u_{y}\left|D_{0} u\right|_{0}^{2}\right) \tag{4-8}
\end{equation*}
$$

where $\Delta_{0}, D_{0}$ and | $\left.\right|_{0}$ stand for the Laplacian, the gradient and the norm in the canonical Euclidean metric, $r=\sqrt{1+|D u|^{2}}=\sqrt{1+a^{2}}$ and

$$
Q(u)=u_{x}^{2} u_{x x}+2 u_{x} u_{y} u_{x y}+u_{y}^{2} u_{y y}
$$

Thus, replacing $u(x, y)=a \ln y$ in (4-8), we obtain

$$
H=\frac{a}{2 \sqrt{1+a^{2}}}
$$

and, since $\eta$ is a positive constant, from Lemma 7 we get

$$
\begin{equation*}
0=\Delta \eta=-\left(|A|^{2}-|\nabla h|^{2}\right) \eta \tag{4-9}
\end{equation*}
$$

and, hence,

$$
|\nabla h|^{2}=|A|^{2} .
$$

Furthermore, from (3-7) we easily see that $H_{2}=0$ on $\Sigma^{2}(u)$. But, $H_{2}=\kappa_{1} \kappa_{2}$, where $\kappa_{1}, \kappa_{2}$ denote the eigenvalues of $A$. Therefore, considering $\kappa_{2}=0$ and using that $H=\left(\kappa_{1}+\kappa_{2}\right) / 2=\kappa_{1} / 2$, we obtain that $\kappa_{1}=a / \sqrt{1+a^{2}}$.

Finally, according to the stability criteria given in (4-7), from (4-9) we also conclude that $\Sigma^{2}(u)$ constitutes a nontrivial example of a stable surface in $\mathbb{R} \times \mathbb{H}^{2}$. Consequently, concerning the context of Theorem 1, we see that the stability of the hypersurface cannot alone guarantee the uniqueness result.
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# EXISTENCE OF NONPARAMETRIC SOLUTIONS FOR A CAPILLARY PROBLEM IN WARPED PRODUCTS 

Jorge H. Lira and Gabriela A. Wanderley


#### Abstract

We prove that there exist solutions for a nonparametric capillary problem in a wide class of Riemannian manifolds endowed with a Killing vector field. In other terms, we prove the existence of Killing graphs with prescribed mean curvature and prescribed contact angle along its boundary. These results may be useful for modeling stationary hypersurfaces under the influence of a nonhomogeneous gravitational field defined over an arbitrary Riemannian manifold.


## 1. Introduction

Let $M$ be an $(n+1)$-dimensional Riemannian manifold endowed with a Killing vector field $Y$. Suppose that the distribution orthogonal to $Y$ is of constant rank and integrable. Given an integral leaf $P$ of that distribution, let $\Omega \subset P$ be a bounded domain with regular boundary $\Gamma=\partial \Omega$. We suppose for simplicity that $Y$ is complete. In this case, let $\vartheta: \mathbb{R} \times \bar{\Omega} \rightarrow M$ be the flow generated by $Y$ with initial values in $M$. In geometric terms, the ambient manifold is a warped product $M=P \times_{1 / \sqrt{\gamma}} \mathbb{R}$, where $\gamma=1 /\|Y\|^{2}$.

The Killing graph of a differentiable function $u: \bar{\Omega} \rightarrow \mathbb{R}$ is the hypersurface $\Sigma \subset M$ parametrized by the map

$$
X(x)=\vartheta(u(x), x), \quad x \in \bar{\Omega} .
$$

The Killing cylinder $K$ over $\Gamma$ is in turn defined by

$$
\begin{equation*}
K=\{\vartheta(s, x): s \in \mathbb{R}, x \in \Gamma\} . \tag{1}
\end{equation*}
$$

The height function with respect to the leaf $P$ is measured by the arc length parameter $\varsigma$ of the flow lines of $Y$; that is,

$$
\varsigma=\frac{1}{\sqrt{\gamma}} s .
$$

Fixing these notations, we are able to formulate a capillary problem in this geometric

[^8]context which models stationary graphs under a gravity force whose intensity depends on the point in the space. More precisely, given a gravitational potential $\Psi \in C^{1, \alpha}(\bar{\Omega} \times \mathbb{R})$ we define the functional
\[

$$
\begin{equation*}
\mathscr{A}[u]=\int_{\Sigma}\left(1+\int_{0}^{u / \sqrt{\gamma}} \Psi(x, s(\varsigma)) \mathrm{d} \varsigma\right) \mathrm{d} \Sigma . \tag{2}
\end{equation*}
$$

\]

The volume element $\mathrm{d} \Sigma$ of $\Sigma$ is given by

$$
\frac{1}{\sqrt{\gamma}} \sqrt{\gamma+\|\nabla u\|^{2}} \mathrm{~d} \sigma
$$

where $\mathrm{d} \sigma$ is the volume element in $P$. In what follows we denote

$$
W=\sqrt{\gamma+\|\nabla u\|^{2}} .
$$

The first variation formula of this functional may be deduced as follows. Given an arbitrary function $v \in C_{c}^{\infty}(\Omega)$ we compute

$$
\begin{aligned}
&\left.\frac{d}{d \tau}\right|_{\tau=0} \mathscr{A}[u+\tau v] \\
&= \int_{\Omega}\left(\frac{1}{\sqrt{\gamma}} \frac{\langle\nabla u, \nabla v\rangle}{\sqrt{\gamma+\|\nabla u\|^{2}}}+\frac{1}{\sqrt{\gamma}} \Psi(x, u(x)) v\right) \sqrt{\sigma} \mathrm{d} x \\
&= \int_{\Omega}\left(\operatorname{div}\left(\frac{1}{\sqrt{\gamma}} \frac{\nabla u}{W} v\right)-\operatorname{div}\left(\frac{1}{\sqrt{\gamma}} \frac{\nabla u}{W}\right) v+\frac{1}{\sqrt{\gamma}} \Psi(x, u(x)) v\right) \sqrt{\sigma} \mathrm{d} x \\
&-\int_{\Omega}\left(\frac{1}{\sqrt{\gamma}} \operatorname{div}\left(\frac{\nabla u}{W}\right)-\frac{1}{\sqrt{\gamma}}\left\langle\frac{\nabla \gamma}{2 \gamma}, \frac{\nabla u}{W}\right\rangle-\frac{1}{\sqrt{\gamma}} \Psi(x, u(x))\right) v \sqrt{\sigma} \mathrm{~d} x
\end{aligned}
$$

where $\sqrt{\sigma} \mathrm{d} x$ is the volume element $\mathrm{d} \sigma$ expressed in terms of local coordinates in $P$. The differential operators div and $\nabla$ are respectively the divergence and gradient in $P$ with respect to the metric induced from $M$.

We conclude that stationary functions satisfy the capillary-type equation

$$
\begin{equation*}
\operatorname{div}\left(\frac{\nabla u}{W}\right)-\left\langle\frac{\nabla \gamma}{2 \gamma}, \frac{\nabla u}{W}\right\rangle=\Psi \tag{3}
\end{equation*}
$$

Notice that a Neumann boundary condition arises naturally from this variational setting: given a $C^{2, \alpha}$ function $\Phi: K \rightarrow(-1,1)$, we impose the prescribed angle condition

$$
\begin{equation*}
\langle N, v\rangle=\Phi \tag{4}
\end{equation*}
$$

along $\partial \Sigma$, where

$$
\begin{equation*}
N=\frac{1}{W}\left(\gamma Y-\vartheta_{*} \nabla u\right) \tag{5}
\end{equation*}
$$

is the unit normal vector field along $\Sigma$ satisfying $\langle N, Y\rangle>0$ and $v$ is the unit normal vector field along $K$ pointing into the Killing cylinder over $\Omega$.

Equation (3) is the prescribed mean curvature equation for Killing graphs. A general existence result for solutions of the Dirichlet problem for this equation may be found in [Dajczer et al. 2008] and [Dajczer and de Lira 2012]. There the authors used local perturbations of the Killing cylinders as barriers for obtaining height and gradient estimates. However this kind of barrier is not suitable to obtain a priori estimates for solutions of Neumann problems. Indeed, these barriers depend on Dirichlet boundary data and do not involve any a priori information about the prescribed contact angle. It turns out that for Dirichlet boundary conditions the slope of the graph along the boundary is controlled in terms of the height of the graph.

For that reason we now consider local perturbations of the graph itself, adapted from the original approach by N. Korevaar [1988] and its extension by M. Calle and L. Shahriyari [2011].

Following these two sources we suppose that the data $\Psi$ and $\Phi$ satisfy
(i) $|\Psi|+\|\bar{\nabla} \Psi\| \leq C_{\Psi}$ in $\bar{\Omega} \times \mathbb{R}$,
(ii) $\langle\bar{\nabla} \Psi, Y\rangle \geq \beta>0$ in $\bar{\Omega} \times \mathbb{R}$,
(iii) $\langle\bar{\nabla} \Phi, Y\rangle \leq 0$,
(iv) $\left(1-\Phi^{2}\right) \geq \beta^{\prime}$,
(v) $|\Phi|+\|\nabla \Phi\|+\left\|\nabla^{2} \Phi\right\| \leq C_{\Phi}$ in $K$,
for some positive constants $C_{\Psi}, C_{\Phi}, \beta$ and $\beta^{\prime}$, where $\bar{\nabla}$ denotes the Riemannian connection in $M$. Assumption (ii) is classically referred to as the positive gravity condition. Even in the Euclidean space, it seems to be an essential assumption in order to obtain a priori height estimates. A very geometric discussion about this issue may be found in [Concus and Finn 1974]. Condition (iii) is the same as in [Calle and Shahriyari 2011] and [Korevaar 1988] since in those references $N$ is chosen in such a way that $\langle N, Y\rangle>0$.

The main result in this paper is the following:
Theorem 1. Let $\Omega$ be a bounded $C^{3, \alpha}$ domain in P. Suppose that $\Psi \in C^{1, \alpha}(\bar{\Omega} \times \mathbb{R})$ and $\Phi \in C^{2, \alpha}(K)$ with $|\Phi| \leq 1$ satisfy conditions (i)-(v) above. Then there exists a unique solution $u \in C^{3, \alpha}(\bar{\Omega})$ of the capillary problem (3)-(4).

We observe that $\Psi=n H$, where $H$ is the mean curvature of $\Sigma$ calculated with respect to $N$. Therefore Theorem 1 establishes the existence of Killing graphs with prescribed mean curvature $\Psi$ and prescribed contact angle with $K$ along the boundary. Since the Riemannian product $P \times \mathbb{R}$ corresponds to the particular case where $\gamma=1$, our result extends the main existence theorem in [Calle and Shahriyari 2011]. Space forms constitute other important examples of the kind of warped
products we are considering. In particular, we encompass the case of Killing graphs over totally geodesic hypersurfaces in the hyperbolic space $\mathbb{H}^{n+1}$.

In Section 2, we prove a priori height estimates for solutions of (3)-(4) based on the method presented in [Uraltseva 1973]. These height estimates are one of the main steps for using the well-known continuity method in order to prove Theorem 1. At this respect, we refer the reader to the classical references [Concus and Finn 1974], [Gerhardt 1976] and [Simon and Spruck 1976].

Section 3 contains the proof of interior and boundary gradient estimates. There we follow closely a method due to Korevaar [1988] for graphs in the Euclidean spaces and extended by Calle and Shahriyari [2011] for Riemannian products. Finally the classical continuity method is applied to (3)-(4) in Section 4 for proving the existence result.

## 2. Height estimates

In this section, we use a technique developed by N. Uraltseva [1973] (see also [Ladyzhenskaya and Uraltseva 1964] and [Gilbarg and Trudinger 2001] for classical references on the subject) in order to obtain a height estimate for solutions of the capillary problem (3)-(4). This estimate requires the positive gravity assumption (ii) stated in the introduction.

Proposition 2. Set

$$
\begin{equation*}
\beta=\inf _{\Omega \times \mathbb{R}}\langle\bar{\nabla} \Psi, Y\rangle \quad \text { and } \quad \mu=\sup _{\Omega} \Psi(x, 0) \tag{6}
\end{equation*}
$$

Suppose that $\beta>0$. Then any solution $u$ of (3)-(4) satisfies

$$
\begin{equation*}
|u(x)| \leq \frac{\sup _{\Omega}\|Y\|}{\inf _{\Omega}\|Y\|} \frac{\mu}{\beta} \tag{7}
\end{equation*}
$$

for all $x \in \bar{\Omega}$.
Proof. Fix an arbitrary real number $k$ with

$$
\begin{equation*}
k>\frac{\sup _{\Omega}\|Y\|}{\inf _{\Omega}\|Y\|} \frac{\mu}{\beta} \tag{8}
\end{equation*}
$$

Suppose that the superlevel set

$$
\Omega_{k}=\{x \in \Omega: u(x)>k\}
$$

has nonzero Lebesgue measure. Define $u_{k}: \Omega \rightarrow \mathbb{R}$ as

$$
u_{k}(x)=\max \{u(x)-k, 0\} .
$$

From the variational formulation we have

$$
\begin{aligned}
0 & =\int_{\Omega_{k}}\left(\frac{1}{\sqrt{\gamma}} \frac{\left\langle\nabla u, \nabla u_{k}\right\rangle}{\sqrt{\gamma+\|\nabla u\|^{2}}}+\frac{1}{\sqrt{\gamma}} \Psi(x, u(x)) u_{k}\right) \sqrt{\sigma} \mathrm{d} x \\
& =\int_{\Omega_{k}}\left(\frac{1}{\sqrt{\gamma}} \frac{\|\nabla u\|^{2}}{W}+\frac{1}{\sqrt{\gamma}} \Psi(x, u(x))(u-k)\right) \sqrt{\sigma} \mathrm{d} x \\
& =\int_{\Omega_{k}}\left(\frac{1}{\sqrt{\gamma}} \frac{W^{2}-\gamma}{W}+\frac{1}{\sqrt{\gamma}} \Psi(x, u(x))(u-k)\right) \sqrt{\sigma} \mathrm{d} x \\
& =\int_{\Omega_{k}}\left(\frac{W}{\sqrt{\gamma}}-\frac{\sqrt{\gamma}}{W}+\frac{1}{\sqrt{\gamma}} \Psi(x, u(x))(u-k)\right) \sqrt{\sigma} \mathrm{d} x .
\end{aligned}
$$

However

$$
\Psi(x, u(x))=\Psi(x, 0)+\int_{0}^{u(x)} \frac{\partial \Psi}{\partial s} \mathrm{~d} s \geq-\mu+\beta u(x)
$$

Since $\sqrt{\gamma} / W \leq 1$ we conclude that

$$
\left|\Omega_{k}\right|-\left|\Omega_{k}\right|-\mu \int_{\Omega_{k}} \frac{1}{\sqrt{\gamma}}(u-k)+\beta \int_{\Omega_{k}} \frac{1}{\sqrt{\gamma}} u(u-k) \leq 0,
$$

where $\left|\Omega_{k}\right|$ is the Lebesgue measure of $\Omega_{k}$. Hence we have

$$
\beta \int_{\Omega_{k}} \frac{1}{\sqrt{\gamma}} u(u-k) \leq \mu \int_{\Omega_{k}} \frac{1}{\sqrt{\gamma}}(u-k) .
$$

It follows that

$$
\beta k \inf _{\Omega}\|Y\| \int_{\Omega_{k}}(u-k) \leq \mu \sup _{\Omega}\|Y\| \int_{\Omega_{k}}(u-k) .
$$

Since $\left|\Omega_{k}\right| \neq 0$ we have

$$
k \leq \frac{\sup _{\Omega}\|Y\|}{\inf _{\Omega}\|Y\|} \frac{\mu}{\beta}
$$

which contradicts the choice of $k$. We conclude that

$$
\left|\Omega_{k}\right|=0 \quad \text { for all } k \geq \frac{\sup _{\Omega}\|Y\|}{\inf _{\Omega}\|Y\|} \frac{\mu}{\beta} .
$$

This implies that

$$
u(x) \leq \frac{\sup _{\Omega}\|Y\|}{\inf _{\Omega}\|Y\|} \frac{\mu}{\beta}
$$

for all $x \in \bar{\Omega}$. A lower estimate may be deduced in a similar way.
Remark 3. The construction of geometric barriers similar to those in [Concus and Finn 1974] is also possible at least in the case where $P$ is endowed with a rotationally invariant metric and $\Omega$ is contained in a normal neighborhood of a pole of $P$.

## 3. Gradient estimates

Let $\Omega^{\prime}$ be a subset of $\Omega$ and define

$$
\begin{equation*}
\Sigma^{\prime}=\left\{\vartheta(u(x), x): x \in \Omega^{\prime}\right\} \subset \Sigma \tag{9}
\end{equation*}
$$

to be the graph of $\left.u\right|_{\Omega^{\prime}}$. Let $\mathbb{O}$ be an open subset in $M$ containing $\Sigma^{\prime}$. We consider a vector field $Z \in \Gamma(T M)$ with bounded $C^{2}$ norm and supported in $\mathbb{O}$. Hence there exists $\varepsilon>0$ such that the local flow $\Xi:(-\varepsilon, \varepsilon) \times 0 \rightarrow M$ generated by $Z$ is well-defined. We also suppose that

$$
\begin{equation*}
\langle Z(y), v(y)\rangle=0 \tag{10}
\end{equation*}
$$

for any $y \in K \cap 0$. This implies that the flow line of $Z$ passing through a point $y \in K \cap \mathcal{O}$ is entirely contained in $K$.

We define a variation of $\Sigma$ by a one-parameter family of hypersurfaces $\Sigma_{\tau}$, $\tau \in(-\varepsilon, \varepsilon)$, parametrized by $X_{\tau}: \bar{\Omega} \rightarrow M$, where

$$
\begin{equation*}
X_{\tau}(x)=\Xi(\tau, \vartheta(u(x), x)), \quad x \in \bar{\Omega} . \tag{11}
\end{equation*}
$$

It follows from the implicit function theorem that there exist $\Omega_{\tau} \subset P$ and $u_{\tau}: \bar{\Omega}_{\tau} \rightarrow \mathbb{R}$ such that $\Sigma_{\tau}$ is the graph of $u_{\tau}$. Moreover, $\Omega_{\tau} \subset \Omega$.

Hence given a point $y \in \Sigma$, denote $y_{\tau}=\Xi(\tau, y) \in \Sigma_{\tau}$. It follows that there exists $x_{\tau} \in \Omega_{\tau}$ such that $y_{\tau}=\vartheta\left(u_{\tau}\left(x_{\tau}\right), x_{\tau}\right)$. Then we denote by $\hat{y}_{\tau}=\vartheta\left(u\left(x_{\tau}\right), x_{\tau}\right)$ the point in $\Sigma$ in the flow line of $Y$ passing through $y_{\tau}$. The vertical separation between $y_{\tau}$ and $\hat{y}_{\tau}$ is by definition the function $s(y, \tau)=u_{\tau}\left(x_{\tau}\right)-u\left(x_{\tau}\right)$.

Lemma 4. For any $\tau \in(-\varepsilon, \varepsilon)$, let $A_{\tau}$ and $H_{\tau}$ be, respectively, the Weingarten map and the mean curvature of the hypersurface $\Sigma_{\tau}$ calculated with respect to the unit normal vector field $N_{\tau}$ along $\Sigma_{\tau}$ which satisfies $\left\langle N_{\tau}, Y\right\rangle>0$. Denote $H=H_{0}$ and $A=A_{0}$. If $\zeta \in C^{\infty}(\mathbb{O})$ and $T \in \Gamma(T \mathbb{O})$ are defined by

$$
\begin{equation*}
Z=\zeta N_{\tau}+T \tag{12}
\end{equation*}
$$

with $\left\langle T, N_{\tau}\right\rangle=0$ then
(i) $\partial s /\left.\partial \tau\right|_{\tau=0}=\langle Z, N\rangle W$,
(ii) $\left.\bar{\nabla}_{Z} N\right|_{\tau=0}=-A T-\nabla^{\Sigma} \zeta$,
(iii) $\partial H /\left.\partial \tau\right|_{\tau=0}=\Delta_{\Sigma} \zeta+\left(\|A\|^{2}+\operatorname{Ric}_{M}(N, N)\right) \zeta+\langle\bar{\nabla} \Psi, Z\rangle$,
where $W=\left\langle Y, N_{\tau}\right\rangle^{-1}=\left(\gamma+\left\|\nabla u_{\tau}\right\|^{2}\right)^{-1 / 2}$. The operators $\nabla^{\Sigma}$ and $\Delta_{\Sigma}$ are, respectively, the intrinsic gradient operator and the Laplace-Beltrami operator in $\Sigma$ with respect to the induced metric. Moreover, $\bar{\nabla}$ and $\operatorname{Ric}_{M}$ denote, respectively, the Riemannian covariant derivative and the Ricci tensor in $M$.

Proof. (i) Let $\left(x^{i}\right)_{i=1}^{n}$ be a set of local coordinates in $\Omega \subset P$. Differentiating (11) with respect to $\tau$ we obtain

$$
X_{\tau *} \frac{\partial}{\partial \tau}=\left.Z\right|_{X_{\tau}}=\zeta N_{\tau}+T .
$$

On the other hand differentiating both sides of

$$
X_{\tau}(x)=\vartheta\left(u_{\tau}\left(x_{\tau}\right), x_{\tau}\right)
$$

with respect to $\tau$ we have

$$
\begin{aligned}
X_{\tau *} \frac{\partial}{\partial \tau} & =\left(\frac{\partial u_{\tau}}{\partial \tau}+\frac{\partial u_{\tau}}{\partial x^{i}} \frac{\partial x_{\tau}^{i}}{\partial \tau}\right) \vartheta_{*} Y+\frac{\partial x_{\tau}^{i}}{\partial \tau} \vartheta_{*} \frac{\partial}{\partial x^{i}} \\
& =\frac{\partial u_{\tau}}{\partial \tau} \vartheta_{*} Y+\frac{\partial x_{\tau}^{i}}{\partial \tau}\left(\vartheta_{*} \frac{\partial}{\partial x^{i}}+\frac{\partial u_{\tau}}{\partial x^{i}} \vartheta_{*} Y\right) .
\end{aligned}
$$

Since the term between parenthesis after the second equality is a tangent vector field in $\Sigma_{\tau}$ we conclude that

$$
\frac{\partial u_{\tau}}{\partial \tau}\left\langle Y, N_{\tau}\right\rangle=\left\langle X_{\tau *} \frac{\partial}{\partial \tau}, N_{\tau}\right\rangle=\zeta
$$

and it follows that

$$
\frac{\partial u_{\tau}}{\partial \tau}=\zeta W
$$

and

$$
\frac{\partial s}{\partial \tau}=\frac{\partial}{\partial \tau}\left(u_{\tau}-u\right)=\frac{\partial u_{\tau}}{\partial \tau}=\zeta W
$$

(ii) Now we have

$$
\begin{aligned}
\left\langle\bar{\nabla}_{Z} N_{\tau}, X_{*} \partial_{i}\right\rangle & =-\left\langle N_{\tau}, \bar{\nabla}_{Z} X_{*} \partial_{i}\right\rangle=-\left\langle N_{\tau}, \bar{\nabla}_{X_{*} \partial_{i}} Z\right\rangle=-\left\langle N_{\tau}, \bar{\nabla}_{X_{*} \partial_{i}}(\zeta N+T)\right\rangle \\
& =-\left\langle N_{\tau}, \bar{\nabla}_{X_{*} \partial_{i}} T\right\rangle-\left\langle N_{\tau}, \bar{\nabla}_{X_{*} \partial_{i}} \zeta N_{\tau}\right\rangle=-\left\langle A_{\tau} T, X_{*} \partial_{i}\right\rangle-\left\langle\nabla^{\Sigma} \zeta, X_{*} \partial_{i}\right\rangle
\end{aligned}
$$

for any $1 \leq i \leq n$. It follows that

$$
\bar{\nabla}_{Z} N=-A T-\nabla^{\Sigma} \zeta
$$

(iii) This is a well-known formula whose proof may be found in a number of references, such as [Gerhardt 2006].

For further reference, we point out that the comparison principle [Gilbarg and Trudinger 2001] when applied to (3)-(4) may be stated in geometric terms as follows. Fix $\tau$, and let $x \in \bar{\Omega}^{\prime}$ be a point of maximal vertical separation $s(\cdot, \tau)$. If $x$ is an interior point we have

$$
\nabla u_{\tau}(x, \tau)-\nabla u(x)=\nabla s(x, \tau)=0
$$

which implies that the graphs of the functions $u_{\tau}$ and $u+s(x, \tau)$ are tangent at their common point $y_{\tau}=\vartheta\left(u_{\tau}(x), x\right)$. Since the graph of $u+s(x, \tau)$ is obtained from $\Sigma$ only by a translation along the flow lines of $Y$ we conclude that the mean curvatures of these two graphs are the same at corresponding points. Since the graph of $u+s(x, \tau)$ is locally above the graph of $u_{\tau}$ we conclude that

$$
\begin{equation*}
H\left(\hat{y}_{\tau}\right) \geq H_{\tau}\left(y_{\tau}\right) \tag{13}
\end{equation*}
$$

If $x \in \partial \Omega \subset \partial \Omega^{\prime}$, we have

$$
\left.\left\langle\nabla u_{\tau}, v\right\rangle\right|_{x}-\left.\langle\nabla u, v\rangle\right|_{x}=\langle\nabla s, v\rangle \leq 0
$$

since $\nu$ points toward $\Omega$. This implies that

$$
\begin{equation*}
\left.\langle N, v\rangle\right|_{y_{\tau}} \geq\left.\langle N, v\rangle\right|_{\hat{y}_{\tau}} \tag{14}
\end{equation*}
$$

### 3.1. Interior gradient estimate.

Proposition 5. Let $B_{R}\left(x_{0}\right) \subset \Omega$, where $R<\operatorname{inj} P$. Then there exists a constant $C>0$ depending on $\beta, C_{\Psi}, \Omega$ and $K$ such that

$$
\begin{equation*}
\|\nabla u(x)\| \leq C \frac{R^{2}}{R^{2}-d^{2}(x)} \tag{15}
\end{equation*}
$$

where $d=\operatorname{dist}\left(x_{0}, x\right)$ in $P$.
Proof. Fix $\Omega^{\prime}=B_{R}\left(x_{0}\right) \subset \Omega$. We consider the vector field $Z$ given by

$$
\begin{equation*}
Z=\zeta N \tag{16}
\end{equation*}
$$

where $\zeta$ is a function to be defined later. Fix $\tau \in[0, \varepsilon)$, and let $x \in B_{R}\left(x_{0}\right)$ be a point where the vertical separation $s(\cdot, \tau)$ attains a maximum value.

If $y=\vartheta(u(x), x)$ it follows that

$$
\begin{equation*}
H_{\tau}\left(y_{\tau}\right)-H_{0}(y)=\left.\frac{d H_{\tau}}{d \tau}\right|_{\tau=0} \tau+o(\tau) \tag{17}
\end{equation*}
$$

However, the comparison principle implies that $H_{0}\left(\hat{y}_{\tau}\right) \geq H_{\tau}\left(y_{\tau}\right)$. By Lemma 1(iii) we conclude that

$$
H_{0}\left(\hat{y}_{\tau}\right)-H_{0}(y) \geq\left.\frac{d H_{\tau}}{d \tau}\right|_{\tau=0} \tau+o(\tau)=\left(\Delta_{\Sigma} \zeta+\|A\|^{2} \zeta+\operatorname{Ric}_{M}(N, N) \zeta\right) \tau+o(\tau)
$$

Since $\hat{y}_{\tau}=\vartheta\left(-s(y, \tau), y_{\tau}\right)$, we have
(18) $\left.\frac{d \hat{y}_{\tau}}{d \tau}\right|_{\tau=0}=-\frac{d s}{d \tau} \vartheta_{*} \frac{\partial}{\partial s}+\frac{\partial y_{\tau}^{i}}{\partial \tau} \vartheta_{*} \frac{\partial}{\partial x^{i}}=-\frac{d s}{d \tau} Y+\left.\frac{d y_{\tau}}{d \tau}\right|_{\tau=0}=-\frac{d s}{d \tau} Y+Z(y)$.

Hence using Lemma 1(i) and (16) we have

$$
\begin{equation*}
\left.\frac{d \hat{y}_{\tau}}{d \tau}\right|_{\tau=0}=-\zeta W Y+\zeta N . \tag{19}
\end{equation*}
$$

On the other hand, for each $\tau \in(-\varepsilon, \varepsilon)$ there exists a smooth $\xi:(-\varepsilon, \varepsilon) \rightarrow T M$ such that

$$
\hat{y}_{\tau}=\exp _{y} \xi(\tau)
$$

Hence we have

$$
\left.\frac{d \hat{y}_{\tau}}{d \tau}\right|_{\tau=0}=\xi^{\prime}(0)
$$

With a slight abuse of notation we denote $\Psi(s, x)$ by $\Psi(y)$, where $y=\vartheta(s, x)$. It results that

$$
\begin{aligned}
H_{0}\left(\hat{y}_{\tau}\right)-H_{0}(y) & =\Psi\left(x_{\tau}, u\left(x_{\tau}\right)\right)-\Psi(x, u(x))=\Psi\left(\exp _{y} \xi_{\tau}\right)-\Psi(y) \\
& =\left\langle\left.\bar{\nabla} \Psi\right|_{y}, \xi^{\prime}(0)\right\rangle \tau+o(\tau)
\end{aligned}
$$

However,

$$
\begin{equation*}
\left\langle\bar{\nabla} \Psi, \xi^{\prime}(0)\right\rangle=\zeta\langle\bar{\nabla} \Psi, N-W Y\rangle=-\zeta W \frac{\partial \Psi}{\partial s}+\zeta\langle\bar{\nabla} \Psi, N\rangle \tag{20}
\end{equation*}
$$

We conclude that

$$
-\zeta W \frac{\partial \Psi}{\partial s} \tau+\zeta\langle\bar{\nabla} \Psi, N\rangle \tau+o(\tau) \geq\left(\Delta_{\Sigma} \zeta+\|A\|^{2} \zeta+\operatorname{Ric}_{M}(N, N) \zeta\right) \tau+o(\tau)
$$

Suppose that

$$
\begin{equation*}
W(x)>\frac{C+\|\bar{\nabla} \Psi\|}{\beta} \tag{21}
\end{equation*}
$$

for a constant $C>0$ to be chosen later. Hence we have

$$
\left(\Delta_{\Sigma} \zeta+\operatorname{Ric}_{M}(N, N) \zeta\right) \tau+C \zeta \tau \leq o(\tau)
$$

Following [Calle and Shahriyari 2011] and [Korevaar 1988] we choose

$$
\zeta=1-\frac{d^{2}}{R^{2}}
$$

where $d=\operatorname{dist}\left(x_{0}, \cdot\right)$. It follows that

$$
\nabla^{\Sigma} \zeta=-\frac{2 d}{R^{2}} \nabla^{\Sigma} d
$$

and

$$
\Delta_{\Sigma} \zeta=-\frac{2 d}{R^{2}} \Delta_{\Sigma} d-\frac{2}{R^{2}}\left\|\nabla^{\Sigma} d\right\|^{2}
$$

However, using the fact that $P$ is totally geodesic and that $[Y, \bar{\nabla} d]=0$, we have

$$
\begin{aligned}
\Delta_{\Sigma} d & =\Delta_{M} d-\left\langle\bar{\nabla}_{N} \bar{\nabla} d, N\right\rangle+n H\langle\bar{\nabla} d, N\rangle \\
& =\Delta_{P} d-\left\langle\nabla_{\nabla u / W} \nabla d, \frac{\nabla u}{W}\right\rangle-\gamma^{2}\langle Y, N\rangle^{2}\left\langle\bar{\nabla}_{Y} \bar{\nabla} d, Y\right\rangle+n H\langle\bar{\nabla} d, N\rangle
\end{aligned}
$$

Let $\pi: M \rightarrow P$ be the projection defined by $\pi(\vartheta(s, x))=x$. Then

$$
\pi_{*} N=-\frac{\nabla u}{W}
$$

We denote

$$
\pi_{*} N^{\perp}=\pi_{*} N-\left\langle\pi_{*} N, \nabla d\right\rangle \nabla d .
$$

If $\mathscr{A}_{d}$ and $\mathscr{H}_{d}$ denote, respectively, the Weingarten map and the mean curvature of the geodesic ball $B_{d}\left(x_{0}\right)$ in $P$ we conclude that

$$
\Delta_{\Sigma} d=n \mathscr{H}_{d}-\left\langle\mathscr{A}_{d}\left(\pi_{*} N^{\perp}\right), \pi_{*} N^{\perp}\right\rangle+\gamma\langle Y, N\rangle^{2} \kappa+n H\langle\bar{\nabla} d, N\rangle
$$

where

$$
\kappa=-\gamma\left\langle\bar{\nabla}_{Y} \bar{\nabla} d, Y\right\rangle
$$

is the principal curvature of the Killing cylinder over $B_{d}\left(x_{0}\right)$ relative to the principal direction $Y$. Therefore we have

$$
\left|\Delta_{\Sigma} d\right| \leq C_{1}\left(C_{\Psi}, \sup _{B_{R}\left(x_{0}\right)}\left(\mathscr{H}_{d}+\kappa\right), \sup _{B_{R}\left(x_{0}\right)} \gamma\right)
$$

in $B_{R}\left(x_{0}\right)$. Hence setting

$$
C_{2}=\sup _{B_{R}\left(x_{0}\right)} \operatorname{Ric}_{M}
$$

we fix

$$
\begin{equation*}
C=\max \left\{2\left(C_{1}+C_{2}\right), \sup _{\mathbb{R} \times \Omega}\|\bar{\nabla} \Psi\|\right\} \tag{22}
\end{equation*}
$$

With this choice we conclude that

$$
C \zeta \leq \frac{o(\tau)}{\tau}
$$

a contradiction. This implies that

$$
\begin{equation*}
W(x) \leq \frac{C-\|\bar{\nabla} \Psi\|}{\beta} \tag{23}
\end{equation*}
$$

However,

$$
\zeta(z) W(z)+o(\tau)=s(X(z), \tau) \leq s(X(x), \tau)=\zeta(x) W(x)+o(\tau)
$$

for any $z \in B_{R}\left(x_{0}\right)$. It follows that
$W(z) \leq \frac{R^{2}-d^{2}(z)}{R^{2}-d^{2}(x)} W(x)+o(\tau) \leq \frac{R^{2}}{R^{2}-d^{2}(x)} \frac{C-\|\bar{\nabla} \Psi\|}{\beta}+o(\tau) \leq \widetilde{C} \frac{R^{2}}{R^{2}-d^{2}(x)}$,
for very small $\varepsilon>0$.
Remark 6. If $\Omega$ satisfies the interior sphere condition for a uniform radius $R>0$, we conclude that

$$
\begin{equation*}
W(x) \leq \frac{C}{d_{\Gamma}(x)} \tag{24}
\end{equation*}
$$

for $x \in \Omega$, where $d_{\Gamma}(x)=\operatorname{dist}(x, \Gamma)$.
3.2. Boundary gradient estimates. Now we establish boundary gradient estimates using another local perturbation of the graph, which this time has also tangential components.

Proposition 7. Let $x_{0} \in P$ and $R>0$ such that $3 R<\operatorname{inj} P$. Denote by $\Omega^{\prime}$ the subdomain $\Omega \cap B_{2 R}\left(x_{0}\right)$. Then there exists a positive constant $C$, depending only on $R, \beta, \beta^{\prime}, C_{\Psi}, C_{\Phi}, \Omega, K$, such that

$$
\begin{equation*}
W(x) \leq C \tag{25}
\end{equation*}
$$

for all $x \in \bar{\Omega}^{\prime}$.
Proof. Now we consider the subdomain $\Omega^{\prime}=\Omega \cap B_{2 R}\left(x_{0}\right)$. We define

$$
\begin{equation*}
Z=\eta N+X \tag{26}
\end{equation*}
$$

where

$$
\eta=\alpha_{0} v+\alpha_{1} d_{\Gamma}
$$

and $\alpha_{0}$ and $\alpha_{1}$ are positive constants to be chosen and $d_{\Gamma}$ is a smooth extension of the distance function $\operatorname{dist}(\cdot, \Gamma)$ to $\Omega^{\prime}$ with $\left\|\nabla d_{\Gamma}\right\| \leq 1$ and

$$
v=4 R^{2}-d^{2}
$$

where $d=\operatorname{dist}\left(x_{0}, \cdot\right)$. Moreover,

$$
X=\alpha_{0} \Phi\left(v v-d_{\Gamma} \nabla v\right)
$$

In this case we have

$$
\zeta=\eta+\langle X, N\rangle=\alpha_{0} v+\alpha_{1} d_{\Gamma}+\alpha_{0} \Phi\left(v\langle N, v\rangle-d_{\Gamma}\langle N, \nabla v\rangle\right) .
$$

Fix $\tau \in[0, \varepsilon)$, and let $x \in \bar{\Omega}^{\prime}$ be a point where the maximal vertical separation between $\Sigma$ and $\Sigma_{\tau}$ is attained. We first suppose that $x \in \operatorname{int}\left(\partial \Omega^{\prime} \cap \partial \Omega\right)$. In this
case, setting $y_{\tau}=\vartheta\left(u_{\tau}(x), x\right) \in \Sigma_{\tau}$ and $\hat{y}_{\tau}=\vartheta(u(x), x) \in \Sigma$, it follows from the comparison principle that

$$
\begin{equation*}
\left.\left\langle N_{\tau}, v\right\rangle\right|_{y_{\tau}} \geq\left.\langle N, v\rangle\right|_{\hat{y}_{\tau}} . \tag{27}
\end{equation*}
$$

Note that $\hat{y}_{\tau} \in \partial \Sigma$. Moreover, since $\left.Z\right|_{K \cap \odot}$ is tangent to $K$ there exists $y \in \partial \Sigma$ such that

$$
y=\Xi\left(-\tau, y_{\tau}\right)
$$

We claim that

$$
\begin{equation*}
\left|\left\langle\bar{\nabla}\left\langle N_{\tau}, \nu\right\rangle,\left.\frac{d y_{\tau}}{d \tau}\right|_{\tau=0}\right\rangle\right| \leq \alpha_{1}\left(1-\Phi^{2}\right)+\widetilde{C} \alpha_{0} \tag{28}
\end{equation*}
$$

for some positive constant $\widetilde{C}=C\left(C_{\Phi}, K, \Omega, R\right)$.
Hence (4) implies that

$$
\left.\langle N, v\rangle\right|_{\hat{y}_{\tau}}-\left.\langle N, v\rangle\right|_{y}=\Phi\left(\hat{y}_{\tau}\right)-\Phi(y)=\tau\left\langle\bar{\nabla} \Phi,\left.\frac{d \hat{y}_{\tau}}{d \tau}\right|_{\tau=0}\right\rangle+o(\tau)
$$

Therefore

$$
\left.\langle N, \nu\rangle\right|_{y_{\tau}}-\left.\langle N, v\rangle\right|_{y} \geq \tau\left\langle\bar{\nabla} \Phi,\left.\frac{d \hat{y}_{\tau}}{d \tau}\right|_{\tau=0}\right\rangle+o(\tau)
$$

On the other hand we have

$$
\left.\langle N, v\rangle\right|_{y_{\tau}}-\left.\langle N, v\rangle\right|_{y}=\tau\left\langle\bar{\nabla}\langle N, v\rangle,\left.\frac{d y_{\tau}}{d \tau}\right|_{\tau=0}\right\rangle+o(\tau)
$$

We conclude that

$$
\tau\left\langle\bar{\nabla}\langle N, v\rangle,\left.\frac{d y_{\tau}}{d \tau}\right|_{\tau=0}\right\rangle \geq \tau\left\langle\bar{\nabla} \Phi,\left.\frac{d \hat{y}_{\tau}}{d \tau}\right|_{\tau=0}\right\rangle+o(\tau)
$$

Hence we have

$$
\alpha_{1}\left(1-\Phi^{2}\right) \tau+\widetilde{C} \alpha_{0} \tau \geq \tau\left\langle\bar{\nabla} \Phi,\left.\frac{d \hat{y}_{\tau}}{d \tau}\right|_{\tau=0}\right\rangle+o(\tau)
$$

It follows from (28) that

$$
\alpha_{1}\left(1-\Phi^{2}\right)+\widetilde{C} \alpha_{0} \geq-\zeta W\langle\bar{\nabla} \Phi, Y\rangle+\zeta\langle\bar{\nabla} \Phi, N\rangle+o(\tau) / \tau
$$

Since

$$
\langle\bar{\nabla} \Phi, Y\rangle=\frac{\partial \Phi}{\partial s} \leq 0
$$

we conclude that

$$
\begin{equation*}
W(x) \leq C\left(C_{\Phi}, \beta^{\prime}, K, \Omega, R\right) \tag{29}
\end{equation*}
$$

We now prove the claim. For that, observe that Lemma 1(ii) implies that

$$
\begin{aligned}
\left.\langle N, v\rangle\right|_{y_{\tau}}-\left.\langle N, v\rangle\right|_{y} & =\left.\left.\tau \frac{\partial}{\partial \tau}\right|_{\tau=0}\left\langle N_{\tau}, v\right\rangle\right|_{y_{\tau}}+o(\tau) \\
& =\tau\left(\left.\left\langle N, \bar{\nabla}_{Z} v\right\rangle\right|_{y}-\left.\left\langle A T+\nabla^{\Sigma} \zeta, v\right\rangle\right|_{y}\right)+o(\tau) .
\end{aligned}
$$

Since $\left.Z\right|_{y} \in T_{y} K$, it follows that

$$
\left.\langle N, v\rangle\right|_{y_{\tau}}-\left.\langle N, v\rangle\right|_{y}=-\tau\left(\left.\left\langle A_{K} Z, N\right\rangle\right|_{y}+\left.\left\langle A T+\nabla^{\Sigma} \zeta, v\right\rangle\right|_{y}\right)+o(\tau),
$$

where $A_{K}$ is the Weingarten map of $K$ with respect to $v$. We conclude that

$$
\begin{equation*}
-\tau\left(\left.\left\langle A_{K} Z, N\right\rangle\right|_{y}+\left.\left\langle A T+\nabla^{\Sigma} \zeta, v\right\rangle\right|_{y}\right) \geq \tau\left\langle\bar{\nabla} \Phi,\left.\frac{d \hat{y}_{\tau}}{d \tau}\right|_{\tau=0}\right\rangle+o(\tau) \tag{30}
\end{equation*}
$$

where

$$
v^{T}=v-\langle N, v\rangle N .
$$

We have

$$
\left\langle\nabla^{\Sigma} \zeta+A T, v^{T}\right\rangle=\alpha_{0}\left\langle\nabla v, v^{T}\right\rangle+\alpha_{1}\left\langle\nabla^{\Sigma} d_{\Gamma}, v^{T}\right\rangle+\left\langle\nabla^{\Sigma}\langle X, N\rangle, v^{T}\right\rangle+\left\langle A T, v^{T}\right\rangle
$$

We compute

$$
\begin{aligned}
\left\langle\nabla^{\Sigma}\langle X, N\rangle, v^{T}\right\rangle= & \alpha_{0}\left(v\langle N, v\rangle-d_{\Gamma}\langle N, \nabla v\rangle\right)\left\langle\bar{\nabla} \Phi, v^{T}\right\rangle \\
& +\alpha_{0} \Phi\left(\left\langle\nabla v, v^{T}\right\rangle\langle N, v\rangle+v\left(\left\langle\bar{\nabla}_{v^{T}} N, v\right\rangle+\left\langle N, \bar{\nabla}_{v^{T}} v\right\rangle\right)\right. \\
& \left.-\left\langle\nabla d_{\Gamma}, v^{T}\right\rangle\langle N, \nabla v\rangle-d_{\Gamma}\left(\left\langle\bar{\nabla}_{v^{T}} N, \nabla v\right\rangle+\left\langle N, \bar{\nabla}_{v^{T}} \nabla v\right\rangle\right)\right) .
\end{aligned}
$$

Hence we have at $y$ that

$$
\begin{aligned}
\left\langle\nabla^{\Sigma}\langle X, N\rangle, v^{T}\right\rangle= & \alpha_{0}\left(v \Phi-d_{\Gamma}\langle N, \nabla v\rangle\right)\left\langle\bar{\nabla} \Phi, v^{T}\right\rangle \\
+ & \alpha_{0} \Phi\left(\left\langle\nabla v, v^{T}\right\rangle \Phi+v\left(-\left\langle A v^{T}, v^{T}\right\rangle+\left\langle N, \bar{\nabla}_{v} v\right\rangle\right.\right. \\
& \left.-\langle N, v\rangle\left\langle N, \bar{\nabla}_{N} v\right\rangle\right)-\left\langle v, v^{T}\right\rangle\langle N, \nabla v\rangle \\
& \left.\quad-d_{\Gamma}\left(-\left\langle A v^{T}, \nabla v\right\rangle+\left\langle N, \bar{\nabla}_{v} \nabla v\right\rangle-\langle N, v\rangle\left\langle N, \bar{\nabla}_{N} \nabla v\right\rangle\right)\right) .
\end{aligned}
$$

Therefore we have

$$
\begin{aligned}
\left\langle\nabla^{\Sigma}\langle X, N\rangle, v^{T}\right\rangle= & \alpha_{0}\left(v \Phi-d_{\Gamma}\langle N, \nabla v\rangle\right)\left\langle\bar{\nabla} \Phi, v^{T}\right\rangle \\
+ & \alpha_{0} \Phi\left(\left\langle\nabla v, v^{T}\right\rangle \Phi-v\left(\left\langle A v^{T}, v^{T}\right\rangle+\langle N, v\rangle\left\langle N, \bar{\nabla}_{N} v\right\rangle\right)\right. \\
& -\left\langle v, v^{T}\right\rangle\langle N, \nabla v\rangle \\
& \left.+d_{\Gamma}\left(\left\langle A v^{T}, \nabla v\right\rangle-\left\langle N, \bar{\nabla}_{v} \nabla v\right\rangle+\langle N, v\rangle\left\langle N, \bar{\nabla}_{N} \nabla v\right\rangle\right)\right) .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
&\left\langle\nabla^{\Sigma} \zeta+A T, v^{T}\right\rangle=\left\langle A T, v^{T}\right\rangle+\alpha_{0}\left\langle\nabla v, v^{T}\right\rangle+\alpha_{1}\left\langle v, v^{T}\right\rangle \\
&+\alpha_{0}\left(v \Phi-d_{\Gamma}\langle N, \nabla v\rangle\right)\left\langle\bar{\nabla} \Phi, v^{T}\right\rangle \\
&+\alpha_{0} \Phi\left(\left\langle\nabla v, v^{T}\right\rangle \Phi-v\left(\left\langle A v^{T}, v^{T}\right\rangle+\langle N, v\rangle\left\langle N, \bar{\nabla}_{N} v\right\rangle\right)\right. \\
& \quad-\quad\left\langle v, v^{T}\right\rangle\langle N, \nabla v\rangle \\
& \quad\left.+d_{\Gamma}\left(\left\langle A v^{T}, \nabla v\right\rangle-\left\langle N, \bar{\nabla}_{v} \nabla v\right\rangle+\langle N, v\rangle\left\langle N, \bar{\nabla}_{N} \nabla v\right\rangle\right)\right) .
\end{aligned}
$$

However,

$$
\left\langle A T, v^{T}\right\rangle=\left\langle A v^{T}, X\right\rangle=\alpha_{0} \Phi v\left\langle A v^{T}, v^{T}\right\rangle-\alpha_{0} \Phi d_{\Gamma}\left\langle A v^{T}, \nabla v\right\rangle .
$$

Hence we have

$$
\begin{aligned}
\left\langle\nabla^{\Sigma} \zeta+A T, v^{T}\right\rangle= & \alpha_{0}\left\langle\nabla v, v^{T}\right\rangle+\alpha_{1}\left\langle v, v^{T}\right\rangle+\alpha_{0}\left(v \Phi-d_{\Gamma}\langle N, \nabla v\rangle\right)\left\langle\bar{\nabla} \Phi, v^{T}\right\rangle \\
+ & \alpha_{0} \Phi\left(\left\langle\nabla v, v^{T}\right\rangle \Phi-v \Phi\left\langle N, \bar{\nabla}_{N} v\right\rangle-\left\langle v, v^{T}\right\rangle\langle N, \nabla v\rangle\right. \\
& \left.-d_{\Gamma}\left(\left\langle N, \bar{\nabla}_{v} \nabla v\right\rangle-\langle N, v\rangle\left\langle N, \bar{\nabla}_{N} \nabla v\right\rangle\right)\right) .
\end{aligned}
$$

Since $d_{\Gamma}(y)=0$, we have

$$
\begin{aligned}
\left\langle\nabla^{\Sigma} \zeta+A T, v^{T}\right\rangle= & \alpha_{0}\left\langle\nabla v, v^{T}\right\rangle+\alpha_{1}\left\langle v, v^{T}\right\rangle+\alpha_{0} v \Phi\left\langle\bar{\nabla} \Phi, v^{T}\right\rangle \\
& +\alpha_{0} \Phi\left(\left\langle\nabla v, v^{T}\right\rangle \Phi-v \Phi\left\langle N, \bar{\nabla}_{N} v\right\rangle-\left\langle v, v^{T}\right\rangle\langle N, \nabla v\rangle\right)
\end{aligned}
$$

Rearranging terms we obtain

$$
\begin{aligned}
\left\langle\nabla^{\Sigma} \zeta+A T, v^{T}\right\rangle= & \alpha_{1}\left(1-\langle N, v\rangle^{2}\right)+\alpha_{0}\left\langle\nabla v, v^{T}\right\rangle\left(1+\Phi^{2}\right)+\alpha_{0} v \Phi\left\langle\bar{\nabla} \Phi, v^{T}\right\rangle \\
& -\alpha_{0} \Phi\left(v \Phi\left\langle N, \bar{\nabla}_{N} v\right\rangle+\left(1-\langle N, v\rangle^{2}\right)\langle N, \nabla v\rangle\right)
\end{aligned}
$$

Therefore there exists a constant $C=C(\Phi, K, \Omega, R)$ such that

$$
\begin{equation*}
\left|\left\langle\nabla^{\Sigma} \zeta+A T, v^{T}\right\rangle\right| \leq \alpha_{1}\left(1-\Phi^{2}\right)+C \alpha_{0} \tag{31}
\end{equation*}
$$

Since $d_{\Gamma}(y)=0$, it holds that

$$
\left|\left\langle A_{K} Z, N\right\rangle\right|=\left\|A_{K}\right\|\|Z\| \leq\left\|A_{K}\right\|(\eta+\|X\|) \leq 4 R^{2} \alpha_{0}\left\|A_{K}\right\|(1+\Phi)
$$

from which we conclude that

$$
\begin{equation*}
\left|\left\langle\bar{\nabla}\left\langle N_{\tau}, \nu\right\rangle,\left.\frac{d y_{\tau}}{d \tau}\right|_{\tau=0}\right\rangle\right| \leq \alpha_{1}\left(1-\Phi^{2}\right)+\widetilde{C} \alpha_{0} \tag{32}
\end{equation*}
$$

for some constant $\widetilde{C}\left(C_{\Phi}, K, \Omega, R\right)>0$.
Now we suppose that $x \in \overline{\partial \Omega^{\prime} \cap \Omega}$. In this case we have $v(x)=0$. Then $\eta=\alpha_{1} d_{\Gamma}$ and

$$
X=-\alpha_{0} \Phi d_{\Gamma} \nabla v
$$

at $x$. Thus

$$
\zeta=\eta+\langle X, N\rangle=\alpha_{1} d_{\Gamma}+2 \alpha_{0} \Phi d d_{\Gamma}\langle\nabla d, N\rangle
$$

Moreover, we have

$$
W(x) \leq \frac{C}{d_{\Gamma}(x)}
$$

(see Remark 6). It follows that

$$
\begin{equation*}
\zeta W \leq C\left(\alpha_{1}+2 \alpha_{0} \Phi d\langle\nabla d, N\rangle\right) \leq C\left(\alpha_{1}+4 R \alpha_{0} \Phi\right) . \tag{33}
\end{equation*}
$$

We conclude that

$$
\begin{equation*}
W(x) \leq C\left(C_{\Phi}, K, \Omega, R\right) . \tag{34}
\end{equation*}
$$

Now we consider the case when $x \in \Omega \cap \Omega^{\prime}$. In this case we have

$$
\begin{aligned}
\Delta_{\Sigma} \zeta= & \alpha_{0} \Delta_{\Sigma} v+\alpha_{1} \Delta_{\Sigma} d_{\Gamma}+\alpha_{0} \Delta_{\Sigma} \Phi\left(v\langle N, v\rangle-d_{\Gamma}\langle N, \nabla v\rangle\right) \\
& +\alpha_{0} \Phi\left(\Delta_{\Sigma} v\langle N, v\rangle+v \Delta_{\Sigma}\langle N, v\rangle+2\left\langle\nabla^{\Sigma} v, \nabla^{\Sigma}\langle N, v\rangle\right\rangle-\Delta_{\Sigma} d_{\Gamma}\langle N, \nabla v\rangle\right. \\
& \quad-d_{\Gamma} \Delta_{\Sigma}\langle N, \nabla v\rangle-2\left\langle\nabla^{\Sigma} d_{\Gamma}, \nabla^{\Sigma}\langle N, \nabla v\rangle\right)+2 \alpha_{0}\left\langle\nabla^{\Sigma} \Phi, \nabla^{\Sigma} v\langle N, v\rangle\right. \\
& \left.+v \nabla^{\Sigma}\langle N, v\rangle-\nabla^{\Sigma} d_{\Gamma}\langle N, \nabla v\rangle-d_{\Gamma} \nabla^{\Sigma}\langle N, \nabla v\rangle\right\rangle .
\end{aligned}
$$

Notice that given an arbitrary vector field $U$ along $\Sigma$, we have

$$
\left\langle\nabla^{\Sigma}\langle N, U\rangle, V\right\rangle=-\left\langle A U^{T}, V\right\rangle+\left\langle N, \bar{\nabla}_{V} U\right\rangle
$$

for any $V \in \Gamma(T \Sigma)$. Here, $U^{T}$ denotes the tangential component of $U$. Hence using Codazzi's equation we obtain

$$
\Delta_{\Sigma}\langle N, U\rangle \leq\left\langle\bar{\nabla}(n H), U^{T}\right\rangle+\operatorname{Ric}_{M}\left(U^{T}, N\right)+C\|A\|,
$$

for a constant $C$ depending on $\bar{\nabla} U$ and $\bar{\nabla}^{2} U$. Hence using (3) we conclude that

$$
\begin{equation*}
\Delta_{\Sigma}\langle N, U\rangle \leq\left\langle\bar{\nabla} \Psi, U^{T}\right\rangle+\widetilde{C}\|A\|, \tag{35}
\end{equation*}
$$

where $\widetilde{C}$ is a positive constant depending on $\bar{\nabla} U, \bar{\nabla}^{2} U$ and $\operatorname{Ric}_{M}$.
We also have

$$
\begin{aligned}
\Delta_{\Sigma} d_{\Gamma} & =\Delta_{P} d_{\Gamma}+\gamma\left\langle\bar{\nabla}_{Y} \bar{\nabla} d, Y\right\rangle-\left\langle\bar{\nabla}_{N} \bar{\nabla} d_{\Gamma}, N\right\rangle+n H\left\langle\bar{\nabla} d_{\Gamma}, N\right\rangle \\
& \leq C_{0} \Psi+C_{1}
\end{aligned}
$$

where $C_{0}$ and $C_{1}$ are positive constants depending on the second fundamental form of the Killing cylinders over the equidistant sets $d_{\Gamma}=\delta$ for small values of $\delta$. Similar estimates also hold for $\Delta_{\Sigma} d$ and then for $\Delta_{\Sigma} v$.

We conclude that

$$
\begin{equation*}
\Delta_{\Sigma} \zeta \geq-\widetilde{C}_{0}-\widetilde{C}_{1}\|A\| \tag{36}
\end{equation*}
$$

where $\widetilde{C}_{0}$ and $\widetilde{C}_{1}$ are positive constants depending only on $\Omega, K$, $\operatorname{Ric}_{M}$, and $|\Phi|+\|\nabla \Phi\|+\left\|\nabla^{2} \Phi\right\|$.

Now proceeding similarly as in the proof of Proposition 5, we observe that Lemma 1(iii) and the comparison principle yield

$$
\begin{aligned}
H_{0}\left(\hat{y}_{\tau}\right)-H_{0}(y) & \geq\left.\frac{d H_{\tau}}{d \tau}\right|_{\tau=0} \tau+o(\tau) \\
& =\left(\Delta_{\Sigma} \zeta+\|A\|^{2} \zeta+\operatorname{Ric}_{M}(N, N) \zeta\right) \tau+\tau\langle\bar{\nabla} \Psi, T\rangle+o(\tau)
\end{aligned}
$$

However,

$$
H_{0}\left(\hat{y}_{\tau}\right)-H_{0}(y)=\left\langle\left.\bar{\nabla} \Psi\right|_{y}, \xi^{\prime}(0)\right\rangle \tau+o(\tau)
$$

Using (18) we have

$$
\left\langle\bar{\nabla} \Psi, \xi^{\prime}(0)\right\rangle=\langle\bar{\nabla} \Psi, Z-\zeta W Y\rangle=\langle\bar{\nabla} \Psi, Z\rangle-\zeta W \frac{\partial \Psi}{\partial s}
$$

We conclude that

$$
-\zeta W \frac{\partial \Psi}{\partial s} \tau+\zeta\langle\bar{\nabla} \Psi, N\rangle \tau+o(\tau) \geq\left(\Delta_{\Sigma} \zeta+\|A\|^{2} \zeta+\operatorname{Ric}_{M}(N, N) \zeta\right) \tau+o(\tau)
$$

Suppose that

$$
\begin{equation*}
W>\frac{C+\|\bar{\nabla} \Psi\|}{\beta} \tag{37}
\end{equation*}
$$

for a constant $C>0$ as in (22). Hence we have

$$
\left(\Delta_{\Sigma} \zeta+|A|^{2} \zeta+\operatorname{Ric}_{M}(N, N) \zeta\right) \tau+C \zeta \tau \leq o(\tau)
$$

We conclude that

$$
-C_{0}-C_{1}|A|+C_{2}\|A\|^{2}+C \leq \frac{o(\tau)}{\tau}
$$

a contradiction. It follows from this contradiction that

$$
\begin{equation*}
W(x) \leq \frac{C+\|\bar{\nabla} \Psi\|}{\beta} \tag{38}
\end{equation*}
$$

Now, proceeding as in the end of the proof of Proposition 5, we use the estimate for $W(x)$ in each one of the three cases for obtaining a estimate for $W$ in $\Omega^{\prime}$.

## 4. Proof of Theorem 1

We use the classical continuity method for proving Theorem 1. For details, we refer the reader to [Gerhardt 1976] and [Ladyzhenskaya and Uraltseva 1964]. For any
$\tau \in[0,1]$, we consider the Neumann boundary problem $\mathcal{N}_{\tau}$ of finding $u \in C^{3, \alpha}(\bar{\Omega})$ such that

$$
\begin{align*}
\mathscr{F}\left[\tau, x, u, \nabla u, \nabla^{2} u\right] & =0,  \tag{39}\\
\left\langle\frac{\nabla u}{W}, v\right\rangle+\tau \Phi & =0, \tag{40}
\end{align*}
$$

where $\mathscr{F}$ is the quasilinear elliptic operator defined by

$$
\begin{equation*}
\mathscr{F}\left[x, u, \nabla u, \nabla^{2} u\right]=\operatorname{div}\left(\frac{\nabla u}{W}\right)-\left\langle\frac{\nabla \gamma}{2 \gamma}, \frac{\nabla u}{W}\right\rangle-\tau \Psi . \tag{41}
\end{equation*}
$$

Since the coefficients of the first and second order terms do not depend on $u$, it follows that

$$
\begin{equation*}
\frac{\partial \mathscr{F}}{\partial u}=-\tau \frac{\partial \Psi}{\partial u} \leq-\tau \beta<0 . \tag{42}
\end{equation*}
$$

We define $\mathscr{I} \subset[0,1]$ as the subset of values of $\tau \in[0,1]$ for which the Neumann boundary problem $\mathcal{N}_{\tau}$ has a solution. Since $u=0$ is a solution for $\mathcal{N}_{0}$, it follows that $\mathscr{I} \neq \varnothing$. Moreover, the implicit function theorem (see [Gilbarg and Trudinger 2001, Chapter 17]) implies that $\mathscr{I}$ is open in view of (42). Finally, the height and gradient a priori estimates we obtained in Sections 2 and 3 are independent of $\tau \in[0,1]$. This implies that (3) is uniformly elliptic. Moreover, we may ensure the existence of some $\alpha_{0} \in(0,1)$ for which there exists a constant $C>0$ independent of $\tau$ such that

$$
\left|u_{\tau}\right|_{1, \alpha_{0}, \bar{\Omega}} \leq C .
$$

Redefine $\alpha=\alpha_{0}$. Thus, this fact, Schauder elliptic estimates and the compactness of $C^{3, \alpha_{0}}(\bar{\Omega})$ in $C^{3}(\bar{\Omega})$ imply that $\mathscr{I}$ is closed. It follows that $\mathscr{I}=[0,1]$.

The uniqueness follows from the comparison principle for elliptic PDEs. We point out that a more general uniqueness statement - comparing a nonparametric solution with a general hypersurface with the same mean curvature and contact angle at corresponding points - is also valid. It is a consequence of a flux formula coming from the existence of a Killing vector field in M. We refer the reader to [Dajczer et al. 2008] for further details.

This finishes the proof of the Theorem 1.
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# A COUNTEREXAMPLE TO THE SIMPLE LOOP CONJECTURE FOR PSL $(2, \mathbb{R})$ 

Kathryn Mann

In this note, we give an explicit counterexample to the simple loop conjecture for representations of surface groups into $\operatorname{PSL}(2, \mathbb{R})$. Specifically, we use a construction of DeBlois and Kent to show that for any orientable surface with negative Euler characteristic and genus at least 1, there are uncountably many nonconjugate, noninjective homomorphisms of its fundamental group into $\operatorname{PSL}(2, \mathbb{R})$ that kill no simple closed curve (nor any power of a simple closed curve). This result is not new - work of Louder and Calegari for representations of surface groups into $\operatorname{SL}(2, \mathbb{C})$ applies to the $\operatorname{PSL}(2, \mathbb{R})$ case, but our approach here is explicit and elementary.

## 1. Introduction

The simple loop conjecture, proved by Gabai [1985], states that any noninjective homomorphism from a closed surface group to another closed surface group has an element represented by a simple closed curve in the kernel. It has been conjectured that the result still holds if the target is replaced by the fundamental group of an orientable 3-manifold (see the problem list in [Kirby 1997]). Although special cases have been proved (e.g., [Hass 1987; Rubinstein and Wang 1998]), the general hyperbolic case is still open.

Minsky [2000] asked whether the conjecture holds if the target group is instead $\operatorname{SL}(2, \mathbb{C})$. This was answered in the negative with the following theorem.

Theorem 1.1 [Cooper and Manning 2011]. Let $\Sigma$ be a closed orientable surface of genus $g \geq 4$. Then there is a homomorphism $\rho: \pi_{1}(\Sigma) \rightarrow \operatorname{SL}(2, \mathbb{C})$ such that:
(1) $\rho$ is not injective.
(2) If $\rho(\alpha)= \pm I$, then $\alpha$ is not represented by a simple closed curve.
(3) If $\rho(\alpha)$ has finite order, then $\rho(\alpha)=I$.

The third condition implies in particular that no power of a simple closed curve lies in the kernel.

[^9]Inspired by this, we ask whether a similar result holds for $\operatorname{PSL}(2, \mathbb{R})$, this being an intermediate case between Gabai's result for surface groups and Cooper and Manning's for $\operatorname{SL}(2, \mathbb{C})$. Techniques of Cooper and Manning's proof do not seem to carry over directly to the $\operatorname{PSL}(2, \mathbb{R})$ case - their work involves both a dimension count on the $\operatorname{SL}(2, \mathbb{C})$ character variety and a proof showing that a specific subvariety is irreducible and smooth on a dense subset, and complex varieties and their real points generally behave quite differently. However, we will show here with different methods that an analog to Theorem 1.1 does hold for $\operatorname{PSL}(2, \mathbb{R})$.

While this note was in progress, we learned of work of Louder and Calegari (independently in [Louder 2011] and [Calegari 2013]) that can also be applied to answer our question in the affirmative. Louder shows the simple loop conjecture is false for representations into limit groups, and Calegari gives a practical way of verifying no simple closed curves lie in the kernel of a noninjective representation using stable commutator length and the Gromov norm.

The difference here is that our construction is entirely elementary. We use an explicit representation found in [DeBlois and Kent 2006] (which uses work from [Goldman 1988] and [Shalen 1979]), and we verify by elementary means that this representation is noninjective and kills no simple closed curve. Our end result parallels that of Cooper and Manning but also include surfaces with boundary and all genera at least 1 :

Theorem 1.2. Let $\Sigma$ be an orientable surface of negative Euler characteristic and of genus $g \geq 1$, possibly with boundary. Then there is a homomorphism $\rho: \pi_{1}(\Sigma) \rightarrow \operatorname{SL}(2, \mathbb{R})$ such that:
(1) $\rho$ is not injective.
(2) If $\rho(\alpha)= \pm I$, then $\alpha$ is not represented by a simple closed curve.
(3) In fact, if $\alpha$ is represented by a simple closed curve, then $\rho\left(\alpha^{k}\right) \neq I$ for any $k \in \mathbb{Z}$.

Moreover, there are uncountably many nonconjugate representations satisfying (1) through (3).

In the case of a nonorientable surface, the appropriate target group is $\operatorname{PGL}(2, \mathbb{R})$, as the fundamental group of a nonorientable hyperbolic surface can be represented as a lattice in $\operatorname{PGL}(2, \mathbb{R})$. This again gives an intermediate case between the simple loop conjecture for representations into surface groups and into $\operatorname{PSL}(2, \mathbb{C})$. We have the following direct generalization of Theorem 1.2, with essentially the same proof.
Theorem 1.3. Let $\Sigma$ be a nonorientable surface of negative Euler characteristic and of nonorientable genus $g \geq 2$ that is not the punctured Klein bottle nor the closed nonorientable genus-3 surface. Then there are uncountably many representations $\rho: \pi_{1}(\Sigma) \rightarrow \operatorname{PGL}(2, \mathbb{R})$ satisfying conditions (1) through (3) of Theorem 1.2.

See Section 3 for a comment on the exceptional cases of the punctured Klein bottle and the closed, nonorientable genus-3 surface.

## 2. Proof of Theorem 1.2

We describe a family of (noninjective) representations constructed in [DeBlois and Kent 2006] based on a construction from [Goldman 1988]. We will then show that this family contains infinitely many nonconjugate representations with no simple closed curve in the kernel.

Let $\Sigma$ be an orientable surface of genus $g \geq 1$ and negative Euler characteristic, possibly with boundary. Assume for the moment that $\Sigma$ is not the once-punctured torus - Theorem 1.2 for this case will follow easily later on.

Let $c \subset \Sigma$ be a simple closed curve separating $\Sigma$ into a genus-1 subsurface with single boundary component $c$ and a genus- $(g-1)$ subsurface with one or more boundary components. Let $\Sigma_{A}$ denote the genus- $(g-1)$ subsurface and $\Sigma_{B}$ the genus- 1 subsurface. Finally, we let $A=\pi_{1}\left(\Sigma_{A}\right)$ and $B=\pi_{1}\left(\Sigma_{B}\right)$, so that $\pi_{1}(\Sigma)=A *_{C} B$, where $C$ is the infinite cyclic subgroup generated by the element [c] represented by the curve $c$. We assume that the basepoint for $\pi_{1}(\Sigma)$ lies on $c$.

Let $x \in B$ and $y \in B$ be generators such that $B=\langle x, y\rangle$, and that the curve $c$ represents the commutator $[x, y]$. See Figure 1.

Fix $\alpha$ and $\beta$ in $\mathbb{R} \backslash\{0, \pm 1\}$, and following [DeBlois and Kent 2006] define $\phi_{B}: B \rightarrow \mathrm{SL}(2, \mathbb{R})$ by

$$
\phi_{B}(x)=\left(\begin{array}{cc}
\alpha & 0 \\
0 & \alpha^{-1}
\end{array}\right), \quad \phi_{B}(y)=\left(\begin{array}{cc}
\beta & 1 \\
0 & \beta^{-1}
\end{array}\right) .
$$

We have then

$$
\phi_{B}([x, y])=\left(\begin{array}{cc}
1 & \beta\left(\alpha^{2}-1\right) \\
0 & 1
\end{array}\right),
$$

so $\phi_{B}([x, y])$ is invariant under conjugation by the matrix $\lambda_{t}:=\left(\begin{array}{ll}1 & t \\ 0 & 1\end{array}\right)$. Projecting these matrices to $\operatorname{PSL}(2, \mathbb{R})$ gives a representation $B \rightarrow \operatorname{PSL}(2, \mathbb{R})$ that is upper


Figure 1. Decomposition of $\Sigma$ and curves representing generators $x$ and $y$ for $B$.
triangular, hence solvable, and therefore noninjective. Abusing notation, we let $\phi_{B}$ denote this representation.

Now let $\phi_{A}: A \rightarrow \operatorname{PSL}(2, \mathbb{R})$ be Fuchsian such and that the image of the boundary curve $c$ under $\phi_{A}$ agrees with $\phi_{B}([x, y])$. That such a representation exists is standard $-\Sigma_{A}$ has negative Euler characteristic and therefore admits a complete hyperbolic structure. The image of $[c]$ under the corresponding Fuchsian representation is a parabolic element of $\operatorname{PSL}(2, \mathbb{R})$, so after conjugation we may assume that it is equal to $\phi_{B}([x, y])$, since $\beta\left(\alpha^{2}-1\right) \neq 0$.

Finally, we combine $\phi_{A}$ with conjugates of $\phi_{B}$ to get a one-parameter family of representations $\phi_{t}: \pi_{1}(\Sigma) \rightarrow \operatorname{PSL}(2, \mathbb{R})$ as follows. For $t \in \mathbb{R}$ and $g \in \pi_{1}(\Sigma)=$ $A *_{C} B$, let

$$
\phi_{t}(g)= \begin{cases}\phi_{A}(g) & \text { if } g \in A, \\ \lambda_{t} \circ \phi_{B}(g) \circ\left(\lambda_{t}\right)^{-1} & \text { if } g \in B\end{cases}
$$

This representation is well-defined because $\phi_{B}([x, y])=\phi_{A}([x, y])$, and is invariant under conjugation by $\lambda_{t}$.

Our next goal is to show that for appropriate choice of $\alpha, \beta$, and $t$, the representation $\phi_{t}$ satisfies the criteria in Theorem 1.2. The main difficulty will be checking that no element representing a simple closed curve is of finite order. To do so, we employ a stronger form of Lemma 2 from [DeBlois and Kent 2006]. This trick originally comes from the proof of Proposition 1.3 in [Shalen 1979].

Lemma 2.1. Suppose $w \in A *_{C} B$ is a word of the form $w=a_{1} b_{1} a_{2} b_{2} \cdots a_{l} b_{l}$, with $a_{i} \in A$ and $b_{i} \in B$ for $1 \leq i \leq l$. Assume that for each $i$, the matrix $\phi_{0}\left(a_{i}\right)$ has a nonzero $(2,1)$-entry and $\phi_{0}\left(b_{i}\right)$ is hyperbolic. If $t$ is transcendental over the entry field of $\phi_{0}\left(A *_{C} B\right)$, then $\phi_{t}(w)$ is not of finite order.

By the entry field of a group $\Gamma$ of matrices, we mean the field generated over $\mathbb{Q}$ by the collection of all entries of matrices in $\Gamma$.

Remark 2.2. Lemma 2 of [DeBlois and Kent 2006] is a proof that $\phi_{t}(w)$ is not the identity, under the assumptions of Lemma 2.1. We use some of their work in our proof.

Proof of Lemma 2.1. DeBlois and Kent show by a straightforward induction (we leave it as an exercise) that under the hypotheses of Lemma 2.1, the entries of $\phi_{t}(w)$ are polynomials in $t$ such that the degree of the $(2,2)$-entry is $l$, the degree of the $(1,2)$-entry is at most $l$, and the other entries have degree at most $l-1$. Now, suppose that $\phi_{t}(w)$ is finite order. Then it is conjugate to a matrix of the form $\left(\begin{array}{cc}u & v \\ -v & u\end{array}\right)$, where $u=\cos \theta$ and $v=\sin \theta$ for $\theta$ a rational multiple of $\pi$. In particular, it follows from the de Moivre formula for sine and cosine that $u$ and $v$ are algebraic.

Now suppose that the matrix conjugating $\phi_{t}(w)$ to $\left(\begin{array}{cc}u & v \\ -v & u\end{array}\right)$ has entries $a_{i j}$. Then we have

$$
\phi_{t}(w)=\left(\begin{array}{cc}
u-\left(a_{12} a_{22}-a_{11} a_{21}\right) v & \left(a_{12}^{2} a_{11}^{2}\right) v \\
-\left(a_{22}^{2} a_{21}^{2}\right) v & u+\left(a_{12} a_{22}+a_{11} a_{21}\right) v
\end{array}\right)
$$

Looking at the $(2,2)$-entry we see that $a_{12} a_{22}+a_{11} a_{21}$ must be a polynomial in $t$ of degree $l$. But this means that the $(1,1)$-entry is also a polynomial in $t$ of degree $l$, contradicting DeBlois and Kent's calculation. This proves the lemma.

To complete our construction, choose any $t \in \mathbb{R}$ that is transcendental over the entry field of $\phi_{0}\left(A *_{C} B\right)$. We want to show that no power of an element representing a simple closed curve lies in the kernel of $\phi_{t}$. To this end, consider any word $w$ in $A *_{C} B$ that has a simple closed curve as a representative. There are three cases to check.

Case i: $w$ is a word in $A$ alone. In this case $\phi_{t}(w)$ is not finite order, since $\phi_{t}(A)$ is Fuchsian and therefore injective.
Case ii: $w$ is a word in $B$ alone. Theorem 5.1 of [Birman and Series 1984] states that $w$ can be represented by a simple closed curve only if it has one of the following forms after cyclic reduction:

1. $w=x^{ \pm 1}$ or $w=y^{ \pm 1}$.
2. $w=\left[x^{ \pm 1}, y^{ \pm 1}\right]$.
3. Up to replacing $x$ with $x^{-1}, y$ with $y^{-1}$, and interchanging $x$ and $y$, there is some $n \in \mathbb{Z}^{+}$such that $w=x^{n_{1}} y x^{n_{2}} y \cdots x^{n_{s}} y$, where $n_{i} \in\{n, n+1\}$.
The heuristic for Case 3 of the Birman-Series theorem is shown in Figure 2-if $w$ is represented by a simple closed curve and terminates with $x^{n_{s}} y$, this forces the


$w=x^{4} y x^{5} y$

$w=x^{4} y x^{3} y$

Figure 2. Simple closed curves on the once punctured torus. Assume the puncture is at the vertex, $x$ is represented by a horizontal loop oriented from left to right, and $y$ is a vertical loop oriented from bottom to top.
rest of the curve representing $w$ to wind around the punctured torus in a set pattern. The figure shows the behavior for $n_{s}=4$.

By construction, no word of type 1,2 or 3 above is finite order, provided that $\alpha^{s} \beta^{k} \neq 1$ for any integers $s$ and $k$ other than zero - indeed, we only need to check words of type 3 , and these necessarily have trace equal to $\alpha^{s} \beta^{k}+\alpha^{-s} \beta^{-k}$ for some $s, k \neq 0$. Since cyclic reduction corresponds to conjugation, no word in $B$ has finite order image.

Note also that, in particular, under the condition that $\alpha^{s} \beta^{k} \neq 1$ for $s, k \neq 0$, all type 3 words are hyperbolic. We will use this fact again later on.

Case iii: general case. If $w$ is a word including both $A$ and $B$, we claim that it can be written in a form where Lemma 2.1 applies. To write it this way, take a simple curve $\gamma$ on $\Sigma$ that represents $w$ and has a minimal number of (geometric) intersections with $c$. We can write $\gamma$ as a concatenation of simple $\operatorname{arcs} \gamma=\gamma_{1} \delta_{1} \gamma_{2} \delta_{2} \cdots \gamma_{n} \delta_{n}$, with $\gamma_{i} \subset \Sigma_{A}$ and $\delta_{i} \subset \Sigma_{B}$. Since we chose $\gamma$ to have a minimal number of intersections with $c$, no arc $\gamma_{i}$ (or $\delta_{i}$ ) is homotopic in $\Sigma_{A}$ (respectively in $\Sigma_{B}$ ) to a segment of $c$-if it were, we could apply an isotopy of $\Sigma$ supported in a neighborhood of the disc bounded by the arc and the segment of $c$ to push the arc across $c$ and reduce the total number of intersections.

Now choose a proper segment $c^{\prime}$ of $c$ that contains the basepoint $p$ and all endpoints of all $\gamma_{i}$ and $\delta_{i}$, and close each of the $\operatorname{arcs} \gamma_{i}$ and $\delta_{i}$ into a simple loop by attaching a segment of $c^{\prime}$. If $a_{i} \in A$ and $b_{i} \in B$ are represented by the loops $\gamma_{i}$ and $\delta_{i}$, then $a_{1} b_{1} a_{2} b_{2} \cdots a_{n} b_{n}=w$ in $\pi_{1}(\Sigma)$.

Since no arc $\gamma_{i}$ or $\delta_{i}$ was homotopic to a segment of $c$, no $a_{i}$ or $b_{i}$ is represented by a power of $[c]$ in $\pi_{1}(\Sigma)$. We claim that in this case $a_{1} b_{1} a_{2} b_{2} \cdots a_{n} b_{n}$ satisfies the hypotheses of Lemma 2.1. Indeed, since $\phi_{A}$ is Fuchsian, the only elements with a nonzero $(2,1)$-entry are powers of $[c]$, and the Birman-Series classification of simple closed curves on $\Sigma_{b}$ implies that the only simple closed curves which are not hyperbolic represent $[c]$ or $[c]^{-1}$.

It remains only to remark that the representation $\phi_{t}$ is noninjective and that, by choosing appropriate parameters, we can produce uncountably many nonconjugate representations. Noninjectivity follows immediately since $\phi_{t}(B)$ is solvable, so the restriction of $\phi_{t}$ to $B$ is noninjective. Now, for any fixed $\alpha$ and $\beta$ (satisfying the requirement that $\alpha^{s} \beta^{k} \neq 1$ for all integers $s, k$ ), varying $t$ among transcendentals over the entry field of $\phi_{0}\left(A *_{C} B\right)$ produces uncountably many nonconjugate representations that are all noninjective, but have no power of a simple closed curve in the kernel. This concludes the proof of Theorem 1.2, assuming that the surface was not the punctured torus.

The punctured torus case is now immediate: any representation of the form of $\phi_{B}$ where $\alpha^{s} \beta^{k} \neq 1$ for any integers $s$ and $k$ is noninjective and our work above
shows that no element represented by a simple closed curve has finite order. Fixing $\alpha$ and varying $\beta$ produces uncountably many nonconjugate representations.

## 3. Nonorientable surfaces

Recall that the genus of a nonorientable surface $\Sigma$ is defined to be the number of $\mathbb{R} \mathrm{P}^{2}$-summands in a decomposition of the surface as $\Sigma=\mathbb{R} \mathrm{P}^{2} \# \mathbb{R} \mathrm{P}^{2} \# \cdots \# \mathbb{R} \mathrm{P}^{2}$. A closed, nonorientable genus- $g$ surface has Euler characteristic $\chi=2-g$.

Let $\Sigma$ be a nonorientable surface of negative Euler characteristic and nonorientable genus $g \geq 2$ that is not the punctured Klein bottle nor the closed nonorientable genus- 3 surface. The same strategy as in the orientable case can then be used to produce uncountably many noninjective representations $\pi_{1}(\Sigma) \rightarrow \operatorname{PGL}(2, \mathbb{R})$ such that no power of a simple closed curve lies in the kernel. In detail, our assumptions on $\Sigma$ imply that we may decompose $\Sigma$ along a ( 2 -sided) curve $c$ into a genus-1 orientable surface $\Sigma_{B}$ with one boundary component and a nonorientable surface $\Sigma_{A}$ of negative Euler characteristic.

We define $\phi_{B}$ exactly as in the orientable case, but now consider the matrices as elements of $\operatorname{PGL}(2, \mathbb{R})$ rather than $\operatorname{PSL}(2, \mathbb{R})$. We let $\phi_{A}: \pi_{1}\left(\Sigma_{A}\right) \rightarrow \operatorname{PGL}(2, \mathbb{R})$ be a discrete, faithful representation such that $\phi_{A}([c])=\phi_{B}([c])$. As in the case of the orientable surface, we may take this to be a representation corresponding to a complete hyperbolic structure on $\Sigma$. Define $\phi_{t}: \pi_{1}(\Sigma) \rightarrow \operatorname{PGL}(2, \mathbb{R})$ by "gluing together" $\phi_{A}$ with a conjugate of $\phi_{B}$ by $\lambda_{t}$ exactly as in the orientable case. The proof now carries through verbatim, for none of the topological arguments that we used required orientability of $\Sigma_{A}$. We also reassure the reader (who may be unfamiliar with lattices in $\operatorname{PGL}(2, \mathbb{R})$ ) that powers of $\phi_{A}([c])$ are indeed the only elements of the image of $\phi_{A}$ with 0 as the $(2,1)$-entry.

This strategy does not cover the case of the punctured Klein bottle, which cannot be decomposed with a $T^{2}$-summand, nor the closed nonorientable genus-3 surface, which decomposes as $T^{2} \# \mathbb{R} \mathbb{P}^{2}$. It would be interesting to try to cover this case in a manner analogous to the punctured torus case of Theorem 1.2 by providing a classification of simple closed curves on these surfaces. Indeed (as the referee has pointed out) the punctured Klein bottle case is not too difficult. The closed, nonorientable genus-3 surface case appears to be more challenging.
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# TWISTED ALEXANDER POLYNOMIALS OF 2-BRIDGE KNOTS FOR PARABOLIC REPRESENTATIONS 

Takayuki Morifuji and Anh T. Tran


#### Abstract

In this paper we show that the twisted Alexander polynomial associated to a parabolic representation determines fiberedness and genus of a wide class of 2-bridge knots. As a corollary we give an affirmative answer to a conjecture of Dunfield, Friedl and Jackson for infinitely many hyperbolic knots.


## 1. Introduction

The twisted Alexander polynomial was introduced by Lin [2001] for knots in the 3-sphere and by Wada [1994] for finitely presentable groups. It is a generalization of the classical Alexander polynomial and gives a powerful tool in low-dimensional topology. A theory of twisted Alexander polynomials has developed rapidly over the past ten years. One of the most important aspects is the determination of fiberedness [Friedl and Vidussi 2011b] and genus (the Thurston norm) [Friedl and Vidussi 2012] of knots by the collection of the twisted Alexander polynomials corresponding to all finite-dimensional representations. For literature on other applications and related topics, we refer to the survey paper [Friedl and Vidussi 2011a].

Let $K$ be a knot in $S^{3}$ and $G_{K}$ its knot group. Namely it is the fundamental group of the complement of $K$ in $S^{3}, G_{K}=\pi_{1}\left(S^{3} \backslash K\right)$. In this paper, we consider the twisted Alexander polynomial $\Delta_{K, \rho}(t) \in \mathbb{C}\left[t^{ \pm 1}\right]$ associated to a parabolic representation $\rho: G_{K} \rightarrow \mathrm{SL}_{2}(\mathbb{C})$. A typical example is the holonomy representation $\rho_{0}: G_{K} \rightarrow \mathrm{SL}_{2}(\mathbb{C})$ of a hyperbolic knot $K$, which is a lift of a discrete faithful representation $\bar{\rho}_{0}: G_{K} \rightarrow \operatorname{PSL}_{2}(\mathbb{C}) \cong \operatorname{Isom}^{+}\left(\mathbb{H}^{3}\right)$ such that $\mathbb{H}^{3} / \bar{\rho}_{0}\left(G_{K}\right) \cong S^{3} \backslash K$ where $\mathbb{H}^{3}$ denotes the upper half space model of hyperbolic 3-space (see [Thurston 1997]). Dunfield, Friedl and Jackson [Dunfield et al. 2012] numerically computed the twisted Alexander polynomial $\mathscr{T}_{K}(t)=\Delta_{K, \rho_{0}}(t)$, which is called the hyperbolic torsion polynomial, for all hyperbolic knots of 15 or fewer crossings. Based on these huge computations, they conjectured that the hyperbolic torsion polynomial determines the knot genus and, moreover, the knot is fibered if and only if $\mathscr{T}_{K}(t)$ is a monic polynomial. This conjecture is nice because it would imply the fiberedness and genus of a knot is determined by the twisted Alexander polynomial associated
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to a single representation. However it is widely open except for the hyperbolic twist knots [Morifuji 2012].

The purpose of this paper is to show that the above conjecture is true for a wide class of 2-bridge knots. Since 2-bridge knots are alternating, their fiberedness and genus can be determined by the Alexander polynomial [Crowell 1959; Murasugi 1958a; 1958b]. However there seems to be no a priori reason that the same must be true for the hyperbolic torsion polynomial.

For a prime $p$ and an integer $a$ between 1 and $p-1$, we say that $a$ is a primitive root modulo $p$ if it is a generator of the cyclic group $(\mathbb{Z} / p \mathbb{Z})^{*}$. Let $\mathscr{P}_{2}$ be the set of all odd primes $p$ such that 2 is a primitive root modulo $p$. Note that all primes $p=2 q+1$ such that $q$ is a prime $\equiv 1(\bmod 4)$ are contained in $\mathscr{P}_{2}$; see, for example, [LeVeque 1977, Theorem 5.6].
Theorem 1.1. Let $K$ be the knot $J(k, 2 n)$ as in Figure 1 , where $k>0$ and $n \in \mathbb{Z}$. For all hyperbolic knots $K$, the hyperbolic torsion polynomial $\mathscr{T}_{K}(t)$ determines the genus of $K$. Moreover for $k=2 m+1, k=2$ (twist knot), or $k=2 m$ and $|4 m n-1| \in \mathscr{P}_{2}$, the knot $J(k, 2 n)$ is fibered if and only if $\mathscr{T}_{K}(t)$ is monic.

As mentioned above, the holonomy representation $\rho_{0}$ is parabolic, so that Theorem 1.1 is an immediate corollary of the following theorem.

Theorem 1.2. Let $\rho: G_{K} \rightarrow \mathrm{SL}_{2}(\mathbb{C})$ be a parabolic representation of $K=J(k, 2 n)$. Then:
(1) $\Delta_{K, \rho}(t)$ determines the genus of $J(k, 2 n)$.
(2) $\Delta_{K, \rho}(t)$ determines the fiberedness of $J(k, 2 n)$ if $k=2 m+1, k=2$ (twist knot $)$, or $k=2 m$ and $|4 m n-1| \in \mathscr{P}_{2}$.

Remark 1.3. (1) Suppose $k=2 m$ and $n>0$. Then $4 m n-1 \in \mathscr{P}_{2}$ if $4 m n-1$ is a prime and $2 m n-1$ is a prime $\equiv 1(\bmod 4)$.
(2) It is known that the conjugacy classes of parabolic representations into $\mathrm{SL}_{2}(\mathbb{C})$ of the knot $J(2 m, 2 n)$ can be described as the zero locus of an integral polynomial in one variable. The condition $|4 m n-1| \in \mathscr{P}_{2}$ in Theorem 1.2 (hence Theorem 1.1) assures the irreducibility over $\mathbb{Z}$ of this polynomial, see Section 5. We do not know whether Theorem 1.2(2) holds true for every integer $m$ and $n$.

This paper is organized as follows. In Section 2, we study nonabelian representations of the knot $J(k, 2 n)$ and give an explicit formula of the defining equation of the representation space. In Section 3, we investigate parabolic representations of $J(k, 2 n)$. In Section 4, we quickly review the definition of the twisted Alexander polynomial and some related work on fiberedness and genus of knots. In particular, we calculate the coefficients of the highest- and lowest-degree terms of the twisted Alexander polynomial associated to a nonabelian representation of $J(k, 2 n)$ and


Figure 1. The knot $K=J(k, l)$. Here $k>0$ and $l=2 n(n \in \mathbb{Z})$ denote the numbers of half twists in each box. Positive numbers correspond to right-handed twists and negative numbers correspond to left-handed twists.
give the proof of Theorem 1.2(1). In Section 5, we discuss the fibering problem and prove Theorem 1.2(2).

## 2. Non-abelian representations

Let $K=J(k, l)$ be the knot as in Figure 1. Note that $J(k, l)$ is a knot if and only if $k l$ is even, and is the trivial knot if $k l=0$. Furthermore, $J(k, l) \cong J(l, k)$ and $J(-k,-l)$ is the mirror image of $J(k, l)$. Hence, in the following, we consider $K=J(k, 2 n)$ for $k>0$ and $|n|>0$. When $k=2, J(2,2 n)$ is the twist knot.

In this section we explicitly calculate the defining equation of the nonabelian representation space of $J(k, 2 n)$.

By [Hoste and Shanahan 2004] the knot group of $K=J(k, 2 n)$ is presented by $G_{K}=\left\langle a, b \mid w^{n} a=b w^{n}\right\rangle$, where

$$
w= \begin{cases}\left(b a^{-1}\right)^{m}\left(b^{-1} a\right)^{m} & \text { for } k=2 m \\ \left(b a^{-1}\right)^{m} b a\left(b^{-1} a\right)^{m} & \text { for } k=2 m+1\end{cases}
$$

Let $\left\{S_{i}(z)\right\}_{i}$ be the sequence of Chebyshev polynomials, defined by $S_{0}(z)=1$, $S_{1}(z)=z$, and $S_{i+1}(z)=z S_{i}(z)-S_{i-1}(z)$ for all positive integers $i$.

The following lemmas are standard; see, for example, [Tran 2013a, Lemma 2.4] and [Tran 2013b, Lemma 3.2].

Lemma 2.1. One has $S_{i}^{2}(z)-z S_{i}(z) S_{i-1}(z)+S_{i-1}^{2}(z)=1$.
Lemma 2.2. Suppose the sequence $\left\{M_{i}\right\}_{i}$ of $2 \times 2$ matrices satisfies the recurrence relation $M_{i+1}=z M_{i}-M_{i-1}$ for all integers $i$. Then

$$
\begin{align*}
M_{i} & =S_{i-1}(z) M_{1}-S_{i-2}(z) M_{0}  \tag{2-1}\\
M_{i} & =S_{i}(z) M_{0}-S_{i-1}(z) M_{-1} \tag{2-2}
\end{align*}
$$

A representation $\rho: G_{K} \rightarrow \mathrm{SL}_{2}(\mathbb{C})$ is called nonabelian if $\rho\left(G_{K}\right)$ is a nonabelian subgroup of $\mathrm{SL}_{2}(\mathbb{C})$. Taking conjugation if necessary, we can assume that $\rho$ has the form

$$
\rho(a)=A=\left[\begin{array}{cc}
s & 1  \tag{2-3}\\
0 & s^{-1}
\end{array}\right] \quad \text { and } \quad \rho(b)=B=\left[\begin{array}{cc}
s & 0 \\
2-y & s^{-1}
\end{array}\right],
$$

where $(s, y) \in \mathbb{C}^{*} \times \mathbb{C}$ satisfies the matrix equation $W^{n} A-B W^{n}=0$. Here $W=\rho(w)$. It can be easily checked that $y=\operatorname{tr} A B^{-1}$ holds. Let $x=\operatorname{tr} A=\operatorname{tr} B=s+s^{-1}$.

Lemma 2.3. One has

$$
W A-B W=\left[\begin{array}{cc}
0 & \alpha_{k}(x, y) \\
(y-2) \alpha_{k}(x, y) & 0
\end{array}\right]
$$

where

$$
\alpha_{k}(x, y)= \begin{cases}1-\left(y+2-x^{2}\right) S_{m-1}(y)\left(S_{m-1}(y)-S_{m-2}(y)\right) & \text { for } k=2 m \\ 1+\left(y+2-x^{2}\right) S_{m-1}(y)\left(S_{m}(y)-S_{m-1}(y)\right) & \text { for } k=2 m+1\end{cases}
$$

Proof. Recall that by the Cayley-Hamilton theorem, $M^{i+1}=(\operatorname{tr} M) M^{i}-M^{i-1}$ for all matrices $M \in \mathrm{SL}_{2}(\mathbb{C})$ and all integers $i$.

If $k=2 m$ then by applying (2-1) twice, we have

$$
\begin{aligned}
W A & =\left(B A^{-1}\right)^{m}\left(B^{-1} A\right)^{m} A \\
& =S_{m-1}^{2}(y) B A^{-1} B^{-1} A A-S_{m-1}(y) S_{m-2}(y)\left(B A^{-1} A+B^{-1} A A\right)+S_{m-2}^{2}(y) A .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
B W & =B\left(B A^{-1}\right)^{m}\left(B^{-1} A\right)^{m} \\
& =S_{m-1}^{2}(y) B B A^{-1} B^{-1} A-S_{m-1}(y) S_{m-2}(y)\left(B B A^{-1}+B B^{-1} A\right)+S_{m-2}^{2}(y) B .
\end{aligned}
$$

Hence, by direct calculations using (2-3), we obtain

$$
\begin{aligned}
W A-B W= & S_{m-1}^{2}(y)\left(B A^{-1} B^{-1} A A-B B A^{-1} B^{-1} A\right)+S_{m-2}^{2}(y)(A-B) \\
& -S_{m-1}(y) S_{m-2}(y)\left(B A^{-1} A-B B A^{-1}+B^{-1} A A-B B^{-1} A\right) \\
= & {\left[\begin{array}{cc}
0 & \alpha_{k}(x, y) \\
(y-2) \alpha_{k}(x, y) & 0
\end{array}\right] }
\end{aligned}
$$

where

$$
\alpha_{k}(x, y)=\left(s^{-2}+1+s^{2}-y\right) S_{m-1}^{2}(y)-\left(s^{-2}+s^{2}\right) S_{m-1}(y) S_{m-2}(y)+S_{m-2}^{2}(y) .
$$

Since $S_{m-1}^{2}(y)-y S_{m-1}(y) S_{m-2}(y)+S_{m-2}^{2}(y)=1$ (by Lemma 2.1) and $x=s+s^{-1}$,

$$
\alpha_{k}(x, y)=1-\left(y+2-x^{2}\right) S_{m-1}(y)\left(S_{m-1}(y)-S_{m-2}(y)\right)
$$

If $k=2 m+1$ then by applying (2-2) twice, we have

$$
\begin{aligned}
W A= & \left(B A^{-1}\right)^{m} B A\left(B^{-1} A\right)^{m} A \\
= & S_{m}^{2}(y) B A A-S_{m}(y) S_{m-1}(y)\left(\left(B A^{-1}\right)^{-1} B A A+B A\left(B^{-1} A\right)^{-1} A\right) \\
& \quad+S_{m-1}^{2}(y)\left(B A^{-1}\right)^{-1} B A\left(B^{-1} A\right)^{-1} A \\
= & S_{m}^{2}(y) B A A-S_{m}(y) S_{m-1}(y)\left(A^{3}+B^{2} A\right)+S_{m-1}^{2}(y) A B A .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
B W= & B\left(B A^{-1}\right)^{m} B A\left(B^{-1} A\right)^{m} \\
= & S_{m}^{2}(y) B B A-S_{m}(y) S_{m-1}(y)\left(B\left(B A^{-1}\right)^{-1} B A+B B A\left(B^{-1} A\right)^{-1}\right) \\
& \quad+S_{m-1}^{2}(y) B\left(B A^{-1}\right)^{-1} B A\left(B^{-1} A\right)^{-1} \\
= & S_{m}^{2}(y) B B A-S_{m}(y) S_{m-1}(y)\left(B A^{2}+B^{3}\right)+S_{m-1}^{2}(y) B A B .
\end{aligned}
$$

Hence, by direct calculations using (2-3), we obtain $W A-B W=S_{m}^{2}(y)(B A A-B B A)+S_{m-1}^{2}(y)(A B A-B A B)$

$$
-S_{m}(y) S_{m-1}(y)\left(A^{3}-B A^{2}+B^{2} A-B^{2}\right)
$$

$$
=\left[\begin{array}{cc}
0 & \alpha_{k}(x, y) \\
(y-2) \alpha_{k}(x, y) & 0
\end{array}\right]
$$

where

$$
\begin{aligned}
\alpha_{k}(x, y) & =S_{m}^{2}(y)-\left(s^{-2}+s^{2}\right) S_{m}(y) S_{m-1}(y)+\left(s^{-2}+1+s^{2}-y\right) S_{m-1}^{2}(y) \\
& =1+\left(y+2-x^{2}\right) S_{m-1}(y)\left(S_{m}(y)-S_{m-1}(y)\right)
\end{aligned}
$$

This completes the proof of Lemma 2.3.
The proof of the following lemma is similar to that of Lemma 2.3.

## Lemma 2.4. One has

$$
\operatorname{tr} W= \begin{cases}2+(y-2)\left(y+2-x^{2}\right) S_{m-1}^{2}(y) & \text { for } k=2 m \\ x^{2}-y-(y-2)\left(y+2-x^{2}\right) S_{m}(y) S_{m-1}(y) & \text { for } k=2 m+1\end{cases}
$$

We are now ready to calculate the expression $W^{n} A-B W^{n}$ as follows. Let $\lambda=\operatorname{tr} W$.

Proposition 2.5. One has
$W^{n} A-B W^{n}$

$$
=\left[\begin{array}{cc}
0 & S_{n-1}(\lambda) \alpha_{k}(x, y)-S_{n-2}(\lambda) \\
(y-2)\left(S_{n-1}(\lambda) \alpha_{k}(x, y)-S_{n-2}(\lambda)\right) & 0
\end{array}\right] .
$$

Proof. By applying (2-1) and Lemma 2.3, we have

$$
\begin{aligned}
W^{n} A-B W^{n} & =S_{n-1}(\lambda)(W A-B W)-S_{n-2}(\lambda)(A-B) \\
& =S_{n-1}(\lambda)\left[\begin{array}{cc}
0 & \alpha_{k}(x, y) \\
(y-2) \alpha_{k}(x, y) & 0
\end{array}\right]-S_{n-2}(\lambda)\left[\begin{array}{cc}
0 & 1 \\
y-2 & 0
\end{array}\right] .
\end{aligned}
$$

The proposition follows.
Proposition 2.5 implies that the assignment (2-3) gives a nonabelian representation $\rho: G_{K} \rightarrow \mathrm{SL}_{2}(\mathbb{C})$ if and only if $(s, y) \in \mathbb{C}^{*} \times \mathbb{C}$ satisfies the equation

$$
\phi_{k, 2 n}(x, y):=S_{n-1}(\lambda) \alpha_{k}(x, y)-S_{n-2}(\lambda)=0,
$$

where $\alpha_{k}(x, y)$ and $\lambda=\operatorname{tr} W$ are given by the formulas in Lemmas 2.3 and 2.4 respectively.

The polynomial $\phi_{k, 2 n}(x, y)$ is also known as the Riley polynomial [Riley 1984; Tkhang 1993] of $J(k, 2 n)$.

## 3. Parabolic representations

A representation $\rho: G_{K} \rightarrow \mathrm{SL}_{2}(\mathbb{C})$ is called parabolic if the meridian $\mu$ of $K$ is sent to a parabolic element (i.e., $\operatorname{tr} \rho(\mu)=2$ ) of $\mathrm{SL}_{2}(\mathbb{C})$ and $\rho\left(G_{K}\right)$ is nonabelian.

Let $K=J(k, 2 n)$. In this section we will show that if $\rho: G_{K} \rightarrow \mathrm{SL}_{2}(\mathbb{C})$ is a parabolic representation of the form

$$
\rho(a)=A=\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right] \quad \text { and } \quad \rho(b)=B=\left[\begin{array}{cc}
1 & 0 \\
2-y & 1
\end{array}\right]
$$

where $y$ is a real number satisfying the equation $\phi_{k, 2 n}(2, y)=0$, then $y>2$.
Lemma 3.1. Suppose $x=2$. Then
$\alpha_{k}^{2}(x, y)-\alpha_{k}(x, y) \lambda+1= \begin{cases}(y-2)^{3} S_{m-1}^{4}(y) & \text { for } k=2 m, \\ (y-2)\left((y-2) S_{m}(y) S_{m-1}(y)+1\right)^{2} & \text { for } k=2 m+1 .\end{cases}$
Proof. If $k=2 m$ then $\alpha_{k}(x, y)=1-\left(y+2-x^{2}\right) S_{m-1}(y)\left(S_{m-1}(y)-S_{m-2}(y)\right)$ and $\lambda=2+(y-2)\left(y+2-x^{2}\right) S_{m-1}^{2}(y)$ by Lemmas 2.3 and 2.4. Hence, by direct calculations using $x=2$, we have
$\alpha_{k}^{2}(x, y)-\alpha_{k}(x, y) \lambda+1$
$=\left(-1-S_{m-1}^{2}(y)+y S_{m-1}^{2}(y)-y S_{m-1}(y) S_{m-2}(y)+S_{m-2}^{2}(y)\right)(y-2)^{2} S_{m-1}^{2}(y)$.
Since $S_{m-1}^{2}(y)-y S_{m-1}(y) S_{m-2}(y)+S_{m-2}^{2}(y)=1$ (by Lemma 2.1), we obtain

$$
\alpha_{k}^{2}(x, y)-\alpha_{k}(x, y) \lambda+1=(y-2)^{3} S_{m-1}^{4}(y)
$$

If $k=2 m+1$ then $\alpha_{k}(x, y)=1+\left(y+2-x^{2}\right) S_{m-1}(y)\left(S_{m}(y)-S_{m-1}(y)\right)$ and $\lambda=x^{2}-y-(y-2)\left(y+2-x^{2}\right) S_{m}(y) S_{m-1}(y)$ by Lemmas 2.3 and 2.4. Hence, by direct calculations using $x=2$, we have

$$
\begin{aligned}
\alpha_{k}^{2}(x, y)-\alpha_{k}(x, y) \lambda+1=(y-2) & \left(1+(2-y) S_{m-1}^{2}(y)+(y-2) S_{m-1}^{4}(y)\right. \\
& +2(y-2) S_{m-1}(y) S_{m}(y)+(2-y) y S_{m-1}^{3}(y) S_{m}(y) \\
& \left.+\left(y^{2}-3 y+2\right) S_{m-1}^{2}(y) S_{m}^{2}(y)\right)
\end{aligned}
$$

By replacing $y S_{m-1}^{3}(y) S_{m}(y)=S_{m-1}^{2}(y)\left(S_{m-1}^{2}(y)+S_{m}^{2}(y)-1\right)$ in this equality, we obtain

$$
\alpha_{k}^{2}(x, y)-\alpha_{k}(x, y) \lambda+1=(y-2)\left((y-2) S_{m}(y) S_{m-1}(y)+1\right)^{2},
$$

as claimed.
Proposition 3.2. Suppose $y$ is a real number satisfying the equation $\phi_{k, 2 n}(2, y)=0$. Then $y>2$.

Proof. Suppose $\phi_{k, 2 n}(x, y)=0$. Then $S_{n-1}(\lambda) \alpha_{k}(x, y)=S_{n-2}(\lambda)$. Hence

$$
\begin{aligned}
1 & =S_{n-1}^{2}(\lambda)-\lambda S_{n-1}(\lambda) S_{n-2}(\lambda)+S_{n-2}^{2}(\lambda) \\
& =\left(\alpha_{k}^{2}(x, y)-\alpha_{k}(x, y) \lambda+1\right) S_{n-1}^{2}(\lambda) .
\end{aligned}
$$

If we also suppose that $x=2$ and $y$ is a real number, then the above equality implies that $\alpha_{k}^{2}(x, y)-\alpha_{k}(x, y) \lambda+1>0$. By Lemma 3.1, we must have $y>2$.

## 4. Twisted Alexander polynomials

In this section we explicitly calculate the coefficients of the highest- and lowestdegree terms of the twisted Alexander polynomial associated to a nonabelian representation of $J(k, 2 n)$ and give the proof of Theorem 1.2(1).

Twisted Alexander polynomials. For a knot group $G_{K}=\pi_{1}\left(S^{3} \backslash K\right)$, we choose and fix a Wirtinger presentation

$$
G_{K}=\left\langle a_{1}, \ldots, a_{q} \mid r_{1}, \ldots, r_{q-1}\right\rangle .
$$

Then the abelianization homomorphism $f: G_{K} \rightarrow H_{1}\left(S^{3} \backslash K ; \mathbb{Z}\right) \cong \mathbb{Z}=\langle t\rangle$ is given by $f\left(a_{1}\right)=\cdots=f\left(a_{q}\right)=t$. Here we specify a generator $t$ of $H_{1}\left(S^{3} \backslash K ; \mathbb{Z}\right)$ and denote the sum in $\mathbb{Z}$ multiplicatively. Let us consider a linear representation $\rho: G_{K} \rightarrow \mathrm{SL}_{2}(\mathbb{C})$.

The maps $\rho$ and $f$ naturally induce two ring homomorphisms $\tilde{\rho}: \mathbb{Z}\left[G_{K}\right] \rightarrow$ $M(2, \mathbb{C})$ and $\tilde{f}: \mathbb{Z}\left[G_{K}\right] \rightarrow \mathbb{Z}\left[t^{ \pm 1}\right]$ respectively, where $\mathbb{Z}\left[G_{K}\right]$ is the group ring of $G_{K}$ and $M(2, \mathbb{C})$ is the matrix algebra of degree 2 over $\mathbb{C}$. Then $\tilde{\rho} \otimes \tilde{f}$ defines a ring homomorphism $\mathbb{Z}\left[G_{K}\right] \rightarrow M\left(2, \mathbb{C}\left[t^{ \pm 1}\right]\right)$. Let $F_{q}$ denote the free group
on generators $a_{1}, \ldots, a_{q}$ and $\Phi: \mathbb{Z}\left[F_{q}\right] \rightarrow M\left(2, \mathbb{C}\left[t^{ \pm 1}\right]\right)$ the composition of the surjection $\mathbb{Z}\left[F_{q}\right] \rightarrow \mathbb{Z}\left[G_{K}\right]$ induced by the presentation of $G_{K}$ and the map $\tilde{\rho} \otimes \tilde{f}$ : $\mathbb{Z}\left[G_{K}\right] \rightarrow M\left(2, \mathbb{C}\left[t^{ \pm 1}\right]\right)$.

Consider the $(q-1) \times q$ matrix $M$ whose $(i, j)$-component is the $2 \times 2$ matrix

$$
\Phi\left(\frac{\partial r_{i}}{\partial a_{j}}\right) \in M\left(2, \mathbb{Z}\left[t^{ \pm 1}\right]\right),
$$

where $\partial / \partial a$ denotes the free differential calculus. For $1 \leq j \leq q$, let us denote by $M_{j}$ the $(q-1) \times(q-1)$ matrix obtained from $M$ by removing the $j$-th column. We regard $M_{j}$ as a $2(q-1) \times 2(q-1)$ matrix with coefficients in $\mathbb{C}\left[t^{ \pm 1}\right]$. Then Wada's twisted Alexander polynomial of a knot $K$ associated to a representation $\rho: G_{K} \rightarrow \mathrm{SL}_{2}(\mathbb{C})$ is defined to be a rational function

$$
\Delta_{K, \rho}(t)=\frac{\operatorname{det} M_{j}}{\operatorname{det} \Phi\left(1-a_{j}\right)}
$$

and moreover well-defined up to a factor $t^{2 n}(n \in \mathbb{Z})$. It is also known that if two representations $\rho, \rho^{\prime}$ are conjugate, then $\Delta_{K, \rho}(t)=\Delta_{K, \rho^{\prime}}(t)$ holds. See [Wada 1994] and [Goda et al. 2005] for details.

Remark 4.1. Let $\rho: G_{K} \rightarrow \mathrm{SL}_{2}(\mathbb{C})$ be a nonabelian representation.
(1) The twisted Alexander polynomial $\Delta_{K, \rho}(t)$ associated to $\rho$ is always a Laurent polynomial for any knot $K$ [Kitano and Morifuji 2005].
(2) The twisted Alexander polynomial is reciprocal; that is, $\Delta_{K, \rho}(t)=t^{i} \Delta_{K, \rho}\left(t^{-1}\right)$ for some $i \in \mathbb{Z}$ [Hillman et al. 2010; Friedl et al. 2012].
(3) If $K$ is a fibered knot, then $\Delta_{K, \rho}(t)$ is a monic polynomial for every nonabelian representation $\rho$ [Goda et al. 2005]. It is also known that the converse holds for alternating knots [Kim and Morifuji 2012, Remark 4.2].
(4) If $K$ is a knot of genus $g$, then $\operatorname{deg}\left(\Delta_{K, \rho}(t)\right) \leq 4 g-2$ [Friedl and Kim 2006]. Moreover if $K$ is fibered, then the equality holds [Kitano and Morifuji 2005].
We say the twisted Alexander polynomial $\Delta_{K, \rho}(t)$ determines the knot genus $g(K)$ if $\operatorname{deg}\left(\Delta_{K, \rho}(t)\right)=4 g(K)-2$ holds. For a hyperbolic knot $K$, the hyperbolic torsion polynomial $\mathscr{T}_{K}(t)$ is defined to be $\Delta_{K, \rho_{0}}(t)$ for the holonomy representation $\rho_{0}: G_{K} \rightarrow \mathrm{SL}_{2}(\mathbb{C})$. We note that it is normalized so that $\mathscr{T}_{K}(t)=\mathscr{T}_{K}\left(t^{-1}\right)$ holds.
Proof of part (1) of Theorem 1.2. It is known that the genus of $J(k, 2 n)$, where $k>1$ and $|n|>0$, is 1 if $k$ is even, and is $|n|$ if $k$ is odd. Moreover, the genus of $J(1,2 n)$ (the $(2,2 n-1)$-torus knot) is $n-1$ if $n>0$ and is $-n$ if $n<0$.

We first consider the case $n>0$. Let $r=w^{n} a w^{-n} b^{-1}$, where $w$ is as defined in Section 2. By direct calculations, we have

$$
\begin{equation*}
\frac{\partial r}{\partial a}=w^{n}\left(1+(1-a)\left(w^{-1}+\cdots+w^{-n}\right) \frac{\partial w}{\partial a}\right) \tag{4-1}
\end{equation*}
$$

where, for $k=2 m$,

$$
\frac{\partial w}{\partial a}=-\left(b a^{-1}+\cdots+\left(b a^{-1}\right)^{m}\right)+\left(b a^{-1}\right)^{m}\left(1+b^{-1} a+\cdots+\left(b^{-1} a\right)^{m-1} b^{-1}\right)
$$

and, for $k=2 m+1$,

$$
\frac{\partial w}{\partial a}=-\left(b a^{-1}+\cdots+\left(b a^{-1}\right)^{m}\right)+\left(b a^{-1}\right)^{m} b\left(1+a b^{-1}+\cdots+\left(a b^{-1}\right)^{m}\right)
$$

Suppose $\rho: G_{K} \rightarrow \mathrm{SL}_{2}(\mathbb{C})$ is a nonabelian representation given by (2-3). Then the twisted Alexander polynomial of $K$ associated to $\rho$ is

$$
\Delta_{K, \rho}(t)=\frac{\operatorname{det} \Phi\left(\frac{\partial r}{\partial a}\right)}{\operatorname{det} \Phi(1-b)}=\frac{\operatorname{det} \Phi\left(\frac{\partial r}{\partial a}\right)}{1-t x+t^{2}}
$$

The case $J(2 m, 2 n), n>0$. From (4-1) we have

$$
\operatorname{det} \Phi\left(\frac{\partial r}{\partial a}\right)=\left|I+(I-t A)\left(W^{-1}+\cdots+W^{-n}\right) V\right|
$$

where $I$ is the $2 \times 2$ identity matrix and

$$
V=-\left(B A^{-1}+\cdots+\left(B A^{-1}\right)^{m}\right)+\left(B A^{-1}\right)^{m}\left(I+B^{-1} A+\cdots+\left(B^{-1} A\right)^{m-1}\right) t^{-1} B^{-1}
$$

The next lemma follows easily.
Lemma 4.2. The highest- and lowest-degree terms of $\operatorname{det} \Phi\left(\frac{\partial r}{\partial a}\right)$ are respectively

$$
\left|A\left(W^{-1}+\cdots+W^{-n}\right)\left(B A^{-1}+\cdots+\left(B A^{-1}\right)^{m}\right)\right| t^{2}
$$

and

$$
\left|\left(W^{-1}+\cdots+W^{-n}\right)\left(B A^{-1}\right)^{m}\left(I+B^{-1} A+\cdots+\left(B^{-1} A\right)^{m-1}\right) B^{-1}\right| t^{-2}
$$

Let $\left\{T_{i}(z)\right\}_{i}$ be the sequence of Chebyshev polynomials defined by $T_{0}(z)=2$, $T_{1}(z)=z$ and $T_{i+1}(z)=z T_{i}(z)-T_{i-1}(z)$ for all integers $i$. Recall that $y=\operatorname{tr} A B^{-1}$ and $\lambda=\operatorname{tr} W$.
Proposition 4.3. The highest- and lowest-degree terms of $\operatorname{det} \Phi\left(\frac{\partial r}{\partial a}\right)$ are respectively

$$
\frac{T_{n}(\lambda)-2}{\lambda-2} \frac{T_{m}(y)-2}{y-2} t^{2} \quad \text { and } \quad \frac{T_{n}(\lambda)-2}{\lambda-2} \frac{T_{m}(y)-2}{y-2} t^{-2}
$$

Proof. Let $\beta_{ \pm}$be the roots of $z^{2}-\lambda z+1$ and $\gamma_{ \pm}$the roots of $z^{2}-y z+1$. Lemma 4.2 implies that the highest- and lowest degree terms of $\operatorname{det} \Phi(\partial r / \partial a)$ are respectively

$$
\begin{aligned}
\left(1+\beta_{+}+\cdots+\beta_{+}^{n-1}\right)\left(1+\beta_{-}\right. & \left.+\cdots+\beta_{-}^{n-1}\right) \\
& \times\left(1+\gamma_{+}+\cdots+\gamma_{+}^{m-1}\right)\left(1+\gamma_{-}+\cdots+\gamma_{-}^{m-1}\right) t^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
\left(1+\beta_{+}+\cdots+\beta_{+}^{n-1}\right)\left(1+\beta_{-}\right. & \left.+\cdots+\beta_{-}^{n-1}\right) \\
& \times\left(1+\gamma_{+}+\cdots+\gamma_{+}^{m-1}\right)\left(1+\gamma_{-}+\cdots+\gamma_{-}^{m-1}\right) t^{-2}
\end{aligned}
$$

Proposition 4.3 then follows from Lemma 4.4 below.
Lemma 4.4. $\left(1+\beta_{+}+\cdots+\beta_{+}^{n-1}\right)\left(1+\beta_{-}+\cdots+\beta_{-}^{n-1}\right)=\frac{T_{n}(\lambda)-2}{\lambda-2} \in \mathbb{Z}[\lambda]$.
Proof. The left-hand side is equal to

$$
\frac{\left(\beta_{+}^{n}-1\right)\left(\beta_{-}^{n}-1\right)}{\left(\beta_{+}-1\right)\left(\beta_{-}-1\right)}=\frac{\beta_{+}^{n}+\beta_{-}^{n}-2}{\beta_{+}+\beta_{-}-2}=\frac{T_{n}(\lambda)-2}{\lambda-2}
$$

The lemma follows.
Proposition 4.3 implies that the highest- and lowest-degree terms of the twisted Alexander polynomial

$$
\Delta_{K, \rho}(t)=\frac{\operatorname{det} \Phi\left(\frac{\partial r}{\partial a}\right)}{1-t x+t^{2}}
$$

are respectively $U_{m, n}(y) t^{0}$ and $U_{m, n}(y) t^{-2}$, where

$$
U_{m, n}(y)=\frac{T_{n}(\lambda)-2}{\lambda-2} \frac{T_{m}(y)-2}{y-2} .
$$

Hence to prove Theorem 1.2(1) for $J(2 m, 2 n), n>0$, we only need to show that the coefficients of these terms are nonzero under the assumption that $\phi_{K}(2, y)=$ $S_{n-1}(\lambda) \alpha_{k}(2, y)-S_{n-2}(\lambda)=0$ (because the roots of this equation correspond to the parabolic representations). To this end, we show that at $x=2$ the polynomials $\phi_{K}(2, y)$ and $U_{m, n}(y)$ do not have any common zero $y \in \mathbb{C}$ (in fact, if they have a common zero, the highest- and lowest-degree terms vanish at $x=2$ ). It is equivalent to show that at $x=2$ these polynomials are relatively prime in $\mathbb{C}[y]$.

Recall that $\lambda=\operatorname{tr} W=(y-2)\left(y+2-x^{2}\right) S_{m-1}^{2}(y)+2$ and

$$
\alpha_{k}(x, y)=1-\left(y+2-x^{2}\right) S_{m-1}(y)\left(S_{m-1}(y)-S_{m-2}(y)\right)
$$

The next two lemmas will complete the proof of Theorem 1.2(1) for $J(2 m, 2 n)$, $n>0$.
Lemma 4.5. Suppose $x=2$. Then $\operatorname{gcd}\left(\phi_{K}(x, y), \frac{T_{n}(\lambda)-2}{\lambda-2}\right)=1$ in $\mathbb{C}[y]$.
Proof. It is equivalent to show that at $x=2, \phi_{K}(x, y)$ and $\left(T_{n}(\lambda)-2\right) /(\lambda-2)$ do not have any common root $y \in \mathbb{C}$.

Suppose $T_{n}(\lambda)=2$ and $\lambda \neq 2$ then $\beta_{+}^{n}=\beta_{-}^{n}=1$ and $\beta_{+} \neq 1$. If $\beta_{+} \neq-1$ then $S_{n-1}(\lambda)=\left(\beta_{+}^{n}-\beta_{-}^{n}\right) /\left(\beta_{+}-\beta_{-}\right)=0$ and $S_{n-2}(\lambda)=\left(\beta_{+}^{n-1}-\beta_{-}^{n-1}\right) /\left(\beta_{+}-\beta_{-}\right)=-1$; hence $\phi_{K}(x, y)=1 \neq 0$.

If $\beta_{+}=-1$ (in this case $n$ must be even) then $\lambda=-2$. It implies that $S_{n-1}(\lambda)=$ $-n$, and $S_{n-2}(\lambda)=n-1$. Hence $\phi_{K}(x, y)=-n \alpha_{k}(x, y)-(n-1)$.

Suppose $\phi_{K}(x, y)=0$. Then $\alpha_{k}(x, y)=1 / n-1$. We have

$$
\begin{aligned}
(y-2)\left(y+2-x^{2}\right) S_{m-1}^{2}(y) & =\lambda-2=-4 \\
\left(y+2-x^{2}\right)\left(S_{m-1}^{2}(y)-S_{m-1}(y) S_{m-2}(y)\right) & =1-\alpha_{k}(x, y)=2-\frac{1}{n}
\end{aligned}
$$

Thus $\left(y+2-x^{2}\right) S_{m-1}^{2}(y)=\frac{-4}{y-2},\left(y+2-x^{2}\right) S_{m-1}(y) S_{m-2}(y)=-\left(\frac{4}{y-2}+2-\frac{1}{n}\right)$.
Since

$$
S_{m-1}^{4}(y)-y S_{m-1}^{2}(y)\left(S_{m-1}(y) S_{m-2}(y)\right)+\left(S_{m-1}(y) S_{m-2}(y)\right)^{2}=S_{m-1}^{2}(y)
$$

(by Lemma 2.1), we must have

$$
\frac{16}{(y-2)^{2}}-\frac{4 y}{y-2}\left(\frac{4}{y-2}+2-\frac{1}{n}\right)+\left(\frac{4}{y-2}+2-\frac{1}{n}\right)^{2}=\frac{-4\left(y+2-x^{2}\right)}{y-2},
$$

that is, $y=2+4 n^{2} x^{2}$.
If $x \in \mathbb{R}$ then $y=2+4 n^{2} x^{2} \in \mathbb{R}$ and

$$
-4=(y-2)\left(y+2-x^{2}\right) S_{m-1}^{2}(y)=4 n^{2} x^{2}\left(4+\left(4 n^{2}-1\right) x^{2}\right) S_{m-1}^{2}(y) \geq 0
$$

a contradiction. Hence $\phi_{K}(x, y) \neq 0$ when $\frac{T_{n}(\lambda)-2}{\lambda-2}=0$ and $x \in \mathbb{R}$. The lemma follows.
Lemma 4.6. Suppose $x=2$. Then $\operatorname{gcd}\left(\phi_{K}(x, y), \frac{T_{m}(y)-2}{y-2}\right)=1$ in $\mathbb{C}[y]$.
Proof. Suppose $T_{m}(y)=2$ and $y \neq 2$ then $\gamma_{+}^{m}=\gamma_{-}^{m}=1$ and $\gamma_{+} \neq 1$. If $\gamma_{+} \neq-1$ then $S_{m-1}(y)=\left(\gamma_{+}^{m}-\gamma_{-}^{m}\right) /\left(\gamma_{+}-\gamma_{-}\right)=0$, hence $\lambda=2$ and $\alpha_{k}(x, y)=1$. This implies that $\phi_{K}(x, y)=S_{n-1}(2)-S_{n-2}(2)=1 \neq 0$.

If $\gamma_{+}=-1$ (in this case $m$ must be even) then $y=-2$. We have

$$
\lambda=(y-2)\left(y+2-x^{2}\right) S_{m-1}^{2}(y)+2=4 m^{2} x^{2}+2
$$

and

$$
\alpha_{k}(x, y)=1-\left(y+2-x^{2}\right) S_{m-1}(y)\left(S_{m-1}(y)-S_{m-2}(y)\right)=m(2 m-1) x^{2}+1
$$

This implies that

$$
\phi_{K}(x, y)=S_{n-1}(\lambda) \alpha_{k}(x, y)-S_{n-2}(\lambda)=\left(m(2 m-1) x^{2}+1\right) S_{n-1}(\lambda)-S_{n-2}(\lambda)
$$

If $x \in \mathbb{Z}$ then $\lambda=4 m^{2} x^{2}+2 \in \mathbb{Z}$ is even. This means that $\phi_{K}(x, y)$ is odd, since

$$
\phi_{K}(x, y) \equiv S_{n-1}(\lambda)-S_{n-2}(\lambda)(\bmod 2)
$$

Thus $\phi_{K}(x, y) \neq 0$ when $\frac{T_{m}(y)-2}{y-2}=0$ and $x \in \mathbb{Z}$. The lemma follows.

The case $J(2 m+1,2 n), n>0$. From (4-1) we have

$$
\operatorname{det} \Phi\left(\frac{\partial r}{\partial a}\right)=\left|I+(I-t A)\left(t^{-2} W^{-1}+\cdots+t^{-2 n} W^{-n}\right) V\right| t^{4 n}
$$

where

$$
V=-\left(B A^{-1}+\cdots+\left(B A^{-1}\right)^{m}\right)+t\left(B A^{-1}\right)^{m} B\left(I+A B^{-1}+\cdots+\left(A B^{-1}\right)^{m}\right) .
$$

We first consider the case $m=0$ (in this case we must have $n>1$ so that $K$ is a nontrivial knot). Then $W=B A$ and

$$
\begin{aligned}
& \operatorname{det} \Phi\left(\frac{\partial r}{\partial a}\right) \\
& \quad=\left|I+(I-t A)\left(t^{-2} W^{-1}+\cdots+t^{-2 n} W^{-n}\right) t B\right| t^{4 n} \\
& \quad=\left|\left(t^{-2} W^{-1}+\cdots+t^{-2 n} W^{-n}\right) t B-t A\left(t^{-4} W^{-2}+\cdots+t^{-2 n} W^{-n}\right) t B\right| t^{4 n}
\end{aligned}
$$

This implies that the highest- and lowest-degree terms of $\operatorname{det} \Phi(\partial r / \partial a)$ are $\left|t^{-1} W^{-1} B\right| t^{4 n}=t^{4 n-2}$ and $\left|t^{1-2 n} W^{-n} B\right| t^{4 n}=t^{2}$, respectively. Hence the highestand lowest degree terms of $\Delta_{K, \rho}(t)$ are $t^{4 n-4}$ and $t^{2}$, respectively. Since the genus of $J(1,2 n)$, where $n>1$, is $n-1$, we complete the proof of Theorem 1.2(1) for $J(1,2 n), n>1$.

We now consider the case $m>0$. In this case, we have the following.
Lemma 4.7. (1) The highest-degree term of $\operatorname{det} \Phi\left(\frac{\partial r}{\partial a}\right)$ is

$$
\begin{aligned}
\mid I-A W^{-1}\left(B A^{-1}\right)^{m} B\left(I+A B^{-1}+\cdots+\right. & \left.\left(A B^{-1}\right)^{m}\right) \mid t^{4 n} \\
& =\left|I+B A^{-1}+\cdots+\left(B A^{-1}\right)^{m-1}\right| t^{4 n}
\end{aligned}
$$

(2) The lowest-degree term of $\operatorname{det} \Phi\left(\frac{\partial r}{\partial a}\right)$ is

$$
\left|-W^{-n}\left(B A^{-1}+\cdots+\left(B A^{-1}\right)^{m}\right)\right| t^{0}=\left|I+B A^{-1}+\cdots+\left(B A^{-1}\right)^{m-1}\right| t^{0}
$$

Lemmas 4.7 and 4.4 imply the following.
Proposition 4.8. The highest- and lowest-degree terms of $\operatorname{det} \Phi\left(\frac{\partial r}{\partial a}\right)$ are respectively

$$
\frac{T_{m}(y)-2}{y-2} t^{4 n} \quad \text { and } \quad \frac{T_{m}(y)-2}{y-2} t^{0}
$$

Proposition 4.8 implies that the highest- and lowest-degree terms of $\Delta_{K, \rho}(t)$ are $\left(T_{m}(y)-2\right) /(y-2) t^{4 n-2}$ and $\left(T_{m}(y)-2\right) /(y-2) t^{0}$, respectively. Hence to prove Theorem 1.2(1) for $J(2 m+1,2 n)$, where $m, n>0$, we only need to show that at $x=2$ (parabolic representation) the polynomials $\phi_{K}(x, y)=S_{n-1}(\lambda) \alpha_{k}(x, y)-S_{n-2}(\lambda)$ and $\left(T_{m}(y)-2\right) /(y-2)$ are relatively prime in $\mathbb{C}[y]$.

Recall that $\lambda=\operatorname{tr} W=x^{2}-y-(y-2)\left(y+2-x^{2}\right) S_{m}(y) S_{m-1}(y)$ and

$$
\alpha_{k}(x, y)=1+\left(y+2-x^{2}\right) S_{m-1}(y)\left(S_{m}(y)-S_{m-1}(y)\right)
$$

The next lemma will complete the proof of Theorem 1.2(1) for $J(2 m+1,2 n)$, where $m, n>0$.
Lemma 4.9. Suppose $x=2$. Then $\operatorname{gcd}\left(\phi_{K}(x, y), \frac{T_{m}(y)-2}{y-2}\right)=1$ in $\mathbb{C}[y]$.
Proof. Suppose $T_{m}(y)=2$ and $y \neq 2$, then $\gamma_{+}^{m}=\gamma_{-}^{m}=1$ and $\gamma_{+} \neq 1$. If $\gamma_{+} \neq-1$ then $S_{m-1}(y)=0$ and $S_{m}(y)=1$; hence $\lambda=x^{2}-y$ and $\alpha_{k}(x, y)=1$. This implies that $\phi_{K}(x, y)=S_{n-1}(\lambda)-S_{n-2}(\lambda)$.

Since $\gamma_{+}^{m}=1$, we have $y=\gamma_{+}+\gamma_{+}^{-1}=2 \cos (2 \pi j / m)$ for some $0<j<m$. If $\phi_{K}(x, y)=S_{n-1}(\lambda)-S_{n-2}(\lambda)=0$ then $\lambda=2 \cos \left(\left(2 j^{\prime}-1\right) \pi /(2 n-1)\right)$ for some $1 \leq j^{\prime} \leq n-1$; see [Le and Tran 2012, Lemma 4.13], for example. Hence

$$
x^{2}=y+\lambda=2\left(\cos \frac{2 \pi j}{m}+\cos \frac{\left(2 j^{\prime}-1\right) \pi}{2 n-1}\right)<4
$$

If $\gamma_{+}=-1$ (in this case $m$ must be even) then $y=-2$. We have

$$
\lambda=-(y-2)\left(y+2-x^{2}\right) S_{m}(y) S_{m-1}(y)+x^{2}-y=(2 m+1)^{2} x^{2}+2
$$

and

$$
\alpha_{k}(x, y)=1+\left(y+2-x^{2}\right) S_{m-1}(y)\left(S_{m}(y)-S_{m-1}(y)\right)=m(2 m+1) x^{2}+1
$$

If $x$ is an even integer then $\lambda=(2 m+1)^{2} x^{2}+2$ is an even integer and $\alpha_{k}(x, y)=$ $m(2 m+1) x^{2}+1$ is an odd integer. Hence

$$
\phi_{K}(x, y)=S_{n-1}(\lambda) \alpha_{k}(x, y)-S_{n-2}(\lambda) \equiv S_{n-1}(\lambda)-S_{n-2}(\lambda)(\bmod 2)
$$

is odd and so is nonzero.
In both cases, we obtain $\phi_{K}(x, y) \neq 0$ when $\frac{T_{m}(y)-2}{y-2}=0$ and $x$ is an even integer at least 2 . The lemma follows.

Next we consider the case $n<0$. We put $l=-n(l>0)$. For $r=w^{n} a w^{-n} b^{-1}=$ $w^{-l} a w^{l} b^{-1}$, we have
(4-2) $\frac{\partial r}{\partial a}={\frac{\partial w^{-l}}{\partial a}}^{-l} w^{-l}\left(1+a \frac{\partial w^{l}}{\partial a}\right)=w^{-l}\left(1-(1-a)\left(1+w+\cdots+w^{l-1}\right) \frac{\partial w}{\partial a}\right)$.
The case $J(2 m, 2 n), n<0$. From (4-2) we have

$$
\operatorname{det} \Phi\left(\frac{\partial r}{\partial a}\right)=\left|I-(I-t A)\left(I+W+\cdots+W^{l-1}\right) V\right|
$$

where
$V=-\left(B A^{-1}+\cdots+\left(B A^{-1}\right)^{m}\right)+\left(B A^{-1}\right)^{m}\left(I+B^{-1} A+\cdots+\left(B^{-1} A\right)^{m-1}\right) t^{-1} B^{-1}$.

Lemma 4.10. (1) The highest-degree term of $\operatorname{det} \Phi\left(\frac{\partial r}{\partial a}\right)$ is

$$
\left|-A\left(I+W+\cdots+W^{l-1}\right)\left(B A^{-1}+\cdots+\left(B A^{-1}\right)^{m}\right)\right| t^{2}
$$

(2) The lowest-degree term of $\operatorname{det} \Phi\left(\frac{\partial r}{\partial a}\right)$ is

$$
\left|-\left(I+W+\cdots+W^{l-1}\right)\left(B A^{-1}\right)^{m}\left(I+B^{-1} A+\cdots+\left(B^{-1} A\right)^{m-1}\right) B^{-1}\right| t^{-2}
$$

We can apply a similar argument to that of the parallel case with $n>0$ (page 441) to conclude that $\Delta_{K, \rho}(t)$, for $\rho$ parabolic, determines the knot genus in this case. The case $J(2 m+1,2 n), n<0$. From (4-2) we have

$$
\begin{aligned}
\operatorname{det} \Phi\left(\frac{\partial r}{\partial a}\right) & =\left|t^{-2 l} W^{-l}\left(I-(I-t A)\left(I+t^{2} W+\cdots+t^{2(l-1)} W^{l-1}\right) V\right)\right| \\
& =\left|I-(I-t A)\left(I+t^{2} W+\cdots+t^{2(l-1)} W^{l-1}\right) V\right| t^{-4 l}
\end{aligned}
$$

where

$$
V=-\left(B A^{-1}+\cdots+\left(B A^{-1}\right)^{m}\right)+t\left(B A^{-1}\right)^{m} B\left(I+A B^{-1}+\cdots+\left(A B^{-1}\right)^{m}\right) .
$$

Lemma 4.11. (1) The highest-degree term of $\operatorname{det} \Phi\left(\frac{\partial r}{\partial a}\right)$ is

$$
\begin{aligned}
&\left|A W^{l-1}\left(B A^{-1}\right)^{m} B\left(I+A B^{-1}+\cdots+\left(A B^{-1}\right)^{m}\right)\right| t^{0} \\
&=\left|I+A B^{-1}+\cdots+\left(A B^{-1}\right)^{m}\right| t^{0}
\end{aligned}
$$

(2) The lowest-degree term of $\operatorname{det} \Phi\left(\frac{\partial r}{\partial a}\right)$ is

$$
\left|I+B A^{-1}+\cdots+\left(B A^{-1}\right)^{m}\right| t^{-4 l}
$$

We can apply a similar argument to that of the parallel case with $n>0$ (page 444) to conclude again that $\Delta_{K, \rho}(t)$, for $\rho$ parabolic, determines the knot genus in this case.

The case analysis starting on page 441 covers all possibilities. Theorem 1.2(1) follows immediately.

## 5. The fibering problem

In this section we study some properties of the parabolic representation spaces of 2-bridge knots and give the proof of Theorem 1.2(2).

Parabolic representations of 2-bridge knots. Consider the 2-bridge knot $K=$ $\mathfrak{b}(p, q)$, where $p>q \geq 1$ are relatively prime. The knot group $G_{K}$ has a presentation $G_{K}=\langle a, b \mid w a=b w\rangle$, where $w=a^{\varepsilon_{1}} b^{\varepsilon_{2}} \cdots a^{\varepsilon_{p-2}} b^{\varepsilon_{p-1}}$ and $\varepsilon_{j}=(-1)^{\lfloor j q / p\rfloor}$ (see, e.g., [Burde and Zieschang 2003]).

Let $\phi_{K}(x, y)$ be the defining equation for the nonabelian representations into $\mathrm{SL}_{2}(\mathbb{C})$ of $G_{K}$, where $x=\operatorname{tr} \rho(a)=\operatorname{tr} \rho(b)$ and $y=\operatorname{tr} \rho\left(a b^{-1}\right)$. Then $\phi_{K}(2, y)$ is the defining equation for the parabolic representations. It is known that $\phi_{K}(2, y) \in \mathbb{Z}[y]$ is a monic polynomial of degree $d=(p-1) / 2$; see [Riley 1984; Tkhang 1993].

We want to study the irreducibility of $\phi_{K}(2, y) \in \mathbb{Z}[y]$.
Lemma 5.1. One has $\phi_{K}(2, y)=S_{d}(y)+S_{d-1}(y)$ in $\mathbb{Z}_{2}[y]$.
Proof. The proof is similar to that of [Le and Tran 2012, Proposition A.2].
Suppose $\rho$ is a parabolic representation. Let $A=\rho(a), B=\rho(b)$ and $W=\rho(w)$. Taking conjugation if necessary, we can assume that

$$
A=\left[\begin{array}{ll}
1 & 1  \tag{5-1}\\
0 & 1
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{cc}
1 & 0 \\
2-y & 1
\end{array}\right]
$$

where $y=\operatorname{tr} A B^{-1} \in \mathbb{C}$ satisfies the matrix equation $W A-B W=0$.
By the Cayley-Hamilton theorem applying for matrices in $\mathrm{SL}_{2}(\mathbb{C})$ we have $A+A^{-1}=\operatorname{tr}(A) I=2 I=0(\bmod 2)$, that is, $A^{-1}=A(\bmod 2)$. Similarly, $B^{-1}=$ $B(\bmod 2)$. This implies that $W=A^{\varepsilon_{1}} B^{\varepsilon_{2}} \ldots A^{\varepsilon_{2 d-1}} B^{\varepsilon_{2 d}}=(A B)^{d}(\bmod 2)$. By applying (2-2), we have

$$
\begin{aligned}
W A+B W & =(A B)^{d} A+B(A B)^{d} \\
& =S_{d}(y)(A+B)+S_{d-1}(y)\left(B^{-1}+A^{-1}\right) \\
& =\left(S_{d}(y)+S_{d-1}(y)\right)(A+B)(\bmod 2)
\end{aligned}
$$

where $A+B=\left[\begin{array}{ll}0 & 1 \\ y & 0\end{array}\right](\bmod 2)$. Hence $\phi_{K}(2, y)=S_{d}(y)+S_{d-1}(y)$ in $\mathbb{Z}_{2}[y]$.
Recall from the Introduction that $\mathscr{P}_{2}$ is the set of all odd primes $p$ such that 2 is a primitive root modulo $p$.

Lemma 5.2. Suppose $p \in \mathscr{P}_{2}$. Then $S_{d}(y)+S_{d-1}(y) \in \mathbb{Z}_{2}[y]$ is irreducible.
Proof. Let $y=u+u^{-1}$. Then

$$
S_{d}(y)+S_{d-1}(y)=\frac{u^{d+1}+u^{-(d+1)}}{u+u^{-1}}+\frac{u^{d}+u^{-d}}{u+u^{-1}}=u^{-d} \frac{1+u^{2 d+1}}{1+u}
$$

Suppose $p \in \mathscr{P}_{2}$. We will show that $\left(1+u^{p}\right) /(1+u) \in \mathbb{Z}_{2}[u]$ is irreducible. This will imply that $S_{d}(y)+S_{d-1}(y) \in \mathbb{Z}_{2}[y]$ is irreducible.

We have $\left(1+u^{p}\right) /(1+u)=u^{p-1}+\cdots+u+1$ is the $p$-th-cyclotomic polynomial $C_{p}(u) \in \mathbb{Z}_{2}[u]$ (since $p$ is an odd prime). It is well known that $C_{p}(u) \in \mathbb{Z}_{2}[u]$ is irreducible if $p \in \mathscr{P}_{2}$; see for example, [Roman 2006, Theorem 11.2.8]. The lemma follows.

Proposition 5.3. Suppose $p \in \mathscr{P}_{2}$. Then $\phi_{K}(2, y) \in \mathbb{Z}[y]$ is irreducible.

Proof. By Lemma 5.1, $\phi_{K}(2, y)=S_{d}(y)+S_{d-1}(y) \in \mathbb{Z}_{2}[y]$. Since $p \in \mathscr{P}_{2}$, the polynomial $S_{d}(y)+S_{d-1}(y) \in \mathbb{Z}_{2}[y]$ is irreducible by Lemma 5.2. This implies that $\phi_{K}(2, y)$ is irreducible in $\mathbb{Z}_{2}[y]$. Since $\phi_{K}(2, y) \in \mathbb{Z}[y]$ is a monic polynomial in $y$, it is irreducible in $\mathbb{Z}[y]$.

Proof of part (2) of Theorem 1.2. It is known that $J(k, 2 n)$ is fibered only for the trivial knot $J(k, 0)$, the trefoil knot $J(2,2)$, the figure eight knot $J(2,-2)$, the knots $J(1,2 n)$ for any $n$, and the knots $J(3,2 n)$ for $n>0$.
The case $J(2 m, 2 n), m>1$. We will apply Proposition 5.3 to study the fibering problem for $K=J(2 m, 2 n)$.

Let $p=|4 m n-1|$ then it is known that $\phi_{K}(2, y)$ has degree $(p-1) / 2$. By Proposition 5.3, the polynomial $\phi_{K}(2, y) \in \mathbb{Z}[y]$ is irreducible if $p \in \mathscr{P}_{2}$.

Proposition 5.4. Suppose $m>1$ and $p=|4 m n-1| \in \mathscr{P}_{2}$. Then $\Delta_{K, \rho}(t)$ is nonmonic for every parabolic representation $\rho$.

Proof. We only need to consider the case $n>0$. The case $n<0$ is similar.
Suppose $\rho$ is a parabolic representation, that is, $x=2$. Since $k=2 m$, by Proposition 4.3 the coefficient of the highest-degree term of $\Delta_{K, \rho}(t)$ is $h(y)=$ $\left(T_{n}(\lambda)-2\right) /(\lambda-2) \times\left(T_{m}(y)-2\right) /(y-2)$, an integer polynomial in $y$ of degree $(n-1)(2 m)+(m-1)=2 m n-(m+1)<2 m n-1=(p-1) / 2$.

Since $p \in \mathscr{P}_{2}$, the polynomial $\phi_{K}(2, y) \in \mathbb{Z}[y]$ is irreducible. This implies that $\phi_{K}(2, y)$ does not divide $h(y)-1$ in $\mathbb{Z}[y]$. Hence $h(y) \neq 1$ when $\phi_{K}(2, y)=0$. The proposition follows.
Twist knots $J(2,2 n)$. For $K=J(2,2 n)$ we have $\lambda=y^{2}-y x^{2}+2 x^{2}-2$ and $\left.\overline{\phi_{K}(x, y)=-(y+1}-x^{2}\right) S_{n-1}(\lambda)-S_{n-2}(\lambda)$. Suppose $\rho$ is a nonabelian representation. By Proposition 4.3 the coefficient of the highest-degree term of $\Delta_{K, \rho}(t)$ is $\left(T_{n}(\lambda)-2\right) /(\lambda-2)$. We want to show that for $|n|>1$, we have $\left(T_{n}(\lambda)-2\right) /(\lambda-2) \neq 1$ when $\phi_{K}(x, y)=0$ and $x=2$. This will imply that for any parabolic representation $\rho, \Delta_{K, \rho}(t)$ is monic if and only if $|n|=1$.
Lemma 5.5. If $x=2$, then $\operatorname{gcd}\left(\phi_{K}(2, y), \frac{T_{n}(\lambda)-2}{\lambda-2}-1\right)=1$ in $\mathbb{C}[y]$ for $|n|>1$.
Proof. We only need to consider the case $n>1$. The case $n<-1$ is similar.
Suppose $T_{n}(\lambda)=\lambda$ and $\lambda \neq 2$. Then $\beta_{+}^{n}+\beta_{-}^{n}=\beta_{+}+\beta_{-}$, i.e., $\beta_{+}^{n-1}=1$ or $\beta_{+}^{n+1}=1$. It implies that $\lambda=-2$, or $\lambda=2 \cos 2 j \pi /(n-1)$ for some $1 \leq j \leq n-2$ and $j \neq(n-1) / 2$, or $\lambda=2 \cos 2 j \pi /(n+1)$ for some $1 \leq j \leq n$ and $j \neq(n+1) / 2$.

Case 1: $\lambda=-2$ (in this case $n$ must be odd). By similar arguments as in the proof of Lemma 4.5, we have $\phi_{K}(x, y) \neq 0$ if $x \in \mathbb{R}$.

Case 2: $\lambda=2 \cos 2 j \pi /(n-1)$ for some $1 \leq j \leq n-2$ and $j \neq(n-1) / 2$. Then $S_{n-1}(\lambda)=1$ and $S_{n-2}(\lambda)=0$, hence $\phi_{K}(x, y)=-\left(y+1-x^{2}\right)$.

Suppose $\phi_{K}(x, y)=0$. Then $y=x^{2}-1$ and $\lambda=y^{2}-y x^{2}+2 x^{2}-2=x^{2}-1$. This cannot occur if $x^{2}-1 \geq 2$, since $\lambda<2$. Hence $\phi_{K}(x, y) \neq 0$ if $x^{2} \geq 3$.

Case 3: $\lambda=2 \cos 2 j \pi /(n+1)$ for some $1 \leq j \leq n$ and $j \neq(n+1) / 2$. Then $S_{n-1}(\lambda)=-1$ and $S_{n-2}(\lambda)=-\lambda$, hence $\phi_{K}(x, y)=y+1-x^{2}+\lambda$.

Suppose $\phi_{K}(x, y)=0$. Then $y=x^{2}-\lambda-1$ and $\lambda=y^{2}-y x^{2}+2 x^{2}-2=$ $\lambda^{2}+\lambda\left(2-x^{2}\right)+x^{2}-1$, that is, $\lambda^{2}-\lambda\left(x^{2}-1\right)+x^{2}-1=0$. This equation does not have any real solution $\lambda$ if $1<x^{2}<5$. Hence $\phi_{K}(x, y) \neq 0$ if $1<x^{2}<5$.

In all cases, $\phi_{K}(x, y) \neq 0$ when $\left(T_{n}(\lambda)-2\right) /(\lambda-2)=1$ and $3 \leq x^{2}<5$. The lemma follows.

Remark 5.6. Lemma 5.5 gives a proof of [Morifuji 2012, Theorem 1.2] that does not use the irreducibility of $\phi_{J(2,2 n)}(2, y) \in \mathbb{Z}[y]$ proved in [Hoste and Shanahan 2001].

The case $J(2 m+1,2 n)$. Let $K=J(2 m+1,2 n)$. Suppose $\rho$ is a nonabelian representation. By Proposition 4.8 and Lemma 4.11, the coefficient of the highestdegree term of $\Delta_{K, \rho}(t)$ is

$$
\frac{T_{m}(y)-2}{y-2} \quad \text { if } n>0 \quad \text { and } \quad \frac{T_{m+1}(y)-2}{y-2} \quad \text { if } n<0
$$

We want to show that for $m>1$, we have $\left(T_{m}(y)-2\right) /(y-2) \neq 1$ when $\phi_{K}(2, y)=0$. This will imply that for any parabolic representation $\rho, \Delta_{K, \rho}(t)$ is monic if and only if $K=J(1,2 n)$, or $K=J(3,2 n)$ and $n>0$.

The key point of the proof of the following lemma is to apply Proposition 3.2.
Lemma 5.7. If $x=2$, then $\operatorname{gcd}\left(\phi_{K}(2, y), \frac{T_{m}(y)-2}{y-2}-1\right)=1$ in $\mathbb{C}[y]$ for $m>1$. Proof. Suppose $T_{m}(y)=y$ and $y \neq 2$. Then $\gamma_{+}^{m}+\gamma_{-}^{m}=\gamma_{+}+\gamma_{-}$, i.e., $\gamma_{+}^{m-1}=1$ or $\gamma_{+}^{m+1}=1$. This implies that $y=-2$, or $y=2 \cos 2 j \pi /(m-1)$ for some $1 \leq j \leq m-2$ and $j \neq(m-1) / 2$, or $y=2 \cos 2 j \pi /(m+1)$ for some $1 \leq j \leq m$ and $j \neq(m+1) / 2$. In all cases, $y \in \mathbb{R}$ and $y<2$. Proposition 3.2 then implies that $\phi_{K}(2, y) \neq 0$. The lemma follows.

The case analysis on the last two pages cover all possibilities, showing part (2) of Theorem 1.2. This completes the proof of the theorem.
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# SCHWARZIAN DIFFERENTIAL EQUATIONS ASSOCIATED TO SHIMURA CURVES OF GENUS ZERO 

Fang-Ting Tu

Let $X_{0}^{D}(N)$, where $(D, N)=1$, denote the Shimura curve associated to an Eichler order of level $N$, in an indefinite quaternion algebra over $\mathbb{Q}$ of discriminant $D$. Let $W_{D, N}$ be the group of all Atkin-Lehner involutions on $X_{0}^{D}(N)$ and $W_{D}$ the subgroup consisting of Atkin-Lehner involutions $w_{m}$ with $m \mid D$. In this paper, we will determine Schwarzian differential equations associated to Shimura curves $X_{0}^{D}(N) / W_{D}$ of genus zero in the cases where there exists a squarefree integer $M>1$ such that $X_{0}^{D}(M) / W_{D}$ is of genus zero.

## 1. Introduction

Let $B$ be an indefinite quaternion algebra of discriminant $D$ over $\mathbb{Q}$. For an Eichler order 0 of level $N,(D, N)=1$, in $B$, we let $X_{0}^{D}(N)$ denote the Shimura curve associated to $\mathbb{O}$. For each divisor $m$ of $D N$ with $(m, D N / m)=1$, we let $w_{m}$ denote the Atkin-Lehner involution on $X_{0}^{D}(N)$ and $W_{D, N}$ be the group of all Atkin-Lehner involutions. We also let the subgroup of $W_{D, N}$ consisting of $w_{m}, m \mid D$, be denoted by $W_{D}$. (We refer the reader to [Alsina and Bayer 2004; Elkies 1998] for general definitions and properties of Shimura curves.)

The notion of Shimura curves generalizes that of classical modular curves, which correspond to the case $B=M(2, \mathbb{Q})$ with $D=1$. Many properties and theories about classical modular curves can be extended to the case of Shimura curves. However, because of the lack of cusps in the case $D \neq 1$, there have been very few explicit methods for general Shimura curves. One of the few methods uses differential equations satisfied by automorphic forms and automorphic functions. (See [Bayer and Travesa 2007; Elkies 1998; Yang 2013b; 2004].) The idea is that even though it is difficult to explicitly construct automorphic functions that can be put into practical use, the Schwarzian differential equations associated to automorphic functions in the case of Shimura curves of genus zero can often be determined using analytic information about the automorphic functions and coverings between Shimura curves. (See Section 2 for the definition and properties of Schwarzian differential equations.)

[^10]Then one can use the solutions of the Schwarzian differential equations in place of automorphic forms to study properties of automorphic forms. For example, Yang [2013b] devised a method to determine Hecke eigenforms in the spaces of automorphic forms, expressed in terms of solutions of Schwarzian differential equations. In [Tu and Yang 2013], we obtained several new algebraic transformations of ${ }_{2} F_{1}$-hypergeometric functions by interpreting identities among hypergeometric functions as identities among automorphic forms on different Shimura curves.

In view of the significance of Schwarzian differential equations, it is important to determine the Schwarzian differential equation for each of the Shimura curves $X_{0}^{D}(N) / G, G<W_{D, N}$, of genus zero. Elkies [1998] worked out the Schwarzian equations on $X_{0}^{10}(1) / W_{10}, X_{0}^{14}(1) / W_{14}$, and $X_{0}^{15}(1) / W_{15}$. Bayer and Travesa [2007] computed all the Schwarzian differential equations for the Shimura curves $X_{0}^{6}(1) / G$ with $G<W_{6}$. Yang [2013b] also gave Schwarzian differential equations on $X_{0}^{6}(1) / W_{6}$ and $X_{0}^{10}(1) / W_{10}$ from the properties of the automorphic derivatives. (See Section 2.)

In this paper, we will consider the cases $X_{0}^{D}(N) / W_{D}$ when there exists an integer $M>1$ such that $X_{0}^{D}(M) / W_{D}$ has genus zero. The reason for this restriction is that we need additional information from coverings between Shimura curves of genus zero in order to completely determine the differential equations. (Note that in [Yang 2013b], a covering between Shimura curves of different levels is also needed in order to compute Hecke operators.) In the process, we also need to work out equations for some Shimura curves of genus one and hyperelliptic Shimura curves, which are useful in determining the covering maps between Shimura curves. As a byproduct of our computation of coverings $X_{0}^{D}(N) / W_{D} \rightarrow X_{0}^{D}(1) / W_{D}$, we can also determine the values of Hauptmoduln at several CM-points.

A possible future work related to Schwarzian differential equations is Ramanujantype series for Shimura curves. A typical example of Ramanujan-type identities for the classical modular curves is

$$
\sum_{n=0}^{\infty} \frac{(6 n+1)(1 / 2)_{n}^{3}}{(n!)^{3}}\left(\frac{1}{4}\right)^{n}=\frac{4}{\pi}
$$

where $(a)_{n}=a(a+1) \cdots(a+n-1)$ is the Pochhammer symbol. Yang [2013a] gave several Ramanujan-type formulae for the Shimura curve $X_{0}^{6}(1) / W_{6}$. He conjectured that the general Ramanujan-type identities for Shimura curves are

$$
\sum_{n=0}^{\infty}\left(R_{1} n+R_{2}\right) A_{n} t_{0}^{n}=R_{3} \frac{\pi}{\Omega_{d}^{2}},
$$

where $R_{1}, R_{2}, R_{3} \in \overline{\mathbb{Q}}, \sum^{\infty} A_{n} t^{n}$ is the expansion of a meromorphic automorphic form of weight 2 with respect to a Hauptmodul $t$ of a Shimura curve of genus zero
such that $t$ takes value 0 at a CM-point of discriminant $d$, and $t_{0}$ is the value of $t$ at some CM-point of discriminant $d^{\prime} \neq d$. The number $\Omega_{d}$ is the period of an elliptic curve $E$ over $\overline{\mathbb{Q}}$ with CM by an imaginary quadratic number field of discriminant $d$. In the same article, he also gave some numerical results of $p$-adic analogues of these Ramanujan-type identities. It is natural to expect that those $p$-adic identities should be related to the $p$-adic periods of elliptic curves with CM. In this paper, in support of his conjecture, we will numerically obtain Ramanujan-type identities for $X_{0}^{14}(1) / W_{14}$ using our Schwarzian differential equation. However, we are not able to give a rigorous proof at present.

The rest of the paper is organized as follows. In Section 2, we will review the definition of properties of Schwarzian differential equations. In Section 3, we determine all Shimura curves $X_{0}^{D}(N) / W_{D}$ of genus $0, N>1$. In Section 4, we will find explicit coverings of $X_{0}^{D}(N) / W_{D} \rightarrow X_{0}^{D}(1) / W_{D}$. The equations for Shimura curves and the methods to obtain them given in [González and Rotger 2004; 2006; Molina 2012] are important here. The explicit coverings will be used later. In Section 5, we will work out Schwarzian differential equations and examples for Ramanujan-type identities from the Shimura curve $X_{0}^{14}(1) / W_{14}$.

From now on, for simplicity of statements, all Shimura curves mentioned below are assumed not to be classical modular curves.

## 2. Schwarzian differential equations

Let $t(\tau)$ be a nonconstant automorphic function on a Shimura curve $X$. It is straightforward to verify that $t^{\prime}(\tau)$ is a meromorphic automorphic form of weight 2 on $X$ and that the Schwarzian derivative

$$
\{t, \tau\}:=\frac{t^{\prime \prime \prime}(\tau)}{t^{\prime}(\tau)}-\frac{3}{2}\left(\frac{t^{\prime \prime}(\tau)}{t^{\prime}(\tau)}\right)^{2}
$$

is a meromorphic automorphic form of weight 4 on $X$. Thus, the ratio of $\{t, \tau\}$ and $t^{\prime}(\tau)^{2}$ is an automorphic function on $X$. In particular, if $X$ has genus zero and $t(\tau)$ is a Hauptmodul, that is, if $t$ generates the field of automorphic functions on $X$, then

$$
Q(t):=-\frac{\{t, \tau\}}{2 t^{\prime}(\tau)^{2}}
$$

is a rational function of $t$. In [Bayer and Travesa 2007], given a thrice-differentiable function $f$ of $z$, the function

$$
D(f, z):=-\frac{\{f, z\}}{2 f^{\prime}(z)^{2}}
$$

is called the automorphic derivative associated to $f$.

Now the relation $2 Q(t) t^{\prime}(\tau)^{2}+\{t, \tau\}=0$ can also be written as

$$
\frac{d^{2}}{d t(\tau)^{2}} t^{\prime}(\tau)^{1 / 2}+Q(t) t^{\prime}(\tau)^{1 / 2}=0
$$

In other words, if we consider $t^{\prime}(\tau)^{1 / 2}$ as a function of $t$, then $t^{\prime}(\tau)^{1 / 2}$ is a solution of the differential equation

$$
\frac{d^{2}}{d t^{2}} f+Q(t) f=0
$$

Definition 1. The differential equation $(\dagger)$ is called the Schwarzian differential equation associated to $t(\tau)$.

The significance of Schwarzian differential equations can be seen from the following result.

Proposition 2 [Yang 2013b]. Assume that a Shimura curve $X$ has genus zero with elliptic points $\tau_{1}, \ldots, \tau_{r}$ of orders $e_{1}, \ldots, e_{r}$, respectively. Let $t(\tau)$ be a Hauptmodul of $X$ and set $a_{i}=t\left(\tau_{i}\right), i=1, \ldots, r$. For a positive even integer $k \geq 4$, let

$$
d_{k}=\operatorname{dim} S_{k}(X)=1-k+\sum_{j=1}^{r}\left\lfloor\frac{k}{2}\left(1-\frac{1}{e_{j}}\right)\right\rfloor,
$$

$S_{k}(X)$ being the space of automorphic forms of weight $k$ on $X$. A basis for $S_{k}(X)$ is

$$
t^{\prime}(\tau)^{k / 2} t(\tau)^{j} \prod_{\substack{j=1 \\ a_{j} \neq \infty}}^{r}\left(t(\tau)-a_{j}\right)^{-\left\lfloor k\left(1-1 / e_{j}\right) / 2\right\rfloor}, \quad j=0, \ldots, d_{k}-1
$$

In other words, if we can determine the Schwarzian differential equation associated to a Hauptmodul on a Shimura curve, then we can express automorphic forms of any even weight $k$ on this Shimura curve in terms of solutions of the differential equation. This provides a concrete space that we can use to study properties of automorphic forms. For example, Yang [2013b] demonstrated how to compute Hecke operators on these spaces.

Now the upshot is that it is often possible to determine a Schwarzian differential equation without constructing a Hauptmodul first. This is especially true when a Shimura curve of genus zero has three elliptic points. This is due to the well-known fact that a second-order Fuchsian differential equation with precisely three singularities is uniquely determined its local exponents at the three points. For general Shimura curves, the following properties of Schwarzian differential equations and automorphic derivatives are very useful in determining the differential equations.

Proposition 3. Assume that $X$ (0) has genus zero with elliptic points $\tau_{1}, \ldots, \tau_{r}$ of order $e_{1}, \ldots, e_{r}$, respectively. Let $t(\tau)$ be a Hauptmodul of $X(0)$ and set $a_{i}=t\left(\tau_{i}\right)$, $i=1, \ldots, r$. Then the automorphic derivative $Q(t)=D(t, \tau)$ is equal to

$$
Q(t)=\frac{1}{4} \sum_{\substack{j=1 \\ a_{j} \neq \infty}}^{r} \frac{1-1 / e_{j}^{2}}{\left(t-a_{j}\right)^{2}}+\sum_{\substack{j=1 \\ a_{j} \neq \infty}}^{r} \frac{B_{j}}{t-a_{j}}
$$

for some constants $B_{j}$. Moreover, if $a_{j} \neq \infty$ for all $j$, then the constants $B_{j}$ satisfy

$$
\sum_{j=1}^{r} B_{j}=\sum_{j=1}^{r}\left(a_{j} B_{j}+\frac{1}{4}\left(1-1 / e_{j}^{2}\right)\right)=\sum_{j=1}^{r}\left(a_{j}^{2} B_{j}+\frac{1}{2} a_{j}\left(1-1 / e_{j}^{2}\right)\right)=0
$$

Also, if $a_{r}=\infty$, then the $B_{j}$ satisfy

$$
\sum_{j=1}^{r-1} B_{j}=0, \quad \sum_{j=1}^{r-1}\left(a_{j} B_{j}+\frac{1}{4}\left(1-1 / e_{j}^{2}\right)\right)=\frac{1}{4}\left(1-1 / e_{r}^{2}\right)
$$

Proposition 4 [Yang 2013b]. Automorphic derivatives have the following properties.
(1) $D((a z+b) /(c z+d), z)=0$ for all $\left(\begin{array}{ll}a & c \\ b & d\end{array}\right) \in \operatorname{GL}(2, \mathbb{C})$.
(2) $D(g \circ f, z)=D(g, f(z))+D(f, z) /(d g / d f)^{2}$.

Proposition 5. Let $t(\tau)$ be a Hauptmodul for a Shimura curve $X$ of genus 0 . Let $R(x) \in \mathbb{C}(x)$ be the rational function such that the automorphic derivative $Q(t)=$ $D(t, \tau)$ is equal to $R(z)$. Assume that $\gamma$ is an element of $\operatorname{SL}(2, \mathbb{R})$ normalizing the order $\bigcirc$ O associated to $X$ and let $\sigma$ be the automorphism of $X$ induced by $\gamma$. If $\sigma: t \mapsto(a t+b) /(c t+d)$, then $R(x)$ satisfies

$$
\frac{(a d-b c)^{2}}{(c x+d)^{4}} R\left(\frac{a x+b}{c x+d}\right)=R(x)
$$

Proof. We shall compute $D(t(\gamma \tau), \tau)$ in two ways. By Proposition 4, we have

$$
D(t(\gamma \tau), \tau)=D\left(\frac{a t(\tau)+b}{c t(\tau)+d}, t(\tau)\right)+\frac{D(t(\tau), \tau)}{(d t(\gamma \tau) / d t(\tau))^{2}}=0+\frac{(c t+d)^{4} R(t)}{(a d-b c)^{2}}
$$

On the other hand, by the same proposition, we also have

$$
D(t(\gamma \tau), \tau)=D(t(\gamma \tau), \gamma \tau)+\frac{D(\gamma \tau, \tau)}{(d t(\gamma \tau) / d \gamma \tau)^{2}}=R(t(\gamma \tau))=R\left(\frac{a t+b}{c t+d}\right)
$$

Comparing the two expressions, we get the formula.

## 3. Shimura curves of genus zero

In this section, we will determine all pairs of integers $(D, N), D, N>1$, such that $X_{0}^{D}(N) / W_{D}$ has genus 0 . As explained in the introduction, we will need explicit coverings $X_{0}^{D}(N) / W_{D} \rightarrow X_{0}^{D}(1) / W_{D}$ in order to determine Schwarzian differential equations.

To describe the genus formula for $X_{0}^{D}(N) / W_{D}$, we need to recall the definition of CM-points first. Let $B$ be a quaternion algebra of discriminant $D$ over $\mathbb{Q}$ and $\mathbb{O}$ an Eichler order of level $N$ in $B$. Fix an embedding $\iota$ of $B$ into $M(2, \mathbb{R})$. Let $K$ be an imaginary quadratic field and $R$ an order of discriminant $d_{R}=f^{2} d_{K}$ in $K$. Following Eichler, we say an embedding $\phi: R \rightarrow \mathbb{O}$ is optimal if $\phi(K) \cap \mathbb{O}=\phi(R)$. Now the action of the set $\iota \circ \phi(R \backslash\{0\}) \subset \mathrm{GL}^{+}(2, \mathbb{R})$ on the upper half-plane $\mathbb{H}$ fixes precisely one point $\tau_{\phi}$. Such a point is called a CM-point (point with complex multiplication) of discriminant $d_{R}$. We denote the set of CM-points of discriminant $d_{R}$, up to $0_{1}^{*}$-equivalence, by $\operatorname{CM}\left(d_{R}\right)$.

Lemma 6 [Ogg 1983]. Assume that $m$ is a squarefree divisor of $D N$ such that $(m, D N / m)=1$. Then the set of the fixed points of an Atkin-Lehner involution $w_{m}$, $m>1$, on $X_{0}^{D}(N)$ is

$$
\begin{cases}\mathrm{CM}(-4) \cup \mathrm{CM}(-8) & \text { if } m=2, \\ \mathrm{CM}(-m) \cup \mathrm{CM}(-4 m) & \text { if } m \equiv 3 \bmod 4 \\ \mathrm{CM}(-4 m) & \text { otherwise }\end{cases}
$$

We remark that in the case $m$ is not squarefree, the fixed points of $w_{m}$ will still be CM-points, but the description is complicated. (In general, they will be a proper subset of $\bigcup_{f^{2} \mid 4 m} \mathrm{CM}\left(-4 m / f^{2}\right)$.)

From this lemma, it is easy to determine the number of elliptic points on $X_{0}^{D}(N) / G$ for any subgroup $G$ of $W_{D, N}$ such that $m$ is squarefree for any $w_{m}$ in $G$.

Lemma 7. Let $G$ be a nontrivial subgroup of the group $W_{D, N}$ of Atkin-Lehner involutions on $X_{0}^{D}(N)$ such that $m$ is squarefree for any $w_{m} \in G$. Then the only possible orders of elliptic points on $X_{0}^{D}(N) / G$ are $2,3,4$, and 6 .
(1) If $w_{2} \in G$, then the number of elliptic points of order 2 on $X_{0}^{D}(N) / G$ is

$$
\frac{2}{|G|} \begin{cases}\sum_{\substack{w_{m} \in G \\ m \neq 1}}(\# \mathrm{CM}(-4 m)+\# \mathrm{CM}(-m))-\# \mathrm{CM}(-3) & \text { if } w_{3} \in G \\ \sum_{\substack{w_{m} \in G \\ m \neq 1}}(\# \mathrm{CM}(-4 m)+\# \mathrm{CM}(-m)) & \text { if } w_{3} \notin G\end{cases}
$$

If $w_{2} \notin G$, then the number is $(\# \mathrm{CM}(-4)+2 A) /|G|$, where $A$ is

$$
\begin{cases}\sum_{\substack{w_{m} \in G \\ m \neq 1}}(\# \mathrm{CM}(-4 m)+\# \mathrm{CM}(-m))-\# \mathrm{CM}(-3) & \text { if } w_{3} \in G \\ \sum_{\substack{w_{m} \in G \\ m \neq 1}}(\# \mathrm{CM}(-4 m)+\# \mathrm{CM}(-m)) & \text { if } w_{3} \notin G\end{cases}
$$

(If $-m$ is not a discriminant, we simply set $\# \mathrm{CM}(-m)=0$. )
(2) If $w_{3} \in G$, then there are no elliptic points of order 3 on $X_{0}^{D}(N) / G$. If $w_{3} \notin G$, then the number of elliptic points of order 3 is $\# \mathrm{CM}(-3) /|G|$.
(3) If $w_{2} \notin G$, then there are no elliptic points of order 4 on $X_{0}^{D}(N) / G$. If $w_{2} \in G$, then the number of elliptic points of order 4 is $2 \# \mathrm{CM}(-4) /|G|$.
(4) If $w_{3} \notin G$, then there are no elliptic points of order 6 on $X_{0}^{D}(N) / G$. If $w_{3} \in G$, then the number of elliptic points of order 6 is $2 \# \mathrm{CM}(-3) /|G|$.
Proof. The fact that only $2,3,4$, and 6 can be the orders of elliptic points on $X_{0}^{D}(N) / G$ is well-known.

Let $w_{m} \in G$. By Lemma 6, the fixed points of $w_{m}$ consist of $\mathrm{CM}(-4), \mathrm{CM}(-m)$, or $\mathrm{CM}(-4 m)$, depending on $m$. If $m \neq 1,3$, then points in $\mathrm{CM}(-4 m)$ or $\mathrm{CM}(-m)$ are fixed only by $w_{m}$ and every other Atkin-Lehner involution other than $w_{1}$ permutes them. Thus, there are totally $|G| / 2$ points in $\mathrm{CM}(-4 m)$ or $\mathrm{CM}(-m)$ that are mapped to the same point in the covering $X_{0}^{D}(N) \rightarrow X_{0}^{D}(N) / G$. For points in $\mathrm{CM}(-4)$, which constitute elliptic points of order 2 on $X_{0}^{D}(N)$, they are also fixed by $w_{2}$. Thus, if $w_{2} \in G$, then there are $2 \# \mathrm{CM}(-4) /|G|$ elliptic points of order 4 on $X_{0}^{D}(N) / G$. If $w_{2} \notin G$, points in $\mathrm{CM}(-4)$ contribute another $\# \mathrm{CM}(-4) /|G|$ elliptic points of order 2 on $X_{0}^{D}(N) / G$. For points in $\mathrm{CM}(-3)$, which are elliptic points of order 3 on $X_{0}^{D}(N)$, they are also fixed by $w_{3}$. If $w_{3} \in G$, then they become elliptic points of order 6 on $X_{0}^{D}(N) / G$ and there are $2 \# \mathrm{CM}(-3) /|G|$ such points. If $w_{3} \notin G$, then they remain elliptic points of order 3. There are $\# \mathrm{CM}(-3) /|G|$ such points. Summarizing, we get the lemma.

In view of these lemmas, a formula for the genus of $X_{0}^{D}(N) / G, G<W_{D, N}$, will involve the numbers of CM-points of certain discriminants. The general formula for the number of CM-points of an arbitrary discriminant is complicated to state. (See [Alsina and Bayer 2004; Ogg 1983].) For the goal of this section, we only need to know the number of CM-points of discriminant $-3, d_{K}$, or $4 d_{K}$ in the case $d_{K} \equiv 1 \bmod 4$, for $K=\mathbb{Q}(\sqrt{-m})$ with $m \mid D$.
Lemma 8 [Ogg 1983]. For $m \mid D$ or $m=3$, let $d_{K}$ denote the discriminant of the field $K=\mathbb{Q}(\sqrt{-m})$. We have

$$
\# \mathrm{CM}\left(d_{K}\right)=h\left(d_{K}\right)\left\{\begin{array}{cl}
0 & \text { if } p^{2} \mid N \text { for some } p \mid d_{K} \\
\prod_{p \mid D}\left(1-\left(\frac{d_{K}}{p}\right)\right) \prod_{p \mid N}\left(1+\left(\frac{d_{K}}{p}\right)\right) & \text { otherwise }
\end{array}\right.
$$

Also, for $m \mid D$ with $m \equiv 3 \bmod 4$, we have

$$
\# \mathrm{CM}\left(4 d_{K}\right)=\delta h\left(4 d_{K}\right)\left\{\begin{array}{cl}
0 & \text { if } 2 \mid D \\
\prod_{p \mid D}\left(1-\left(\frac{4 d_{K}}{p}\right)\right) \prod_{p \mid N}\left(1+\left(\frac{4 d_{K}}{p}\right)\right) & \text { if } 2 \nmid D
\end{array}\right.
$$

where, when $m \equiv 7 \bmod 8$,

$$
\delta= \begin{cases}6 & \text { if } 8 \mid N \\ 4 & \text { if } 4 \mid N \\ 2 & \text { if } 2 \mid N \\ 1 & \text { if } 2 \nmid N\end{cases}
$$

and when $m \equiv 3 \bmod 8$,

$$
\delta= \begin{cases}0 & \text { if } 8 \mid N \\ 2 & \text { if } 2 \mid N \text { or } 4 \mid N \\ 1 & \text { if } 2 \nmid N\end{cases}
$$

Here $h(d)$ is the class number of the imaginary quadratic order of discriminant $d$.
Proof. These formulas are just special cases of Theorems 1 and 2 of [Ogg 1983].
Lemma 9. The complete list of integers $(D, N)$ with $D, N>1$ such that the Shimura curve $X_{0}^{D}(N) / W_{D}$ has genus zero, is

$$
\begin{aligned}
& (6,5),(6,7),(6,13),(10,3),(10,7),(14,3),(14,5), \\
& (15,2),(15,4),(21,2),(26,3),(35,2),(39,2)
\end{aligned}
$$

Proof. Let $\Gamma$ be a congruence Fuchsian subgroup of $\operatorname{SL}(2, \mathbb{R})$. (See [Katok 1992] for the definition of a congruence Fuchsian subgroup; the groups considered here are all congruence Fuchsian subgroups.) A famous result of Selberg [1965] stated that if $\Gamma$ is a congruence subgroup of $\operatorname{SL}(2, \mathbb{Z})$, then the first eigenvalue $\lambda_{1}$ of the Laplace operator on the space of square-integrable function on $\Gamma \backslash \mathbb{H}$ is not less than $3 / 16$. By combining this result with the Jacquet-Langlands correspondence, Vignéras [1983] showed that the same inequality also holds for congruence Fuchsian subgroups coming from indefinite quaternion algebras over $\mathbb{Q}$ of discriminant not equal to 1 .

On the other hand, Zograf [1991] showed that if the area $A(\Gamma \backslash \mathbb{H})$ is at least $16(g(\Gamma)+1)$, then $\lambda_{1}<4(g(\Gamma)+1) / A(\Gamma \backslash \sharp)$. Here $g(\Gamma)$ denotes the genus of $\Gamma$ and the area is normalized such that $A(\mathrm{SL}(2, \mathbb{Z}) \backslash \mathbb{H})=1 / 6$. Combining Selberg's inequality and Zograf's result, one sees that if a congruence Fuchsian subgroup has genus 0 , then the area must be less than $64 / 3$.

Now recall from [Shimizu 1965] that the area of $X_{0}^{D}(N)$ is given by

$$
\frac{D N}{6} \prod_{p \mid D}\left(1-\frac{1}{p}\right) \prod_{p \mid N}\left(1+\frac{1}{p}\right)
$$

This immediately shows that if the number of prime factors of $D$ is at least 6 , then the genus of $X_{0}^{D}(N) / W_{D}$ cannot be 0 for any $N \geq 2$. Also, if $D=p q$ is a product of two primes such that $(p-1)(q-1)>512 / 3$, then $X_{0}^{D}(N) / W_{D}$ must have a positive genus for any $N \geq 2$. A similar bounds exists for the case $D$ has 4 prime factors. This leaves finitely many cases to check.

Now recall that the genus of a Shimura curve $X$ is given by

$$
g(X)=1+\frac{A(X)}{2}-\frac{1}{2} \sum_{i=1}^{r}\left(1-\frac{1}{e_{i}}\right)
$$

where the sum runs through all elliptic points with $e_{i}$ being their respective orders. For $X=X_{0}^{D}(N) / W_{D}$, by Lemma 7, we have

$$
\begin{aligned}
g(X)=1+\frac{A(X)}{2}-\frac{1}{4} & \sum_{\substack{m \neq D \\
m \neq 1,3}} \frac{1}{2^{r-1}}(\# \mathrm{CM}(-4 m)+\# \mathrm{CM}(-m)) \\
& - \begin{cases}\frac{1}{4 \cdot 2^{r}} \# \mathrm{CM}(-4) & \text { if } 2 \nmid D, \\
\frac{3}{8 \cdot 2^{r-1}} \# \mathrm{CM}(-4) & \text { if } 2 \mid D\end{cases} \\
& - \begin{cases}\frac{1}{3 \cdot 2^{r}} \# \mathrm{CM}(-3) & \text { if } 3 \nmid D, \\
\left(\frac{1}{4 \cdot 2^{r-1}} \# \mathrm{CM}(-12)+\frac{5}{12 \cdot 2^{r-1}} \# \mathrm{CM}(-3)\right) & \text { if } 3 \mid D,\end{cases}
\end{aligned}
$$

where $r$ is the number of prime divisors of $D$. (Of course, if $d$ is not a discriminant, then we simply let $\mathrm{CM}(d)$ be the empty set.)

Using the Selberg-Zograf bound, the genus formula in the paragraph above and Lemma 8, we check case by case that the pairs of integers given in the lemma are the only cases where $X_{0}^{D}(N) / W_{D}, N>1$, has genus zero.

We now tabulate all Shimura curves $X_{0}^{D}(M) / W_{D}$ of genus 0 for integers $D$ that appear in the lemma. We will also give a description of their elliptic points. We wish to determine the Schwarzian differential equations for these curves. Here $v_{j}$ denotes the number of elliptic points of order $j$ on $X_{0}^{D}(M) / W_{D}$. Here we also let $\mathrm{CM}(-m)$ denote the set of points on $X_{0}^{D}(N) / W_{D}$ that are the image of CM-points of discriminants $-m$ under the covering $X_{0}^{D}(N) \rightarrow X_{0}^{D}(N) / W_{D}$. The number $n$ in $\mathrm{CM}(-m)^{\times n}$ means the number of elements in $\mathrm{CM}(-m)$ is $n$. If $n=1$, we omit this annotation.

## 4. Coverings of Shimura curves

The goal of this section is to obtain explicit coverings of $X_{0}^{D}(N) / W_{D} \rightarrow X_{0}^{D}(1) / W_{D}$ for pairs of $D$ and $N$ given in Lemma 9. That is, we wish to find a Hauptmodul $t_{1}$

| $D, N$ | $v_{2}, v_{3}, v_{4}, v_{6}$ | elliptic points |
| :--- | :--- | :--- |
| 6,1 | $1,0,1,1$ | $\mathrm{CM}(-3), \mathrm{CM}(-4), \mathrm{CM}(-24)$ |
| 6,5 | $2,0,2,0$ | $\mathrm{CM}(-4)^{\times 2}, \mathrm{CM}(-24)^{\times 2}$ |
| 6,7 | $2,0,0,2$ | $\mathrm{CM}(-3)^{\times 2}, \mathrm{CM}(-24)^{\times 2}$ |
| 6,13 | $0,0,2,2$ | $\mathrm{CM}(-3)^{\times 2}, \mathrm{CM}(-4)^{\times 2}$ |
| 10,1 | $3,1,0,0$ | $\mathrm{CM}(-3), \mathrm{CM}(-8), \mathrm{CM}(-20), \mathrm{CM}(-40)$ |
| 10,3 | $4,1,0,0$ | $\mathrm{CM}(-3), \mathrm{CM}(-8)^{\times 2}, \mathrm{CM}(-20)^{\times 2}$ |
| 10,7 | $4,2,0,0$ | $\mathrm{CM}(-3)^{\times 2}, \mathrm{CM}(-20)^{\times 2}, \mathrm{CM}(-40)^{\times 2}$ |
| 14,1 | $3,0,1,0$ | $\mathrm{CM}(-4), \mathrm{CM}(-8), \mathrm{CM}(-56)^{\times 2}$ |
| 14,3 | $6,0,0,0$ | $\mathrm{CM}(-8)^{\times 2}, \mathrm{CM}(-56)^{\times 4}$ |
| 14,5 | $4,0,2,0$ | $\mathrm{CM}(-4)^{\times 2}, \mathrm{CM}(-56)^{\times 4}$ |
| 15,1 | $3,0,0,1$ | $\mathrm{CM}(-3), \mathrm{CM}(-12), \mathrm{CM}(-15), \mathrm{CM}(-60)$ |
| 15,2 | $6,0,0,0$ | $\mathrm{CM}(-12)^{\times 2}, \mathrm{CM}(-15)^{\times 2}, \mathrm{CM}(-60)^{\times 2}$ |
| 15,4 | $8,0,0,0$ | $\mathrm{CM}(-12)^{\times 2}, \mathrm{CM}(-15)^{\times 2}, \mathrm{CM}(-60)^{\times 4}$ |
| 21,1 | $5,0,0,0$ | $\mathrm{CM}(-4), \mathrm{CM}(-7), \mathrm{CM}(-28), \mathrm{CM}(-84)^{\times 2}$ |
| 21,2 | $7,0,0,0$ | $\mathrm{CM}(-4), \mathrm{CM}(-7)^{\times 2}, \mathrm{CM}(-28)^{\times 2}, \mathrm{CM}(-84)^{\times 2}$ |
| 26,1 | $5,0,0,0$ | $\mathrm{CM}(-8), \mathrm{CM}(-52), \mathrm{CM}(-104)^{\times 3}$ |
| 26,3 | $8,0,0,0$ | $\mathrm{CM}(-8)^{\times 2}, \mathrm{CM}(-104)^{\times 6}$ |
| 35,1 | $6,0,0,0$ | $\mathrm{CM}(-7), \mathrm{CM}(-28), \mathrm{CM}(-35), \mathrm{CM}(-140)^{\times 3}$ |
| 35,2 | $10,0,0,0$ | $\mathrm{CM}(-7)^{\times 2}, \mathrm{CM}(-28)^{\times 2}, \mathrm{CM}(-140)^{\times 6}$ |
| 39,1 | $6,0,0,0$ | $\mathrm{CM}(-52)^{\times 2}, \mathrm{CM}(-39)^{\times 2}, \mathrm{CM}(-156)^{\times 2}$ |
| 39,2 | $10,0,0,0$ | $\mathrm{CM}(-52)^{\times 2}, \mathrm{CM}(-39)^{\times 4}, \mathrm{CM}(-156)^{\times 4}$ |

Table 1. All Shimura curves $X_{0}^{D}(M) / W_{D}$ of genus 0 for integers $D$ appearing in Lemma 9.
of $X_{0}^{D}(1) / W_{D}$, a Hauptmodul $t_{N}$ of $X_{0}^{D}(N) / W_{D}$, and the relation between them. Of course, there are infinitely many choices for $t_{1}$ and $t_{N}$. For $X_{0}^{D}(N) / W_{D}$, we will choose $t_{N}$ such that the Atkin-Lehner involution $w_{N}$ acts by $w_{N}: t_{N} \mapsto-t_{N}$. This will make the determination of Schwarzian differential equation simpler.

Case $\boldsymbol{D}=$ 6. In the case $D=6$, all the coverings $X_{0}^{6}(N) / W_{6} \rightarrow X_{0}^{6}(1) / W_{6}$, $N=5,7,13$, are already given in [Elkies 1998]. Here we just modify the $t_{N}$ in [Elkies 1998] such that the new $t_{N}$ satisfies $w_{N}: t_{N} \mapsto-t_{N}$.

Lemma 10 [Elkies 1998]. (1) There is a Hauptmodul $t_{1}$ for $X_{0}^{6}(1) / W_{6}$ that takes values 0,1 , and $\infty$ at the CM-points of discriminants $-24,-4$, and -3 , respectively.
(2) There is a Hauptmodul $t=t_{5}$ for $X_{0}^{6}(5) / W_{6}$ that takes values $\pm i / 8$ and $\pm \sqrt{-6} / 3$ at the CM-points of discriminants -4 and -24 , respectively. The relation between $t_{1}$ and $t$ is

$$
t_{1}=\frac{\left(2+3 t^{2}\right)\left(34-117 t+1824 t^{2}\right)^{2}}{125(1+6 t)^{6}}=1+\frac{27\left(1+64 t^{2}\right)(3-7 t)^{4}}{125(1+6 t)^{6}}
$$

The Atkin-Lehner involution $w_{5}$ acts by $w_{5}: t \mapsto-t$.
(3) There is a Hauptmodul $t=t_{7}$ for $X_{0}^{6}(7) / W_{6}$ that takes values $\pm \sqrt{-3} / 9$ and $\pm \sqrt{-6} / 8$ at the CM-points of discriminants -3 and -24 , respectively. The relation between $t_{1}$ and $t$ is

$$
t_{1}=-\frac{\left(3+32 t^{2}\right)\left(78-396 t+1963 t^{2}-12312 t^{3}\right)^{2}}{4\left(1+27 t^{2}\right)(3+10 t)^{6}}
$$

The Atkin-Lehner involution $w_{7}$ acts by $w_{7}: t \mapsto-t$.
(4) There is a Hauptmodul $t=t_{13}$ for $X_{0}^{6}(13) / W_{6}$ that takes values $\pm 4 \sqrt{-3} / 9$ and $\pm 3 i / 4$ at the CM-points of discriminants -3 and -4 , respectively. The relation between $t_{1}$ and $t$ is

$$
t_{1}=1-\frac{27\left(9+16 t^{2}\right)\left(144-98 t+246 t^{2}-161 t^{3}\right)^{4}}{16\left(16+27 t^{2}\right)\left(30+3 t+55 t^{2}\right)^{6}}
$$

The Atkin-Lehner involution $w_{13}$ acts by $w_{13}: t \mapsto-t$.
Proof. Elkies [1998] showed that explicit coverings of $X_{0}^{6}(N) / W_{6} \rightarrow X_{0}^{6}(1) / W_{6}$, $N=5,7,13$, are given by

$$
\begin{array}{ll}
t_{1}=1+135 s^{4}+324 s^{5}+540 s^{6}, & w_{5}: s \mapsto \frac{42-55 s}{55+300 s} \\
t_{1}=-\frac{\left(4 s^{2}+4 s+25\right)\left(2 s^{3}-3 s^{2}+12 s-2\right)^{2}}{108\left(7 s^{2}-8 s+37\right)}, & w_{7}: s \mapsto \frac{116-9 s}{9+20 s}
\end{array}
$$

and

$$
t_{1}=\frac{\left(s^{7}-50 s^{6}+63 s^{5}-5040 s^{4}+783 s^{3}-168426 s^{2}-6831 s-1864404\right)^{2}}{4\left(7 s^{2}+2 s+247\right)\left(s^{2}+39\right)^{6}}
$$

with

$$
w_{13}: s \mapsto \frac{5 s+72}{2 s-5}
$$

respectively. Choosing $t$ such that

$$
s=\frac{7 t-3}{30 t+5}, \quad s=\frac{-29 t+6}{10 t+3}, \quad s=\frac{-8 t+9}{2 t+1}
$$

respectively, we get the lemma.

Case $\boldsymbol{D}=$ 10. The covering $X_{0}^{10}(3) / W_{10} \rightarrow X_{0}^{10}(1) / W_{10}$ has also been given in [Elkies 1998]. Here we mainly work on the case $N=7$.
Lemma 11. (1) There is a Hauptmodul $t_{1}$ for $X_{0}^{10}(1) / W_{10}$ that takes values 0 , $\infty, 2$, and 27 at the CM-points of discriminants $-3,-8,-20$, and -40 , respectively.
(2) There is a Hauptmodul $t=t_{3}$ for $X_{0}^{10}(3) / W_{10}$ that takes values $0, \pm 1 / 4 \sqrt{-2}$, $\pm 1 / \sqrt{-5}$ at the CM-points of discriminants $-3,-8$, and -20 , respectively. The relation between $t_{1}$ and $t$ is

$$
t_{1}=\frac{108 t(1-2 t)^{3}}{\left(1+32 t^{2}\right)(1+7 t)^{2}}=2-\frac{2\left(1+5 t^{2}\right)(1-20 t)^{2}}{\left(1+32 t^{2}\right)(1+7 t)^{2}}
$$

The Atkin-Lehner involution $w_{3}$ acts by $w_{3}: t \mapsto-t$.
(3) There is a Hauptmodul $t=t_{7}$ for $X_{0}^{10}(7) / W_{10}$ that takes values $\pm 1 / 3 \sqrt{-3}$, $\pm 1 / 2 \sqrt{-5}$, and $\pm \sqrt{-10} / 16$ at the CM-points of discriminants $-3,-20$, and -40 , respectively. The relation between $t_{1}$ and $t$ is

$$
t_{1}=\frac{8\left(1+27 t^{2}\right)\left(2-3 t+44 t^{2}\right)^{3}}{7\left(1+4 t+55 t^{2}+102 t^{3}+736 t^{4}\right)^{2}}
$$

The Atkin-Lehner involution $w_{7}$ acts by $w_{7}: t \mapsto-t$.
Proof. In [Elkies 1998], it is shown that an explicit covering $X_{0}^{10}(3) / W_{10} \rightarrow$ $X_{0}^{10}(1) / W_{10}$ is given by

$$
t_{1}=\frac{216(s-1)^{3}}{(s+1)^{2}\left(9 s^{2}-10 s+17\right)}
$$

with $w_{3}: s \mapsto 10 / 9-s$. Let $t$ be the Hauptmodul of $X_{0}^{10}(1) / W_{10}$ with

$$
s=\frac{2}{9 t}+\frac{5}{9} .
$$

Then the relation of $t_{1}$ and $t$ and the action of $w_{3}$ are given as in the lemma.
We next consider the case $N=7$. According to Theorem 3.4 of [González and Rotger 2006], an equation for $X_{0}^{10}(7)$ is given by

$$
\begin{equation*}
y^{2}=-27 x^{4}-40 x^{3}+6 x^{2}+40 x-27 \tag{1}
\end{equation*}
$$

The actions of the Atkin-Lehner involutions on this model of $X_{0}^{10}(7)$ are given by

$$
w_{70}:(x, y) \mapsto(x,-y), \quad w_{5}:(x, y) \mapsto\left(-\frac{1}{x},-\frac{y}{x^{2}}\right)
$$

and

$$
w_{10}:(x, y) \mapsto\left(\frac{2 x+1}{x-2}, \frac{5 y}{(x-2)^{2}}\right)
$$

Since $\mathrm{CM}(-20)$ are fixed points under the action of $w_{5}$, their coordinates on (1) are $(i, \pm 2 \sqrt{5}(1+2 i))$ and $(-i, \pm 2 \sqrt{5}(1-2 i))$. Likewise, we find that $\mathrm{CM}(-40)$ have coordinates $(2+\sqrt{5}, \pm 8 \sqrt{-10}(2+\sqrt{5}))$ and $(2-\sqrt{5}, \pm 8 \sqrt{-10}(2-\sqrt{5}))$. Furthermore, from the method of [González and Rotger 2006], we know that the two points at infinity are CM-points of discriminant -3 . Thus, the coordinates of $\mathrm{CM}(-3)$ are $\infty,(0, \pm 3 \sqrt{-3}),(2, \pm 15 \sqrt{-3})$, and $(-1 / 2, \pm 15 \sqrt{-3} / 4)$.

From (1), we can obtain an equation $w^{2}+27 z^{2}+40 z+20=0$ for $X_{0}^{10}(7) /\left\langle w_{10}\right\rangle$, where the covering $X_{0}^{10}(7) \rightarrow X_{0}^{10}(7) /\left\langle w_{10}\right\rangle$ is given by

$$
(x, y) \mapsto(w, z)=\left(\frac{y}{x-2}, \frac{x^{2}+1}{x-2}\right)
$$

In this equation for $X_{0}^{(10)}(7) /\left\langle w_{10}\right\rangle$, the actions of the Atkin-Lehner involutions are given by

$$
w_{70}=w_{7}:(w, z) \mapsto(-w, z), \quad w_{2}=w_{5}:(w, z) \mapsto\left(\frac{w}{2 z+1}, \frac{-z}{2 z+1}\right)
$$

The coordinates of $\mathrm{CM}(-3)$ are the two points at $\infty$ and $( \pm 3 \sqrt{-3} / 2,-1 / 2)$. Also, the coordinates of $\mathrm{CM}(-20)$ are $( \pm 2 \sqrt{-5}, 0)$, and the coordinates of $\mathrm{CM}(-40)$ are $( \pm 8 \sqrt{-2}(2+\sqrt{5}), 4+2 \sqrt{5})$ and $( \pm 8 \sqrt{-2}(2-\sqrt{5}), 4-2 \sqrt{5})$.

Now set $t=(z+1) / w$. We can check that $t$ is invariant under $w_{2}$ and that $(w, z) \mapsto t=(z+1) / w$ is 2-to-1. Thus, $t$ is a Hauptmodul of $X_{0}^{10}(7) / W_{10}$. The coordinates of the CM-points of discriminants $-3,-20$, and -40 are $\pm 1 / 3 \sqrt{-3}$, $\pm 1 / 2 \sqrt{-5}$, and $\pm \sqrt{-10} / 16$, respectively. It follows that the relation between $t_{1}$ and $t$ is

$$
t_{1}=\frac{A\left(1+27 t^{2}\right)\left(1+a_{1} t+a_{2} t^{2}\right)^{3}}{\left(1+b_{1} t+b_{2} t^{2}+b_{3} t^{3}+b_{4} t^{4}\right)^{2}}
$$

with

$$
\begin{aligned}
A\left(1+27 t^{2}\right)\left(1+a_{1} t+a_{2} t^{2}\right)^{3}-2\left(1+b_{1} t\right. & \left.+b_{2} t^{2}+b_{3} t^{3}+b_{4} t^{4}\right)^{2} \\
& =B\left(1+20 t^{2}\right)\left(1+c_{1} t+c_{2} t^{2}+c_{3} t^{3}\right)^{2} \\
A\left(1+27 t^{2}\right)\left(1+a_{1} t+a_{2} t^{2}\right)^{3}-27\left(1+b_{1} t\right. & \left.+b_{2} t^{2}+b_{3} t^{3}+b_{4} t^{4}\right)^{2} \\
& =C\left(1+\frac{128}{5} t^{2}\right)\left(1+d_{1} t+d_{2} t^{2}+d_{3} t^{3}\right)^{2}
\end{aligned}
$$

for some constants $A, B, C, a_{j}, b_{j}, c_{j}$, and $d_{j}$. Comparing the coefficients, we get

$$
t_{1}=\frac{8\left(1+27 t^{2}\right)\left(2-3 t+44 t^{2}\right)^{3}}{7\left(1+4 t+55 t^{2}+102 t^{3}+736 t^{4}\right)^{2}}
$$

(or the same expression with $t$ replaced by $-t$ ). This proves the lemma.

Case $\boldsymbol{D}=14$. The case $D=14$ is also worked out in [Elkies 1998]. Here we only need to make a change of variable so that $w_{N}$ acts by $w_{N}: t_{N} \rightarrow-t_{N}$.

Lemma 12 [Elkies 1998]. (1) There is a Hauptmodul $t_{1}$ for $X_{0}^{14}(1) / W_{14}$ that takes values $\infty, 0$, and $(-13 \pm 7 \sqrt{-7}) / 32$ at CM-points of discriminants -4 , -8 , and -56 , respectively.
(2) There is a Hauptmodul $t=t_{3}$ for $X_{0}^{14}(3) / W_{14}$ that takes values $\pm 1 / \sqrt{-2}$ and $( \pm 9 \sqrt{-7} \pm 4 \sqrt{-14}) / 49$ at CM-points of discriminants -8 and -56 , respectively. The relation between $t_{1}$ and $t$ is

$$
t_{1}=\frac{4\left(1+2 t^{2}\right)(1-5 t)^{2}}{9(1+t)^{4}}
$$

The Atkin-Lehner involution $w_{3}$ acts by $w_{3}: t \mapsto-t$.
(3) There is a Hauptmodul $t=t_{5}$ for $X_{0}^{14}(5) / W_{14}$ that takes values $\pm i / 4$ and $( \pm 5 \sqrt{-7} \pm 4 \sqrt{-14}) / 7$ at CM-points of discriminants -4 and -56 , respectively. The relation between $t_{1}$ and $t$ is

$$
t_{1}=-\frac{5\left(1-t+17 t^{2}-13 t^{3}\right)^{2}}{\left(1+16 t^{2}\right)(1+3 t)^{4}}
$$

The Atkin-Lehner involution $w_{5}$ acts by $w_{5}: t \mapsto-t$.
Proof. In [Elkies 1998], it is shown that explicit coverings $X_{0}^{14}(N) / W_{14} \rightarrow$ $X_{0}^{14}(1) / W_{14}$ can be given by

$$
t_{1}=\frac{1}{27}\left(s^{4}+2 s^{3}+9 s^{2}\right), \quad w_{3}: s \mapsto \frac{5-2 s}{2+s}
$$

and

$$
t_{1}=-\frac{\left(256 s^{3}+224 s^{2}+232 s+217\right)^{2}}{50000\left(s^{2}+1\right)}, \quad w_{5}: s \mapsto \frac{24-7 s}{7+24 s}
$$

respectively. Choosing $t$ with

$$
s=\frac{1-5 t}{1+t}, \quad s=\frac{3-16 t}{4+12 t}
$$

respectively, we get the lemma.
Case $\boldsymbol{D}=$ 15. An explicit covering $X_{0}^{15}(2) / W_{15} \rightarrow X_{0}^{15}(1) / W_{15}$ is given in [Elkies 1998]. Here we only need make a change of variable so $w_{N}$ acts by $w_{N}: t_{N} \rightarrow-t_{N}$.

Lemma 13. (1) There is a Hauptmodul for $X_{0}^{15}(1) / W_{15}$ that takes values $\infty, 0$, 81, and 1 at CM-points of discriminants $-3,-12,-15$, and -60 , respectively.
(2) There is a Hauptmodul $t_{2}$ for $X_{0}^{15}(2) / W_{15}$ that takes values $\pm 1, \pm \sqrt{-15} / 3$, and $\pm 1 / 5$ at CM-points of discriminant $-12,-15$, and -60 , respectively. The relation between $t_{1}$ and $t_{2}$ is

$$
t_{1}=\frac{27\left(1-t_{2}\right)\left(1-3 t_{2}\right)^{2}}{2\left(1+t_{2}\right)^{3}}=1+\frac{\left(1-5 t_{2}\right)\left(5-7 t_{2}\right)^{2}}{2\left(1+t_{2}\right)^{3}}=81-\frac{27\left(1+5 t_{2}\right)\left(5+3 t_{2}^{2}\right)}{2\left(1+t_{2}\right)^{3}}
$$

The Atkin-Lehner involution $w_{2}$ acts by $w_{2}: t_{2} \mapsto-t_{2}$.
(3) There is a Hauptmodul $t_{4}$ for $X_{0}^{15}(4) / W_{15}$ that takes values $\pm 1 / \sqrt{-3}$, $\pm \sqrt{-15} / 5$, and $( \pm 1 \pm \sqrt{-15}) / 8$ at CM-points of discriminants $-12,-15$, and -60 , respectively. The relation between $t_{4}$ and $t_{2}$ is

$$
t_{2}=\frac{5 t_{4}^{2}+2 t_{4}+1}{7 t_{4}^{2}-2 t_{4}+3}
$$

Proof. In [Elkies 1998], an explicit covering $X_{0}^{15}(2) / W_{15} \rightarrow X_{0}^{15}(1) / W_{15}$ is given by

$$
t_{1}=\frac{1}{4} s(s-3)^{2}, \quad w_{2}: s \mapsto \frac{36}{s}
$$

Choosing a Hauptmodul $t$ for $X_{0}^{15}(2) / W_{15}$ with

$$
s=\frac{6-6 t}{1+t}
$$

we establish the claim about $X_{0}^{15}(2) / W_{15}$.
For the covering map $X_{0}^{15}(4) / W_{15} \rightarrow X_{0}^{15}(2) / W_{15}$, it is clear that one of the CMpoints of discriminant -12 on $X_{0}^{15}(2) / W_{15}$ becomes two CM-points of discriminant -12 on $X_{0}^{15}(4) / W_{15}$, and the other is ramified. To determine the ramification data of this covering completely, we need to consider the optimal embeddings of the quadratic orders of the field $\mathbb{Q}(\sqrt{-15})$ into the Eichler order of level 2 and the Eichler order of level 4 in the quaternion algebra $B$ over $\mathbb{Q}$ with discriminant 15 at the finite place $p=2$.

Let $R_{1}=\mathbb{Z}+\mathbb{Z} \alpha, p_{1}(x)=x^{2}+x+4$ be the irreducible polynomial of $\alpha$ over $\mathbb{Q}$, and $R_{2}=\mathbb{Z}+\mathbb{Z} \beta, p_{2}(x)=x^{2}+15$ be the irreducible polynomial of $\beta$ over $\mathbb{Q}$. Up to conjugation, we may assume that in the localization $M\left(2, \mathbb{Q}_{2}\right)$ of $B$ at the finite place 2, the Eichler orders $\mathrm{O}_{2}, \mathrm{O}_{4}$ of level 2 and 4 are

$$
\mathfrak{O}_{2}=\left(\begin{array}{cc}
\mathbb{Z}_{2} & \mathbb{Z}_{2} \\
2 \mathbb{Z}_{2} & \mathbb{Z}_{2}
\end{array}\right), \quad \mathcal{O}_{4}=\left(\begin{array}{cc}
\mathbb{Z}_{2} & \mathbb{Z}_{2} \\
4 \mathbb{Z}_{2} & \mathbb{Z}_{2}
\end{array}\right)
$$

respectively. Then the inequivalent optimal embeddings of $R_{1}$ into $\mathrm{O}_{2}$ can be given by sending $\alpha$ to

$$
A_{-15,1}=\left(\begin{array}{ll}
0 & -1 \\
4 & -1
\end{array}\right) \quad \text { and } \quad A_{-15,2}=\left(\begin{array}{rr}
-1 & -1 \\
4 & 0
\end{array}\right)
$$

the inequivalent optimal embeddings of $R_{2}$ into $\mathrm{O}_{2}$ can be given by sending $\beta$ to

$$
A_{-60,1}=\left(\begin{array}{cc}
1 & -1 \\
16 & -1
\end{array}\right) \quad \text { and } \quad A_{-60,2}=\left(\begin{array}{ll}
1 & -8 \\
2 & -1
\end{array}\right)
$$

The inequivalent optimal embeddings of $R_{1}$ and $R_{2}$ into $\mathbb{O}_{4}$ are given by

$$
B_{-15,1}=\left(\begin{array}{ll}
0 & -1 \\
4 & -1
\end{array}\right) \quad \text { and } \quad B_{-15,2}=\left(\begin{array}{rr}
-1 & -1 \\
4 & 0
\end{array}\right)
$$

and

$$
\begin{aligned}
& B_{-60,1}=\left(\begin{array}{rr}
1 & -1 \\
16 & -1
\end{array}\right) \quad \text { and } \quad B_{-60,2}=\left(\begin{array}{rr}
-1 & -1 \\
16 & 1
\end{array}\right), \\
& B_{-60,3}=\left(\begin{array}{ll}
1 & -4 \\
4 & -1
\end{array}\right) \quad \text { and } \quad B_{-60,4}=\left(\begin{array}{rr}
-1 & -4 \\
4 & 1
\end{array}\right),
\end{aligned}
$$

respectively. Furthermore, we can check the embeddings sending $\beta$ to $B_{-60,3}$, $B_{-60,4}$ give optimal embeddings of $R_{1}$ into $\mathcal{O}_{2}$, and the matrices $B_{-60,1}, B_{-60,2}$, and $A_{-60,1}$ are conjugate to each other in $\mathrm{O}_{2}$.

According this information, we can conclude that each CM-point of discriminant -15 on $X_{0}^{15}(2) / W_{15}$ becomes one CM-point of discriminant -15 and one CM-point of discriminant -60 on $X_{0}^{15}(4) / W_{15}$. One of the CM-points of discriminant -60 on $X_{0}^{15}(2) / W_{15}$ becomes two CM-points of discriminant -60 on $X_{0}^{15}(4) / W_{15}$, and the other CM-points of discriminant -60 on $X_{0}^{15}(2) / W_{15}$ is ramified.

We now suppose that the covering $X_{0}^{15}(4) / W_{15} \rightarrow X_{0}^{15}(2) / W_{15}$ is given by

$$
t_{2}=\frac{a_{2} t^{2}+a_{1} t+a_{3}}{t^{2}+b_{1} t+b_{2}}
$$

where $t=t_{4}$ is a Hauptmodul for $X_{0}^{15}(4) / W_{15}$. Since the Atkin-Lehner involution $w_{2}$ switches the two CM-points of discriminant -12 on $X_{0}^{15}(2) / W_{15}$, we may assume that the CM-point of discriminant -12 having coordinate 1 is a ramified point. According to the ramification data and the fields of definition of these CMpoints, without loss the generality, we may assume that $t$ has repeated roots 1 when $t_{2}=1$, and assume that the CM-points of discriminant -12 of $X_{0}^{15}(4) / W_{15}$ that lie above the unramified CM-point of discriminant -12 of $X_{0}^{15}(2) / W_{15}$ are $\pm 1 / \sqrt{-3}$. Therefore, we have

$$
t_{2}=\frac{(2 a-3) t^{2}+(3 a-1) t+1-2 a}{t^{2}+(1-3 a) t+a}
$$

for some constant $a$. From the information of the CM-points of discriminant -60 ,

$$
t_{2}^{2}-1=\frac{(t-c)^{2}\left(t^{2}+c_{1} t+c_{2}\right)}{\left(t^{2}+(1-3 a) t+a\right)^{2}}
$$

and the roots of $t^{2}+c_{1} t+c_{2}$ are in the field $\mathbb{Q}(\sqrt{-3}, \sqrt{5})$, we can deduce that

$$
t_{2}=\frac{5 t^{2}+2 t+1}{7 t^{2}-2 t+3}
$$

We get the lemma.
Case $\boldsymbol{D}=\mathbf{2 1}$. We will need an equation for some Atkin-Lehner quotient of $X_{0}^{21}(2)$ in order to determine the coordinates of elliptic points on $X_{0}^{21}(2)$.
Lemma 14. An equation for $X_{0}^{21}(2) /\left\langle w_{21}\right\rangle$ is $y^{2}=(x+12)\left(x^{2}-7 x+28\right)$. Moreover, the action of the Atkin-Lehner involution $w_{3}=w_{7}$ on this curve is given by the map $(x, y) \mapsto(x,-y)$. Also, the two rational points $\infty$ and $(-12,0)$ are the CM-points of discriminant -28 , and the other two 2-torsion points $(7 \pm 3 \sqrt{-7}) / 2,0)$ are the CM-points of discriminant -7 .

Proof. We follow the methods of [González and Rotger 2006]. The Shimura curve $X_{0}^{21}(2) /\left\langle w_{21}\right\rangle$ has genus 1. By Lemma 5.10 of that paper, the two CM-points of discriminant -28 are $\mathbb{Q}$-rational points on this curve. Thus, $X_{0}^{21}(2) /\left\langle w_{21}\right\rangle$ is an elliptic curve over $\mathbb{Q}$. Now in the space $S_{2}\left(\Gamma_{0}(42)\right)^{21-\text { new }}$ the unique Hecke eigenform with + -eigenvalue for $w_{21}$ is coming from the newform space of $S_{2}\left(\Gamma_{0}(42)\right)$. Therefore, the elliptic curve $X_{0}^{21}(2) /\left\langle w_{21}\right\rangle$ has conductor 42. Using the Cherednik-Drinfeld theory of $p$-adic uniformization of Shimura curves, we find that the types of singular fibers at primes of bad reduction of $X_{0}^{21}(2) /\left\langle w_{21}\right\rangle$ agree with those of the elliptic curve 42A1, in Cremona's notation. The global minimal model of the elliptic curve 42A1 is $y^{2}+x y+y=x^{3}+x^{2}-4 x+5$. With a simple change of variables, we write it as $y^{2}=(x+12)\left(x^{2}-7 x+28\right)$.

Now the covering $X_{0}^{21}(2) /\left\langle w_{21}\right\rangle \rightarrow X_{0}^{21}(2) / W_{21}$ is ramified at the two CM-points of discriminant -7 and the two CM-points of discriminant -28 . If we let one of the CM-points of discriminant -28 be the point at infinity, then an equation for $X_{0}^{21}(2) /\left\langle w_{21}\right\rangle$ is of the form $y^{2}=f(x)$ for some polynomial $f(x)=x^{3}+\cdots$ of degree 3 in $\mathbb{Q}[x]$ with the Atkin-Lehner involution $w_{3}$ acting by $(x, y) \mapsto(x,-y)$. Up to a transformation of the form $x \mapsto a x+b$, this polynomial $f(x)$ must be the polynomial $(x+12)\left(x^{2}-7 x+28\right)$. This proves the lemma.

Remark 15. According to Cremona's table of elliptic curves [1997], the elliptic curve 42A1 has 8 rational points. Thus, $X_{0}^{21}(2) /\left\langle w_{21}\right\rangle$ also has $8 \mathbb{Q}$-rational points. Two of them are the CM-points of discriminant -28 mentioned above. The rest of Q-rational points consist of two CM-points of discriminant -4 and four CM-points of discriminant -16 .
Lemma 16. There is a Hauptmodul $t_{1}$ for $X_{0}^{21}(1) / W_{21}$ that takes values 49, 0 , $\infty$, and $(47 \pm 8 \sqrt{-3}) / 7$ at CM-points of discriminants $-4,-7,-28$, and -84 , respectively.

Also, there is a Hauptmodul $t=t_{2}$ for $X_{0}^{21}(2) / W_{21}$ that takes values $0, \pm 1 / 3 \sqrt{-7}$, $\pm 1$, and $\pm 1 / 3 \sqrt{-3}$ at CM-points of discriminants $-4,-7,-28$, and -84 , respectively. The relation between $t_{1}$ and $t$ is

$$
t_{1}=\frac{49(1+t)\left(1+63 t^{2}\right)}{(1-t)(1-15 t)^{2}}=49+\frac{1568 t(1-3 t)^{2}}{(1-t)(1-15 t)^{2}}
$$

The Atkin-Lehner involution $w_{2}$ acts by $w_{2}: t \mapsto-t$.
Proof. According to [González and Rotger 2006], an equation for $X_{0}^{21}(1)$ is given by $y^{2}=-7 x^{4}+94 x^{2}-343$ with the actions of the Atkin-Lehner involutions given by

$$
w_{3}:(x, y) \mapsto(-x,-y), \quad w_{7}:(x, y) \mapsto(-x, y), \quad w_{21}:(x, y) \mapsto(x,-y)
$$

The Atkin-Lehner involution $w_{7}$ fixes the two points at $\infty$ and $(0, \pm 7 \sqrt{-7})$. Since the equation has a symmetry $(x, y) \mapsto\left(7 / x, 7 y / x^{2}\right)$, we might as well assume that the two points $(0, \pm 7 \sqrt{-7})$ are the CM-points of discriminant -7 and the two points at infinity are the CM-points of discriminant -28 . Moreover, the four points with $y=0$ correspond to the four CM-points of discriminant -84 .

Since $w_{3}$ acts by $(x, y) \rightarrow(-x,-y)$, an equation for $X_{0}^{21}(1) /\left\langle w_{3}\right\rangle$ is $y^{2}=$ $-7 x^{3}+94 x^{2}-343 x$, where the covering $X_{0}^{21}(1) \rightarrow X_{0}^{21}(1) /\left\langle w_{3}\right\rangle$ is given by $(x, y) \mapsto\left(x^{2}, x y\right)$. Then $t_{1}=x$ generates the function field of $X_{0}^{21} / W_{21}$. The values of $t_{1}$ at the CM-points of discriminants $-7,-28$, and -84 are $0, \infty$, and $(47 \pm 8 \sqrt{-3}) / 7$, respectively. The value of $t_{1}$ at the CM-point of discriminant -4 will be determined later.

By Lemma 14, an equation $X_{0}^{21}(2) /\left\langle w_{21}\right\rangle$ is $y^{2}=(x+12)\left(x^{2}-7 x+28\right)$ with the Atkin-Lehner involution $w_{3}=w_{7}$ acting by $(x, y) \rightarrow(x,-y)$. Thus, $s=x$ generates the function field of $X_{0}^{21}(2) / W_{21}$. According to the lemma, the values of $s$ at the CM-points of discriminant -7 are $(7 \pm 3 \sqrt{-7}) / 2$ and those at CM-points of discriminant -28 are -12 and $\infty$. The Atkin-Lehner involution $w_{2}$ switches the two CM-points of discriminant -28 . It also switches the two CM-points of discriminant -7 . (Note that in general, $w_{2}$ can send a CM-point of discriminant $-d$ on $X_{0}^{D}(N) / G$ to a CM-point of discriminant $-4 d$ and vice versa. Here because $w_{2}$ is defined over $\mathbb{Q}$, it must send a $\mathbb{Q}$-rational point to another $\mathbb{Q}$-rational point.) This information suffices to determine $w_{2}$ in terms of $s$. We find

$$
w_{2}: s \mapsto \frac{-12 s+112}{s+12}
$$

Choosing a new Hauptmodul

$$
t=\frac{4-s}{28+s}
$$

we have $w_{2}: t \mapsto-t$. The new coordinates of CM-points of discriminants -7 and -28 are $\pm 1 / 3 \sqrt{-7}$ and $\pm 1$, respectively. Also, since $w_{2}$ fixes the unique CM-point of discriminant -4 , we find that the CM-point of discriminant -4 has coordinate 0 . We now determine the relation between $t_{1}$ and $t$.

Replacing $t$ by $-t$ if necessary, we may assume that the CM-point of discriminant -28 of $X_{0}^{21}(2) / W_{21}$ that lies above the CM-point of discriminant -7 of $X_{0}^{21}(1) / W_{21}$ is -1 . Then

$$
t_{1}=\frac{A(1+t)\left(1+63 t^{2}\right)}{(1-t)(1-a t)^{2}}
$$

for some constants $A$ and $a$. Since $X_{0}^{21}(2) / W_{21} \rightarrow X_{0}^{21}(1) / W_{21}$ is also ramified at the CM-points of discriminant -84 , the discriminant of the polynomial

$$
A(1+t)\left(1+63 t^{2}\right)-B(1-t)(1-a t)^{2}
$$

in $t$ must be divisible by the polynomial $7 B^{2}-94 B+343$. This gives us two conditions on $A$ and $a$. Solving them for $A$ and $a$, we find that the only legitimate values for $A$ and $a$ are $A=49$ and $a=15$. Because $t$ has value 0 at the CM-point of discriminant -4 on $X_{0}^{21}(2) / W_{21}$, the CM-point of -4 on $X_{0}^{21}(1) / W_{21}$ has coordinate 49. This proves the lemma.

Case $\boldsymbol{D}=\mathbf{2 6}$. We first recall a lemma of González and Rotger.

Lemma 17 [González and Rotger 2004, Proposition 2.1]. Let C be a hyperelliptic curve of genus 2 defined over a field $k$ of characteristic not equal to 2 or 3 and let $w$ be its hyperelliptic involution. Assume that the group of automorphisms of $C$ over $k$ contains a subgroup $\left\langle u_{1}, u_{2}=u_{1} \cdot w\right\rangle$ isomorphic to $(\mathbb{Z} / 2 \mathbb{Z})^{2}$ and denote by $C_{i}$ the elliptic quotient $C /\left\langle u_{i}\right\rangle$. If the two elliptic curves

$$
E_{1}: y^{2}=x^{3}+A_{1} x+B_{1}, \quad E_{2}: y^{2}=x^{3}+A_{2} x+B_{2}
$$

are isomorphic to $C_{1}$ and $C_{2}$ over $k$, respectively, then $C$ admits a hyperelliptic equation of the form $y^{2}=a x^{6}+b x^{4}+c x^{2}+d$, where $a \in k^{*}, b \in k$ are solutions of

$$
\begin{aligned}
27 a^{3} B_{2} & =2 A_{1}^{3}+27 B_{1}^{2}+9 A_{1} B_{1} b+2 A_{1}^{2} b^{2}-B_{1} b^{3} \\
9 a^{2} A_{2} & =-3 A_{1}^{2}+9 B_{1} b+A_{1} b^{2}
\end{aligned}
$$

$c=\left(3 A_{1}+b^{2}\right) /(3 a), d=\left(27 B_{1}+9 A_{1} b+b^{3}\right) /\left(27 a^{2}\right)$, and the involution $u_{1}$ on $C$ is given by $(x, y) \mapsto(-x, y)$.

Lemma 18. The Shimura curves $X_{1}: X_{0}^{26}(3) /\left\langle w_{2}, w_{3}\right\rangle, X_{2}: X_{0}^{26}(3) /\left\langle w_{2}, w_{39}\right\rangle$, and $X_{3}: X_{0}^{26}(3) /\left\langle w_{6}, w_{13}\right\rangle$ are elliptic curves over $\mathbb{Q}$ with defining equations

$$
\begin{aligned}
& X_{1}: y^{2}=x^{3}-3403 x-83834 \\
& X_{2}: y^{2}=x^{3}-43 x+166 \\
& X_{3}: y^{2}=x^{3}+621 x+9774
\end{aligned}
$$

Moreover, on the equation for $X_{1}$, the point at $\infty$ is the CM-point of discriminant -312 , and the involution $(x, y) \mapsto(x,-y)$ is the Atkin-Lehner involution $w_{13}=w_{26}=w_{39}=w_{78}$. On the equation for $X_{2}$, the point at $\infty$ is the CM-point of discriminant -24 and the involution $(x, y) \mapsto(x,-y)$ is the AtkinLehner involution $w_{3}=w_{6}=w_{13}=w_{26}$. On the equation for $X_{3}$, the point at $\infty$ is the CM-point of discriminant -8 and the involution $(x, y) \mapsto(x,-y)$ is the Atkin-Lehner involution $w_{2}=w_{3}=w_{26}=w_{39}$. In all three cases, the 2 -torsion points are the CM-points of discriminant -104 on their respective curves.

Proof. The fact that the three curves in the lemma have genus one can be verified either by using the genus formula, together with Lemmas 6,7 , and 8 , or by counting the dimensions of subspaces of $S_{2}\left(\Gamma_{0}(78)\right)^{26-n e w}$ with appropriate eigenvalues for the Atkin-Lehner involutions. We omit the details.

On $X_{1}$, there is a unique CM-point of discriminant -312 , which must be a $\mathbb{Q}$-rational point. Thus, $X_{1}$ is an elliptic curve over $\mathbb{Q}$. Likewise, $X_{2}$ and $X_{3}$ have unique CM-points of discriminants -24 and -8 , respectively. They are also elliptic curves over $\mathbb{Q}$.

Observe that all cusp forms in $S_{2}\left(\Gamma_{0}(78)\right)^{26-\text { new }}$ having -1 eigenvalue for $w_{2}$ are from the cusp form of level 26 corresponding to the isogeny class 26B of elliptic curves in Cremona's notation. Thus, $X_{1}$ and $X_{2}$ are isomorphic to either 26B1 or 26B2. Similarly, we find that the one-dimensional subspace of $S_{2}\left(\Gamma_{0}(78)\right)^{26-n e w}$ that has eigenvalue +1 for both $w_{6}$ and $w_{13}$ comes from the cusp form associated to 26A. Using the Cerednik-Drinfeld theory to compute the types of singular fibers at primes 2 and 13, we see that $X_{1}$ is isomorphic to the elliptic curve 26B2, $X_{2}$ is isomorphic to 26B1, and $X_{3}$ is isomorphic to 26A3. If we put the CM-point of discriminant -312 on $X_{1}$, that of discriminant -24 on $X_{2}$, and that of discriminant -8 on $X_{3}$ at $\infty$, respectively, and require that the Atkin-Lehner involutions $w_{13}$, $w_{3}$, and $w_{2}$ act by $(x, y) \rightarrow(x,-y)$ on the three curves, respectively, we get the equations for the three curves.

Lemma 19. (1) An equation for the curve $X_{0}^{26}(3) /\left\langle w_{2}\right\rangle$ is

$$
y^{2}=-\frac{2197}{3} x^{6}-362 x^{4}-55 x^{2}-\frac{8}{3}
$$

with the actions of the Atkin-Lehner involutions given by

$$
w_{3}:(x, y) \mapsto(-x, y), \quad w_{13}:(x, y) \mapsto(x,-y) .
$$

On this model, the two CM-points of discriminant -312 are the two points at infinity, and the two CM-points of discriminant -24 are $(0, \pm 2 \sqrt{-6} / 3)$.
(2) An equation for the curve $X_{0}^{26}(3) /\left\langle w_{6}\right\rangle$ is

$$
y^{2}=\frac{2197}{72} x^{6}-\frac{699}{8} x^{4}-\frac{225}{8} x^{2}-\frac{81}{8}
$$

with the actions of the Atkin-Lehner involutions given by

$$
w_{2}:(x, y) \mapsto(-x, y), \quad w_{26}:(x, y) \mapsto(x,-y) .
$$

On this model, the two CM-points of discriminant -312 are the two points at infinity, and the two CM-points of discriminant -8 are $(0, \pm 9 \sqrt{-2} / 4)$.
(3) An equation for $X_{0}^{26}(3) /\left\langle w_{39}\right\rangle$ is

$$
y^{2}=\frac{8}{9} x^{6}+9 x^{4}-18 x^{2}+81
$$

with the actions of the Atkin-Lehner involutions given by

$$
w_{2}:(x, y) \mapsto(-x, y), \quad w_{6}:(x, y) \mapsto(x,-y) .
$$

On this model, the two CM-points of discriminant -24 are the two points at infinity, and the two CM-points of discriminant -8 are $(0, \pm 9)$.

Moreover, on each of these three curves, there are six CM-points of discriminant -104 . Their coordinates are $\left(\alpha_{j}, 0\right), j=1, \ldots, 6$, where $\alpha_{j}$ are the zeros of their respective polynomials of degree 6 .
Proof. We apply Proposition 2.1 of [González and Rotger 2004], cited as Lemma 17 above, with $C=X_{0}^{26}(3) /\left\langle w_{2}\right\rangle, w_{13}, u_{1}=w_{3}, u_{2}=w_{39}, A_{1}=-3403, B_{1}=-83834$, $A_{2}=-43$, and $B_{2}=166$. We find an equation for $X_{0}^{26}(3) /\left\langle w_{2}\right\rangle$ is

$$
y^{2}=-\frac{2197}{3} x^{6}-362 x^{4}-55 x^{2}-\frac{8}{3}
$$

with the Atkin-Lehner involutions given by

$$
w_{3}:(x, y) \mapsto(-x, y), \quad w_{13}:(x, y) \mapsto(x,-y)
$$

Since the CM-points of discriminant -24 are fixed by the involution $w_{6}=w_{3}$ : $(x, y) \mapsto(-x, y)$, we see that their coordinates are $(0, \pm 2 \sqrt{-6} / 3)$. Likewise, the CM-points of discriminant -312 are the fixed points of $w_{78}=w_{39}:(x, y) \mapsto$ $(-x,-y)$, so they are the two points at infinity. Also, the CM-points of discriminant -104 are the fixed points of $w_{26}=w_{13}:(x, y) \mapsto(x,-y)$. Their coordinates are $\left(\alpha_{j}, 0\right), j=1, \ldots, 6$, where $\alpha_{j}$ are the zeros of $-2197 x^{6} / 3-362 x^{4}-55 x^{2}-8 / 3$.

The equations of the other two curves are obtained in the same way.

Lemma 20. Let $y^{2}=-2197 x^{6} / 3-362 x^{4}-55 x^{2}-8 / 3$ be the equation for $X_{0}^{26}(3) /\left\langle w_{2}\right\rangle$ given in the previous lemma. Then the coordinates of the four $C M$ points of discriminant -8 are $( \pm 1 / 2 \sqrt{-2}, \pm 3 / 16 \sqrt{-2})$.

Proof. By Lemma 19, an equation for $X_{0}^{26}(3) /\left\langle w_{2}\right\rangle$ is $y^{2}=-2197 x^{6} / 3-362 x^{4}-$ $55 x^{2}-8 / 3$ with $w_{3}:(x, y) \mapsto(-x, y)$ and $w_{13}:(x, y) \mapsto(x,-y)$. Thus, if we let $t_{1}=x^{2}$, then $t_{1}$ is a Hauptmodul for $X_{0}^{26}(3) / W_{26,3}$. Likewise, if we let $t_{2}$ be the function $x^{2}$ in the equation $y^{2}=2197 x^{6} / 72-699 x^{4} / 8-225 x^{2} / 8-81 / 8$ for $X_{0}^{26}(3) /\left\langle w_{6}\right\rangle$, then $t_{2}$ is also a Hauptmodul for $X_{0}^{26}(3) / W_{26,3}$. It follows that $t_{1}=\left(a t_{2}+b\right) /\left(c t_{2}+d\right)$ for some $a, b, c, d$.

Now observe that the values of $t_{1}$ and $t_{2}$ at the CM-point of discriminant -312 are both $\infty$. Thus, $t_{1}=a t_{2}+b$ for some $a$ and $b$. The values of $t_{1}$ and $t_{2}$ at the CMpoints of discriminant -104 are the zeros of $f_{1}(z)=-2197 z^{3} / 3-362 z^{2}-55 z-8 / 3$ and $f_{2}(z)=2197 z^{3} / 72-699 z^{2} / 8-225 z / 8-81 / 8$, respectively. Therefore, the constants $a$ and $b$ must satisfy $f_{1}(a z+b)=A f_{2}(z)$ for some constant $A$. Comparing the coefficients, we find $A=1 / 576, a=-1 / 24$ and $b=-1 / 8$. Since the value of $t_{2}$ at the CM-point of discriminant -8 is 0 , the value of $t_{1}$ at the same point is $-1 / 8$, which implies that the four CM-points of discriminant -8 on $X_{0}^{26}(3) /\left\langle w_{2}\right\rangle$ have coordinates $( \pm 1 /(2 \sqrt{-2}), \pm 3 /(16 \sqrt{-2}))$ on the equation $y^{2}=-2197 x^{6} / 3-$ $362 x^{4}-55 x^{2}-8 / 3$ for $X_{0}^{26}(3) /\left\langle w_{2}\right\rangle$.

Lemma 21. There is a Hauptmodul $t_{1}$ for $X_{0}^{26}(1) / W_{26}$ that takes values $\infty, 0$, and the three zeros of $-2 x^{3}+19 x^{2}-24 x-169$ at the CM-point of discriminant -8 , the CM-point of discriminant -52, and three CM-points of discriminant -104, respectively. Also, there is a Hauptmodul $t=t_{3}$ for $X_{0}^{26}(3) / W_{26}$ that takes values $\pm 1 /(2 \sqrt{-2})$ and the six zeros of $-2197 x^{6} / 3-362 x^{4}-55 x^{2}-8 / 3$ at the two CMpoints of discriminant -8 and the six CM-points of discriminant -104 , respectively. Moreover, the relation between $t_{1}$ and $t$ and the action of $w_{3}$ on $t$ are given by

$$
t_{1}=-\frac{3\left(1+t+10 t^{2}\right)^{2}}{\left(1+8 t^{2}\right)(1-t)^{2}}, \quad w_{3}: t \mapsto-t
$$

Proof. According to Theorem 3.1 of [González and Rotger 2004], an equation for $X_{0}^{26}(1)$ is $y^{2}=-2 x^{6}+19 x^{4}-24 x^{2}-169$. In fact, the method used in that paper to deduce this equation also shows that the Atkin-Lehner involutions act by $w_{13}:(x, y) \mapsto(-x, y)$ and $w_{26}:(x, y) \mapsto(x,-y)$. Then the two points $(0, \pm 13 \sqrt{-1})$ are the CM-points of discriminant -52 , the two points at infinity are the fixed points of $w_{2}:(x, y) \mapsto(-x,-y)$, that is, the two CM-points of discriminant -8 , and the six points $\left(\alpha_{j}, 0\right), j=1, \ldots, 6$, are the six CM-points of discriminant -104 , where $\alpha_{j}$ are the zeros of $-2 x^{6}+19 x^{4}-24 x^{2}-169$. Thus, $t_{1}=x^{2}$ is a Hauptmodul of $X_{0}^{26}(1) / W_{26}$ with values $\infty, 0$, the zeros of
$-2 x^{3}+19 x^{2}-24 x-169$ at the CM-point of discriminant -8 , the CM-point of discriminant -52 , and the three CM-points of discriminant -104 on $X_{0}^{26}(1) / W_{26}$.

On the other hand, Lemmas 19 and 20 show that if we let $t$ be the $x$ in the equation $y^{2}=-2197 x^{6} / 3-362 x^{4}-55 x^{2}-8 / 3$ for $X_{0}^{26}(3) /\left\langle w_{2}\right\rangle$, then $t$ is a Hauptmodul for $X_{0}^{26}(3) / W_{26}$ that takes values $\pm 1 /(2 \sqrt{-2})$ at the two CM-points of discriminant -8 and $\beta_{j}, j=1, \ldots, 6$, at the six CM-points of discriminant -104 , where $\beta_{j}$ are the six zeros of $-2197 x^{6} / 3-362 x^{4}-55 x^{2}-8 / 3$. It is clear that $w_{3}$ acts on $t$ by $w_{3}: t \mapsto-t$.

The relation between $t_{1}$ and $t$ is simple to determine. From the table at the end of Section 3, we know that the covering $X_{0}^{26}(3) / W_{26} \rightarrow X_{0}^{26}(1) / W_{26}$ is ramified precisely at the CM-points of discriminants $-8,-52$, and -104 of $X_{0}^{26}(1) / W_{26}$ with ramification types given by


It follows that

$$
t_{1}=\frac{A\left(1+a_{1} t+a_{2} t^{2}\right)^{2}}{\left(1+8 t^{2}\right)(1+b t)^{2}}
$$

for some constants $A, a_{1}, a_{2}$, and $b$ such that

$$
\begin{aligned}
& -2 f^{3}+19 f^{2} g-24 f g^{2}-169 g^{3} \\
& =B\left(-2197 t^{6} / 3-362 t^{4}-55 t^{2}-8 / 3\right)\left(1+c_{1} t+c_{2} t^{2}+c_{3} t^{3}\right)^{2}
\end{aligned}
$$

for some constants $B, c_{1}, c_{2}$, and $c_{3}$, where $f=A\left(1+8 t^{2}\right)(1+a t)^{2}$ and $g=$ $\left(1+b_{1} t+b_{2} t^{2}\right)^{2}$. Comparing the coefficients, we find

$$
t_{1}=-\frac{3\left(1+t+10 t^{2}\right)^{2}}{\left(1+8 t^{2}\right)(1-t)^{2}} \quad \text { or } \quad t_{1}=-\frac{3\left(1-t+10 t^{2}\right)^{2}}{\left(1+8 t^{2}\right)(1+t)^{2}}
$$

Both are valid, since the action of $w_{3}$ sends one to the other. This gives us the lemma.

## Case $D=35$.

Lemma 22. An equation for $X_{0}^{35}(1) /\left\langle w_{5}\right\rangle$ is

$$
y^{2}=-(x+12)(7 x+4)\left(x^{3}+4 x^{2}+144 x+80\right)
$$

with the action $w_{7}=w_{35}$ given by $w_{7}:(x, y) \mapsto(x,-y)$. The coordinates of the CM-points of discriminants $-7,-28,-35$, and -140 are $(-12,0),(-4 / 7,0), \infty$, and $\left(\alpha_{j}, 0\right)$, respectively, where $\alpha_{j}$ are the three roots of $x^{3}+4 x^{2}+144 x+80$.

An equation for $X_{0}^{35}(2) /\left\langle w_{7}\right\rangle$ is

$$
-2 y^{2}=\left(x^{3}+3 x^{2}+11 x+25\right)\left(x^{3}-3 x^{2}+11 x-25\right)
$$

with the actions of $w_{2}=w_{14}$ and $w_{5}=w_{35}$ given by $w_{2}:(x, y) \mapsto(-x,-y)$ and $w_{5}:(x, y) \mapsto(x,-y)$. The coordinates of the CM-points of discriminants -7 , $-8,-140$, and -280 are $( \pm \sqrt{-7}, \pm 8)$, two points at $\infty,\left(\beta_{j}, 0\right), j=1, \ldots, 6$, and $(0, \pm 25 / \sqrt{-2})$, respectively, where $\beta_{j}$ are the six roots of the polynomial $\left(x^{3}+3 x^{2}+11 x+25\right)\left(x^{3}-3 x^{2}+11 x-25\right)$.

Proof. In Section 10.4 of [2012], Molina showed that an equation for $X_{0}^{35}(1) /\left\langle w_{5}\right\rangle$ is

$$
y^{2}=-x(9 x+4)(4 x+1)\left(172 x^{3}+176 x^{2}+60 x+7\right)
$$

where $w_{7}:(x, y) \mapsto(x,-y)$ and the points $(0,0),(-4 / 9,0),(-1 / 4,0)$, and $\left(\gamma_{j}, 0\right), j=1, \ldots, 3$, are the CM-points of discriminant $-7,-28,-35$, and -140 , respectively. Here $\gamma_{j}$ are the zeros of $172 x^{3}+176 x^{2}+60 x+7$. Setting

$$
(x, y)=\left(-\frac{x^{\prime}+12}{4 x^{\prime}+28}, \frac{5 y^{\prime}}{16\left(x^{\prime}+7\right)^{3}}\right)
$$

we get the equation in our lemma. The reason for this change of variable is the Shimura curve $X_{0}^{35}(1) /\left\langle w_{7}\right\rangle$ has genus 1 and the unique CM-point of discriminant -35 is a $\mathbb{Q}$-rational point. Thus, it is an elliptic curve over $\mathbb{Q}$. Computing the singular fibers at primes of bad reduction, we find that it is isomorphic to the elliptic curve 35 A 1 , which, after a change of variables, has an equation $y^{2}=$ $x^{3}+4 x^{2}+144 x+80$. If we choose a Weierstrass equation for $X_{0}^{35}(1) /\left\langle w_{7}\right\rangle$ by requiring that the CM-point of discriminant -35 is the point at infinity and that $w_{5}$ acts by $(x, y) \rightarrow(x,-y)$, then up to a transformation of the form $x \rightarrow a x+b$, this Weierstrass equation must be $y^{2}=x^{3}+4 x^{2}+144 x+80$ and the three 2 -torsion points ( $\alpha_{j}, 0$ ) must be the three CM-points of discriminant -140 . In view of this equation for $X_{0}^{35}(1) /\left\langle w_{7}\right\rangle$, we make the above change of variables for $X_{0}^{35}(1) /\left\langle w_{5}\right\rangle$.

We now consider the Shimura curve $X_{0}^{35}(2) /\left\langle w_{7}\right\rangle$. It is bielliptic with elliptic quotients $C_{1}: X_{0}^{35}(2) /\left\langle w_{7}, w_{10}\right\rangle$ and $C_{2}: X_{0}^{35}(2) /\left\langle w_{2}, w_{7}\right\rangle$. Here $C_{1}$ is an elliptic curve over $\mathbb{Q}$ because it has a unique $C M$-point of discriminant -8 and another two $\mathbb{Q}$-rational point coming from $\mathrm{CM}(-7)$. Likewise, $C_{2}$ is an elliptic curve over $\mathbb{Q}$ because $C_{2}$ has a unique CM-point of discriminant -280 . By considering the eigenvalues of the Atkin-Lehner involutions associated to the eigenforms in $S_{2}\left(\Gamma_{0}(70)\right)^{35-n e w}$, we find that both $C_{1}$ and $C_{2}$ fall in the isogeny class 35 A , in Cremona's notation. Furthermore, by considering its singular fibers at primes of bad reduction using the Cerednik-Drinfeld theory, we find that $C_{1}$ is isomorphic to the elliptic curve 35A3 and $C_{2}$ is isomorphic to 35A2. We take $y^{2}=x^{3}-1728 x+30672$
and $y^{2}=x^{3}-170208 x-28273968$ to be (nonminimal) equations for 35 A 3 and 35A2, respectively.

Now if we choose a Weierstrass equation for $C_{1}$ by requiring that the CM-point of discriminant -8 is the infinity point and that the Atkin-Lehner involution $w_{2}$ acts by $(x, y) \mapsto(x,-y)$, then by a suitable transformation $x \mapsto a x+b$, the equation must be $y^{2}=x^{3}-1728 x+30672$. Similarly, if we put the CM-point of discriminant -280 at infinity and require that $w_{5}$ acts by $(x, y) \mapsto(x,-y)$, then an equation for $C_{2}$ is $y^{2}=x^{3}-170208 x-28273968$. Applying Lemma 17, we find an equation for $X_{0}^{35}(2) /\left\langle w_{7}\right\rangle$ is
$y^{2}=-\frac{9}{2}\left(x^{6}+13 x^{4}-29 x^{2}-625\right)=-\frac{9}{2}\left(x^{3}+3 x^{2}+11 x+25\right)\left(x^{3}-3 x^{2}+11 x-25\right)$.
Replacing $y$ by $3 y$, we get the equation

$$
\begin{equation*}
-2 y^{2}=\left(x^{3}+3 x^{2}+11 x+25\right)\left(x^{3}-3 x^{2}+11 x-25\right) \tag{2}
\end{equation*}
$$

as claimed in the lemma. According to Lemma 17, the Atkin-Lehner involutions act by

$$
w_{10}:(x, y) \mapsto(-x, y), \quad w_{5}:(x, y) \mapsto(x,-y), \quad w_{2}:(x, y) \mapsto(-x,-y)
$$

Since the CM-points of discriminant $-8,-140$, and -280 on $X_{0}^{35}(2) /\left\langle w_{7}\right\rangle$ are fixed points of $w_{2}, w_{5}$, and $w_{10}$, respectively, we find that their coordinates are the two points at infinity, $\left(\beta_{j}, 0\right), j=1, \ldots, 6$, and $(0, \pm 25 / \sqrt{-2})$, respectively, where $\beta_{j}$ are the zeros of the polynomial on the right-hand side of (2).

To determine the coordinates of the four CM-points of discriminant -7 , we observe that the curve $C_{1}: X_{0}^{35}(2) /\left\langle w_{7}, w_{10}\right\rangle$ has exactly three $\mathbb{Q}$-rational points since it is isomorphic to the elliptic curve 35A3, which has precisely three $\mathbb{Q}$-rational points. Since we already know that $C_{1}$ has three $\mathbb{Q}$-rational points consisting of $\mathrm{CM}(-8)$ and $\mathrm{CM}(-7)$, any $\mathbb{Q}$-rational point of $C_{1}$ that is the CM-point of discriminant -8 will be a CM-point of discriminant -7 . From the model $-2 y^{2}=$ $x^{6}+13 x^{4}-29 x^{2}-625$ for $X_{0}^{35}(2) /\left\langle w_{7}\right\rangle$, we see that $-2 y^{2}=x^{3}+13 x^{2}-29 x-625$ is also an equation for $X_{0}^{35} /\left\langle w_{7}, w_{10}\right\rangle$. On this model, the point at infinity is the CM-point of discriminant -8 . Thus, the 3-torsion points $(-7, \pm 8)$ are the CMpoints of discriminant -7 on $X_{0}^{35}(2) /\left\langle w_{7}, w_{10}\right\rangle$. This in turn implies that the four CM-points of discriminant -7 on $X_{0}^{35}(2) /\left\langle w_{7}\right\rangle$ have coordinates $( \pm \sqrt{-7}, \pm 8)$. This completes the proof of the lemma.
Lemma 23. There is a Hauptmodul $t_{1}$ for $X_{0}^{35}(1) / W_{35}$ that takes values $-12,-4 / 7$, $\infty$, and the three zeros of $x^{3}+4 x^{2}+144 x+80$ at the CM-points of discriminants $-7,-28,-35$, and -140 , respectively. Also, there is also a Hauptmodul $t$ for $X_{0}^{35}(2) / W_{35}$ that takes values $\pm \sqrt{-7}, \pm 5$, the six zeros of

$$
\left(x^{3}+3 x^{2}+11 x+25\right)\left(x^{3}-3 x^{2}+11 x-25\right)
$$

and 0 at the CM-points of discriminants $-7,-8,-140$, and -280 , respectively. Moreover, the relation between $t_{1}$ and $t$ is

$$
t_{1}=-\frac{2(t-1)\left(t^{2}-6 t+25\right)}{t^{3}+3 t^{2}+11 t+25}
$$

and the Atkin-Lehner involution $w_{2}$ on $t$ is given by $w_{2}: t \mapsto-t$.
Proof. The existence of Hauptmoduln with the described values at CM-points follows immediately from Lemma 22. The fact that $w_{2}$ acts on $t$ by $w_{2}: t \mapsto$ $-t$ also follows from the same lemma. We now determine the relation between Hauptmoduln.

The CM-point of discriminant -35 on $X_{0}^{35}(1) / W_{35}$ splits completely in the covering $X_{0}^{35}(2) / W_{35} \rightarrow X_{0}^{35}(1) / W_{35}$ and the three points lying above it are CM-points of discriminant -140 on $X_{0}^{35}(2) / W_{35}$. Replacing $t$ by $-t$ if necessary, we may assume that the coordinates of these three points are the three zeros of $x^{3}+3 x^{2}+11 x+25$. Considering CM-points of discriminant -7 , we have

$$
\begin{equation*}
t_{1}+12=\frac{A\left(t^{2}+7\right)(t-a)}{t^{3}+3 t^{2}+11 t+25} \tag{3}
\end{equation*}
$$

for some constants $A$ and $a$. The point $t=a$ is a CM-point of discriminant -28. Thus, the point $t=-a$ is the other CM-point of discriminant -28 and this point lies above the CM-point of discriminant -28 on $X_{0}^{35}(1) / W_{35}$. Therefore, we have

$$
\begin{equation*}
t_{1}+\frac{4}{7}=\frac{B(t+a)(t-b)^{2}}{t^{3}+3 t^{2}+11 t+25} \tag{4}
\end{equation*}
$$

for some constants $B$ and $b$. Comparing (3) and (4), we find $A=10, B=-10 / 7$, $a=-5$, and $b=3$. It follows that

$$
t_{1}=-\frac{2(t-1)\left(t^{2}-6 t+25\right)}{t^{3}+3 t^{2}+11 t+25}
$$

To check the correctness, we observe that the point $t$ with $t^{3}-3 t^{2}+11 t-25$ lies above CM-points of discriminant -140 on $X_{0}^{35}(1) / W_{35}$. Thus, if we write $t_{1}^{3}+4 t_{1}^{2}+144 t_{1}+80$ as a rational function of $t$, then $t^{3}-3 t^{2}+11 t-25$ should divide its numerator. Indeed, we find

$$
t_{1}^{3}+4 t_{1}^{2}+144 t_{1}+80=-\frac{200\left(t^{3}-t^{2}+11 t-25\right)\left(t^{3}-t^{2}-5 t-35\right)^{2}}{\left(t^{3}+3 t^{2}+11 t+25\right)^{3}}
$$

as expected. This proves the lemma.
Case $D=39$.
Lemma 24. An equation for $X_{0}^{39}(1) /\left\langle w_{13}\right\rangle$ is

$$
y^{2}=-\left(7 x^{2}+23 x+19\right)\left(x^{2}+x+1\right)
$$

with $w_{3}=w_{39}:(x, y) \mapsto(x,-y)$. Moreover, the coordinates of the CM-points of discriminants $-52,-39$, and -156 are $( \pm 2 i, \pm \sqrt{13}(3+2 i)),((-1 \pm \sqrt{-3}) / 2,0)$, and $((-23 \pm \sqrt{-3}) / 14,0)$, respectively.

Proof. By [Molina 2012], an equation for $X_{0}^{39}(1)$ is

$$
y^{2}=-\left(7 x^{4}+79 x^{3}+311 x^{2}+497 x+277\right)\left(x^{4}+9 x^{3}+29 x^{2}+39 x+19\right)
$$

with $w_{39}:(x, y) \mapsto(x,-y)$. Moreover, the coordinates of the CM-points of discriminants -39 and -156 are $\left(\alpha_{j}, 0\right)$ and $\left(\beta_{j}, 0\right), j=1, \ldots, 4$, respectively, where $\alpha_{j}$ are the zeros of $x^{4}+9 x^{3}+29 x^{2}+39 x+19$ and $\beta_{j}$ are the zeros of $7 x^{4}+79 x^{3}+311 x^{2}+497 x+277$. Substituting $x$ by $x-2$, we obtain an equation

$$
\begin{equation*}
y^{2}=-\left(7 x^{4}+23 x^{3}+5 x^{2}-23 x+7\right)\left(x^{4}+x^{3}-x^{2}-x+1\right) \tag{5}
\end{equation*}
$$

with smaller coefficients. This hyperelliptic curve has an obvious automorphism $(x, y) \mapsto\left(-1 / x, y / x^{4}\right)$. We will show that this is the Atkin-Lehner involution $w_{13}$.

The Atkin-Lehner $w_{13}$ permutes the CM-points of discriminant -39. It also permutes the CM-points of discriminant -156 . Therefore, if $w_{13}$ maps $(x, y)$ to $\left((a x+b) /(c x+d), C y /(c x+d)^{4}\right)$, then the constants $a, b, c$, and $d$ must satisfy

$$
(c x+d)^{4} f_{j}\left(\frac{a x+b}{c x+d}\right)=C_{j} f_{j}(x)
$$

for $f_{1}(x)=7 x^{4}+23 x^{3}+5 x^{2}-23 x+7$ and $f_{2}(x)=x^{4}+x^{3}-x^{2}-x-1$. We find $w_{13}$ maps $(x, y)$ to either $\left(-1 / x, y / x^{4}\right)$ or $\left(-1 / x,-y / x^{4}\right)$. The latter has no fixed points, so we conclude that $w_{13}$ maps $(x, y)$ to $\left(-1 / x, y / x^{4}\right)$.

Now it is easy to show that $Y=y / x^{2}$ and $X=x-1 / x$ generate the function field of $X_{0}^{39}(1) /\left\langle w_{13}\right\rangle$. The relation between $X$ and $Y$ is also easy to find. It is

$$
\begin{equation*}
Y^{2}=-\left(7 X^{2}+23 X+19\right)\left(X^{2}+X+1\right) \tag{6}
\end{equation*}
$$

which gives us an equation for $X_{0}^{39}(1) /\left\langle w_{13}\right\rangle$. The coordinates of the CM-points of discriminants -39 and -156 on $X_{0}^{39}(1) /\left\langle w_{13}\right\rangle$ are $((-1 \pm \sqrt{-3}) / 2,0)$ and $((-23 \pm \sqrt{-3}) / 14,0)$, respectively.

To find the coordinates of the CM-points of discriminant -52 on $X_{0}^{39}(1) /\left\langle w_{13}\right\rangle$, we first consider the CM-points of the same discriminant on $X_{0}^{39}(1)$. Since these points on $X_{0}^{39}(1)$ are the fixed points of $w_{13}$ and on (5), the Atkin-Lehner involution $w_{13}$ acts by $(x, y) \mapsto\left(-1 / x, y / x^{4}\right)$, we find that the coordinates of the CM-points of discriminant -52 on $(5)$ are $( \pm i, \pm \sqrt{13}(3+2 i))$. This implies that the CM-points of discriminant -52 on $X_{0}^{39}(1) /\langle 13\rangle$ are $( \pm 2 i, \pm \sqrt{13}(3+2 i))$. The proof of the lemma is complete.

Lemma 25. There is a Hauptmodul $t_{1}$ on $X_{0}^{39}(1) / W_{39}$ that takes values

$$
\pm 2 i, \quad \frac{-1 \pm \sqrt{-3}}{2}, \quad \frac{-23 \pm \sqrt{-3}}{14}
$$

at the CM-points of discriminants $-52,-39$, and -156 , respectively. Also, there is a Hauptmodul t on $X_{0}^{39}(2) / W_{39}$ that takes values

$$
\pm 3 i, \quad \frac{ \pm 2 \sqrt{-3} \pm \sqrt{-39}}{3}, \quad \pm 1 \pm 2 \sqrt{-3}
$$

at the CM-points of discriminants $-52,-39$, and -156 , respectively. Moreover, the relation between $t_{1}$ and $t$ is

$$
t_{1}=-\frac{2\left(t^{3}+t^{2}+11 t+3\right)}{\left(t^{2}+7\right)(t+3)}
$$

and the Atkin-Lehner involution $w_{2}$ on $t$ is $w_{2}: t \mapsto-t$.
Proof. The existence of $t_{1}$ with the described properties follows from the previous lemma. Now let $s_{1}=\left(t_{1}-2 i\right) /\left(t_{1}+2 i\right)$ so that $s_{1}$ takes values 0 and $\infty$ at the two CM-points of discriminant -52 . Then the values of $s_{1}$ at the two CM-points of discriminant -156 are the zeros of

$$
\begin{equation*}
(9+46 i) x^{2}+94 x+(9-46 i) \tag{7}
\end{equation*}
$$

The covering $X_{0}^{39}(2) / W_{39} \rightarrow X_{0}^{39}(1) / W_{39}$ is ramified at $\mathrm{CM}(-52) \cup \mathrm{CM}(-156)$ of $X_{0}^{39}(1) / W_{39}$. There is a Hauptmodul $s$ of $X_{0}^{39}(2) / W_{39}$ such that

$$
s_{1}=\frac{A s(1-s)^{2}}{(1-a s)^{2}}
$$

for some complex numbers $A$ and $a$. That is, $s$ is determined by the property that it takes values 0 and 1 at the two points lying above the point $s_{1}=0$ with the point $s=1$ having a ramification index 2 and value $\infty$ at the point lying above $s_{1}=\infty$ with ramification index 1.

Now the condition that the CM-points of discriminant -156 are ramified implies that the discriminant of

$$
A s(1-s)^{2}-x(1-a s)^{2}
$$

as a polynomial in $s$ must be divisible by the polynomial in (7). This gives two relations between $A$ and $a$. Solving them for $A$ and $a$, we find that the only legitimate choice is $A=9-46 i$ and $a=13$. Then we have
$t_{1}=\frac{2 i\left(s_{1}+1\right)}{-s_{1}+1}=\frac{4394 i s^{3}+(-15548-5746 i) s^{2}+(2392+3926 i) s-92+18 i}{(13 s-3+2 i)\left(-169 s^{2}+(416+624 i) s+5-12 i\right)}$.

Let $t$ be the Hauptmodul of $X_{0}^{39}(2) / W_{39}$ with

$$
s=-\frac{3+2 i}{13} \frac{(5+i) t+3-15 i}{(5-i) t+3+15 i} .
$$

Then we have

$$
t_{1}=-\frac{2\left(t^{3}+t^{2}+11 t+3\right)}{(t+3)\left(t^{2}+7\right)}
$$

The values of $t$ at $\mathrm{CM}(-52), \mathrm{CM}(-39)$, and $\mathrm{CM}(-156)$ can be read off from

$$
\begin{gathered}
t_{1}^{2}+4=\frac{8\left(t^{2}+9\right)\left(t^{2}+2 t+5\right)^{2}}{(t+3)^{2}\left(t^{2}+7\right)^{2}} \\
t_{1}^{2}+t_{1}+1=\frac{\left(t^{2}+2 t+13\right)\left(3 t^{4}+34 t^{2}+27\right)}{(t+3)^{2}\left(t^{2}+7\right)^{2}}
\end{gathered}
$$

and

$$
7 t_{1}^{2}+23 t_{1}+19=\frac{\left(t^{2}-2 t+13\right)\left(t^{2}-6 t+21\right)^{2}}{(t+3)^{2}\left(t^{2}+7\right)^{2}}
$$

respectively. To determine the action of $w_{2}$ on $t$, we recall that $w_{2}$ switches the two points in $\mathrm{CM}(-52)$. It also exchanges the two zeros of $x^{2}+2 x+13$, corresponding to the two points in $\mathrm{CM}(-156)$ that lie above the CM-points of discriminant -39 on $X_{0}^{39}(1) / W_{39}$, with the two zeros of $x^{2}-2 x+13$, corresponding to the other two points in $\mathrm{CM}(-156)$ that lie above the CM-points of discriminant -156 on $X_{0}^{39}(1) / W_{39}$. From this information, we can deduce that $w_{2}: t \mapsto-t$.

## 5. Main results

### 5.1. Schwarzian differential equations.

Theorem. Let Hauptmoduln for $X_{0}^{D}(N) / W_{D}$ be as in the lemmas. Then the automorphic derivatives associated to them are as follows. For $(D, N)=(6,1)$,

$$
Q(t)=\frac{108-113 t+140 t^{2}}{576 t^{2}(1-t)^{2}}
$$

$\operatorname{For}(D, N)=(6,5)$,

$$
Q(t)=-\frac{15\left(23-456 t^{2}+1608 t^{4}\right)}{2\left(2+3 t^{2}\right)^{2}\left(1+64 t^{2}\right)^{2}}
$$

$\operatorname{For}(D, N)=(6,7)$,

$$
Q(t)=-\frac{3\left(267+6480 t^{2}+64352 t^{4}\right)}{4\left(1+27 t^{2}\right)^{2}\left(3+32 t^{2}\right)^{2}}
$$

$\operatorname{For}(D, N)=(6,13)$,

$$
Q(t)=-\frac{3\left(12492+43272 t^{2}+37541 t^{4}\right)}{\left(9+16 t^{2}\right)^{2}\left(16+27 t^{2}\right)^{2}}
$$

$\operatorname{For}(D, N)=(10,1)$,

$$
Q(t)=\frac{3 t^{4}-119 t^{3}+3157 t^{2}-7296 t+10368}{16 t^{2}(t-2)^{2}(t-27)^{2}}
$$

$\operatorname{For}(D, N)=(10,3)$,

$$
Q(t)=\frac{8-303 t^{2}-1200 t^{4}-95840 t^{6}}{36 t^{2}\left(1+32 t^{2}\right)^{2}\left(1+5 t^{2}\right)^{2}}
$$

$\operatorname{For}(D, N)=(10,7)$,

$$
Q(t)=-\frac{655+62410 t^{2}+2237231 t^{4}+35817920 t^{6}+216522240 t^{8}}{\left(1+27 t^{2}\right)^{2}\left(1+20 t^{2}\right)^{2}\left(5+128 t^{2}\right)^{2}}
$$

$\operatorname{For}(D, N)=(14,1)$,

$$
Q(t)=\frac{192+440 t+43 t^{2}+1036 t^{3}+960 t^{4}}{16 t^{2}\left(8+13 t+16 t^{2}\right)^{2}}
$$

$\operatorname{For}(D, N)=(14,3)$,

$$
Q(t)=-\frac{3\left(497-1988 t^{2}+31494 t^{4}+141436 t^{6}+139601 t^{8}\right)}{2\left(1+2 t^{2}\right)^{2}\left(7+226 t^{2}+343 t^{4}\right)^{2}}
$$

$\operatorname{For}(D, N)=(14,5)$,

$$
Q(t)=-\frac{623+16772 t^{2}+55178 t^{4}-853468 t^{6}+97503 t^{8}}{\left(1+16 t^{2}\right)^{2}\left(7+114 t^{2}+7 t^{4}\right)^{2}}
$$

$\operatorname{For}(D, N)=(15,1)$,

$$
Q(t)=\frac{177147-244944 t+244242 t^{2}-3680 t^{3}+35 t^{4}}{144 t^{2}(1-t)^{2}(81-t)^{2}}
$$

$\operatorname{For}(D, N)=(15,2)$,

$$
Q(t)=\frac{3\left(385+5500 t^{2}-2042 t^{4}+35196 t^{6}-2175 t^{8}\right)}{4(1-t)^{2}(1+t)^{2}(1-5 t)^{2}(1+5 t)^{2}\left(5+3 t^{2}\right)^{2}}
$$

$\operatorname{For}(D, N)=(15,4)$,

$$
Q(t)=-\frac{9\left(14+271 t^{2}+2024 t^{4}+7746 t^{6}+19895 t^{10}+16674 t^{8}+10720 t^{12}\right)}{4\left(4 t^{2}-t+1\right)^{2}\left(4 t^{2}+t+1\right)^{2}\left(3 t^{2}+1\right)^{2}\left(5 t^{2}+3\right)^{2}}
$$

$\operatorname{For}(D, N)=(21,1)$,

$$
Q(t)=\frac{21\left(40353607-17647350 t+3561369 t^{2}-477652 t^{3}+31833 t^{4}-630 t^{5}+7 t^{6}\right)}{16 t^{2}(49-t)^{2}\left(343-94 t+7 t^{2}\right)^{2}}
$$

$\operatorname{For}(D, N)=(21,2)$,

$$
Q(t)=\frac{3\left(1-69 t^{2}-4086 t^{4}+23670 t^{6}+6043653 t^{8}+6781887 t^{10}\right)}{16 t^{2}(1-t)^{2}(1+t)^{2}\left(1+27 t^{2}\right)^{2}\left(1+63 t^{2}\right)^{2}}
$$

$\operatorname{For}(D, N)=(26,1)$,

$$
Q(t)=\frac{85683+15210 t+16694 t^{2}-9480 t^{3}+1363 t^{4}-170 t^{5}+12 t^{6}}{16 t^{2}\left(169+24 t-19 t^{2}+2 t^{3}\right)^{2}}
$$

$\operatorname{For}(D, N)=(26,3)$,

$$
Q(t)=-\frac{6\left(85+3528 t^{2}+60543 t^{4}+552448 t^{6}+2850579 t^{8}+7990200 t^{10}+9677785 t^{12}\right)}{\left(1+8 t^{2}\right)^{2}\left(8+165 t^{2}+1086 t^{4}+2197 t^{6}\right)^{2}}
$$

$\operatorname{For}(D, N)=(35,1)$,

$$
Q(t)=Q_{1}(t) / 16(t+12)^{2}(7 t+4)^{2}\left(t^{3}+4 t^{2}+144 t+80\right)^{2}
$$

where

$$
\begin{aligned}
& Q_{1}(t)=666427392 t+1132800 t^{4}+181420032-753984 t^{5}+24576 t^{6}+147 t^{8} \\
&+659096576 t^{2}+85540864 t^{3}+3808 t^{7}
\end{aligned}
$$

$\operatorname{For}(D, N)=(35,2)$,

$$
Q(t)=Q_{1}(t) / 4\left(t^{2}+7\right)^{2}\left(t^{2}-25\right)^{2}\left(t^{6}+13 t^{4}-29 t^{2}-625\right)^{2}
$$

where

$$
\begin{aligned}
& Q_{1}(t)=2842805000 t^{2}+91524600 t^{6}-2082286 t^{8}-217416 t^{10} \\
&+54644 t^{12}+3784 t^{14}+19 t^{16}-992578125+1017474100 t^{4}
\end{aligned}
$$

$\operatorname{For}(D, N)=(39,1)$,

$$
Q(t)=\frac{-3 Q_{1}(t)}{4\left(4+t^{2}\right)^{2}\left(1+t+t^{2}\right)^{2}\left(19+23 t+7 t^{2}\right)^{2}}
$$

where

$$
\begin{aligned}
Q_{1}(t)=2596+7104 t+9692 t^{2}+12348 t^{3}+13149 t^{4} & +9522 t^{5} \\
& +4367 t^{6}+1086 t^{7}+97 t^{8}
\end{aligned}
$$

$\operatorname{For}(D, N)=(39,2)$,

$$
Q(t)=\frac{-9 Q_{1}(t)}{4\left(9+t^{2}\right)^{2}\left(13+2 t+t^{2}\right)^{2}\left(13-2 t+t^{2}\right)^{2}\left(27+34 t^{2}+3 t^{4}\right)^{2}}
$$

where

$$
\begin{aligned}
Q_{1}(t)=419253003+119984328 t^{2} & +89200020 t^{4}+43676088 t^{6}+10194786 t^{8} \\
& +1272824 t^{10}+87380 t^{12}+3080 t^{14}+43 t^{16}
\end{aligned}
$$

For these results, we take the Schwarzian differential equations on $X_{0}^{14}(1) / W_{14}$, $X_{0}^{14}(3) / W_{14}$, and $X_{0}^{14}(5) / W_{14}$ as examples for the proofs.

Proof. In Lemma 12, we see that there is a Hauptmodul $t_{1}$ on $X_{0}^{14}(1) / W_{14}$ with value $\infty$ at the elliptic point of order 4 and values 0 and $(-13 \pm 7 \sqrt{-7}) / 32$ at the elliptic points of order 2. According to Proposition 3, the automorphic derivative $Q\left(t_{1}\right)$ associate to $t_{1}$ is

$$
Q\left(t_{1}\right)=\frac{3}{16}-\frac{21+16 B}{52 t}+\frac{3\left(512 t^{2}+416 t-87\right)}{\left(16 t^{2}+13 t+8\right)^{2}}+\frac{4(21 t+B(16 t+13))}{13\left(16 t^{2}+13 t+8\right)}
$$

for some constant $B$. We now use the covering $X_{0}^{14}(3) / W_{14} \rightarrow X_{0}^{14}(1) / W_{14}$ to determine the constant $B$. More precisely, according to Proposition 4, we have the relation between $Q\left(t_{1}\right)$ and the automorphic derivative $Q(t)$ associative to a Hauptmodul $t$ of $X_{0}^{14}(3) / W_{14}$,

$$
Q(t)=D\left(t_{1}, t\right)+Q\left(t_{1}\right) /\left(d t_{1} / d t\right)^{2}
$$

Note that there is a Hauptmodul $t$ for $X_{0}^{14}(3) / W_{14}$ that takes values $\pm 1 / \sqrt{-2}$, $( \pm 9 \sqrt{-7} \pm 4 \sqrt{-14}) / 49$ at the 6 elliptic points of order 6 . Thus, the automorphic derivative $Q(t)$ is

$$
\begin{aligned}
Q(t)= & \frac{3\left(2 t^{2}-1\right)}{4\left(2 t^{2}+1\right)^{2}}+\frac{3\left(18335 t^{2}+38759 t^{4}+117649 t^{6}-791\right)}{4\left(7+226 t^{2}+343 t^{4}\right)^{2}} \\
& +\frac{343\left(686 C_{4} t^{3}+109 C_{3} t^{2}+109 C_{4} t+109 C_{5}\right)}{436\left(7+226 t^{2}+343 t^{4}\right)}-\frac{1372 C_{4} t+981+218 C_{3}}{436\left(2 t^{2}+1\right)}
\end{aligned}
$$

for some constants $C_{3}, C_{4}$, and $C_{5}$. Also, the action of the Atkin-Lehner involution $w_{3}$ is $w_{3}: t \mapsto-t$. Thus, by Proposition 5, we can get the value $C_{4}=0$.

From the relations

$$
t_{1}=\frac{4\left(1+2 t^{2}\right)(1-5 t)^{2}}{9(1+t)^{4}} \quad \text { and } \quad Q(t)=D\left(t_{1}, t\right)+\frac{Q\left(t_{1}\right)}{\left(d t_{1} / d t\right)^{2}}
$$

we find that

$$
B=-\frac{373}{512}, C_{3}=-\frac{91}{9}, \text { and } C_{5}=-\frac{1301}{3087}
$$

For the case of $X_{0}^{14}(5) / X_{14}$, the chosen Hauptmodul $t$ takes values $\pm i / 4$ at the elliptic points of order $4,( \pm 5 \sqrt{-7} \pm 4 \sqrt{-14}) / 7$ at the elliptic points of order 2 , and
the action of Atkin-Lehner involution $w_{5}$ is $t \mapsto-t$. Therefore, the automorphic derivative associative to $t$ is

$$
Q(t)=\frac{15\left(16 t^{2}-1\right)}{2\left(16 t^{2}+1\right)^{2}}+\frac{3\left(49 t^{6}+399 t^{4}+6351 t^{2}-399\right)}{4\left(7 t^{4}+114 t^{2}+7\right)^{2}}-\frac{39+8 B_{1}}{2\left(16 t^{2}+1\right)}+\frac{7\left(B_{1} t^{2}+B_{2}\right)}{4\left(7 t^{4}+114 t^{2}+7\right)},
$$

for some constants $B_{1}$ and $B_{2}$. From the relation

$$
t_{1}=-\frac{5\left(1-t+17 t^{2}-13 t^{3}\right)^{2}}{\left(1+16 t^{2}\right)(1+3 t)^{4}}
$$

and Proposition 4, we can conclude that

$$
Q(t)=-\frac{97503 t^{8}-853468 t^{6}+55178 t^{4}+16772 t^{2}+623}{\left(16 t^{2}+1\right)^{2}\left(7 t^{4}+114 t^{2}+7\right)^{2}}
$$

5.2. Ramanujan-type formulae. Recall that if $E$ is an elliptic curve defined over $\overline{\mathbb{Q}}$, which has CM by an imaginary quadratic field $K$ of discriminant $d$, then up to an algebraic factor, the period of $E$ can be expressed by

$$
\Omega_{d}=\sqrt{\pi} \prod_{0<a<|d|} \Gamma\left(\frac{a}{|d|}\right)^{w_{d} \chi_{d}(a) / 4 h_{d}}
$$

where $w_{d}$ is the number of roots of unity in $K, \chi_{d}$ is the Kronecker character $\left(\frac{d}{f}\right)$ associated to $K$, and $h_{d}$ is the class number of $K$. Yang [2013a] contributes many Ramanujan-type series. For example,

$$
\sum_{n=0}^{\infty}\left(74480 n+\frac{6860}{3}\right) \frac{(1 / 12)_{n}(1 / 4)_{n}(5 / 12)_{n}}{(1 / 2)_{n}(3 / 4)_{n} n!}\left(\frac{-7^{4}}{3375}\right)^{n}=7^{3} \sqrt{5} \sqrt[4]{3375} \frac{4 \pi}{\sqrt[4]{12} \Omega_{-4}^{2}}
$$

which is related to the period of an elliptic curve with CM by $\mathbb{Q}(\sqrt{-1})$. The power series

$$
\sum_{n=0}^{\infty} \frac{(1 / 12)_{n}(1 / 4)_{n}(5 / 12)_{n}}{(1 / 2)_{n}(3 / 4)_{n} n!} t^{n}
$$

mentioned above is the hypergeometric function

$$
{ }_{3} F_{2}\left(\frac{1}{12}, \frac{1}{4}, \frac{5}{12} ; \frac{1}{2}, \frac{3}{4}, t\right)={ }_{2} F_{1}\left(\frac{1}{24}, \frac{5}{24} ; \frac{3}{4} ; t\right)^{2} .
$$

Note that the function ${ }_{2} F_{1}\left(\frac{1}{24}, \frac{5}{24} ; \frac{3}{4} ; t\right)$ is related to the Schwarzian differential equation associated to the Hauptmodul $t$ of $X_{0}^{6}(1) / W_{6}$ that takes values 0,1 , and $\infty$ at the CM-points of discriminants $-4,-24$, and -3 , respectively. Yang also gave other similar identities related to $\Omega_{-4}$, and also the Ramanujan-type series related to $\Omega_{-3}$ for the curve $X_{0}^{6}(1) / W_{6}$.

Yang [2013a] guesses that, in general, we can use the $t$-series expansion of a meromorphic form to obtain Ramanujan-type identities, which are related to certain periods of elliptic curves with CM. That is, we may have

$$
\sum_{n=0}^{\infty}\left(R_{1} n+R_{2}\right) A_{n} t_{0}^{n}=R_{3} \frac{\pi}{\Omega_{d}^{2}}
$$

where $R_{1}, R_{2}, R_{3} \in \overline{\mathbb{Q}}, \sum_{0}^{\infty} A_{n} t^{n}$ is the expansion of a meromorphic automorphic form of weight 2 with respect to a Hauptmodul $t$ of a Shimura curve of genus zero such that $t$ takes value 0 at a CM-point of discriminant $d$, and $t_{0}$ is the value of $t$ at some CM-point of discriminant $d^{\prime} \neq d$. To be more precise, let $g_{1}$ and $g_{2}$ be two linearly independent solutions of a given Schwarzian differential equation associated to a Shimura curve of genus 0. Write $g_{1}^{2}=\sum_{0}^{\infty} A_{n} t^{n}$ and $g_{2}^{2}=\sum_{0}^{\infty} B_{n} t^{n}$; then we expect that

$$
\begin{aligned}
& \sum_{n=0}^{\infty}\left(R_{1} n+R_{2}\right) A_{n} t_{0}^{n}=R_{3} \frac{\pi}{\Omega_{d}^{2}} \\
& \sum_{n=0}^{\infty}\left(R_{1} n+R_{2}+R_{1} / a\right) B_{n} t_{0}^{n}=R_{3} \frac{\Omega_{d}^{2}}{\pi}
\end{aligned}
$$

for certain positive integer $a$. We remark that the series also converges $p$-adically for primes $p \mid M$ while $t_{0}=M / N$. The $p$-adic numbers to which they converge should be related to the $p$-adic periods of certain elliptic curves with CM. Yang also gave some numerical examples of the $p$-adic analogues for the Ramanujan-type series obtained from $X_{0}^{6}(1) / W_{6}$. Here, let us see some numerical examples coming from $X_{0}^{14}(1) / W_{14}$.

From the Lemma 12, we know that there is a Hauptmodul $t$ for $X_{0}^{14}(1) / W_{14}$ that takes values $\infty, 0$, and $(-13 \pm 7 \sqrt{-7}) / 32$ at CM-points of discriminants -4 , -8 , and -56 , respectively. The $t$-series expansions of two linearly independent solutions of the Schwarzian differential equation associated to $t$ (see Theorem),

$$
\frac{d^{2}}{d t^{2}} f+Q(t) f=0, \quad Q(t)=\frac{192+440 t+43 t^{2}+1036 t^{3}+960 t^{4}}{16 t^{2}\left(8+13 t+16 t^{2}\right)^{2}}
$$

are

$$
\begin{aligned}
& g_{1}=t^{1 / 4}\left(1+\frac{23}{64} t+\frac{1867}{8192} t^{2}-\frac{955937}{2621440} t^{3}+\frac{157030847}{671088640} t^{4}+\frac{3694251053}{42949672960} t^{5}+\ldots\right) \text { and } \\
& g_{2}=t^{3 / 4}\left(1+\frac{23}{192} t+\frac{3149}{24576} t^{2}-\frac{434593}{1572864} t^{3}+\frac{264972083}{1207959552} t^{4}+\frac{39014127761}{850403524608} t^{5}+\ldots\right)
\end{aligned}
$$

The Hauptmodul $t$ takes value $t_{0}=-13 / 81$ at the CM-points of discriminants -91 (this is given in [Elkies 1998]). We now let

$$
\sum_{n=0}^{\infty} A_{n}=t^{-1 / 2} g_{1}^{2}, \quad \sum_{n=0}^{\infty} B_{n}=t^{-3 / 2} g_{2}^{2}
$$

and

$$
C=\frac{81}{2548} \frac{\Gamma(5 / 8) \Gamma(7 / 8)}{\Gamma(1 / 8) \Gamma(3 / 8)}=\frac{81}{2548} \Omega_{-8}^{2} / \pi
$$

Then

$$
\begin{equation*}
\left(\sum_{n=0}^{\infty} R_{1} n+R_{2}\right) A_{n} t_{0}^{n}=\frac{847}{18} 13^{3 / 4} 3 C, \tag{8}
\end{equation*}
$$

$$
\begin{equation*}
\left(\sum_{n=0} \infty R_{1} n+R_{1}+R_{2}\right) B_{n} t_{0}^{n}=\frac{847}{18} 13^{1 / 4} 27 C^{-1} \tag{9}
\end{equation*}
$$

If we choose a Hauptmodul $t$ that takes values $0, \infty$, and $(-39 \pm 21 \sqrt{-7}) / 16$ at CM-points of discriminant $-4,-8$, and -56 , respectively, the Schwarzian differential equation associated to $t$ is given by

$$
\frac{d^{2}}{d t^{2}} f+Q(t) f=0, \quad Q(t)=\frac{3\left(64 t^{4}+440 t^{3}+129 t^{2}+9324 t+25920\right)}{16 t^{2}\left(8 t^{2}+39 t+144\right)^{2}}
$$

and its two linearly independent solutions are

$$
\begin{aligned}
& g_{1}=t^{3 / 8}\left(1+\frac{131}{2304} t+\frac{21631}{3538944} t^{2}-\frac{49745249}{29896998912} t^{3}+\frac{16603576771}{9184358067664} t^{4}+\ldots\right) \\
& g_{2}=t^{5 / 8}\left(1+\frac{131}{3840} t+\frac{8923}{1966080} t^{2}-\frac{257758957}{176664084480} t^{3}+\frac{646181570409}{9226105147883520} t^{4}+\ldots\right)
\end{aligned}
$$

The Hauptmodul $t$ takes value $t_{0}=27 / 200$ at the CM-points of discriminants -168 . Let

$$
\sum_{n=0}^{\infty} C_{n}=t^{-3 / 4} g_{1}^{2}, \quad \sum_{n=0}^{\infty} D_{n}=t^{-5 / 4} g_{2}^{2}
$$

We have

$$
\begin{aligned}
\sum_{n=0}^{\infty}\left(R_{1} n+R_{2}\right) C_{n} t_{0}^{n} & =\frac{810000}{11^{8}} 27^{3 / 4} 200^{1 / 4} C \\
\sum_{n=0}^{\infty}\left(R_{1} n+R_{2}+R_{1} / 2\right) D_{n} t_{0}^{n} & =\frac{810000}{11^{8}} 27^{1 / 4} 200^{3 / 4} C^{-1}
\end{aligned}
$$

with $R_{1}=2904, R_{2}=12$, where

$$
C=\frac{\Gamma(3 / 4)^{2}}{\Gamma(1 / 4)^{2}}\left(\frac{196}{3}\right)^{1 / 4}=\left(\frac{196}{3}\right)^{1 / 4} \Omega_{-4}^{2} / \pi
$$

Let $\Gamma_{p}(\cdot)$ stand for the $p$-adic Gamma function. The numerical results checked for $70 p$-adic digits yield that

$$
\begin{aligned}
\sum_{n=0}^{\infty}\left(R_{1} n+R_{2}\right) C_{n} t_{0}^{n} & =\frac{2^{4} \cdot 11^{8}}{9}\left(27^{3} 200 \frac{98 \Gamma_{3}(1 / 4)}{27 \Gamma_{3}(3 / 4)}\right)^{1 / 4} \\
\sum_{n=0}^{\infty}\left(R_{1} n+R_{2}+R_{1} / 2\right) D_{n} t_{0}^{n} & =\frac{2^{4} \cdot 11^{8}}{9}\left(27 \cdot 200^{3} \frac{27 \Gamma_{3}(3 / 4)}{98 \Gamma_{3}(1 / 4)}\right)^{1 / 4}
\end{aligned}
$$

hold 3-adically with $R_{1}=29040$ and $R_{2}=120$.
For the numbers $\sum n A_{n} t_{0}^{n}, \sum A_{n} t_{0}^{n}, \sum n B_{n} t_{0}^{n}$, and $\sum B_{n} t_{0}^{n}$, after numerical computation, we find that the equalities

$$
\begin{aligned}
\left(\sum_{n=0}^{\infty}(11011 n+7290) A_{n} t_{0}^{n}\right)^{2} & =3^{3} \cdot 7 \cdot 137 \cdot 1571 \frac{\Gamma_{13}(5 / 8) \Gamma_{13}(7 / 8)}{2 \Gamma_{13}(1 / 8) \Gamma_{13}(3 / 8)} \\
\left(\sum_{n=0}^{\infty}(11011 n+75897) B_{n} t_{0}^{n}\right)^{2} & =3^{12} \cdot 7 \cdot 11^{4} \frac{\Gamma_{13}(1 / 8) \Gamma_{13}(3 / 8)}{8 \Gamma_{13}(5 / 8) \Gamma_{13}(7 / 8)}
\end{aligned}
$$

hold 13-adically.
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# POLYNOMIAL INVARIANTS OF WEYL GROUPS FOR KAC-MOODY GROUPS 

Zhao Xu-an and Jin Chunhua


#### Abstract

We prove that the ring of polynomial invariants of Weyl group for an indecomposable and indefinite Kac-Moody Lie algebra is generated by the invariant symmetric bilinear form or is trivial depending on whether $A$ is symmetrizable or not. The result was conjectured by Moody and assumed by Kac. As an application, we discuss the rational homotopy types of KacMoody groups and their flag manifolds.


## 1. Introduction

Let $A=\left(a_{i j}\right)$ be an $n \times n$ integer matrix satisfying:
(1) For each $i, a_{i i}=2$.
(2) For $i \neq j, a_{i j} \leq 0$.
(3) If $a_{i j}=0$, then $a_{j i}=0$.

Then $A$ is called a Cartan matrix.
Let $h$ be the real vector space with basis $\Pi^{\vee}=\left\{\alpha_{1}^{\vee}, \alpha_{2}^{\vee}, \ldots, \alpha_{n}^{\vee}\right\}$, and denote the dual basis of $\Pi^{\vee}$ in the dual space $h^{*}$ by $\left\{\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right\}$; that is, $\omega_{i}\left(\alpha_{j}^{\vee}\right)=\delta_{i j}$ for $1 \leq i, j \leq n$. Let $\Pi=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\} \subset h^{*}$ be given by $\left\langle\alpha_{i}^{\vee}, \alpha_{j}\right\rangle=a_{i j}$ for all $i, j$; then $\alpha_{i}=\sum_{j=1}^{n} a_{j i} \omega_{j}$. Note that if the Cartan matrix $A$ is singular, then $\left\{\alpha_{i} \mid 1 \leq i \leq n\right\}$ is not a basis of $h^{*} . \Pi$ and $\Pi^{\vee}$ are called the simple root system and simple coroot system associated to the Cartan matrix $A$, and $\alpha_{i}, \alpha_{i}^{\vee}, \omega_{i}, 1 \leq i \leq n$ are the simple roots, simple coroots and fundamental dominant weights respectively.

By [Kac 1968] and [Moody 1968], for each Cartan matrix $A$, there is a Lie algebra $g(A)$ associated to $A$, which is called the Kac-Moody Lie algebra.

The Kac-Moody Lie algebra $g(A)$ is generated by $\alpha_{i}^{\vee}, e_{i}, f_{i}, 1 \leq i \leq n$ over $\mathbb{C}$, with the defining relations
(1) $\left[\alpha_{i}^{\vee}, \alpha_{j}^{\vee}\right]=0$,

[^11](2) $\left[e_{i}, f_{j}\right]=\delta_{i j} \alpha_{i}^{\vee}$,
(3) $\left[\alpha_{i}^{\vee}, e_{j}\right]=a_{i j} e_{j}, \quad\left[\alpha_{i}^{\vee}, f_{j}\right]=-a_{i j} f_{j}$,
(4) $\operatorname{ad}\left(e_{i}\right)^{-a_{i j}+1}\left(e_{j}\right)=0,1 \leq i \neq j \leq n$,
(5) $\operatorname{ad}\left(f_{i}\right)^{-a_{i j}+1}\left(f_{j}\right)=0,1 \leq i \neq j \leq n$.

Kac and Peterson [1983; 1985] (see also [Kac 1985a]) constructed the KacMoody group $G(A)$ with Lie algebra $g(A)$. In this paper, for convenience we consider the quotient Lie algebra of $g(A)$ modulo its center $c(g(A))$ and the associated simply connected group $G(A)$ modulo $C(G(A))$. We still use the same symbols $g(A)$ and $G(A)$ and call them the Kac-Moody Lie algebra and the Kac-Moody group.

Cartan matrices and their associated Kac-Moody Lie algebras and Kac-Moody groups are divided into three types:
(1) Finite type, if $A$ is positive definite. In this case, $G(A)$ is just the simply connected complex semisimple Lie group with Cartan matrix $A$.
(2) Affine type, if $A$ is positive semidefinite and has rank $n-1$.
(3) Indefinite type otherwise.

A Cartan matrix $A$ is called hyperbolic if all the proper principal submatrices of $A$ are of finite or affine type. A Cartan matrix $A$ is called symmetrizable if there exist an invertible diagonal matrix $D$ and a symmetric matrix $B$ such that $A=D B$. Also, $g(A)$ is called a symmetrizable Kac-Moody Lie algebra if $A$ is symmetrizable.

The Weyl group $W(A)$ associated to a Cartan matrix $A$ is the group generated by the Weyl reflections $\sigma_{i}: h^{*} \rightarrow h^{*}$ with respect to $\alpha_{i}^{\vee}$, for $1 \leq i \leq n$, where $\sigma_{i}(\alpha)=\alpha-\alpha\left(\alpha_{i}^{\vee}\right) \alpha_{i} . W(A)$ has a Coxeter presentation

$$
W(A)=\left\langle\sigma_{1}, \ldots, \sigma_{n} \mid \sigma_{i}^{2}=e, 1 \leq i \leq n ;\left(\sigma_{i} \sigma_{j}\right)^{m_{i j}}=e, 1 \leq i<j \leq n\right\rangle
$$

where $m_{i j}=2,3,4,6$ or $\infty$ as $a_{i j} a_{j i}=0,1,2,3$ or $\geq 4$, respectively. The action of $\sigma_{i}$ on fundamental dominant weights is given by $\sigma_{i}\left(\omega_{j}\right)=\omega_{j}-\omega_{j}\left(\alpha_{i}^{\vee}\right) \alpha_{i}=$ $\omega_{j}-\delta_{j i} \alpha_{i}$. For details see [Kac 1983; Humphreys 1990].

The action of the Weyl group $W(A)$ on $h^{*}$ induces an action of $W(A)$ on the polynomial ring $\mathbb{Q}\left[h^{*}\right] \cong \mathbb{Q}\left[\omega_{1}, \ldots, \omega_{n}\right]$. If for each $\sigma \in W(A), \sigma(f)=f$, then $f \in \mathbb{Q}\left[h^{*}\right]$ is called a $W(A)$-invariant polynomial. Since $W(A)$ is generated by $\sigma_{i}$, $1 \leq i \leq n, f$ is a $W(A)$-invariant polynomial if and only if $\sigma_{i}(f)=f$ for $1 \leq i \leq n$. The $W(A)$-invariant polynomials form a ring, called the ring of $W(A)$ polynomial invariants, denoted by $I(A)$.

The invariant theory of Weyl groups has been a significant topic since the 1950s. It has important applications in the homology of Lie groups and their classifying spaces. Motivated by that study, Chevalley showed that the ring of invariants of a
finite Weyl group is a polynomial algebra. A comprehensive study of the polynomial invariants was undertaken by Bourbaki, Solomon, Springer and Steinberg, etc.

Moody [1978] proved the following:
Theorem. Let A be an indecomposable and symmetrizable $n \times n$ Cartan matrix whose associated invariant bilinear form $\psi$ is nondegenerate and of signature $(n-1,1)$. Then the ring of $W(A)$ polynomial invariants is $\mathbb{Q}[\psi]$.

In the same paper, Moody further said: "We conjecture that it is in fact true for all Weyl groups arising from nonsingular Cartan matrices of nonfinite type."

Kac [1985b] also assumed that for an indecomposable and indefinite Cartan matrix, the ring of $W(A)$ polynomial invariants is $\mathbb{Q}[\psi]$ or trivial depending on whether $A$ is symmetrizable or not.

In this paper, we prove the following:
Theorem. Let $A$ be an indecomposable and indefinite Cartan matrix A. If $A$ is symmetrizable, then $I(A)=\mathbb{Q}[\psi]$; if $A$ is nonsymmetrizable, then $I(A)=\mathbb{Q}$.

The content of this paper is as follows. In Section 2, we discuss the general results about the polynomial invariants of Weyl group $W(A)$. In Sections 3 and 4, we consider the rank 2 and hyperbolic cases, respectively. The main theorem is proved in Section 5. In Section 6, we consider the applications of the theorem in determining the rational homotopy type of Kac-Moody groups and their flag manifolds.

## 2. Rings of polynomial invariants of Weyl groups: general case

In this section, we discuss some general properties of the ring of invariants of Weyl groups.

Lemma 2.1. If a Cartan matrix $A$ is the direct sum of Cartan matrices $A_{1}, A_{2}$, then $I(A)$ is isomorphic to the tensor product $I\left(A_{1}\right) \otimes I\left(A_{2}\right)$.

So we only consider indecomposable Cartan matrices.
Lemma 2.2. Write $f \in I(A)$ as $f=\sum_{i=0}^{l} f_{i} \in I(A)$, where $f_{i}$ is the degree $i$ homogeneous component of $f$. Then $f_{i} \in I(A)$.

So $I(A)$ is a graded ring: $I(A)=\bigoplus_{i=0}^{\infty} I^{i}(A)$, where $I^{i}(A)$ is the subspace of homogeneous polynomials of degree $i$ in $I(A)$. To determine the ring $I(A)$, we only need to consider homogeneous invariant polynomials.

Lemma 2.3. For an indecomposable Cartan matrix $A$ of affine or indefinite type, the orbit $\{\sigma(\omega) \mid \sigma \in W(A)\}$ of a nonzero element $\omega$ in the Tits cone $\left\{\sum_{i=1}^{n} \lambda_{i} \omega_{i} \mid \lambda_{i} \geq 0\right\}$ is an infinite set.

Proof. If $\omega \neq 0$ is in the Tits cone, then we can assume $\omega=\sum_{i=1}^{n} \lambda_{i} \omega_{i}, \lambda_{i} \geq 0$. Let $S=\{1,2, \ldots, n\}, J=\left\{i \in S \mid \lambda_{i}=0\right\}, W_{J}(A)$ be the subgroup of $W(A)$ generated by $\left\{\sigma_{i} \mid i \in J\right\}$ and $G_{J}(A)$ be the parabolic subgroup of $G(A)$ corresponding to the Weyl group $W_{J}(A)$. Since $\{\sigma(\omega) \mid \sigma \in W(A)\} \cong W(A) / W_{J}(A)$ indexes the Schubert varieties of the generalized flag manifold $F_{J}(A)=G(A) / G_{J}(A)$, the lemma follows from the fact that the number of Schubert varieties in $F_{J}(A)$ is infinite for affine and indefinite type. For reference, see [Kumar 2002].

Corollary 2.4. Let $f \in I(A)$ be a homogeneous invariant polynomial and $\omega \neq 0$ be in the Tits cone. If $\omega \mid f$, then $f=0$.

Proof. If $\omega \mid f$, then for any $\sigma \in W(A), \sigma(\omega) \mid \sigma(f)=f$. Since $\{\sigma(\omega) \mid \sigma \in W(A)\}$ is an infinite set, if $f \neq 0$, this contradicts the condition that the degree of $f$ is finite.

Lemma 2.5. For a Cartan matrix $A, I^{1}(A)=\{0\}$.
Proof. Suppose $f=\sum_{i=1}^{n} \lambda_{i} \omega_{i} \in I^{1}(A)$; then for each $j, \sigma_{j}(f)=f-\lambda_{j} \alpha_{j}=f$. Since $\alpha_{j} \neq 0, \lambda_{j}=0$. Hence $f=0$.

Lemma 2.6. For a Cartan matrix $A$, we may write any homogeneous degree 2 polynomial $f$ in the form $\sum_{i, j=1}^{n} \lambda_{i j} \omega_{i} \omega_{j}$, where $\lambda_{i j}=\lambda_{j i}$. Then $f \in I^{2}(A)$ if and only if $\partial f / \partial \omega_{j}=\frac{1}{2}\left(\partial^{2} f / \partial \omega_{j}^{2}\right) \alpha_{j}$ for $1 \leq j \leq n$; that is, $2 \lambda_{i j}=a_{i j} \lambda_{j j}$ for $1 \leq i, j \leq n$.

Proof. If $f$ is an invariant polynomial, then for each $j$,

$$
\sigma_{j}(f)=f\left(\omega_{1}, \ldots, \omega_{j}-\alpha_{j}, \ldots, \omega_{n}\right)=f(\omega)-\frac{\partial f}{\partial \omega_{j}} \alpha_{j}+\frac{1}{2} \frac{\partial^{2} f}{\partial \omega_{j}^{2}} \alpha_{j}^{2}=f
$$

This is equivalent to $\frac{\partial f}{\partial \omega_{j}}=\frac{1}{2} \frac{\partial^{2} f}{\partial \omega_{j}^{2}} \alpha_{j}$. That is, $2 \sum_{i=1}^{n} \lambda_{i j} \omega_{i}=\lambda_{j j} \alpha_{j}=\lambda_{j j} \sum_{i=1}^{n} a_{i j} \omega_{i} ;$
i.e., $2 \lambda_{i j}=a_{i j} \lambda_{j j}$.
Lemma 2.6 can be generalized:
Lemma 2.7. Let A be a Cartan matrix. Then $f$ is a degree l invariant polynomial if and only if for $1 \leq j \leq n$,

$$
\begin{equation*}
\frac{\partial f}{\partial \omega_{j}}-\frac{1}{2!} \frac{\partial^{2} f}{\partial \omega_{j}^{2}} \alpha_{j}+\cdots+(-1)^{l} \frac{1}{l!} \frac{\partial^{l} f}{\partial \omega_{j}^{l}} \alpha_{j}^{l-1}=0 \tag{1}
\end{equation*}
$$

Lemma 2.8. An $n \times n$ Cartan matrix $A=\left\{a_{i j}\right\}$ is symmetrizable if and only if there exist nonzero $d_{1}, d_{2}, \ldots, d_{n}$ such that $a_{i j} d_{j}=a_{j i} d_{i}$ for all $i, j$.

Proof. Suppose $A$ is symmetrizable. Then there exist an invertible diagonal matrix $D=\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right)$ and a symmetric matrix $B$ such that $A=D B$; that is, $a_{i j}=d_{i} b_{i j}$ for all $i, j$. So $a_{i j} / d_{i}=b_{i j}=b_{j i}=a_{j i} / d_{j}$. Equivalently, $a_{i j} d_{j}=a_{j i} d_{i}$.

If there exist nonzero $d_{1}, d_{2}, \ldots, d_{n}$ such that $a_{i j} d_{j}=a_{j i} d_{i}$ for all $i$, $j$, let $D=\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right)$ and $B=\left(b_{i j}\right)_{n \times n}=\left(a_{i j} / d_{i}\right)_{n \times n}$; then, $A=D B$. Therefore $A$ is symmetrizable.
Corollary 2.9. If $A$ is an indecomposable Cartan matrix, then $\operatorname{dim} I^{2}(A)=1$ or 0 depending on whether A is symmetrizable or not. And if A is symmetrizable, then $I^{2}(A)$ is spanned by the invariant bilinear form $\psi$, which is unique up to a constant.
Proof. If $\operatorname{dim} I^{2}(A)>0$, choose $f(\omega)=\sum_{i, j=1}^{n} \lambda_{i j} \omega_{i} \omega_{j} \in I^{2}(A), f(\omega) \neq 0$. By permuting the simple roots, we can assume that there exists an integer $k>0$ such that $\lambda_{11}, \ldots, \lambda_{k k} \neq 0$ but $\lambda_{k+1, k+1}, \ldots, \lambda_{n n}=0$. If $i \leq k$ and $j>k$, by Lemma 2.6 $2 \lambda_{i j}=a_{i j} \lambda_{j j}$, therefore $\lambda_{i j}=0$. By $0=2 \lambda_{i j}=2 \lambda_{j i}=a_{j i} \lambda_{i i}$, we get $a_{j i}=0$ for all $i \leq k, j>k$. Since $A$ is indecomposable, $k$ must equal $n$. Let $d_{i}=\lambda_{i i}$ for $1 \leq i \leq n$; then $a_{i j} d_{j}=a_{j i} d_{i}$ for all $i, j$. This means that $A$ is symmetrizable.

If $\operatorname{dim} I^{2}(A)=0$, then $A$ is nonsymmetrizable (if $A$ is symmetrizable, then the Killing form gives an element in $\left.I^{2}(A)\right)$.

Since $A$ is indecomposable, for all $i, j$, the ratios $\lambda_{i j}: \lambda_{j j}$ and $\lambda_{i i}: \lambda_{j j}$ are determined by $A$. Therefore, if $\operatorname{dim} I^{2}(A)>0$, then $\operatorname{dim} I^{2}(A)=1$.

Below, for an indecomposable and symmetrizable Cartan matrix $A$, we always fix a nonzero $\psi \in I^{2}(A)$.

## 3. Rings of polynomial invariants of Weyl groups, $\boldsymbol{n}=2$ case

A $2 \times 2$ Cartan matrix is of the form

$$
A_{a, b}:=\left(\begin{array}{rr}
2 & -a \\
-b & 2
\end{array}\right) .
$$

We say that $A_{a, b}$ is of finite, affine or indefinite type if $a b<4, a b=4$ or $a b>4$, respectively. The action of reflections $\sigma_{1}, \sigma_{2} \in W(A)$ on $h^{*}$ is given by

$$
\sigma_{1}\left(\omega_{1}\right)=-\omega_{1}+b \omega_{2}, \quad \sigma_{1}\left(\omega_{2}\right)=\omega_{2}, \quad \sigma_{2}\left(\omega_{1}\right)=\omega_{1}, \quad \sigma_{2}\left(\omega_{2}\right)=-\omega_{2}+a \omega_{1}
$$

Lemma 3.1. The Weyl group $W_{a, b}$ of a Cartan matrix $A_{a, b}$ is the dihedral group $D_{m}$, where $m=2,3,4,6$ or $\infty$ when $a b=0,1,2,3$ or $\geq 4$, respectively. If $A_{a, b}$ is of affine or indefinite type, then the ring of polynomial invariants of the Weyl group $W_{a, b}$ is $I\left(A_{a, b}\right)=\mathbb{Q}[\psi]$.

Proof. For a Cartan matrix $A_{a, b}$ of affine or indefinite type, $a b \neq 0$. Since $A$ is indecomposable and symmetrizable, $\operatorname{dim} I^{2}(A)=1$ and $I^{2}(A)$ is spanned by $\psi=$ $a \omega_{1}^{2}-a b \omega_{1} \omega_{2}+b \omega_{2}^{2}$. Suppose $f(\omega)=\sum_{i=0}^{l} \lambda_{i} \omega_{1}^{i} \omega_{2}^{l-i}$ is a degree $l$ homogeneous
invariant polynomial; then

$$
\begin{aligned}
\sigma_{2}(f) & =\sum_{i=0}^{l} \lambda_{i} \omega_{1}^{i}\left(-\omega_{2}+a \omega_{1}\right)^{l-i} \\
& =\sum_{i=0}^{l} \sum_{j=0}^{l-i}(-1)^{j} \lambda_{i}\binom{l-i}{j} \omega_{1}^{i} \omega_{2}^{j}\left(a \omega_{1}\right)^{l-i-j} \\
& =\sum_{j=0}^{l} \sum_{i=0}^{l-j}(-1)^{j} \lambda_{i}\binom{l-i}{j} a^{l-i-j} \omega_{1}^{l-j} \omega_{2}^{j} \\
& =\sum_{j=0}^{l}\left(\sum_{i=0}^{j}(-1)^{l-j} \lambda_{i}\binom{l-i}{l-j} a^{j-i}\right) \omega_{1}^{j} \omega_{2}^{l-j}
\end{aligned}
$$

So $\sigma_{2}(f)=f$ is equivalent to
(2)

$$
\lambda_{j}=\sum_{i=0}^{j}(-1)^{l-j} \lambda_{i}\binom{l-i}{l-j} a^{j-i}, \quad 0 \leq j \leq l
$$

Letting $j=0$, we get $\lambda_{0}=(-1)^{l} \lambda_{0}$. So $\lambda_{0}=0$ or $l$ is even.
(1) If $\lambda_{0}=0$, then $\omega_{1} \mid f$. By Corollary $2.4, f=0$.
(2) If $l$ is even, suppose $l=2 m$. There exists a constant $\lambda$ such that $f-\lambda \psi^{m}$ is an invariant polynomial and $\omega_{1} \mid\left(f-\lambda \psi^{m}\right)$, hence $f=\lambda \psi^{m}$.
This proves the lemma.

## 4. Some results about hyperbolic Cartan matrices

Moody [1978] proved that for each indecomposable and symmetrizable hyperbolic Cartan matrix $A$, the ring of polynomial invariants $I(A)$ is $\mathbb{Q}[\psi]$, where $\psi$ is the invariant symmetric bilinear form. So in this section we only consider nonsymmetrizable Cartan matrices.

Indecomposable $n \times n$ hyperbolic Cartan matrices exist only for $n \leq 10$, and their number is finite for $3 \leq n \leq 10$. There are lists of hyperbolic Cartan matrices in [Wan 1991] and [Carbone et al. 2010].
Lemma 4.1. Let A be an indecomposable and nonsymmetrizable hyperbolic Cartan matrix with $n \geq 4$.
(C1) The Dynkin diagram of A forms a circle. That is, $a_{i j} \neq 0$ if and only if $|i-j|=0,1$ or $n-1$.
(C2) If $|i-j|=1$ or $n-1$, then $a_{i j}=-1$ or $a_{j i}=-1$.
The lemma is proved by direct checking of the lists.

Remark 4.2. The lemma is not true for the case $n=3$.
Lemma 4.3. Let $A$ be an indecomposable and nonsymmetrizable hyperbolic Cartan matrix with $n=3$. Then A contains a $2 \times 2$ principal submatrix of affine type, or all the $2 \times 2$ principal submatrices of $A$ are of finite type. In the latter case, A satisfies conditions ( C 1 ) and ( C 2 ).

Feingold and Nicolai [2004] proved the following theorem:
Theorem 4.4. Let $g(A)$ be the Kac-Moody Lie algebra associated to a symmetrizable Cartan matrix $A=\left(a_{i j}\right)_{n \times n}$ which is generated by $\alpha_{i}^{\vee}, e_{i}, f_{i}, 1 \leq i \leq n$, and let $\beta_{1}, \ldots, \beta_{m}$ be a set of positive real roots of $g(A)$ such that $\beta_{i}-\beta_{j}$ is not a root for $1 \leq i \neq j \leq m$. Let $E_{i}, F_{i}$ be root vectors in the one-dimensional root spaces corresponding to the positive real roots $\beta_{i}$ and negative real roots $-\beta_{i}$, respectively, and let $H_{i}=\left[E_{i}, F_{i}\right]$. Then the Lie subalgebra of $g$ generated by $\left\{E_{i}, F_{i}, H_{i} \mid 1 \leq i \leq m\right\}$ is a regular Kac-Moody subalgebra with Cartan matrix $B=\left(b_{i j}\right)_{n \times n}=\left(2\left(\beta_{j}, \beta_{i}\right) /\left(\beta_{i}, \beta_{i}\right)\right)_{n \times n}$.

In the formulas below, subscripts not in the range from 1 to $n$ are to be taken modulo $n$ in that range. By using the ideas in the theorem of Feingold and Nicolai, we can prove the following lemma:
Lemma 4.5. Let $A$ be an $n \times n$ Cartan matrix satisfying conditions (C1) and (C2) in Lemma 4.1, with simple root system $\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right\}$, then $\beta_{i}=\alpha_{i+1}+\alpha_{i+2}$, $1 \leq i \leq n$ is a set of positive real roots of $g(A)$, and $\beta_{i}-\beta_{j}$ for $i \neq j$ are not roots. Let $\alpha_{i}^{\vee}, e_{i}, f_{i}, 1 \leq i \leq n$ be the generators of $g(A), E_{i}=\left[e_{i+1}, e_{i+2}\right]$, $F_{i}=-\left[f_{i+1}, f_{i+2}\right]$ and $H_{i}=\left[E_{i}, F_{i}\right]$. Then $H_{i}, E_{i}, F_{i}, 1 \leq i \leq n$ generate a full rank regular Kac-Moody subalgebra with simple root system $\left\{\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right\}$ and Cartan matrix $B=\left(b_{i j}\right)=\left(\beta_{j}\left(H_{i}\right)\right)_{n \times n}$.
Proof. For $\beta_{i}=\alpha_{i+1}+\alpha_{i+2}$,

$$
\begin{aligned}
H_{i}= & {\left[E_{i}, F_{i}\right] } \\
= & -\left[\left[e_{i+1}, e_{i+2}\right],\left[f_{i+1}, f_{i+2}\right]\right] \\
= & -\left[\left[\left[e_{i+1}, e_{i+2}\right], f_{i+1}\right], f_{i+2}\right]-\left[f_{i+1},\left[\left[e_{i+1}, e_{i+2}\right], f_{i+2}\right]\right] \\
= & {\left[\left[\left[f_{i+1}, e_{i+1}\right], e_{i+2}\right], f_{i+2}\right]+\left[\left[e_{i+1},\left[f_{i+1}, e_{i+2}\right]\right], f_{i+2}\right] } \\
& +\left[f_{i+1},\left[\left[f_{i+2}, e_{i+1}\right], e_{i+2}\right]\right]+\left[f_{i+1},\left[e_{i+1},\left[f_{i+2}, e_{i+2}\right]\right]\right] \\
= & -\left[\left[\alpha_{i+1}^{\vee}, e_{i+2}\right], f_{i+2}\right]-\left[f_{i+1},\left[e_{i+1}, \alpha_{i+2}^{\vee}\right]\right] \\
= & -\left(a_{i+1, i+2} \alpha_{i+2}^{\vee}+a_{i+2, i+1} \alpha_{i+1}^{\vee}\right) .
\end{aligned}
$$

Then $\left[H_{i}, E_{i}\right]=-2\left(a_{i+1, i+2}+a_{i+2, i+1}+a_{i+1, i+2} a_{i+2, i+1}\right) E_{i}$.
Since, for each $1 \leq i \leq n$,
$-2\left(a_{i+1, i+2}+a_{i+2, i+1}+a_{i+1, i+2} a_{i+2, i+1}\right)=2\left(1-\left(a_{i+1, i+2}+1\right)\left(a_{i+2, i+1}+1\right)\right)=2$,
a routine check shows that $\beta_{j}\left(H_{i}\right) \leq 0$. Therefore the matrix $B$ with $b_{i j}=\beta_{j}\left(H_{i}\right)$ is a Cartan matrix. The Serre relations for $H_{i}, E_{i}, F_{i}, 1 \leq i \leq n$ from $B$ are checked as in [Feingold and Nicolai 2004], so $H_{i}, E_{i}, F_{i}, 1 \leq i \leq n$ generate a Kac-Moody Lie algebra $g(B)$ inside $g(A)$.

We can't say Lemma 4.5 is a corollary of the previous theorem, since we don't know whether the theorem is true for nonsymmetrizable Cartan matrices $A$. So we must prove Lemma 4.5 by direct computation.
Corollary 4.6. Let $A$ be an $n \times n$ indecomposable and nonsymmetrizable hyperbolic Cartan matrix. Then in $g(A)$ there is a full rank indecomposable and nonhyperbolic regular indefinite Kac-Moody subalgebra $g(B)$.

This corollary is proved by using Lemma 4.5 and checking the list of indecomposable, nonsymmetrizable hyperbolic Cartan matrices. We have written a computer program to do the checking. The computation results show that except for the hyperbolic Lie algebras labeled 131, 132, 133, 137, 139, 141 in the list in [Carbone et al. 2010], all the subalgebras we constructed are nonsymmetrizable.

Below is a simple example:
Example 4.7. For the hyperbolic Cartan matrix

$$
A=\left(\begin{array}{rrr}
2 & -1 & -1 \\
-1 & 2 & -1 \\
-2 & -1 & 2
\end{array}\right)
$$

we obtain a regular subalgebra $g(B)$ of $g(A)$ with simple roots

$$
\beta_{1}=\alpha_{2}+\alpha_{3}, \quad \beta_{2}=\alpha_{3}+\alpha_{1}, \quad \beta_{3}=\alpha_{1}+\alpha_{2}
$$

and its Cartan matrix is

$$
B=\left(\begin{array}{rrr}
2 & -2 & -2 \\
-3 & 2 & -1 \\
-1 & -1 & 2
\end{array}\right)
$$

It is nonsymmetrizable and indefinite, but nonhyperbolic.

## 5. Proof of the main theorem

Some preparatory lemmas. Let $A$ be an $n \times n$ Cartan matrix and $S=\{1,2, \ldots, n\}$. For $J \subset S$, let $A_{J}$ be the principal submatrix $\left(a_{i j}\right)_{i, j \in J}$ corresponding to $J$. Then $A^{\prime}=A_{S-\{n\}}$ is the upper-left $(n-1) \times(n-1)$ principal submatrix of $A$. Let $h^{\prime}$ be the subspace of $h$ spanned by $\alpha_{1}^{\vee}, \ldots, \alpha_{n-1}^{\vee}$ and $h^{* *}$ the subspace of $h^{*}$ spanned by $\omega_{1}, \ldots, \omega_{n-1}$; then $h=h^{\prime} \oplus \mathbb{R} \alpha_{n}^{\vee}$ and $h^{*}=h^{* *} \oplus \mathbb{R} \omega_{n}$. Let $\alpha_{i} \in h^{*}, 1 \leq i \leq n$ and $\alpha_{i}^{\prime} \in h^{\prime *}, 1 \leq i \leq n-1$ be the simple roots of Cartan matrices $A$ and $A^{\prime}$
respectively, and $\sigma_{i}, 1 \leq i \leq n$ and $\sigma_{i}^{\prime}, 1 \leq i \leq n-1$ be the Weyl reflections in $h^{*}$ and $h^{\prime *}$ respectively. For $1 \leq i \neq j \leq n-1, \alpha_{i}=\alpha_{i}^{\prime}+a_{n i} \omega_{n}, \sigma_{i}\left(\omega_{j}\right)=\sigma_{i}^{\prime}\left(\omega_{j}\right)$, and $\sigma_{i}\left(\omega_{i}\right)=\omega_{i}-\alpha_{i}=\sigma_{i}^{\prime}\left(\omega_{i}\right)-a_{n i} \omega_{n}$.

Lemma 5.1. Let $\omega=\left(\omega_{1}, \ldots, \omega_{n-1}, \omega_{n}\right)$ and $\omega^{\prime}=\left(\omega_{1}, \ldots, \omega_{n-1}\right)$. If $f(\omega)$ is a degree $l$ invariant polynomial under the action of $\sigma_{1}, \ldots, \sigma_{n-1}$ and $f(\omega)=$ $\sum_{i=0}^{l} f_{i}\left(\omega^{\prime}\right) \omega_{n}^{l-i}$, with each $f_{i}\left(\omega^{\prime}\right)$ a degree $i$ homogeneous polynomial in $S\left(h^{\prime *}\right)$, then $f_{l}\left(\omega^{\prime}\right)$ is invariant under the action of $\sigma_{1}^{\prime}, \ldots, \sigma_{n-1}^{\prime}$.

Proof. For $k \neq n$,

$$
\begin{aligned}
f(\omega) & =\sigma_{k}(f(\omega))=\sum_{i=0}^{l} \sigma_{k}\left(f_{i}\left(\omega^{\prime}\right)\right) \omega_{n}^{l-i} \\
& =\sum_{i=0}^{l} f_{i}\left(\sigma_{k}\left(\omega_{1}\right), \sigma_{k}\left(\omega_{2}\right), \ldots, \sigma_{k}\left(\omega_{k}\right), \ldots, \sigma_{k}\left(\omega_{n-1}\right)\right) \omega_{n}^{l-i} \\
& =\sum_{i=0}^{l} f_{i}\left(\sigma_{k}^{\prime}\left(\omega_{1}\right), \sigma_{k}^{\prime}\left(\omega_{2}\right), \ldots, \sigma_{k}^{\prime}\left(\omega_{k}\right)-a_{n k} \omega_{n}, \ldots, \sigma_{k}^{\prime}\left(\omega_{n-1}\right)\right) \omega_{n}^{l-i}
\end{aligned}
$$

Setting $\omega_{n}=0$, we get $f_{l}\left(\omega^{\prime}\right)=f_{l}\left(\sigma_{k}^{\prime}\left(\omega^{\prime}\right)\right)=\sigma_{k}^{\prime}\left(f_{l}\left(\omega^{\prime}\right)\right)$.
Corollary 5.2. If $f(\omega)=\sum_{i=0}^{l} f_{i}\left(\omega^{\prime}\right) \omega_{n}^{l-i} \in I(A)$, then $f_{l}\left(\omega^{\prime}\right) \in I\left(A^{\prime}\right)$.
Lemma 5.3. If the degree $l$ polynomial $f(\omega)$ is invariant under the action of $\sigma_{1}, \ldots, \sigma_{n-1}$ and $f(\omega)=\sum_{i=0}^{l} f_{i}\left(\omega^{\prime}\right) \omega_{n}^{l-i}$, then for $k \neq n$ and $0 \leq i \leq l$,

$$
\begin{equation*}
\sigma_{k}^{\prime}\left(f_{i}\left(\omega^{\prime}\right)\right)=\sum_{j=0}^{l-i} \frac{\left(-a_{n k}\right)^{j}}{j!} \frac{\partial^{j} f_{i+j}\left(\omega^{\prime}\right)}{\left(\partial \omega_{k}\right)^{j}} \tag{3}
\end{equation*}
$$

Proof. Continuing the calculation of $f(w)$ as in Lemma 5.1, for $k \neq n$, we get

$$
\begin{aligned}
& \sum_{i=0}^{l} f_{i}\left(\omega^{\prime}\right) \omega_{n}^{l-i} \\
& \quad=f(\omega)=\sum_{i=0}^{l} f_{i}\left(\sigma_{k}^{\prime}\left(\omega_{1}\right), \sigma_{k}^{\prime}\left(\omega_{2}\right), \ldots, \sigma_{k}^{\prime}\left(\omega_{k}\right)-a_{n k} \omega_{n}, \ldots, \sigma_{k}^{\prime}\left(\omega_{n-1}\right)\right) \omega_{n}^{l-i} \\
& \quad=\sum_{i=0}^{l} \sum_{j=0}^{i} \frac{1}{j!} \frac{\partial^{j} f_{i}}{\left(\partial \omega_{k}\right)^{j}}\left(\sigma_{k}^{\prime}\left(\omega_{1}\right), \sigma_{k}^{\prime}\left(\omega_{2}\right), \ldots, \sigma_{k}^{\prime}\left(\omega_{k}\right), \ldots, \sigma_{k}^{\prime}\left(\omega_{n-1}\right)\right)\left(-a_{n k} \omega_{n}\right)^{j} \omega_{n}^{l-i} \\
& =\sum_{i=0}^{l} \sum_{j=0}^{i} \frac{\left(-a_{n k}\right)^{j}}{j!} \frac{\partial^{j} f_{i}}{\left(\partial \omega_{k}\right)^{j}}\left(\sigma_{k}^{\prime}\left(\omega_{1}\right), \sigma_{k}^{\prime}\left(\omega_{2}\right), \ldots, \sigma_{k}^{\prime}\left(\omega_{k}\right), \ldots, \sigma_{k}^{\prime}\left(\omega_{n-1}\right)\right) \omega_{n}^{l-i+j} \\
& \quad=\sum_{i=0}^{l}\left(\sum_{j=0}^{l-i} \frac{\left(-a_{n k}\right)^{j}}{j!} \frac{\partial^{j} f_{i+j}}{\left(\partial \omega_{k}\right)^{j}}\left(\sigma_{k}^{\prime}\left(\omega^{\prime}\right)\right)\right) \omega_{n}^{l-i}
\end{aligned}
$$

By comparing the coefficients of $\omega_{n}^{l-i}$ in the two sides, we get

$$
f_{i}\left(\omega^{\prime}\right)=\sum_{j=0}^{l-i} \frac{\left(-a_{n k}\right)^{j}}{j!} \frac{\partial^{j} f_{i+j}}{\left(\partial \omega_{k}\right)^{j}}\left(\sigma_{k}^{\prime}\left(\omega^{\prime}\right)\right)
$$

Acting by $\sigma_{k}^{\prime}$ on both sides, we prove the lemma.
In the following, given an $n \times n$ Cartan matrix $A$, we denote its upper-left $(n-1) \times(n-1)$ principal submatrix by $A^{\prime}$.

Lemma 5.4. Let $A$ be an indefinite $n \times n$ Cartan matrix. If both $A$ and $A^{\prime}$ are indecomposable and symmetrizable, then the restriction of the invariant symmetric bilinear form $\psi$ to $h^{\prime}$ gives an invariant symmetric bilinear form $\psi^{\prime}$.

The proof is obvious by checking $\left.\psi\right|_{h^{\prime}} \neq 0$ and $\psi^{\prime}=\left.\psi\right|_{h^{\prime}}$ is invariant under the action of $\sigma_{1}^{\prime}, \ldots, \sigma_{n-1}^{\prime}$.
Lemma 5.5. Let $f$ be a $W(A)$-invariant polynomial and $f(\omega)=\sum_{i=0}^{l} f_{i}\left(\omega^{\prime}\right) \omega_{n}^{l-i}$. Then for $1 \leq j \leq l$,

$$
\begin{equation*}
f_{j}\left(\omega^{\prime}\right)=\sum_{i=0}^{j}(-1)^{l-i} f_{i}\left(\omega^{\prime}\right)\binom{l-i}{l}-j \omega_{n}^{\prime j-i} \tag{4}
\end{equation*}
$$

where $\omega_{n}^{\prime}=\sum_{j \neq n} a_{j n} \omega_{j}$.
Proof. We have $\sigma_{n}\left(\omega_{n}\right)=\omega_{n}-\alpha_{n}=-\omega_{n}-\sum_{j \neq n} a_{j n} \omega_{j}=-\omega_{n}-\omega_{n}^{\prime}$, and

$$
\begin{aligned}
f & =\sigma_{n}(f)=\sum_{i=0}^{l} f_{i}\left(\omega^{\prime}\right) \sigma_{n}\left(\omega_{n}^{l-i}\right) \\
& =\sum_{i=0}^{l} f_{i}\left(\omega^{\prime}\right)\left(-\omega_{n}-\sum_{j \neq n} a_{j n} \omega_{j}\right)^{l-i} \\
& =\sum_{i=0}^{l} f_{i}\left(\omega^{\prime}\right) \sum_{j=0}^{l-i}(-1)^{l-i}\binom{l-i}{j} \omega_{n}^{j} \omega_{n}^{\prime l-i-j} \\
& =\sum_{j=0}^{l}\left[\sum_{i=0}^{l-j}(-1)^{l-i} f_{i}\left(\omega^{\prime}\right)\binom{l-i}{j} \omega_{n}^{l-i-j}\right] \omega_{n}^{j} \\
& =\sum_{j=0}^{l}\left[\sum_{i=0}^{j}(-1)^{l-i} f_{i}\left(\omega^{\prime}\right)\binom{l-i}{l}-j \omega_{n}^{\prime j-i}\right] \omega_{n}^{l-j} .
\end{aligned}
$$

By comparing the coefficients of $\omega_{n}^{l-j}$, we prove the lemma.

Remark 5.6. In fact, equations (3) and (4) are just corollaries of (1) applied to $f(\omega)=\sum_{i=0}^{l} f_{i}\left(\omega^{\prime}\right) \omega_{n}^{l-i}$.
Lemma 5.7. Let $f$ be a $W(A)$-invariant polynomial of degree $l$ and let $f(\omega)=$ $\sum_{i=0}^{l} f_{i}\left(\omega^{\prime}\right) \omega_{n}^{l-i}$. If $l=2 m$, then for each $i \leq m-1$, there exist constants $a_{j}^{i}(l)$, $0 \leq j \leq i$, depending on $l$, such that $f_{2 i+1}=\sum_{j=0}^{i} a_{j}^{i}(l) f_{2(i-j)} \omega_{n}^{\prime 2 j+1}$. If $l=2 m+1$, then $f_{0}=0$, and for each $i \leq m$, there exist constants $b_{j}^{i}(l), 1 \leq j \leq i$, such that $f_{2 i}=\sum_{j=1}^{i} b_{j}^{i}(l) f_{2(i-j)+1} \omega_{n}^{2 j-1}$. And the coefficients $a_{j}^{i}(l)$ and $b_{j}^{i}(l)$ can be computed.
Proof. Letting $j=0$ in (4), we get $f_{0}=(-1)^{l} f_{0}$. So there are two cases:
Case 1: $l$ is even. Let $j=1$ in (4). Then $f_{1}=-f_{1}+\binom{l}{1} f_{0} \omega_{n}^{\prime}$. That is,

$$
\begin{equation*}
f_{1}=\frac{1}{2}\binom{l}{1} f_{0} \omega_{n}^{\prime} \tag{5}
\end{equation*}
$$

For $j=2$, we get $f_{2}=f_{2}-\binom{l-1}{1} f_{1} \omega_{n}^{\prime}+\binom{l}{2} f_{0} \omega_{n}^{\prime 2}$; equivalently, $f_{1}=\frac{1}{2}\binom{l}{1} f_{0} \omega_{n}^{\prime}$. For $j=3$, we get

$$
f_{3}=-f_{3}+\binom{l-2}{1} f_{2} \omega_{n}^{\prime}-\binom{l-1}{2} f_{1} \omega_{n}^{\prime 2}+\binom{l}{3} f_{0} \omega_{n}^{\prime 3}
$$

Substituting (5), we get

$$
\begin{equation*}
f_{3}=\frac{1}{2}\binom{l-2}{1} f_{2} \omega_{n}^{\prime}-\frac{1}{4}\binom{l}{3} f_{0} \omega_{n}^{\prime 3} \tag{6}
\end{equation*}
$$

Continuing this procedure, we've proved the lemma when $l$ is even.
Case 2: $l$ is odd. Then $f_{0}=0$, and the proof is similar to the previous case.
Corollary 5.8. Let f be a $W(A)$-invariant polynomial and $f(\omega)=\sum_{i=0}^{l} f_{i}\left(\omega^{\prime}\right) \omega_{n}^{l-i}$. Then $\omega_{n}^{\prime} \mid f_{l-1}\left(\omega^{\prime}\right)$.

Computation motivates us to make the following conjecture:
Conjecture. If $l$ is even, then equation (4) for $j=2 k$ can be derived from the set of equations for $j=0,1,2, \ldots, 2 k-1$. If $l$ is odd, Equation (4) for $j=2 k-1$ can be derived from the set of equations for $j=0,1,2, \ldots, 2 k-2$.

The conjecture is verified for $k \leq 3$.
Lemma 5.9. Let $A$ be an $n \times n$ Cartan matrix. If $f(\omega), g(\omega) \in S\left(h^{*}\right)$ satisfy $\sigma_{k}(f(\omega))-f(\omega)=\sigma_{k}(g(\omega))-g(\omega)$ for each $1 \leq k \leq n$, then $f-g \in I(A)$.

The proof is trivial.
Lemma 5.10. Let $A$ be an indefinite $n \times n$ Cartan matrix and $A^{\prime}$ its upper-left $(n-1) \times(n-1)$ principal submatrix. If the ring of $W\left(A^{\prime}\right)$ polynomial invariants $I\left(A^{\prime}\right)$ is equal to $\mathbb{Q}\left[\psi^{\prime}\right]$ and $l=2 m$, then for each $W(A)$-invariant polynomial
$f(\omega)=\sum_{i=0}^{l} f_{i}\left(\omega^{\prime}\right) \omega_{n}^{l-i}$ of degree $l$, there exists a constant $k$ such that $f_{l}\left(\omega^{\prime}\right)=$ $k \psi^{\prime m}$ and $f_{l-1}\left(\omega^{\prime}\right)=k m \psi^{\prime m-1} \omega_{n}^{*}$, where $\omega_{n}^{*}=\sum_{k \neq n} \lambda_{k k} a_{n k} \omega_{k}$.
Proof. By Corollary 5.2, $f_{l}\left(\omega^{\prime}\right) \in I\left(A^{\prime}\right)$. Since $I\left(A^{\prime}\right)=\mathbb{Q}\left[\psi^{\prime}\right]$, there exists $k$ such that $f_{l}\left(\omega^{\prime}\right)=k \psi^{\prime m}$. In (3), letting $j=l-1$, we get for $1 \leq k \leq n-1$ that

$$
\sigma_{k}^{\prime}\left(f_{l-1}\left(\omega^{\prime}\right)\right)-f_{l-1}\left(\omega^{\prime}\right)=-a_{n k} \frac{\partial f_{l}}{\partial \omega_{k}}
$$

Let $g\left(\omega^{\prime}\right)=k m \psi^{\prime m-1} \omega_{n}^{*}$; then it is easy to check

$$
-a_{n k} \frac{\partial f_{l}}{\partial \omega_{k}}=\sigma_{k}^{\prime}\left(g\left(\omega^{\prime}\right)\right)-g\left(\omega^{\prime}\right)
$$

so $\sigma_{k}^{\prime}\left(f_{l-1}\left(\omega^{\prime}\right)\right)-f_{l-1}\left(\omega^{\prime}\right)=\sigma_{k}^{\prime}\left(g\left(\omega^{\prime}\right)\right)-g\left(\omega^{\prime}\right)$. Applying Lemma 5.9 to $f_{l-1}, g$ for the Cartan matrix $A^{\prime}$, we get $f_{l-1}\left(\omega^{\prime}\right)-g\left(\omega^{\prime}\right) \in I^{l-1}\left(A^{\prime}\right)$. But $I^{l-1}\left(A^{\prime}\right)=$ $I^{2 m-1}\left(A^{\prime}\right)=\{0\}$, hence $f_{l-1}\left(\omega^{\prime}\right)=g\left(\omega^{\prime}\right)$.

## Proof of three propositions.

Proposition 5.11. Let $A$ be an $n \times n$ indecomposable and indefinite Cartan matrix. If $I\left(A^{\prime}\right)=\mathbb{Q}$, then $I(A)=\mathbb{Q}$.
Proof. Let $f$ be a $W(A)$-invariant polynomial and $f(\omega)=\sum_{i=0}^{l} f_{i}\left(\omega^{\prime}\right) \omega_{n}^{l-i}$. Then by Corollary 5.2, $f_{l}\left(\omega^{\prime}\right) \in I\left(A^{\prime}\right)$, so $f_{l}\left(\omega^{\prime}\right)=0$.

For $i=l-1$, Equation (3) is

$$
\sigma_{k}^{\prime}\left(f_{l-1}\left(\omega^{\prime}\right)\right)=f_{l-1}\left(\omega^{\prime}\right)-a_{n k} \frac{\partial f_{l}}{\partial \omega_{k}}\left(\omega^{\prime}\right)
$$

Substituting $f_{l}\left(\omega^{\prime}\right)=0$ in the above equation, we get $\sigma_{k}^{\prime}\left(f_{l-1}\left(\omega^{\prime}\right)\right)=f_{l-1}\left(\omega^{\prime}\right)$, so $f_{l-1}\left(\omega^{\prime}\right)=0$. Continuing this procedure, we show that $f_{i}\left(\omega^{\prime}\right)=0$ for all $i>0$ and $f_{0}$ is a constant. Hence $f(\omega)=f_{0} \omega_{n}^{l}$. By Corollary 2.4, $f=0$.
Proposition 5.12. Let $A$ be an $n \times n$ symmetrizable and indefinite Cartan matrix. If $I\left(A^{\prime}\right)=\mathbb{Q}\left[\psi^{\prime}\right]$, then $I(A)=\mathbb{Q}[\psi]$.
Proof. Let $f$ be a $W(A)$-invariant polynomial and $f(\omega)=\sum_{i=0}^{l} f_{i}\left(\omega^{\prime}\right) \omega_{n}^{l-i}$. Then by Corollary 5.2, $f_{l}\left(\omega^{\prime}\right) \in I\left(A^{\prime}\right)$, so $f_{l}\left(\omega^{\prime}\right)=0$ or there exists $\lambda \neq 0$ such that $f_{l}=\lambda \psi^{\prime m}$. If $f_{l}=0$, then $\omega_{n} \mid f$, so $f=0$. If $f_{l}=\lambda \psi^{\prime m}$, then by Lemma 5.4 we can assume $\left.\psi\right|_{h^{\prime}}=\psi^{\prime}$, so $f-\lambda \psi^{m}$ is a $W(A)$-invariant polynomial and $\omega_{n} \mid\left(f-\lambda \psi^{m}\right)$. Hence $f=\lambda \psi^{m}$.
Proposition 5.13. Let A be an $n \times n$ indecomposable and nonsymmetrizable Cartan matrix. If $A^{\prime}$ is symmetrizable and $I\left(A^{\prime}\right)=\mathbb{Q}\left[\psi^{\prime}\right]$, then $I(A)=\mathbb{Q}$.
Proof. Let $f$ be a $W(A)$-invariant polynomial and $f(\omega)=\sum_{i=0}^{l} f_{i}\left(\omega^{\prime}\right) \omega_{n}^{l-i}$. Suppose $\psi^{\prime}=\sum_{i, j=1}^{n-1} \lambda_{i j} \omega_{i} \omega_{j}$ with $\lambda_{i j}=\lambda_{j i}$ for all $1 \leq i, j \leq n-1$.

If $l$ is even, suppose $l=2 m$. We prove $f_{l}=0$ first. Suppose $f_{l} \neq 0$; then
by Lemma 5.10, there exists $k \neq 0$ such that $f_{l}=k \psi^{\prime m}$ and $f_{l-1}=k m \psi^{\prime m-1} \omega_{n}^{*}$. By Corollary 5.8, $\omega_{n}^{\prime} \mid f_{l-1}=k m \psi^{\prime m-1} \omega_{n}^{*}$. So $\omega_{n}^{\prime} \mid \psi^{\prime}$ or $\omega_{n}^{\prime} \mid \omega_{n}^{*}$. Since $\psi^{\prime}$ is $W(A)$-invariant and $-\omega_{n}^{\prime}$ is in the Tits cone, by Corollary $2.4 \omega_{n}^{\prime} \mid \psi^{\prime}$ is impossible. Therefore $\omega_{n}^{\prime} \mid \omega_{n}^{*}$. Because $A$ is indecomposable, both $\omega_{n}^{\prime}$ and $\omega_{n}^{*}$ are not 0 . Therefore there exists a constant $d_{n} \neq 0$ such that $\omega_{n}^{*}=d_{n} \omega_{n}^{\prime}$. But $\omega_{n}^{\prime}=\sum_{j \neq n} a_{j n} \omega_{j}$ and $\omega_{n}^{*}=\sum_{j \neq n} \lambda_{j j} a_{n j} \omega_{j}$, so $a_{j n} d_{n}=a_{n j} \lambda_{j j}$. Let $d_{i}=\lambda_{i i}, 1 \leq i \leq n-1$; since $A^{\prime}$ is symmetrizable, by Lemma 2.8 we know $a_{i j} d_{j}=a_{j i} d_{i}$ for all $i, j \leq n-1$. Combining with $a_{j n} d_{n}=a_{n j} \lambda_{j j}$, we get $a_{i j} d_{j}=a_{j i} d_{i}$ for all $i, j \leq n$. This shows $A$ is symmetrizable, contradicting our assumption, so $f_{l}=0$.

If $l$ is odd, then $f_{l} \in I^{l}\left(A^{\prime}\right)$ also implies $f_{l}=0$.
If $f_{l}=0$, then the remaining procedure of the proof is similar to the proof of Proposition 5.12.

Proof of the main theorem. To prove the main theorem we need the following lemma:
Lemma 5.14. Let A be a nonhyperbolic, indecomposable and indefinite Cartan matrix. Then there exists an integer $k, 1 \leq k \leq n$ such that $A_{S-\{k\}}$ is an indecomposable and indefinite Cartan matrix.

Proof. Since the Cartan matrix $A$ is nonhyperbolic, there exists an integer $k$, $1 \leq k \leq n$ such that $A_{S-\{k\}}$ is indefinite. If $A_{S-\{k\}}$ is indecomposable, the lemma is proved. If $A_{S-\{k\}}$ is decomposable, then the Dynkin diagram of $A_{S-\{k\}}$ is split into $r$ connected subdiagrams $\Gamma_{1}, \ldots, \Gamma_{r}$, with $r>1$, and there is an $s_{0}, 1 \leq s_{0} \leq r$, such that the principal submatrix corresponding to $\Gamma_{s_{0}}$ is indefinite. Since $A$ is indecomposable, the simple root $\alpha_{k}$ is connected to all $\Gamma_{s}, 1 \leq s \leq r$.

We find a connected subdiagram $\Gamma_{s}, s \neq s_{0}$. There must be a vertex $\alpha_{k^{\prime}}$ of $\Gamma_{s}$ such that the subdiagram $\Gamma_{s}-\left\{\alpha_{k^{\prime}}\right\}$ is connected (note that we can choose a vertex $\alpha$ from a connected finite graph $\Gamma$ and the resulted subgraph $\Gamma-\{\alpha\}$ is still connected). It is obvious that $A_{S-\left\{k^{\prime}\right\}}$ is indecomposable and indefinite.

Now we can prove the main theorem:
Theorem. Let $A$ be an $n \times n$ indecomposable and indefinite Cartan matrix $A$. If $A$ is symmetrizable, then $I(A)=\mathbb{Q}[\psi]$; if $A$ is nonsymmetrizable, then $I(A)=\mathbb{Q}$.
Proof. We prove this theorem by induction on $n$. For $n=2$, this is Lemma 3.1.
Suppose this theorem is true for all $(n-1) \times(n-1)$ indecomposable and indefinite Cartan matrices.

For an $n \times n$ indecomposable and indefinite Cartan matrix $A$, if $A$ is not hyperbolic, then by Lemma 5.14 we can find an $(n-1) \times(n-1)$ principal submatrix $A^{\prime}$ which is both indecomposable and indefinite. Without loss of generality, we can assume $A^{\prime}$ is the upper-left $(n-1) \times(n-1)$ principal submatrix.

Then by considering the symmetrizability of $A^{\prime}$ and $A$, there are three cases:
(1) Both $A^{\prime}$ and $A$ are nonsymmetrizable.
(2) Both $A^{\prime}$ and $A$ are symmetrizable.
(3) $A^{\prime}$ is symmetrizable and $A$ is nonsymmetrizable.

The proof for these three cases are dealt with by combining the induction assumption and Proposition 5.11, Proposition 5.12, and Proposition 5.13 respectively.

So the theorem has been proven when A is nonhyperbolic. For the hyperbolic case, if $A$ is symmetrizable, the proof is given in [Moody 1978]; if $A$ is nonsymmetrizable, it is proved in the following:
Proposition 5.15. For an $n \times n$ indecomposable, nonsymmetrizable hyperbolic Cartan matrix $A, I(A)=\mathbb{Q}$.

Proof. For a Cartan matrix $A$ with $n \geq 4$, by Corollary 4.6 we can find an $n \times n$ indecomposable, nonhyperbolic and indefinite Cartan matrix $B$ such that the root system associated to $B$ is a sub-root system of the root system associated to $A$, and the Weyl group $W(B)$ is a subgroup of $W(A)$. Therefore $I(A) \subset I(B)$.

If $B$ is nonsymmetrizable, then by combining Lemma 5.14, Proposition 5.11 or Proposition 5.13 and the same induction procedure, we can prove $I(B)=\mathbb{Q}$. Hence $I(A)=\mathbb{Q}$.

If $B$ is symmetrizable, then by combining Lemma 5.14 and Proposition 5.12, we prove $I(B)=\mathbb{Q}\left[\psi_{B}\right]$. To prove $I(A)=\mathbb{Q}$, it is sufficient to show the $\psi_{B}^{m}, m \geq 1$ are not $W(A)$ invariants.

Suppose $\psi_{B}^{m}$ is a $W(A)$-invariant polynomial. If $m$ is odd, we get $\psi_{B}=\left(\psi_{B}^{m}\right)^{1 / m}$ is $W(A)$-invariant. If $m$ is even, similarly we get for each $\sigma \in W(A)$ that $\sigma\left(\psi_{B}\right)=$ $\psi_{B}$ or $-\psi_{B}$. But $\sigma\left(\psi_{B}\right)=-\psi_{B}$ is impossible (a symmetric bilinear form $\psi=$ $\sum_{i, j=1}^{n} \lambda_{i j} \omega_{i} \omega_{j}$ with all the $\lambda_{i i}, 1 \leq i \leq n$ having the same sign can't be linearly transformed to $-\psi$ ). So we get $\sigma\left(\psi_{B}\right)=\psi_{B}$. Therefore $\psi_{B}$ is a $W(A)$-invariant polynomial. Since $A$ is nonsymmetrizable, this is impossible. Hence $I(A)=\mathbb{Q}$.

For the $n=3$ case, there are two possibilities. If $A$ contains a $2 \times 2$ principal submatrix $A^{\prime}$ of affine type, then by combining Lemma 3.1 and Proposition 5.13, we show $I(A)=\mathbb{Q}$. If all the $2 \times 2$ principal submatrices of $A$ are of finite type, then $A$ satisfies conditions ( C 1 ) and ( C 2 ). So we can find an indecomposable, nonhyperbolic and indefinite Cartan matrix $B$ such that $g(B)$ is a regular subalgebra of $g(A)$. By a similar method as for $n \geq 4$, we can also prove $I(A)=\mathbb{Q}$. This proves the proposition and with it the theorem.

## 6. Applications to rational homotopy types of Kac-Moody groups and their flag manifolds of indefinite type

For the Kac-Moody Lie algebra $g(A)$, there is the Cartan decomposition $g(A)=$ $h \oplus \sum_{\alpha \in \Delta} g_{\alpha}$, where $h$ is the Cartan subalgebra and $\Delta$ is the root system of $g(A)$.

Let $b=h \oplus \sum_{\alpha \in \Delta^{+}} g_{\alpha}$ be the Borel subalgebra; then $b$ corresponds to a Borel subgroup $B(A)$ in the Kac-Moody group $G(A)$. The homogeneous space $F(A)=$ $G(A) / B(A)$ is called the flag manifold of $G(A)$. By [Kumar 2002], $F(A)$ is an ind-variety.

The cohomologies of Kac-Moody groups and their flag manifolds of finite and affine types are extensively studied. For reference see [Pontryagin 1935; Hopf 1941; Borel 1953a; 1953b; 1954; Bott and Samelson 1955; Bott 1956; Milnor and Moore 1965; Chevalley 1994]. But for the indefinite type, little is known.

The rational cohomology rings of Kac-Moody groups and their flag manifolds are also considered in [Kac 1985b] and [Kumar 1985]. The essentially new part of our work is that we study the properties of $P_{A}(q)$ and derive the explicit formula for $i_{k}$. For details see [Chunhua 2010; Chunhua and Xu-an 2012; Xu-an et al. 2013].

For a Kac-Moody group $G(A), H^{*}(G(A))$ is a locally finite free graded commutative algebra over $\mathbb{Q}$. Let the odd-dimensional free generators of $H^{*}(G(A))$ be $y_{1}, \ldots, y_{l}$ and the even-dimensional free generators be $z_{1}, \ldots, z_{k}, \ldots$ By [Kac 1985b; Kitchloo 1998], $l<n$. Denote the number of degree $k$ generators of $H^{*}(G(A))$ by $i_{k}$; then the Poincaré series of $G(A)$ is

$$
P_{G}(q)=\prod_{k=1}^{\infty} \frac{\left(1-q^{2 k-1}\right)^{i_{2 k-1}}}{\left(1-q^{2 k}\right)^{i_{2 k}}}
$$

The Poincaré series $P_{G}(q)$ determines the isometry type of the cohomology ring $H^{*}(G(A))$ and the rational homotopy type of $G(A)$.

Let $B B(A)$ be the classifying space of the Borel subgroup $B(A)$ and $j: F(A) \rightarrow$ $B B(A)$ the classifying map of the principal $B(A)$-bundle $\pi: G(A) \rightarrow F(A)$. Denote the cohomology generators of $H^{*}(B B(A))$ by $\omega_{1}, \ldots, \omega_{n}, \operatorname{deg} \omega_{i}=2$. A routine computation on the Leray-Serre spectral sequences of the fibration $G(A) \xrightarrow{\pi}$ $F(A) \xrightarrow{j} B B(A)$ shows

$$
H^{*}(F(A)) \cong E_{3}^{*, *} \cong \mathbb{Q}\left[\omega_{1}, \ldots, \omega_{n}\right] /\left\langle f_{j} \mid 1 \leq j \leq l\right\rangle \otimes \mathbb{Q}\left[z_{1}, \ldots, z_{k}, \ldots\right]
$$

where each $f_{j}$ corresponds to the differential of $y_{j}$ and the collection of such $f_{j}$ generates the ring $I(A)$ of $W(A)$ polynomial invariants.

By [ Xu -an et al. 2013], there is the following theorem:
Theorem 6.1. Let $P_{A}(q)$ be the Poincaré series of a flag manifold $F(A)$. Then the sequence $i_{2}-i_{1}, i_{4}-i_{3}, \ldots, i_{2 k}-i_{2 k-1}, \ldots$ can be derived from $P_{A}(q)$. In fact we can recover $P_{A}(q)$ from the sequence $i_{2}-i_{1}, i_{4}-i_{3}, \ldots, i_{2 k}-i_{2 k-1}, \ldots$

But to determine the rational homotopy type of $G(A)$, we need to determine the sequence $i_{1}, i_{2}, \ldots, i_{k}, \ldots$ So in addition to the Poincaré series $P_{A}(q)$, we need more ingredients. Note the number of generators of $I(A)$ of degree $k$ is just the integer $i_{2 k-1}$. So if we can determine the degrees of all the generators in $I(A)$, then
we can determine the sequence $i_{1}, i_{3}, \ldots, i_{2 k-1}, \ldots$ And the main theorem of this paper fills the gap. Now we have:
Theorem 6.2. For an indecomposable and indefinite Cartan matrix $A, i_{2 k-1}=0$ for all $k>0$ except for $k=2$. And for $k=2$, if $A$ is symmetrizable, $i_{3}=1$; if $A$ is nonsymmetrizable, $i_{3}=0$.

Setting $\epsilon(A)=1$ or 0 depending on whether $A$ is symmetrizable or not as in [Kac 1985b], we get:
Theorem 6.3. The sequence $i_{1}, i_{2}, i_{3}, \ldots, i_{k}, \ldots$ is determined by the Poincaré series $P_{A}(q)$ and $\epsilon(A)$.

Theorem 6.4. For an indecomposable and indefinite Cartan matrix $A$, the rational homotopy types of $G(A)$ are determined by the Poincaré series $P_{A}(q)$ and $\epsilon(A)$.

Kumar [1985] proved that for a Kac-Moody Lie algebra $g(A)$, the Lie algebra cohomology $H^{*}(g(A), \mathbb{C})$ is given by $H^{*}(G(A)) \otimes \mathbb{C}$. So we also computed the cohomology of a Kac-Moody Lie algebra $g(A)$ with trivial coefficient.

For a Kac-Moody group $G(A), i_{1}=i_{2}=0$. And we have:
Corollary 6.5. For an indecomposable and nonsymmetrizable indefinite Cartan matrix $A, G(A)$ is a 3-connected space.
Corollary 6.6. The dimension of the odd rational homotopy group $\pi_{\text {odd }}(G(A))$ of an indefinite Kac-Moody group $G(A)$ is 1 or 0 depending on whether $A$ is symmetrizable or not.
Theorem 6.7. For an indecomposable and indefinite Cartan matrix $A$, if $A$ is symmetrizable, then

$$
H^{*}(G(A)) \cong \Lambda_{\mathbb{Q}}\left(y_{3}\right) \otimes \mathbb{Q}\left[z_{1}, \ldots, z_{k}, \ldots\right]
$$

and

$$
H^{*}(F(A)) \cong \mathbb{Q}\left[\omega_{1}, \ldots, \omega_{n}\right] /\langle\psi\rangle \otimes \mathbb{Q}\left[z_{1}, \ldots, z_{k}, \ldots\right]
$$

If $A$ is nonsymmetrizable, then

$$
H^{*}(G(A)) \cong \mathbb{Q}\left[z_{1}, \ldots, z_{k}, \ldots\right]
$$

and

$$
H^{*}(F(A)) \cong \mathbb{Q}\left[\omega_{1}, \ldots, \omega_{n}\right] \otimes \mathbb{Q}\left[z_{1}, \ldots, z_{k}, \ldots\right]
$$

where $\operatorname{deg} z_{k} \geq 4$ is even for all $k$ and can be determined from the Poincaré series $P_{A}(q)$ and $\epsilon(A)$.

Note that the Poincaré series $P_{A}(q)$ can be computed easily by an inductive procedure. See [Chunhua 2010; Chunhua and Xu-an 2012] for details. So in principle the computation of rational homotopy types is solved for all indecomposable and indefinite Kac-Moody groups, whether they are symmetrizable or not.

Since Kac-Moody groups and their flag manifolds are products of indecomposable Kac-Moody groups and indecomposable Kac-Moody flag manifolds, by combining the known results for finite and affine types, we have determined the rational homotopy types of all Kac-Moody groups and their flag manifolds. Since $G(A)$ and $F(A)$ are rational formal (see [Sullivan 1977; Kumar 2002]), the rational homotopy groups and rational minimal model of the corresponding Kac-Moody group $G(A)$ and its flag manifold $F(A)$ can be directly computed from Theorem 6.7.

Theorem 6.8. For an $n \times n$ indecomposable and indefinite Cartan matrix A satisfying $a_{i j} a_{j i} \geq 4$ for all $1 \leq i, j \leq n$, the rational homotopy type of $G(A)$ is determined by $\epsilon(A)$.

Since there are a large number of Cartan matrices satisfying the condition of Theorem 6.8 , this assertion may seem very surprising. But the proof is very simple. It is derived from the equality

$$
P_{A}(q)=\frac{1+q}{1-(n-1) q} .
$$

See [Chunhua 2010; Chunhua and Xu-an 2012] for explicit computations of $P_{A}(q)$.
It deserves to be mentioned that for a $3 \times 3$ nonsymmetrizable Cartan matrix $A$ with $a_{i j} a_{j i} \geq 4$ for all $i, j$, the Kac-Moody group $G(A)$ is a 5 -connected space.

For an indecomposable and symmetrizable Cartan matrix $A$, let $p, q, r$ be the dimensions of the positive, negative and zero vector subspaces of the invariant bilinear form $\psi$, and set $\tau(A)=(p, q, r)$.

Theorem 6.9. For an indecomposable and indefinite Cartan matrix $A$, if $A$ is symmetrizable, then the cohomology ring $H^{*}(F(A), \mathbb{C})$ is determined by $P_{A}(q)$ and $\tau(A)$. If $g(A)$ is nonsymmetrizable, then the cohomology ring $H^{*}(F(A), \mathbb{C})$ is determined by $P_{A}(q)$.

This is obtained from the Theorem 6.7 and the classification of real quadratic forms.
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