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MARGINALLY TRAPPED SUBMANIFOLDS
IN SPACE FORMS WITH ARBITRARY SIGNATURE

HENRI ANCIAUX

Dedicated to the memory of Franki Dillen (1963–2013).

We give explicit representation formulas for marginally trapped submani-
folds of codimension two in pseudo-Riemannian spaces with arbitrary sig-
nature and constant sectional curvature.

Introduction

Let (N, g) be a pseudo-Riemannian manifold and S a submanifold of (N, g) with
nondegenerate induced metric. We shall say that S is marginally trapped if its mean
curvature vector is null, that is, g( EH , EH) vanishes. When (N, g) is a Lorentzian four-
manifold and S is spacelike, the marginally trapped condition has an interpretation
in terms of general relativity: it describes the horizon of a black hole [Penrose
1965; Chruściel et al. 2010]. The equation g( EH , EH)= 0 is nevertheless interesting
in whole generality from the geometric viewpoint, being actually the simplest
curvature equation which is purely pseudo-Riemannian: in the Riemannian case
this equation implies minimality.

In [Anciaux and Godoy 2012], marginally trapped submanifolds with codimen-
sion two have been locally characterized in several simple Lorentzian spaces: the
Minkowski space Rn+2, the Lorentzian space forms dSn+2 and Ad Sn+2, and the
Lorentzian products Sn+1

×R and Hn+1
×R. Little has been done about marginally

trapped surfaces in the case of a manifold with a non Lorentzian metric. In [Chen
2009], flat marginally trapped surfaces of R4 endowed with the neutral metric
dx2

1 + dx2
2 − dx2

3 − dx2
4 have been studied, while Lagrangian marginally trapped

surfaces of complex space forms of complex dimension two were characterized in
[Chen and Dillen 2007]. Recently marginally trapped surfaces of certain spaces of
oriented geodesics have been investigated [Georgiou and Guilfoyle 2014].

The purpose of the present paper is to extend the results of [Anciaux and Godoy
2012] to the case of codimension-two submanifolds in constant curvature spaces
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with arbitrary signature, that is, (i) in the pseudo-Euclidean space Rn+2
p+1 equipped

with the inner product of signature (p+ 1, q + 1), and (ii) in the space form Sn+2
p+1

of signature (p+ 1, q + 1) and sectional curvature 1 (see next section for more
precise definition and notation). As in [Anciaux and Godoy 2012], we rely on the
use of the contact structure of the set of null geodesics of the ambient space. The
congruence of null lines which are normal to a submanifold of codimension two is
a Legendrian submanifold with respect to this contact structure. Conversely, given
a null line congruence L which is Legendrian, there exists an infinite-dimensional
family of submanifolds, parametrized by the set of real maps τ ∈ C2(L), such
that the congruence is normal to them. In order to obtain our characterization
results, we prove that, given a Legendrian, null line congruence L, the submanifold
parametrized by τ is marginally trapped if and only if the real map τ ∈ C2(L) is a
root of certain polynomial map with coefficients valued in C2(L).

The paper is organized as follows: Section 1 introduces some notation and gives
the precise statements of the results; Section 2 gives a characterization of those
submanifolds whose second fundamental tensor is null (Theorem 1), while Section 3
provides a local representation formula which is similar to that of [Anciaux and
Godoy 2012] (Theorem 2). In Section 4, an alternative, more global representation
formula is given, under certain maximal rank assumption (Theorems 3 and 4).
Finally Section 5 attempts to shed light on the ideas in this paper by providing an
interpretation of the general construction in terms of contact geometry and explains
also the relation between Theorems 2 and 3 in the Lorentzian case.

1. Statement of results

We fix throughout three integers p, q and n such that p + q = n ≥ 1. We shall
denote by Rn+2

p+1 the (n+ 2)-dimensional real vector space equipped with the inner
product of signature (p+ 1, q + 1) given by

〈 · , · 〉 =

p+1∑
i=1

dx2
i −

n+2∑
i=p+2

dx2
i .

A nonvanishing vector v of Rn+2
p+1 is said to be null if 〈v, v〉 = 0. We furthermore

introduce the hyperquadric

Sn+2
p+1 := {x ∈ Rn+3

p+2 〈x, x〉 = 1}.

The induced metric of Sn+2
p+1, still denoted by 〈 · , · 〉, has signature (p+ 1, q + 1)

and constant sectional curvature 1. Conversely it is well known (see [Kriele 1999])
that a simply connected (n + 2)-dimensional manifold endowed with a pseudo-
Riemannian metric with signature (p+ 1, q + 1) and constant sectional curvature
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is, up to isometries and scaling, Rn+2
p+1 or Sn+2

p+1. We shall call these spaces pseudo-
Riemannian space forms.

We shall be concerned with submanifolds 6 of Rn+2
p+1 and Sn+2

p+1 with nondegener-
ate induced metric g and whose normal bundle N6 (i) is two-dimensional (so that6
has dimension n), and (ii) has indefinite (Lorentzian) metric (so that the induced
metric on 6 has signature (p, q)). We recall that the second fundamental form h
of 6 is the symmetric tensor h : T6×T6→ N6 defined by h(X, Y ) := (DX Y )⊥,
where ( · )⊥ denotes the projection onto the normal space N6 and D is the Levi-
Civita connection of ambient space. If ν is a normal vector field along 6, we define
the shape operator of 6 with respect to ν to be the endomorphism of T6 defined
by AνX = −(DXν)

>, where ( · )> denotes the projection onto T6. The relation
〈h(X, Y ), ν〉 = 〈AνX, Y 〉 shows that the second fundamental form and the shape
operator carry the same information.

The mean curvature vector EH of the immersion is the trace of h with respect
to the induced metric of 6 divided by n. Our first result is the characterization of
n-dimensional submanifolds of space forms with null second fundamental form,
that is, such that h(X, Y ) is null for all X, Y ∈ T6:

Theorem 1. Let ν be a constant, null vector of Rn+2
p+1 and 6 an n-dimensional

submanifold with nondegenerate induced metric which is contained in the hyper-
plane ν⊥. Then 6 has null second fundamental form and is therefore marginally
trapped. Moreover both the tangent and the normal bundles of 6 are flat.

Analogously let ν be a constant, null vector of Rn+3
p+2 and 6 an n-dimensional

submanifold of Sn+2
p+1 with nondegenerate induced metric which is contained in the

hypersurface ν⊥∩Sn+2
p+1. Then6 has null second fundamental form and is therefore

marginally trapped. Moreover 6 has constant scalar curvature and flat normal
bundle.

Conversely any submanifold of Rn+2
p+1 or Sn+2

p+1 with null second fundamental
form is locally described in this way.

Quite surprisingly, the method introduced in [Anciaux and Godoy 2012] in the
Lorentzian case can be used here, in the case of marginally trapped submanifolds
whose second fundamental form is not null, providing local parametrizations:

Theorem 2. Let σ be an immersion of class C4 of an n-dimensional manifold M

into Rn+1
p+1 (respectively, Sn+1

p+1) whose induced metric is nondegenerate and has
signature (p, q). Denote by ν the Gauss map of σ , which is therefore Sn

p-valued
(respectively, Sn+1

p+1-valued), by A =−dν the corresponding shape operator, and
by τi the roots of the polynomial of degree n− 1

P(τ ) := tr(Id−τ A)−1.

Then the immersions ϕi :M→ Rn+2
p+1 = Rn+1

p+1×R (respectively, Sn+2
p+1 ⊂ Rn+2

p+2×R)
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defined by
ϕi = (σ + τiν, τi )

are marginally trapped.
Conversely any n-dimensional marginally trapped submanifold of Rn+2

p+1 (respec-
tively, Sn+1

p+1) whose second fundamental form is not null is locally congruent to the
image of such an immersion.

Remark 1. If the shape operator A of σ is diagonalizable (which is not always the
case since the induced metric on σ is not definite) the polynomial P takes the form

P(τ ) :=
p∑

i=1

mi

p∏
j 6=i

(κ−1
j − τ),

where κ1, . . . , κp, p ≥ 2 are the p distinct, nonvanishing principal curvatures of σ
with multiplicity mi .

In order to state the next theorem, we introduce some more notation: writing
x = (x ′, x ′′)∈Rn+2

=Rp+1
×Rq+1, where x ′ ∈Rp+1 and x ′′ ∈Rq+1, we introduce

the conjugation map (x ′, x ′′) := (x ′,−x ′′), as well as the n×n diagonal matrix Idn

whose (p, q)-block decomposition is Idn =
( Idp

0
0
− Idq

)
.

Since the normal spaces N6 are assumed to be two-dimensional and Lorentzian,
the marginally trapped assumption 〈 EH , EH〉 = 0 is equivalent to the fact that EH is
contained in one of the two null lines of N6. We shall call mean Gauss map, and
denote by ν = (ν ′, ν ′′), the null vector which is collinear to EH and normalized by
the condition ν ∈ S p

×Sq
⊂ Rp+1

×Rq+1. The next two theorems give a global
description of those marginally trapped submanifolds whose mean Gauss map has
maximal rank. We observe that this is a generic property and that it is a stronger
assumption than requiring the mean curvature vector EH to have itself maximal rank.

Theorem 3. Let � be an open subset of the universal covering of S p
×Sq and

σ ∈ C4(�). Denote by τi the roots of the polynomial of degree n− 1

P(τ )= tr
(
(τ Idn + σ Idn + 2 Hess(σ ))−1).

Then the immersions

ϕi :�→ Rn+2
p+1, ν 7→ τiν+ σν+ 2∇σ,

are marginally trapped.
Conversely any connected, marginally trapped n-dimensional submanifold of

Rn+2
p+1 whose mean Gauss map ν has maximal rank is the image of such an immersion.

When n = 2, the condition of maximal rank on ν is equivalent to the fact that the
second fundamental form is not null. Hence Theorems 1 and 3 provide a complete
characterization of marginally trapped surfaces of R4 with arbitrary signature. Since
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the Minkowski case has already been discussed in [Anciaux and Godoy 2012], we
detail the case (p, q)= (1, 1), that is, of a Lorentzian surface in R4

2. Observe first
that R4

2 is endowed with

(i) a natural pseudo-Kähler structure, with complex structure J (x1, x2, x3, x4) :=

(−x2, x1,−x4, x3) and symplectic form ω= 〈J · , · 〉 = dx1∧dx2−dx3∧dx4;
this corresponds to the identification of R4

2 with C2 through the formula
(z1, z2)= (x1+ i x2, x3+ i x4);

(ii) a natural para-Kähler structure, with paracomplex1 structure

K (x1, x2, x3, x4) := (x3, x4, x1, x2)

and symplectic form ω′ = 〈K · , · 〉 = dx1∧ dx3+ dx2∧ dx4; this corresponds
to the identification of R4

2 with D2, where D= {a+eb | (a, b)∈R2
} is the ring

of paracomplex numbers, through the formula (w1, w2)= (x1+ex3, x2+ex4);

Corollary 1. Let � be an open subset of R2 endowed with the Lorentzian metric
du2
− dv2 and σ ∈ C4(�). Denote by subscript u or v the partial derivative with

respect to the corresponding variable. Then the immersion

ϕ :�→R4
2'C2, (u, v) 7→

(
(σ−σuu+σvv+2iσu)eiu, (−σ−σuu+σvv−2iσv)eiv),

is weakly conformal and its null points are characterized by σ +σuu+σvv =±2σuv .
Moreover, away from its null points, ϕ is marginally trapped.

Conversely any connected, marginally trapped surface of R4
2 whose second

fundamental form is not null is the image of such an immersion.

In [Chen 2009] and [Chen and Dillen 2007], marginally trapped surfaces of R4
2

which are in addition, respectively, flat and Lagrangian with respect to ω have been
characterized. These additional conditions may be readily seen in terms of the
formula given above:

Corollary 2. The marginally trapped immersion ϕ of Corollary 1 is in addition

(i) flat if and only if (∂uu − ∂vv)
(
(σ + σuu + σvv)

2
− 4σ 2

uv
)
= 0;

(ii) Lagrangian with respect to the symplectic form ω if and only if

σu + σv + σvvv − σuuv − σuvv + σuuu = 0.

Moreover there is no marginally trapped surface which is in addition Lagrangian
with respect to the symplectic form ω′.

In the next theorem we give a characterization of marginally trapped submanifolds
whose mean Gauss map has maximal rank in Sn+2

p+1.

1We refer the reader to [Alekseevsky et al. 2009] or [Cruceanu et al. 1996] for material about
paracomplex geometry, also called split geometry.
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Theorem 4. Let σ : M→ S p+1
×Sq be an immersed, oriented hypersurface of

class C4 whose induced metric has signature (p, q). Denote by ν its Gauss map
(hence a Sn+2

p+1-valued map) and by A = −dν the corresponding shape operator.
Denote by τi the roots of the polynomial of degree n− 1

P(τ )= tr(τ Id−A)−1.

Then the immersions ϕi : M → Sn+2
p+1 defined by ϕi := ν + τiσ are marginally

trapped.
Conversely any connected, marginally trapped n-dimensional submanifold of

Sn+2
p+1 whose mean Gauss map has maximal rank is the image of such an immersion.

Like in the flat case R4
2, a marginally trapped surface of S4

2 has either null second
fundamental form, or a mean Gauss map with maximal rank. Therefore Theorems 1
and 4 provide a complete characterization in this case. It enjoys, moreover, a more
explicit description:

Corollary 3. Let σ be an immersion of class C4 of a surface M into S2
×S1 with

Lorentzian induced metric. Denote by ν the Gauss map of σ (hence a S4
2-valued

map) and by H the (scalar) mean curvature of σ with respect to ν. Then the
immersion ϕ :M→ S4

2 defined by

ϕ = ν+ Hσ

is marginally trapped.
Conversely any connected marginally trapped surface of S4

2 whose second
fundamental form is not null is the image of such an immersion.

2. Submanifolds with null second fundamental form: proof of Theorem 1

Let6 be an n-dimensional submanifold of Rn+2
p+1 such that the induced metric on the

normal bundle N6 is Lorentzian. Since the intersection of the light cone of Rn+2
p+1

with N6 is made of two null lines, there exists a null normal frame, that is, a pair
of normal, null vector fields along 6 such that 〈ν, ν〉 = 〈ξ, ξ〉 = 0 and 〈ν, ξ〉 = 2.
So, given a normal vector N , we have

N = 1
2(〈N , ξ〉ν+〈N , ν〉ξ).

Lemma 1. The second fundamental form h is collinear to ν (so in particular it is
null) if and only if the mean curvature vector EH is collinear to ν and ν has rank at
most 1.

Proof. We denote by (e1, . . . , en) a local, orthonormal, tangent frame along 6 and
we set

h1
i j := 〈h(ei , e j ), ν〉 = −〈dν(ei ), e j 〉.
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Then we have, taking into account that 〈dν, ν〉 = 0,

dν(ei )=−

n∑
i=1

h1
i j e j +

1
2〈dν(ei ), ξ〉ν.

Assume first that h is collinear to ν. Then clearly its trace n EH is collinear to ν as
well. Moreover all the coefficients h1

i j vanish, so by the equation above, for all i ,
1≤ i ≤ n, the vector dν(ei ) is collinear to ν, and hence dν has rank at most 1.

Conversely, if dν has rank 1, then dν(ei ) and dν(e j ) are proportional for any
pair (i, j), i 6= j . Taking into account the symmetry of the tensor h1

i j , an ele-
mentary calculation implies that there exist n+ 1 real constants c, λ1, λ2, . . . , λn

such that h1
i j = cλiλ j . If in addition 6 is marginally trapped, that is, 〈n EH , ν〉 =

tr [h1
i j ]1≤i, j≤n = c

∑n
i=1 λ

2
i = 0, then either c= 0 or (λ1, . . . , λn)= (0, . . . , 0) and

in both cases the whole tensor h1
i j vanishes, that is, h is collinear to ν. �

We come back to the proof of Theorem 1, observing that under the assumption
of the lemma above, dν is collinear to ν. This implies the existence of a map
λ ∈ C1(6) such that ν = eλν0, where ν0 is a constant, null vector of Rn+2

p+1 or Rn+3
p+2.

We conclude that 6 ⊂ ν⊥0 .
We now write the Gauss and the Ricci equations in the flat case:

〈R(X, Y )Z ,W 〉+ 〈h(X, Z), h(Y,W )〉− 〈h(X,W ), h(Y, Z)〉 = 0,

〈R⊥(X, Y )ν, ξ〉− 〈[Aν, Aξ ]X, Y 〉 = 0,

If h is collinear to ν, both terms 〈h(X, Z), h(Y,W )〉 and 〈h(X,W ), h(Y, Z)〉 vanish,
hence the curvature of the tangent bundle vanishes. Moreover, if h is collinear to ν,
then Aν vanishes as well and the normal bundle is flat.

In the case of Sn+2
p+1, the Gauss and the Ricci equations become

〈R(X, Y )Z ,W 〉+ 〈h(X, Z), h(Y,W )〉− 〈h(X,W ), h(Y, Z)〉

= 〈X, Z〉〈Y,W 〉− 〈X,W 〉〈Y, Z〉,

〈R⊥(X, Y )ν, ξ〉− 〈[Aν, Aξ ]X, Y 〉 = 0.

Again, if h is collinear to ν, the terms 〈h(X, Z), h(Y,W )〉 and 〈h(X,W ), h(Y, Z)〉
vanish. It follows that the scalar curvature of the induced metric is constant and
equal to 1. Analogously, the fact that h is collinear to ν implies the vanishing of Aν
and therefore the flatness of the normal bundle.

3. Parametrizations by hypersurfaces: proof of Theorem 2

3.1. The flat case. Let ϕ= (ψ, τ) be an immersion of an n-dimensional manifold M

into Rn+2
p+1 whose induced metric g̃ := ϕ∗〈 · , · 〉 has signature (p, q). In particular

the induced metric on the normal space of ϕ̄ is Lorentzian. Let ν̃ be one of the two
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normalized, null normal fields along ϕ. Since the discussion is local, there is no
loss of generality in assuming that, modulo congruence, its last component νn+3

does not vanish, so that we may normalize ν̃ = (ν, 1).

Lemma 2. We set σ := ψ − τν. Then the map (σ, ν) : M→ Rn+1
p+1 × Sn

p is an
immersion.

Proof. Suppose (ϕ, ν) is not an immersion, so that there exists a nonvanishing
vector v ∈ TM such that (dϕ(v), dν(v))= (0, 0). Since dψ = dσ + τdν+ dτν, it
follows that

dϕ(v)= (dψ(v), dτ(v))= (dτ(v)ν, dτ(v))= dτ(v)ν̃,

which is a normal to ϕ. However the immersion ϕ is pseudo-Riemannian and
therefore a vector cannot be tangent and normal at the same time, so we get the
required contradiction. �

Lemma 3. 〈dσ, ν〉 = 0.

Proof. Using again that dψ = dσ + τdν+ dτν and observing that 〈ν, dν〉 = 0, we
have

0= 〈dϕ, ν̃〉 = 〈(dψ, dτ), (ν, 1)〉 = 〈dψ, ν〉− dτ = 〈dσ, ν〉. �

Lemma 4. Given ε > 0, there exists t0 ∈ (−ε, ε) such that σ + t0ν is an immersion,
and ν is its Gauss map.

Proof. This follows from the fact that the set {t ∈ R | σ + tν is not an immersion}
contains at most n elements. To see this, observe that given a pair of distinct real
numbers (t, t ′), we have

Ker(dσ + tdν)∩Ker(dσ + t ′dν)= {0}

(otherwise we would have a contradiction with the fact that (σ, ν) is an immersion).
Hence there cannot be more than n distinct values t such that Ker(dσ + tdν) 6= {0}.
The fact that ν is the Gauss map of σ + t0ν comes from Lemma 3:

〈d(σ + t0ν), ν〉 = 〈dσ, ν〉+ t0〈dν, ν〉 = 0. �

Lemma 4 shows that there is no loss of generality in assuming that σ is an
immersion: if it is not the case, we may translate the immersion ϕ along the vertical
direction, setting ϕt0 := ϕ− (0, t0). Of course ϕ is marginally trapped if and only
if ϕt0 is so, and moreover the vector field ν̃ is still normal to ϕt0 . Finally observe
that the map σt0 :M→ Rn+1

p+1 associated to ϕt0 is

σt0 = ψ − (τ − t0)ν = ψ − τν+ t0ν = σ + t0ν,

hence an immersion.
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We now describe the first fundamental form of ϕ and its second fundamental
form with respect to ν̃, both in terms of the geometry of the immersion σ :

Lemma 5. Denote by g := σ ∗〈 · , · 〉 the metric induced on M by σ and A the shape
operator associated to ν.

Then the metric g̃ := ϕ∗〈 · , · 〉 induced on M by ϕ is given by the formula

g̃ = g( · , · )− 2τg(A · , · )+ τ 2g(A · , A · ).

In particular, the nondegeneracy assumption on g̃ implies that τ−1 is not equal to
any principal curvature of ϕ. Moreover the second fundamental form of ϕ with
respect to ν̃ is given by

h̃ ν̃ := 〈h̃( · , · ), ν̃〉 = g( · , A · )− τg(A · , A · ).

Proof. Since 〈dσ, ν〉 = 〈dν, ν〉 = 0, given v1, v2 ∈ TM, we have

g̃(v1, v2)= 〈dϕ(v1), dϕ(v2)〉

= 〈dσ(v1), dσ(v2)〉+ τ 〈dσ(v1), dν(v2)〉+ τ 〈dν(v1), dσ(v2)〉

+ τ 2
〈dν(v1), dν(v2)〉+ dτ(v1)dτ(v2)〈ν, ν〉− dτ(v1)dτ(v2)

= g(v1, v2)− τ(g(v1, Av2)+ g(Av1, v2))+ τ
2g(Av1, Av2)

= g(v1, v2)− 2τg(Av1, v2)+ τ
2g(Av1, Av2).

We calculate the second fundamental form of ϕ with respect to ν̃ = (ν, 1):

h̃ ν̃ =−〈dϕ, d ν̃〉

= −〈dσ + τdν+ dτν, dν〉 = −〈dσ, dν〉− τ 〈dν, dν〉

= g( · , A · )− τg(A · , A · ). �

The proof of Theorem 2 follows easily: denoting by Ãν̃ the shape operator of ϕ
with respect to ν̃, we have from Lemma 5

g( Ãν̃(Id−τ A) · , (Id−τ A) · )= g( · , (Id−τ A) · ).

It follows that

Ãν̃ := (Id−τ A)−1

and that EH is collinear to ν̃ if and only if Ãν̃ is trace-free, that is, τ is the root of
the polynomial P(τ )= tr(Id−τ A)−1.

Remark 2. If ϕ is minimal, τ = 0 is a root of P(τ ). The corresponding immersion
ϕ = (σ, 0) is not only marginally trapped but minimal.
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3.2. The Sn+2
p+1 case. Let ϕ = (ψ, τ) : M → Sn+2

p+1 an immersion such that the
induced metric g̃ := ϕ∗〈 · , · 〉 has signature (p, q). Let ν̃ be one of the two normal-
ized, null normal fields along ϕ. Since the discussion is local, there is no loss of
generality to assume that, modulo congruence, its last component νn+3 does not
vanish, so that we may normalize ν̃ = (ν, 1).

We define the null projection of ϕ to be σ :=ψ−τν. The fact that (ν, 1)∈TϕSn+2
p+1,

that is, 0= 〈(ψ, τ), (ν, 1)〉 = 〈ψ, ν〉− τ , implies that 〈ψ, ν〉 = τ . Hence

〈σ, σ 〉 = 〈ψ,ψ〉− 2τ 〈ψ, ν〉+ τ 2
〈ν, ν〉

= 〈ψ,ψ〉− τ 2

= 〈ϕ, ϕ〉

= 1,

which shows that σ is Sn+1
p -valued. The proofs of the next two lemmas are omitted,

since they are similar to the flat case:

Lemma 6. The map (σ, ν) :M→ Sn+1
p+1×Sn+1

p+1 is an immersion.

Lemma 7. 〈σ, ν〉 = 0 and 〈dσ, ν〉 = 0.

Unlike the flat case, there is no vertical translation in Sn+2
p+1. We may however,

up to an arbitrarily small perturbation, assume that σ is an immersion.

Lemma 8. Given ε > 0, there exists α ∈ (−ε, ε) and a hyperbolic rotation Rα of
angle α such that the null projection σ α of ϕα := Rαϕ is an immersion.

Proof. Set

Rα =

( coshα sinhα
Id

sinhα coshα

)
∈ SO(p+ 2, q + 1)

and ϕα := Rαϕ, ν̃α := Rα ν̃. Observe that ν̃α := (να, ναn+3) is no longer normalized
a priori, since its last component ναn+3 is equal to cosh(α)+ sinh(α)ν1, where ν1 is
the first component of the vector ν̃.

Nevertheless the null geodesic passing through the point ϕα and directed by the
vector ν̃α crosses the slice dSn+2

p+2 ∩ {xn+3 = 0} at the point

(σ α, 0) :=
(
ψα −

τα

ναn+3
να, 0

)
.

Clearly σ α is an immersion if and only if

R−ασ α = ψ − ταν/ναn+3 = ϕ+ (τ − τ
α/ναn+3)ν
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is so. Observe that

τ −
τα

ναn+3
= τ −

cosh(α)τ + sinh(α)ψ1

cosh(α)+ sinh(α)ν1

= tanh(α)(ψ1− τν1)+ o(α)

= σ1α+ o(α).

Now assume that R−ασ α is not an immersion for α ∈ (−ε, ε). Hence there exists a
one-parameter family of unit tangent vectors vα such that

0= d(R−ασ α)(vα)= dσ(vα)+ (dσ1(v
α)ν+ σ1dν(vα))α+ o(α)

for all α ∈ (−ε, ε). Thus{
dσ(vα)= 0,
dσ1(v

α)ν+ σ1dν(vα)= σ1dν(vα)= 0.

By Lemma 6, dν(vα) and dσ(vα) cannot vanish simultaneously, therefore σ1

vanishes. Repeating the argument with suitable rotations yields that all the other
coordinates of σ vanish, a contradiction since σ ∈ Sn+1

p+1. �

By the previous lemma we may assume that σ is an immersion. The remainder of
the proof follows the lines of that of the flat case; in particular, Lemma 5 still holds.

4. Parametrization by the mean Gauss map

4.1. The flat case: proof of Theorem 3. In this section6 denotes an n-dimensional
submanifold of Rn+2

p+1 whose induced metric has signature (p, q) and such that the
normalized vector ν ∈S p

×Sq
⊂Rn+2 has rank n. We may therefore parametrize6

locally by ν, that is, by a map ϕ : �→ Rn+2
p+1, where � is an open subset of the

universal covering of S p
×Sq . We set σ(ν) := 1

2〈ϕ(ν), ν〉 and τ(ν) := 1
2〈ϕ(ν), ν〉.

2

Lemma 9. We have
ϕ = τν+ σν+ 2∇σ,

where ∇ is the gradient with respect to the induced metric on S p
× Sq (that is,

∇σ = (∇ ′σ,−∇ ′′σ), where∇ ′ and∇ ′′ are respectively the gradients on S p and Sq ).

Proof. Since ν and ν are null and 〈ν, ν〉 = 2, we clearly have ϕ = τν + σν + V ,
where V ∈ Tν(S p

×Sq)= Tν(S p
×Sq)= Tν′S p

×Tν′′Sq . In order to determine V ,
we use the assumption 〈dϕ, ν〉 = 0. Taking into account that

dϕ = dτ ν+ τ dν+ dσ ν+ σ dν+ dV

2The pair (σ, τ ) may be regarded as a generalization of the support function of a hypersurface.
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and that 〈ν, ν〉, 〈dν, ν〉 and 〈dν, ν〉 vanish, we have

〈dϕ, ν〉 = dσ 〈ν, ν〉+ 〈dV, ν〉 = 2dσ +〈dV, ν〉.

On the other hand, from 0= d(〈V, ν〉)=〈dV, ν〉+〈V, dν〉, we conclude, observing
that dν = Id,

〈V,W 〉 = 〈V, dν(W )〉 = −〈dV (W ), ν〉 = 2dσ(W ) for all W ∈ Tν(S p
×Sq),

which, by the very definition of the gradient, proves that V = 2∇σ . �

We now complete the proof of Theorem 3: define the endomorphism Aν on
Tν(S p

×Sq) by
〈Aν · , · 〉 = hν .

Hence, using that dν is the identity map of Tν(S p
×Sq), we have

〈dϕ ◦ Aν · , dϕ · 〉 = −〈dν · , dϕ · 〉 = −〈5 · , dϕ · 〉,

where 5 is the restriction to Tν(S p
×Sq) of the normal projection Rn+2

p+1→ Tϕ(ν)S.
It follows that

dϕ ◦ Aν =−5,
and therefore

A−1
ν =−5

−1
◦ dϕ

(the maximal rank assumption on ν implies that 5 is one-to-one). In order to calcu-
late the trace of Aν we introduce an orthonormal basis (e1, . . . , en) of Tν(S p

×Sq),
such that 〈ei , ei 〉 = 1 if 1≤ i ≤ p and 〈ei , ei 〉 = −1 if p+1≤ i ≤ n. We define the
coefficients ai j by

dϕ(ei )=

n∑
j=1

ai j5e j .

Clearly
A−1
ν = [ai j ]1≤i, j≤n.

To determine the coefficients ai j explicitly, we calculate

(1) dϕ = dτ ν+ τ dν+ dσ ν+ σ dν+ 2d∇σ.

Then we introduce a null, normal vector field ξ along S such that (ν, ξ) is a null
frame of N6 = T6⊥, which is in addition normalized, that is, 〈ν, ξ〉 = 2. Then
the projection of a vector V of Rn+2

p+1 onto N6 is given by the formula

1
2(〈V, ξ〉ν+〈V, ν〉ξ).

It follows that

(2) 5V = V − 1
2(〈V, ξ〉ν+〈V, ν〉ξ).
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For 1≤ i ≤ p, using (1) and observing that dν(ei )= dν(ei )= ei , we have

dϕ(ei )= (τ + σ)ei + dτ(ei )ν+ dσ(ei )ν+ 2d(∇σ)(ei )

Using (2) and the fact that 〈d(∇σ)(ei ), e j 〉 = Hess(σ )(ei , e j ), we conclude that,
for 1≤ i ≤ p,

ai j = δi j (τ + σ)+ 2 Hess(σ )(ei , e j ).

Analogously we get, if p+ 1≤ i ≤ n,

ai j = δi j (τ − σ)+ 2 Hess(σ )(ei , e j ).

The conclusion of the proof of Theorem 3 follows easily.

4.2. The case ( p, q) = (1, 1): proof of Corollaries 1 and 2. We use the natural
identification R4

2 ' C2 and denote by (u, v) the natural coordinates on S1
×S1, so

that ν := (eiu, eiv). In particular, the metric on S1
×S1 is du2

− dv2. Hence

Aν =−
(
τ + σ + 2σuu 2σuv

−2σuv τ − σ − 2σvv

)−1

,

whose trace is 2/det Aν(τ + σuu − σvv). Hence ϕ is marginally trapped if and only
if τ = σvv − σuu .

We now study the induced metric ϕ∗〈 · , · 〉. Since

ϕ = τ(eiu, eiv)+ σ(eiu,−eiv)+ 2(iσueiu,−iσveiv),

we have

ϕu =
(
((τ − σ)u + i(2σuu + τ + σ))eiu, ((τ − σ)u − 2iσuv)eiv),

ϕv =
(
((τ + σ)v + 2iσuv)eiu, ((τ + σ)v + i(−2σvv + τ − σ))eiv).

By a straightforward calculation the coefficients of the first fundamental form
ϕ∗〈 · , · 〉 are

E := (2σuu + τ + σ)
2
− 4σ 2

uv,

F := 4σuv(σuu − σvv + 2τ),

G := −(2σvv − τ + σ)2+ 4σ 2
uv.

The marginally trapped assumption τ = σvv − σuu implies

E =−G = (2σuu + τ + σ)
2
− 4σ 2

uv = (σ + σuu + σvv)
2
− 4σ 2

uv

and the vanishing of F , so that ϕ is weakly conformal (and conformal whenever E
does not vanish).

It is well known that the induced metric of a surface with isothermic coordinates
is flat if and only if its conformal factor is harmonic. Here we are dealing with the
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Lorentzian metric du2
− dv2, whose Laplacian operator is ∂uu − ∂vv. Hence the

induced metric is flat if and only if

(∂uu − ∂vv)E = (∂uu − ∂vv)
(
(σ + σuu + σvv)

2
− 4σ 2

uv
)
.

Marginally trapped Lagrangian surfaces. We recall that J (z1, z2)= (i z1, i z2), so

Jϕu =
(
−(2σuu + τ + σ + i(τ − σ)u)eiu, (2σuv + i(τ − σ)u)eiv).

Hence, using the usual formula ω = 〈J · , · 〉,

ω(ϕu, ϕv)= 〈Jϕu, ϕv〉

= −(2σuu + τ + σ)(τ + σ)v + 2σuv(τ − f )u − 2σuv(τ + σ)v

− (τ − σ)u(−2σvv + τ − σ)

=−(τ + σ)v(σ + σuu + σvv + 2σuv)+ (τ − σ)u(σ + σuu + σvv + 2σuv)

= (σ + σuu + σvv + 2σuv)(−σv − σu − σvvv + σuuv + σuvv − σuuu).

The first factor does not vanish except at degenerate points, so ϕ is Lagrangian with
respect to ω if and only if σv + σu + σvvv − σuuv − σuvv + σuuu = 0.

Recalling that the paracomplex structure is given by

K (x1, x2, x3, x4) := (x3, x4, x1, x2),

we have

Kϕu =
(
((τ − σ)u − 2iσuv)eiv, ((τ − σ)u + i(2σuu + τ + σ))eiu),

and so

ω′(ϕu, ϕv)= 〈Kϕu, ϕv〉

= cos(u− v)
(
−4σ 2

uv − (τ − σ − 2σvv)(2σuu + τ + σ)
)

= cos(u− v)
(
(−4σ 2

uv + (σ + σuu + σvv)
)2

= cos(u− v)E .

Hence ϕ is Lagrangian with respect to ω′ if and only if the induced metric is totally
null, which is incompatible with the marginally trapped assumption.

4.3. The case of Sn+2
p+1: proof of Theorem 4. Let ϕ :M→ Sn+2

p+1 be an immersed
submanifold of codimension two of Sn+2

p+1. Let σ be a normal, null vector field
along ϕ which is normalized in such way that σ ∈S p+1

×Sq . We moreover assume
that σ has maximal rank, that is, σ :M→ S p+1

×Sq is an immersed hypersurface.

Lemma 10 [Godoy and Salvai 2013]. There exists a unique pair (ν, τ ), where
ν :M→ Sn+2

p+1 and τ ∈ C2(M) are such that

ϕ = ν+ τσ.
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Moreover the map ν :M→Sn+2
p+1 is the Gauss map of σ ; that is, ν ∈ Tσ (S p+1

×Sq)

and 〈dσ, ν〉 = 0.

Proof. For an arbitrary τ ∈C2(M), we have ν :=ϕ−τσ ∈Sn+2
p+1. Hence we shall de-

termine τ ∈C2(M) by the condition ν∈Tν(S p+1
×Sq). Recalling the decomposition

Rn+3
=Rp+2

×Rq+1, and writing ν= (ν ′, ν ′′), σ = (σ ′, σ ′′) accordingly, this condi-
tion amounts to 〈ν ′, σ ′〉p+2= 0 and 〈ν ′′, σ ′′〉q+1= 0, where 〈 · , · 〉p+2 and 〈 · , · 〉q+1

denote the Euclidean inner products of Rp+2 and Rq+1, respectively. These two
equations yield τ = 〈ν ′, σ ′〉p+1 and τ = 〈ν ′′, σ ′′〉q+1, which are actually two equiv-
alent requirements since 〈ϕ, σ 〉 = 〈ϕ′, σ ′〉p+2−〈ϕ

′′, σ ′′〉q+1 vanishes. Therefore τ
is uniquely determined by the condition ν ∈ Tσ (S p+1

×Sq)= Tσ ′S p+1
×Tσ ′′S

q .
It remains to check that ν is the Gauss map of σ . For this purpose we differentiate

ϕ = ν+ τσ and remember that σ is normal to ϕ, so that

0= 〈dϕ, σ 〉 = 〈dν, σ 〉+ dτ 〈σ, σ 〉+ τ 〈dσ, σ 〉 = 〈dν, σ 〉.

Hence 〈dν, σ 〉 vanishes. Since 0= d(〈ν, σ 〉)= 〈dν, σ 〉+ 〈ν, dσ 〉, we deduce that
〈dσ, ν〉 vanishes as well. �

Observe that the lemma above implies furthermore that the induced metric
g := σ ∗〈 · , · 〉 is nondegenerate, since σ(M) is a hypersurface and admits a unit
normal vector field.

Lemma 11. Denote by g := σ ∗〈 · , · 〉 the metric induced on M by σ , and by A the
shape operator associated to ν, so A(v) := −dν(v) for all v ∈ TM. Then the metric
g̃ := ϕ∗〈 · , · 〉 induced on M by ϕ is given by the formula

g̃ = τ 2g( · , · )− 2τg(A · , · )+ g(A · , A · ).

In particular, the nondegeneracy assumption on g̃ implies that τ is not equal to any
principal curvature of ν. Moreover the second fundamental form of ϕ with respect
to σ is given by

hσ := 〈h( · , · ), σ 〉 = g(A · , · )− τg( · , · ).

Proof. Taking into account that dϕ = dν+ dτ σ + τdσ , we have

g̃ = 〈dϕ, dϕ〉 = 〈dν, dν〉+ 2τ 〈dν, dσ 〉+ τ 2
〈dσ, dσ 〉

= g(A · , A · )− 2τg(A · , · )+ τ 2g( · , · )

and

hσ =−〈dϕ, dσ 〉 = −〈dν, dσ 〉− τ 〈dσ, dσ 〉 = g(A · , · )− τg( · , · ). �

The proof of Theorem 4 is now straightforward: if ϕ is marginally trapped, we
may assume without loss of generality that its mean curvature vector EH is collinear
to σ . By the maximal rank assumption on σ we may use Lemmas 10 and 11.
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Denote by Ãσ the shape operator of ϕ with respect to σ . Then, from Lemma 11
above, we have

g( Ãσ (τ Id−A) · , (τ Id−A) · )= g( · , (τ Id−A) · ).

It follows that Ãσ := (τ Id−A)−1 and that EH is collinear to ν if and only if Aν is
trace-free, that is, τ is the root of the polynomial P(τ )= tr(τ Id−A)−1.

4.4. The case ( p, q) = (1, 1): proof of Corollary 3. It is straightforward that if
M is a 2× 2 matrix, then tr M−1

= (det M)−1 tr M . Hence tr(τ Id−A)−1 vanishes
if and only if tr(τ Id−A)= 2τ − tr A does. Hence ϕ is marginally trapped if and
only if τ = tr A/2 := H , the (scalar) mean curvature of the immersion σ . This
proves Corollary 3.

5. Further remarks

5.1. Interpretation of the result in terms of contact geometry. The constructions
in the previous sections come from the natural contact structure enjoyed by the
spaces of null geodesics of the ambient spaces and from the fact that the set of null
geodesics which are normal to a submanifold of codimension two is Legendrian
with respect to this contact structure.

The proof of Theorem 2 is based on the following fact: Let U be the dense, open
subset of null geodesics of Rn+2

p+1 that cross the horizontal hyperplane {xn+2 = 0}
(in the Minkowski case (p, q) = (n, 0), all null geodesics cross the horizontal
hyperplane). Then the correspondence {(σ, 0)+ t (ν, 1) | t ∈ R} 7→ (σ, ν) defines a
contactomorphism between U and the unit tangent bundle T 1Rn+1

p . The canonical
contact structure α of the unit tangent of a pseudo-Riemannian manifold (M, g)
is given by the expression α = g(dσ, ν), where ν is a unit vector tangent to M at
the point σ . Hence, given an immersion x 7→ (σ (x), ν(x)) of an n-dimensional
manifold such that x 7→ σ(x) is an immersion as well (a generic assumption), the
Legendre condition g(dσx , ν(x))= 0 simply means that ν is the Gauss map of σ
or, equivalently, ν is a unit vector field normal to the immersed hypersurface σ .

The interpretation of the proof of Theorem 3 in terms of contact geometry is
as follows: The space of null geodesics of Rn+2

p+1 may be identified with space of
one-jets on S p

× Sq , that is, the space T (S p
× Sq)× R such that to the triple

(ν, V, z)∈ T (S p
×Sq)×R, we associate the null line {V +zν+ tν | t ∈R}⊂Rn+2

p+1.
The natural contact structure on the space of one-jets TM×R, where (M, g) is a
pseudo-Riemannian manifold, is given by α := ψ − dz, where ψ is the Liouville
form3 or tautological form on TM. Moreover a generic Legendrian immersion

3To be more precise, the Liouville form is canonically defined on the cotangent bundle T ∗M of a
differentiable manifold M. If M is moreover equipped with a pseudo-Riemannian metric (as it is the
case of S p

×Sq ), we may identify T ∗M and TM and therefore speak of a Liouville form on TM.
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in TM×R is locally a section and takes the form ν 7→ (ν,∇σ(ν), σ (ν)), where
σ ∈ C2(M) and ∇ denotes the gradient of the metric g. It follows, in the case
M = S p

×Sq , that a generic Legendrian congruence of null lines of Rn+2
p+1 takes

the form
ν 7→ {∇σ(ν)+ σ(ν)ν+ tν | t ∈ R},

where σ ∈ C2(S p
×Sq). The choice of real function τ ∈ C2(S p

×Sq) determines
an n-dimensional submanifold parametrized by ν 7→ ∇σ(ν)+ σ(ν)ν+ τ(ν)ν, one
of whose null normals is ν. These observations inspired the proof of Theorem 3.

Finally the proof of Theorem 4 comes from the fact, proved in [Godoy and Salvai
2013], that the space of null geodesics of Sn+2

p+1 can be identified with T 1(S p
×Sq),

the unit tangent bundle of S p
×Sq , as follows: to the pair (ν, ψ) ∈ T 1(S p

×Sq),
we associate the null line {ψ + tν | t ∈ R} ⊂ Sn+2

p+1.

5.2. Relation between Theorems 2 and 3 in the case ( p, q) = (n, 0). In the
Lorentzian case (p, q) = (n, 0), it is easy to relate the formulas of Theorems 2
and 3. To avoid confusion, all mathematical quantities from Theorem 2 will be
written with subscript 2, and those from Theorem 3 with subscript 3. We start by
writing ν3 = (ν2, 1) ∈ Sn

×S0
' Sn

×{1,−1}, so that ν3 = (ν2,−1). Hence the
main formula of Theorem 3 becomes

ϕ =
(
(τ3+ σ3)ν2+ 2∇σ3, τ3− σ3

)
,

where σ3 ∈C4(Sn
×S0)'C4(Sn) and τ3 depends on the second derivatives of σ3.

Introducing σ2 := 2σ3 ν2+ 2∇σ3 and τ2 := τ3− σ3, we obtain

ϕ = (σ2+ τ2ν2, τ2),

which is exactly the main formula of Theorem 2. Observe that 〈dσ2, ν2〉 vanishes,
that is, ν2 is normal to the immersion σ2, which is therefore parametrized by its
Gauss map. Moreover 〈σ2, ν2〉 = 2σ3, that is, 2σ3 is the support function of the
immersion σ2.
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ONE LINE COMPLEX KLEINIAN GROUPS

WALDEMAR BARRERA, ANGEL CANO AND JUAN PABLO NAVARRETE

We give an algebraic description of those subgroups of PGL(3, C) acting
on P2

C
with Kulkarni limit set equal to one complex projective line. Con-

versely, we prove that the Kulkarni limit set of a group G ≤ PGL(3, C)

acting properly and discontinuously on the complement of one line in P2
C

is
equal to one or two lines.

1. Introduction

The Kleinian groups are discrete subgroups of PSL(2,C) acting on S2 ∼= P1
C

in
such way that its limit set is not all of S2. They are classified in elementary and
nonelementary groups. The elementary groups are those Kleinian groups whose
limit set is equal to zero, one or two points, and they are classified (see [Maskit
1988]). The nonelementary groups are those Kleinian groups whose limit set
contains more than two points and in this case its limit set is a perfect set.

Our interest relies on the study of complex Kleinian groups. These are discrete
subgroups of PGL(3,C) acting properly and discontinuously on some open subset
of P2

C
. In this setting, there is no standard definition of limit set, however, in

[Barrera Vargas et al. 2011] it is proved that under some mild hypothesis on the
dynamics of the group, Kulkarni’s definition of limit set is an appropriate definition
(see Definition 2.1).

In [Cano and Seade 2014] it is proved that the Kulkarni limit set of a complex
Kleinian group contains a complex projective line whenever the group is infinite.
Moreover, in [Barrera Vargas et al. 2011] it is proved that under some mild hypoth-
esis on the group, the Kulkarni limit set is a union of complex projective lines. The
definition of elementary group in this case is that the Kulkarni limit set consists of
a finite union of complex projective subspaces (see [Cano et al. 2013]).

An interesting problem consists of classifying all elementary complex Kleinian
groups, and one natural step consists of classifying those discrete subgroups of
PGL(3,C) whose Kulkarni limit set consists of one complex projective line. In

Research supported by CONACYT Project Number 176680 and SEP grant P/PIFI-2011-31MSU0098J-
15.
MSC2010: 37F30, 22E40.
Keywords: complex Kleinian groups, Kulkarni limit set, complex projective plane.
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this paper we prove that the complex Kleinian group G ≤ PGL(3,C) is virtually
nilpotent whenever its Kulkarni limit set is equal to one complex projective line. In
fact we prove the following:

Theorem 1.1. If G is a subgroup of PGL(3,C) such that its Kulkarni limit set3(G)
consists of precisely one complex projective line `, then:

(i) If G contains a loxoparabolic element then G is a finite cyclic extension of
order 1, 2, 3, 4 or 6 of Z⊕Z⊕Zn0 , where n0 ∈ N is arbitrary. The Z⊕Z is a
group of rank two generated by a loxoparabolic element and another element
which can be loxoparabolic or parabolic. Also, the Zn0 is a group of complex
reflections.

(ii) If G does not contain any loxoparabolic elements and the group G does not
contain any element which acts as a parabolic element on the complex line
3(G)= `, then G is a group of isometries of C2 and it contains a free abelian
normal subgroup of finite index and of rank less than or equal to four.

(iii) If G does not contain any loxoparabolic elements but it does contain an element
which acts as a parabolic element on the complex line 3(G)= `, then G does
not contain any irrational ellipto-parabolic elements and it is a finite extension
of a unipotent subgroup (this subgroup consists of unipotent parabolic maps).
Hence it is a finite extension of a group of the form Z,Z2,Z3,Z4, 1k or 0k ,
where

1k =
〈
A, B,C, D : C, D are central and [A, B] = Ck 〉, k ∈ N,

and

0k =
〈
A, B,C : C is central and [A, B] = Ck 〉, k ∈ N.

The outline of the proof of Theorem 1.1 is as follows: Since the group acts
properly and discontinuously on the complement of one complex projective line
in P2

C
, the dynamics of each element in the group are restricted in some way; see

Remark 2.4. In fact, the elements in the group are elliptic, parabolic or loxoparabolic
according to the classification given in [Navarrete 2008].

If the group contains a loxoparabolic element, then there are restrictions on the
group G, as shown in Lemma 3.1. The proof of Theorem 1.1(i) follows from the
fact that there exists an invariant complex projective line where the action of the
group is properly discontinuous except in one point. Hence the group acts as a
Euclidean group on this line.

If the group does not contain any loxoparabolic elements, then we consider the
following two cases:

If G acts on the limit set `∼= Ĉ∼= S2 without parabolic elements then G can be
considered as a group of Euclidean isometries of R4.
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If some element in G acts on the limit set ` as parabolic element then the
group can be identified with a group of triangular matrices (see Proposition 5.2).
The existence of irrational ellipto-parabolic elements in the group is ruled out by
Propositions 5.6 and 5.7. Finally, there exists a unipotent subgroup of finite index
(see Proposition 5.8.)

We remark that not every finite extension of those nilpotent groups given in
Theorem 1.1(ii) and (iii) can occur as a group with Kulkarni limit set equal to one
line. Which of them can occur is a more delicate question. However, Theorem 1.1
gives a qualitative description according to the dynamics of the kind of elements
contained in the group.

We are not restricting here to the case where the quotient space P2
C
\ ` by the

group G is compact. The case where the action of G ≤ PGL(3,C) on P2
C
\ ` is

free, properly discontinuous and the quotient is compact is handled in [Fillmore
and Scheuneman 1973; Scheuneman 1974; Suwa 1975].

Finally, if G≤PGL(3,C) satisfies3(G) is equal to one line, then G acts properly
and discontinuously on the complement of one line in P2

C
, so G can be considered

as a discrete subgroup of Aff(C2) acting properly and discontinuously on C2. The
converse statement is not true as we show in the following:

Theorem 1.2. Let G ≤ PGL(3,C) be an infinite group which acts properly and
discontinuously on the complement of the line `⊂ P2

C
.

(i) If G contains a loxoparabolic element then,
• the Kulkarni limit set 3(G) is equal to the union of ` and another line

whenever G contains a cyclic subgroup of finite index generated by a
loxoparabolic element, or

• the Kulkarni limit set3(G) is equal to ` whenever G contains a finite-index
free abelian subgroup of rank two generated by a loxoparabolic element
and another element, which can be either loxoparabolic or parabolic.

(ii) If G does not contain any loxoparabolic elements then 3(G)= `.

2. Preliminaries

2.1. Projective geometry. Recall that the complex projective plane P2
C

is defined as

P2
C := (C

3
\ {0})/C∗,

where C∗ = C \ {0} acts on C3
\ {0} by the usual scalar multiplication. This is a

compact connected complex 2-dimensional manifold. Let [ · ] :C3
\{0}→P2

C
be the

quotient map. If β = {e1, e2, e3} is the standard basis of C3, we write [e j ] = e j and
if z= (z1, z2, z3) ∈ C3

\ {0} then we write [z] = [z1 : z2 : z3]. Also, `⊂ P2
C

is said
to be a complex line if [`]−1

∪ {0} is a complex linear subspace of dimension two.
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Given distinct points [z], [w] ∈P2
C

, there is a unique complex projective line passing
through [z] and [w]. Such a complex projective line is called a line, for short, and
it is denoted by←−−→[z], [w]. Consider the action of C∗ on GL(3,C) given by the usual
scalar multiplication. Then

PGL(3,C)= GL(3,C)/C∗

is a Lie group. The elements of this Lie group are called projective transforma-
tions. Let [[ · ]] : GL(3,C)→ PGL(3,C) be the quotient map, g ∈ PGL(3,C) and
g∈GL(3,C). We say that g is a lift of g if [[g]] = g. One can show that PGL(3,C)

is a Lie group that acts transitively, effectively and by biholomorphisms on P2
C

by
[[g]]([w])= [g(w)], where w ∈ C3

\ {0} and g ∈ GL(3,C).
The Fubini–Study metric on P2

C
is a useful tool in the computation of the Kulkarni

limit set of cyclic subgroups of PGL(3,C) acting on P2
C

(see [Navarrete 2008]).
The Fubini–Study distance d([z], [w]) between [z], [w] ∈P2

C
satisfies the equation

(1) cos2(d([z], [w]))= |z1w̄1+ z2w̄2+ z3w̄3|
2

(|z1|2+ |z2|2+ |z3|2)(|w1|2+ |w2|2+ |w3|2)
.

We denote by M3×3(C) the space of all 3×3 matrices with entries in C equipped
with the standard topology. The quotient space

(M3×3(C) \ {0})/C∗

is called the space of pseudo-projective maps of P2
C

and it is naturally identified
with the projective space P8

C
. Since GL(3,C) is an open, dense, C∗-invariant set

of M3×3(C) \ {0}, we obtain that the space of pseudo-projective maps of P2
C

is a
compactification of PGL(3,C). As in the case of projective maps, if s is an element
in M3×3(C)\ {0}, then [s] denotes the equivalence class of the matrix s in the space
of pseudo-projective maps of P2

C
. Also, we say that s ∈ M3×3(C) \ {0} is a lift of

the pseudo-projective map S whenever [s] = S.
Let S be an element in (M3×3(C) \ {0})/C∗ and s a lift to M3×3(C) \ {0} of S.

The matrix s induces a nonzero linear transformation s : C3
→ C3, which is

not necessarily invertible. Let Ker s ( C3 be its kernel and let Ker S denote its
projectivization to P2

C
, taking into account that Ker S := ∅ whenever Ker s =

{(0, 0, 0)}. We refer to [Cano and Seade 2010] for more details about this subject.

2.2. Complex Kleinian groups. We recall that a point z ∈ Ĉ∼= S2 ∼= P1
C

is a limit
point of the discrete subgroup G of PSL(2,C) if it is a cluster point of some orbit
{gx : g ∈ G}, where x ∈ Ĉ. The set 3(G) = {z ∈ Ĉ : z is a limit point of G} is
called the limit set of G (see [Marden 2007]).
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It is a known fact that the action of G on the complement of the limit set Ĉ\3(G)
is properly discontinuous. However, when working on higher dimensions, this is
no longer valid. See Example 2.3 below.

Kulkarni considers a very general setting of discrete group actions on a topolog-
ical space X , and the Kulkarni limit set provides a canonical choice of a closed
G-invariant set in X such that the G-action on its complement is properly discon-
tinuous.

Definition 2.1. Let G ⊂ PGL(n+ 1,C) be a subgroup. The set L0(G) is defined
as the closure of the points in Pn

C
with infinite isotropy group. In other words,

L0(G) = {x ∈ Pn
C
: StabG(x) is an infinite group} (see [Kulkarni 1978]). The set

L1(G) is the closure of the set of cluster points of the G-orbit of z, where z runs
over Pn

C
\L0(G). Recall that q is a cluster point of the family of sets {g(K ) : g ∈G},

where K ⊂Pn
C

is a nonempty set, if there is a sequence (km)m∈N⊂ K and a sequence
of distinct elements (gm)m∈N ⊂ G such that gm(km) m→∞−−−→ q. The set L2(G) is
defined as the closure of the union of cluster points of {g(K ) : g ∈ G}, where K
runs over all the compact sets in Pn

C
\ (L0(G) ∪ L1(G)). The Kulkarni limit set

for G is defined as the G-invariant closed set

3(G)= L0(G)∪ L1(G)∪ L2(G).

The discontinuity region in the sense of Kulkarni of G is defined as

�(G)= Pn
C \3(G).

If �(G) 6=∅ then we say that G is a complex Kleinian group.

In the case of a cyclic group 〈g〉, we write L0(g), L1(g), etc. instead of L0(〈g〉),
L1(〈g〉), etc.

The following lemma is a useful tool for the computation of Kulkarni limit sets,
and we include it here for reader’s convenience. See [Navarrete 2008] for a proof.

Lemma 2.2. Let G be a subgroup of PGL(3,C). If C is a closed set such that for
every compact set K ⊂ P2

C
\ C , the cluster points of the family of compact sets

{g(K )}g∈G are contained in L0(G)∪ L1(G), then L2(G)⊂ C.

Example 2.3. If g ∈ PGL(3,C) is induced by the matrix

g=

1 0 1
0 λ 0
0 0 1

 , λ ∈ C∗, |λ|< 1,

then:

(i) L0(g)= {e1, e2}.

(ii) g−n( · ) n→∞−−−→ e2 uniformly on compact subsets of P2
C
\ (
←−→e1, e2 ∪

←−→e1, e3).
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(iii) gn( · ) n→∞−−−→ e1 uniformly on compact subsets of P2
C
\ (
←−→e1, e2 ∪

←−→e1, e3).

(iv) L1(g)= {e1, e2}.

(v) L2(g)=
←−→e1, e2 ∪

←−→e1, e3.

(vi) The action of the cyclic group generated by g on P2
C
\ {e1, e2} is not properly

discontinuous.

(vii) The cyclic group generated by g acts properly and discontinuously on P2
C
\
←−→e1, e2.

Proof.

(i) The proof follows straightforwardly from the fact that {(z1, 0, 0) : z1 ∈ C} and
{(0, z2, 0) : z2 ∈ C} are the only possible eigenspaces for each matrix of the form

gn
=

1 0 n
0 λn 0
0 0 1

 , n ∈ Z \ {0}.

(ii) If K is a compact subset of P2
C
\ (
←−→e1, e2 ∪

←−→e1, e3), then every point in K can be
written as [z] = [z1 : z2 : z3], where |z1|

2
+ |z2|

2
+ |z3|

2
= 1, |z2| ≥ ε and |z3| ≥ ε

for some fixed ε > 0. If d(g−n
[z], e2) denotes the Fubini–Study distance between

g−n
[z] and e2, then

cos2(d(g−n([z]), e2)
)
=

|λ−nz2|
2

|z1− nz3|2+ |λ−nz2|2+ |z3|2

≥
|λ−nz2|

2

(nε+ 1)2+ |λ−nz2|2+ 1

≥
|λ|−2nε2

(nε+ 1)2+ |λ|−2nε2+ 1
,

and the last expression goes to 1 as n→∞. Therefore, g−n( · ) n→∞−−−→e2 uniformly
on compact subsets of P2

C
\ (
←−→e1, e2 ∪

←−→e1, e3).

(iii) The proof is analogous to (ii)

(iv) Since g acts on the invariant line←−→e1, e2 as a loxodromic element of PGL(2,C)

with fixed points e1 and e2, the orbits of the points in←−→e1, e2 \ {e1, e2} accumulate
at e1 and e2.

Also, g acts on the invariant line←−→e1, e3 as a parabolic element of PGL(2,C) with
fixed point at e1, so the orbits of the points in←−→e1, e3 \ {e1} accumulate at e1.

Finally, by (ii) and (iii), the set of cluster points of the orbits of points in
P2

C
\ (
←−→e1, e2 ∪

←−→e1, e3) is equal to {e1, e2}.

(v) By (ii) and (iii), for every compact set K ⊂ P2
C
\ (
←−→e1, e2 ∪

←−→e1, e3), the cluster
points of the family of compact sets {gn(K )}n∈Z is equal to {e1, e2}⊂ L0(g)∪L1(g).
It follows, by Lemma 2.2, that L2(g)⊂

←−→e1, e2 ∪
←−→e1, e3.
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Conversely, for every z ∈ C∗, the compact set

Kz =

{[
z+ λn

−
1
n
: 1 : − z

n

] ∣∣∣ n ∈ N
}
∪
{
[z : 1 : 0]

}
is contained in P2

C
\ {e1, e2} = P2

C
\ (L0(g)∪ L1(G)). Since

gn
([

z+ λn
−

1
n
: 1 : − z

n

])
=

[
λn
−

1
n
: λn
: −

z
n

]
= [nλn

− 1 : nλn
: − z] n→∞−−−→[1 : 0 : z],

it follows that←−→e1, e3 ⊂ L2(g).
Similarly, for every z ∈ C∗, consider the compact set{

[n : nz : − λ−n
]
∣∣ n ∈ N

}
∪ {e3} ⊂ P2

C \ (L0(g)∪ L1(G)).

Since g−n([n : nz : − λ−n
])= [λn

+ 1 : z : − 1/n] n→∞−−−→[1 : z : 0], it follows that
←−→e1, e2 ⊂ L2(g).

(vi) If Kz is as in the proof of (v), then gn(Kz) intersects any compact neighborhood
of [1 : 0 : z] for infinitely many values of n ∈ Z.

(vii) The set P2
C
\
←−→e1, e2 is naturally identified with C2 by the map [z1 : z2 : 1] 7→

(z1, z2), and the action is now g(z1, z2)= (z1+ 1, λz2).
If for some fixed R > 0, (z1, z2) ∈ C2 satisfies

(2) ‖(z1, z2)‖1 = |z1| + |z2| ≤ R,

and

(3) ‖gn(z1, z2)‖1 = |z1+ n| + |λnz2| ≤ R,

then |n| ≤ |z1+ n| + |z1| ≤ 2R. Hence (2) and (3) are satisfied for finitely many
values of n ∈ Z. Therefore the cyclic group 〈g〉 acts properly discontinuously on
P2

C
\
←−→e1, e2. �

By conformal properties, we have that the Kulkarni limit set of a discrete subgroup
of PGL(2,C) acting on Ĉ agrees with its classical limit set. In fact, L0=L1=L2=3

in that case. However, when working in higher dimensional projective geometry,
the sets L0, L1 and L2 can be quite different amongst themselves. Moreover, the set
�(G) is not always the maximal open subset where the action is properly discontin-
uous, as illustrated in Example 2.3(vii). Nevertheless, when G acts on P2

C
without

fixed points nor invariant lines, it is possible to show that�(G) is the maximal open
set where the action is properly discontinuous (see [Barrera Vargas et al. 2011]).

2.3. Classification of automorphisms of P2
C

. The nontrivial elements of PGL(3,C)

can be classified as elliptic, parabolic or loxodromic (see [Navarrete 2008]).
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The elliptic elements in PGL(3,C) are those elements g that have a lift to
GL(3,C) whose Jordan canonical form ise2π iθ1 0 0

0 e2π iθ2 0
0 0 e2π iθ3

 , where θ1, θ2, θ3 ∈ R.

The limit set 3(g) for an elliptic element g is ∅ or all of P2
C

according to whether
the order of g is finite or infinite. Those subgroups of PGL(3,C) containing an
elliptic element of infinite order cannot be discrete.

The parabolic elements in PGL(3,C) are those elements g such that the limit
set 3(g) is equal to a single complex line. If g is parabolic then it has a lift to
GL(3,C) whose Jordan canonical form is one of the following matrices:1 1 0

0 1 0
0 0 1

 ,
1 1 0

0 1 1
0 0 1

 ,
e2π iθ 1 0

0 e2π iθ 0
0 0 e−4π iθ

 , θ ∈ R \Z.

In the first case, 3(g) is the complex line consisting of all the fixed points of g. In
the second case, 3(g) is the unique g-invariant complex line. In the last case, 3(g)
is the complex line determined by the two fixed points of g.

There are four kinds of loxodromic elements in PGL(3,C):

• The complex homotheties are those elements g ∈ PGL(3,C) that have a lift to
GL(3,C) whose Jordan canonical form isλ 0 0

0 λ 0
0 0 λ−2

 , λ ∈ C, |λ| 6= 1,

and its limit set 3(g) is the set of fixed points of g, consisting of one line `
and a point not lying in `. Moreover, in this case, L0(g)∪ L1(g) = 3(g) is
not contained in one line.

• The screws are those elements g ∈ PGL(3,C) that have a lift to GL(3,C)

whose Jordan canonical form isλ 0 0
0 µ 0
0 0 (λµ)−1

 , λ, µ ∈ C, λ 6= µ, |λ| = |µ| 6= 1,

and its limit set 3(g) consists of the line ` on which g acts as an elliptic
transformation of PSL(2,C) and the fixed point of g not lying in `. In this
case, L0(g)∪ L1(g)=3(g) is not contained in one line.
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• The loxoparabolic elements g ∈ PGL(3,C) have a lift to GL(3,C) whose
Jordan canonical form is1 0 1

0 λ 0
0 0 1

 , λ ∈ C, |λ| 6= 1,

and the limit set3(g) consists of two g-invariant complex lines. The element g
acts on one of these complex lines as a parabolic element of PSL(2,C) and on
the other as a loxodromic element of PSL(2,C). In this case L0(g)∪ L1(g) is
contained in one line.

• The strongly loxodromic elements g∈PGL(3,C) have a lift to GL(3,C) whose
Jordan canonical form isλ1 0 0

0 λ2 0
0 0 λ3

 , λ1, λ2, λ3 ∈ C, |λ1|< |λ2|< |λ3|.

This kind of transformation has three fixed points: one of them is attracting,
another is repelling and the last one is a saddle. The limit set 3(g) is equal to
the union of the complex line determined by the attracting and saddle points
and the complex line determined by the saddle and repelling points. In this case
L0(g)∪ L1(g) consists of three points in general position, so L0(g)∪ L1(g)
is not contained in one line.

Remark 2.4. If g ∈ PGL(3,C) satisfies that L0(g)∪ L1(g) is contained in one line
then g is elliptic, parabolic or loxoparabolic.

2.4. Groups acting properly and discontinuously on P2
C
\ `. If G is a subgroup

of PGL(3,C) acting properly and discontinuously on P2
C
\ `, where ` ⊂ P2

C
is a

line, then we can assume, from now on, that ` =←−→e1, e2. So every element g ∈ G
can be induced by a matrix of the form

(4)

a b v

c d w

0 0 1

 .
When convenient, we shall write a(g), b(g), c(g), . . . instead of a, b, c, . . ..

We can regard P2
C
\ ` as C2, and (4) means that g can be considered as the affine

automorphism
z 7→ Az+ v,

where

(5) A =
(

a b
c d

)
, v=

(
v

w

)
.
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The projection onto the linear part of the affine map above is denoted by

(6) φ : G→ PGL(2,C),

φ(g)= A,

and it is a group homomorphism.
On the other hand, the map

(7) ψ : G→ PGL(2,C)

ψ(g)=
(

a v

0 1

)
is not necessarily a group homomorphism. However, it will be useful in Section 3.

Given that G acts properly discontinuously on P2
C
\ `, then for every g ∈ G,

the cyclic group 〈g〉 acts properly and discontinuously on P2
C
\ `. So one has

L0(g) ∪ L1(g) ⊂ `. By Remark 2.4, G contains only elliptic, parabolic or lox-
oparabolic elements.

In Section 3, we assume that G contains a loxoparabolic element and we prove
Theorem 1.1(i) together with some other results that will be useful for the proof of
Theorem 1.2 in Section 4.

When G does not contain any loxoparabolic elements, the group φ(G) contains
only elliptic or parabolic elements. In the first part of Section 5, we consider the
case when G acts on ` without parabolic elements. In other words, φ(G) does not
contain any parabolic element, and we prove Theorem 1.1(ii). Finally, in the last
part of the same section, we consider the case when φ(G) contains a parabolic
element, and we finish the proof of Theorem 1.1.

3. G contains a loxoparabolic element

Lemma 3.1. Let ` be a line in P2
C

. If G is a discrete subgroup of PGL(3,C) acting
properly and discontinuously on P2

C
\ ` and G contains a loxoparabolic element,

then there exists a conjugate of G such that every element in this conjugate group
has a representative in GL(3,C) of the form

(8)

a 0 v

0 d 0
0 0 1

 ,
where a is a root of unity of order 1, 2, 3, 4 or 6. Moreover, this conjugate group
acts properly and discontinuously on P2

C
\
←−→e1, e2.
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Proof. Every element g ∈ G has a representative matrix of the form (4) and we can
assume that the matrix that induces a loxoparabolic element h0 in G has the form1 0 1

0 λ 0
0 0 1

 , 0< |λ|< 1.

The commutator gn = [hn
0, g] and its inverse are induced by matrices of determi-

nant one and their traces are equal to

τn =
−3ad + bc(1+ λ−n

+ λn)

(bc− ad)
.

If bc 6= 0 then, by Theorem 6.3 in [Navarrete 2008], gn ∈G is a strongly loxodromic
element for all sufficiently large n. Hence, for every g ∈ G, b(g)= 0 or c(g)= 0.
It is not hard to check that b(g)= 0 for every g ∈ G or c(g)= 0 for every g ∈ G.
Therefore we can assume, conjugating if necessary, that c(g)= 0 for every g ∈ G.

If g ∈G satisfies that a(g)= 1 then, by Lemma 3.3 in [Fillmore and Scheuneman
1973], g commutes with h0. It follows that for every h in the normal subgroup
H = {g ∈ G : a(g)= 1}, one has b(h)= w(h)= 0.

Let g be an arbitrary element in G. Then

gh0g−1
=

1 b(−1+λ)
dλ a− d+bw(−1+λ)

d
0 d w−wλ

0 0 1

 ∈ H.

It follows that b(−1+ λ)/(dλ)= 0= w−wλ. Hence b = 0= w.
The line←−→e1, e3 is G-invariant because b(g) = c(g) = w(g) = 0. Moreover, G

acts on it as a classic elementary group with limit point e1. In fact, the action of G
on this line is the action on P1

C
of the group

ψ(G)=
{(

a(g) v(g)
0 1

)
: g ∈ G

}
,

where ψ is defined as in (7). It follows, by well-known facts on Euclidean groups
(see [Maskit 1988]), that a(g) is a root of unity of order 1, 2, 3, 4 or 6. �

Lemma 3.2. If G ≤ PGL(3,C) acts properly and discontinuously on the comple-
ment of the line `⊂ P2

C
and G contains a loxoparabolic element then G contains

a normal abelian subgroup H isomorphic to Z⊕Zn0 or to Z⊕Z⊕Zn0 for some
n0 ∈ N. Moreover, the index of H in G is equal to 1, 2, 3, 4 or 6.

Proof. We can assume that every element of G is induced by a matrix of the form (8).
In this case, the map ψ :G→ PGL(2,C), defined as in (7), is a homomorphism and
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its image is a Euclidean group of PGL(2,C). The kernel of this homomorphism
consists of all those transformations in G induced by a matrix of the form1 0 0

0 d 0
0 0 1

 ,
but these transformations are necessarily elliptic or the identity. Hence Kerψ is
a finite group (because it is discrete and every element has finite order). Moreover,
it is a cyclic group of some order n0. Let us denote by1 0 0

0 d0 0
0 0 1


the generator of Kerψ .

Let H be the normal abelian subgroup of G consisting of those elements g ∈ G
induced by a matrix of the form

(9)

1 0 v

0 d 0
0 0 1

 .
We notice that H/Kerψ is a free abelian subgroup of the Euclidean group G/Kerψ ,
consisting of all parabolic elements. Furthermore, H/Kerψ has rank equal to one
or two.

Since H/Kerψ has index equal to 1, 2, 3, 4 or 6 in G/Kerψ , it follows that H
has index equal to 1, 2, 3, 4 or 6 in G. �

Lemma 3.3. Let G ≤ PGL(3,C) be a group that acts properly and discontinuously
on P2

C
\`. If G contains a loxoparabolic element and the abelian normal subgroup H

has rank equal to one (where H is as in Lemma 3.2), then L0(G)= L1(G) consists
of two points in ` and L2(G) is equal to the union of ` and one other line. In
particular, the Kulkarni limit set of G is equal to the union of two lines.

Proof. Let ψ be as in (7) and H be defined as the subgroup of G induced by
matrices of the form (9). There are two possible cases:

• If H/Kerψ = G/Kerψ , then we can assume that G is generated by the two
elements induced by the matrices1 0 1

0 λ 0
0 0 1

 ,
1 0 0

0 d0 0
0 0 1

 ,
where 0< |λ|< 1 and d0 is an n0-th root of unity.
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• If H/Kerψ ( G/Kerψ , then we can assume that G is generated by three
elements induced by the matrices1 0 1

0 λ 0
0 0 1

 ,
1 0 0

0 d0 0
0 0 1

 ,
−1 0 0

0 dm
0 0

0 0 1

 ,
where 0 < |λ| < 1, d0 is an n0-th root of unity and m is an integer. (If the
parabolic subgroup of a Euclidean group E has rank one and it is not equal E ,
then E is the dihedral infinite group {z 7→ ±z+ n, n ∈ Z}.)

In any case, the subgroup N of G generated by1 0 1
0 λ 0
0 0 1

 , 0< |λ|< 1,

is normal and it has finite index in G. Moreover, L0(N ) = L0(G) = {e1, e2} and
L1(G)=

⋃m
i=1 gi (L1(N )), where {g1 N , . . . , gm N } are all the cosets of N in G, but

L1(N )={e1, e2} and each gi , i =1, . . . ,m fixes e1 and e2. Hence, L1(G)={e1, e2}.
Since L0(G)= L0(N )= {e1, e2} = L1(N )= L1(G), it follows that

L2(G)=
m⋃

i=1

gi (L2(N ))=
m⋃

i=1

gi (
←−→e1, e2 ∪

←−→e1, e3).

We conclude that L2(G)=
←−→e1, e2 ∪

←−→e1, e3 because←−→e1, e2 ∪
←−→e1, e3 is G-invariant. �

The proof of Theorem 1.1(i) follows immediately from Lemmas 3.2 and 3.3.
Now we prove the converse.

Lemma 3.4. Let G ≤ PGL(3,C) be a group that acts properly and discontinuously
on P2

C
\`. If G contains a loxoparabolic element and the abelian normal subgroup H

has rank equal to two (where H is as in Lemma 3.2), then L0(G)∪ L1(G)= ` and
L2(G)⊂ `. In particular, the Kulkarni limit set of G is equal to `.

Proof. We can assume that the two transformations induced by

γ1=

1 0 1
0 λ 0
0 0 1

 , 0< |λ|< 1, and γ2=

1 0 ν

0 δ 0
0 0 1

 , ν ∈C\R, δ ∈C∗,

generate a subgroup N of finite index in the abelian group H . Hence, L0(N ) =
L0(H) = L0(G) and L1(G) =

⋃m
i=1 gi L1(N ), where {g1 N , . . . , gm N } are all

distinct left cosets of N in G. It follows that L0(G) ∪ L1(G) = ` whenever
L0(N )∪ L1(N )= ` because ` is G-invariant.

Now we consider all possible cases:
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If |δ| = 1, let us say δ = e2iπθ , θ ∈ R, then L0(γ2) = ` whenever θ ∈ Q or
L1(γ2)= ` whenever θ /∈Q. In any case, L0(N )∪ L1(N )= `.

If |δ| 6= 1 then there are two cases depending on whether log |λ| and log |δ| are
rationally independent or not. In the first case, the action of N on ` is not discrete.
Hence L0(N )∪ L1(N )= `. In the second case, there exists an element γ ∈ N such
that L0(γ )∪ L1(γ )= `. Thus L0(N )∪ L1(N )= `.

Since G acts properly and discontinuously on P2
C
\ ` and L0(G)∪ L1(G)= `, it

follows (by Lemma 2.2) that L2(G)⊂ `. �

We notice that the proof of Theorem 1.2(i) follows from Lemmas 3.3 and 3.4.

Examples. In these examples, λ is a fixed complex number such that 0< |λ|< 1.

(i) The abelian group G1, generated by the projective transformations1 0 1
0 λ 0
0 0 1

 ,
1 0 i

0 1 0
0 0 1

 ,
acts properly and discontinuously on C2

= P2
C
\
←−→e1, e2, and, by Lemma 3.4,

3(G1)=
←−→e1, e2.

(ii) Let θ be a fixed real number. The abelian group G2, generated by the projective
transformations 1 0 1

0 λ 0
0 0 1

 ,
1 0 i

0 e2π iθ 0
0 0 1

 ,
acts properly and discontinuously on C2

= P2
C
\
←−→e1, e2 and, by Lemma 3.4,

3(G2)=
←−→e1, e2.

(iii) Let θ be a fixed real number and n0 ∈N a fixed natural number. Denote by G3

the abelian group G3 generated by the projective transformations1 0 1
0 λ 0
0 0 1

 ,
1 0 i

0 e2π iθ 0
0 0 1

 ,
1 0 0

0 e2π i/n0 0
0 0 1

 .
Since G2 is a finite-index subgroup of G3, it follows that G3 acts properly and
discontinuously on C2

= P2
C
\
←−→e1, e2. By Lemma 3.4, 3(G3)=

←−→e1, e2.

(iv) In an analogous way, the group generated by G3 and the projective transfor-
mation i 0 0

0 1 0
0 0 1


is a group whose Kulkarni limit set is equal to the line←−→e1, e2.
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(v) If θ ∈ R and n0 ∈ N are fixed numbers, the reader can check that the group
generated by the projective transformationseπ i/3 0 0

0 1 0
0 0 1

 ,
1 0 1

0 λ 0
0 0 1

 ,
1 0 eπ i/3

0 e2π iθ 0
0 0 1

 ,
1 0 0

0 e2π i/n0 0
0 0 1


is a group whose Kulkarni limit set is equal to the line←−→e1, e2.

4. Proof of Theorem 1.2

The main purpose of this section is to prove Theorem 1.2. First, we prove some
technical results in order to achieve our goal. In what follows we assume that G
does not contain any loxoparabolic elements.

Lemma 4.1. Let G be a subgroup of PGL(3,C) acting properly and discon-
tinuously on P2

C
\ `. If G does not contain any loxoparabolic elements and

L0(G)∪ L1(G)( `, then L2(G)= `.

Proof. Since L0(G)∪L1(G)( `, it follows that the group φ(G), where φ is defined
as in (6), is a classical Kleinian group containing only parabolic or elliptic elements.
Hence it acts as an elementary group on `. It follows that this group has a fixed
point in `, so we can assume this fixed point is e1, and it implies that every element
in G can be represented by a matrix of the forma b v

0 d w

0 0 1

 .
The kernel of the homomorphism φ : G→ PGL(2,C) consists of all the trans-

formations in G induced by matrices of the forma 0 v

0 a w

0 0 1

 .
Since L0(G)∪ L1(G)( `, every infinite order element in G has canonical form1 1 0

0 1 1
0 0 1

 .
It follows that every element in Kerφ is elliptic, and so Kerφ is finite. Moreover,
it is cyclic because it is isomorphic to a finite subgroup of S1. This isomorphism is
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given by a 0 v

0 a w

0 0 1

 7→ a.

Lemma 4.2. Let G be a subgroup of PGL(3,C) acting properly and discon-
tinuously on P2

C
\ `. If G does not contain any loxoparabolic elements and

L0(G)∪ L1(G)( `, then the matrix

Q =

0 0 1
0 0 0
0 0 0


induces the only pseudo-projective limit of the group G, also denoted by Q. In
consequence, by Lemma 2.2, L2(G)⊂ `.

Proof. Let gn be a sequence of distinct elements in G such that gn → R when
n→∞ ( where R is a pseudo-projective transformation)

Case 1. The sequence contains a subsequence which consists only of parabolic
elements.

In this case, we can assume that the elements are induced by matrices of the
form 1 bn vn

0 1 wn

0 0 1

 ,
but the set of all these transformations lying in G form a subgroup of G which is
abelian because the commutator of two such elements is equal to the identity or to
a parabolic element having a line of fixed points (and the group G does not contain
this kind of parabolic elements). Moreover, the restriction of the homomorphism φ

to this abelian subgroup is an isomorphism onto the “parabolic subgroup” of the
Euclidean group {A(g) : g ∈ G}. Hence, this free abelian subgroup has rank at
most two. If the group has rank one, then we can assume (conjugating by an upper
triangular matrix) that this group is generated by an element induced by a matrix of
the form 1 1 0

0 1 1
0 0 1

 ,
and it is not hard to check that the pseudo-projective limit R is induced by the
matrix Q.
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If the rank is equal to two, then we can assume (conjugating by an upper triangular
matrix) that the parabolic group is generated by

A =

1 1 0
0 1 1
0 0 1

 , B =

1 β ν

0 1 β

0 0 1

 , β ∈ C \R.

It is not hard to check, by means of an analysis of the general element Am Bn

that any pseudo-projective limit must be induced by the matrix Q.

Case 2. The sequence (gn) consists (except for finitely many values of n) of elliptic
elements.

Since G/Kerφ is a Euclidean group and Kerφ is finite, there is an n0 ∈ N such
that for every elliptic element in G, gn0 = Id. Therefore, there exists a subsequence
of (gn), still denoted (gn), and a diagonal matrix h such that (h−1gn) is a sequence of
distinct parabolic elements (because these transformations are represented by upper
triangular matrices with ones in the diagonal entries). By Case 1 above, it follows
that the pseudo-projective limit of h−1gn is induced by the matrix Q. Therefore,
the pseudo-projective limit of the sequence gn is induced by the same matrix. �

Finally, if `0 is a line not intersecting L0(G) ∪ L1(G) and g ∈ G is a parabolic
element, then the family of compact sets {gn(`0)} accumulates in `. Therefore,
`⊂ L2(G). �

Proof of Theorem 1.2. The proof of (i) follows from Lemmas 3.3 and 3.4.
Now, for (ii), the group G contains a parabolic element of infinite order. Since G

acts properly and discontinuously on P2
C
\ `, it follows that L0(G)∪ L1(G)⊂ `.

Then, we consider two cases according to whether L0(G) ∪ L1(G) = ` or
L0(G)∪ L1(G)( `.

If L0(G)∪ L1(G)= `, then, by Lemma 2.2, L2(G)⊂ `. Therefore, `=3(G).
If L0(G)∪ L1(G)( `, then by Lemma 4.1, L2(G)= `. �

The next corollary follows from Lemma 4.2.

Corollary 4.3. If G ⊂ PGL(3,C) acts properly and discontinuously on P2
C
\ `

and G does not contain any loxoparabolic elements, then one and only one of the
following statements is verified:

• L0(G)∪ L1(G)= ` and L2(G)⊂ `, or

• L0(G)= L1(G) is a point in ` and L2(G)= `.

Proposition 4.4. If G ⊂ PGL(3,C) is a discrete subgroup such that 3(G) is equal
to a line ` and G does not contain loxoparabolic elements, then for any finite
extension G1 of G (i.e., G is a finite-index normal subgroup of G1 ≤ PGL(3,C)),
3(G1)=3(G)= `.
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Proof. (a) Since G is a finite-index normal subgroup of G1, we have L0(G) =
L0(G1) and L1(G1)= g1(L1(G))∪ · · · ∪ gk(L1(G)), where [g1], . . . , [gk] are all
the distinct cosets in G1/G.

(b) If L0(G1)= L0(G) and L1(G1)= L1(G) then

L2(G1)= g1(L2(G))∪ · · · ∪ gk(L2(G)),

where [g1], . . . , [gk] are all the distinct cosets in G1/G.

(c) If L0(G)∪ L1(G)= ` then we consider two cases.

Case 1. The set L0(G) consists of a single point, called p. In this case, L0(G1)∪

L1(G1) is a G1-invariant set and it is a finite union of lines passing through p (the
line ` is one of such lines). Let g ∈ G1 be a parabolic element with p as its only
fixed point. Then there exists n0 ∈ N such that every line in L0(G1) ∪ L1(G1)

is gn0-invariant. Since gn0 is parabolic with a single fixed point, it has a single
invariant line. Hence L0(G1)∪ L1(G1)= `.

Case 2. The set L0(G) contains more than one point. In this case, the set L0(G1)=

L0(G) determines the line ` and is G1-invariant. Then ` is G1-invariant and

L0(G1)∪ L1(G1)= g1(L0(G)∪ L1(G))∪ · · · ∪ gk(L0(G)∪ L1(G))= `.

In any case, it is not hard to check that G1 acts properly and discontinuously on
P2

C
\ `, and by Lemma 2.2 we obtain that L2(G1)⊂ `.

(d) If L0(G) ∪ L1(G) ( `, then by Corollary 4.3, L0(G) = L1(G) is equal to
one point. Thus we can assume that L2(G) = ` and L0(G) = L1(G) = {e1}.
In this case, L0(G1) = L0(G) = {e1} and it follows that every element in G1

fixes e1. Hence (by item (a)), L1(G1)= L1(G)= {e1}. It follows (by item (b)) that
L2(G1)= g1(`)∪ · · · ∪ gk(`), where [g1], . . . , [gk] are all distinct cosets in G1/G.
Therefore, 3(G1)= `1∪· · ·∪`k , but there exists a parabolic element g0 ∈ G ⊂ G1

with Jordan canonical form equal to1 1 0
0 1 1
0 0 1

 .
Thus, every line ` j , j = 1, . . . , k, is invariant under some fixed power of g0, but
every power of g0 has a single invariant line, and this line is equal to `. We conclude
that 3(G1)= `. �

5. Proof of Theorem 1.1

We recall that the proof of Theorem 1.1(i) follows from Lemmas 3.2 and 3.3.
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Proof of Theorem 1.1(ii). Since G does not contain any element which acts as a
parabolic element on `, it follows that φ(G) \ {Id} induces only elliptic elements,
where φ is defined as in (6). We notice that the determinant of the matrix

A =
(

a b
c d

)
has modulus equal to one. Hence, every element in φ(G) can be written as a matrix
of the form

λ

(
a b
c d

)
, λ ∈ S1 and ad − bc = 1.

Since φ(G) induces a purely elliptic group acting on Ĉ, there is a global fixed
point for the action of φ(G) on H3

R. We can assume that this global fixed point
is (0, 0, 1) (in the upper half-space model). Then every element in φ(G) can be
written as a matrix of the form

λ

(
a b
−b̄ ā

)
, λ ∈ S1 and |a|2+ |b|2 = 1.

Therefore, every element g ∈ G can be written in the form

g =
(

A v
0 1

)
, where A ∈U (2) and v, 0T

∈ C2.

Hence, G is a discrete subgroup of isometries of R4. By Theorem 5.4.5 in [Ratcliffe
1994], G contains a normal finite-index free abelian subgroup of rank less than or
equal to four. �

Remark 5.1. If φ(G) \ {Id} induces only elliptic elements, then G is conjugate
in PGL(3,C) to some group such that every element in a finite-index subgroup is
induced by an upper triangular matrix.

Examples. (i) Let G be the group generated by the two matrices1 0 1
0 e2π iθ1 0
0 0 1

 ,
1 0 i

0 e2π iθ2 0
0 0 1

 ,
where θ1, θ2 are fixed real numbers. It is not hard to check that G acts properly
and discontinuously on P2

C
\
←−→e1, e2. It follows from Theorem 1.2(ii) that

3(G)=←−→e1, e2. In this case φ(G) does not contain any parabolic elements.

(ii) Let G1 be the group generated by the matrices1 0 1
0 1 0
0 0 1

 ,
1 0 i

0 1 0
0 0 1

 ,
1 0 0

0 1 1
0 0 1

 ,
1 0 0

0 1 i
0 0 1

 .
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It is not hard to check that G1 acts properly and discontinuously on P2
C
\
←−→e1, e2.

It follows from Theorem 1.2(ii) that 3(G1) =
←−→e1, e2. In this case φ(G1)

consists of the identity element.

(iii) If k is a fixed natural number, then the group G2 generated by the matrices1 0 0
0 1 k
0 0 1

 ,
1 −1 0

0 1 i
0 0 1

 ,
1 0 1

0 1 0
0 0 1

 ,
1 0 i

0 1 0
0 0 1


acts properly and discontinuously on P2

C
\
←−→e1, e2 and the Kulkarni limit set

3(G2) is equal to←−→e1, e2 by Theorem 1.2(ii). In this case, φ(G2) is a cyclic
group generated by a parabolic element. We notice that G2 is a 2-step nilpotent
group, so it is a uniform lattice of H3×R, where H3 is the 3-dimensional real
Heisenberg group (see [Dekimpe 1996, Corollary 6.2.5]). If 0 is a subgroup
of G2 such that 0< rank0 < 4 then 3(0)=←−→e1, e2. However, the quotient of
P2

C
\
←−→e1, e2 by 0 is not compact.

In what follows we develop some tools that will be useful in the proof of
Theorem 1.1(iii).

Proposition 5.2. If G ⊂ PGL(3,C) is a discrete subgroup such that 3(G) is equal
to a line `, G does not contain any loxoparabolic elements and G contains an
element which acts as a parabolic element on `, then G is conjugate in PGL(3,C)

to some group such that every element in it is induced by a matrix of the form

(10)

a b v

0 d w

0 0 1

 , |a| = |d| = 1.

(If the group G does contain any loxoparabolic elements, then the statement is
still valid with the exception that the eigenvalues are not unitary complex numbers.
See Lemma 3.1)

Proof. Since the set φ(G) contains a parabolic element, we can assume (conjugating,
if needed, by an element that preserves the line `) that such parabolic element is
induced by a matrix of the form

A1 = µ

(
1 1
0 1

)
for some µ ∈ C.

If we assume there is a matrix

A2 =

(
a b
c d

)
such that c 6= 0,
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which induces an element in φ(G), then Tr2(An
1 A2 A−n

1 A−1
2 )= (2+ (cn)2)2. Thus,

An
1 A2 A−n

1 A−1
2 is a loxodromic element for n large enough, and it contradicts that

φ(G) contains only elliptic or parabolic elements. �

Lemma 5.3. Let V be an abelian subgroup of C2 of rank r = 1, 2, 3 or 4 and u an
m-th root of unity that generates a cyclic group of order m. Assume that uν ∈ V
whenever ν ∈ V . Then ϕ(m) ≤ r (where ϕ denotes the Euler’s totient function).
Hence, m ≤ 12.

Proof. This proof is contained in the proof of Theorem 4.1 in [Fillmore and
Scheuneman 1973], and we include it here for reader’s convenience. Let ν1, . . . , νr

be a basis of V . Expressing uνi in terms of this basis and taking a determinant, we
obtain a polynomial of degree r with integer coefficients which is satisfied by u.
Hence the field generated by u over the rationals is of degree at most r . This field
is generated by a primitive m-th root of unity, so it has degree ϕ(m), where ϕ is
Euler’s totient. Thus ϕ(m)≤ r . It follows that m = 1, 2, 3, 4, 5, 6, 8, 10 or 12. �

The hypothesis in the lemma above can be slightly modified to obtain the fol-
lowing:

Lemma 5.4. Let V be an abelian subgroup of C2 of rank r = 1, 2 or 3 and u ∈ S1.
Assume uν ∈ V whenever ν ∈ V . Then u is a root of unity of order 1, 2, 3, 4 or 6.

The proof is almost the same as the one given for Lemma 5.3. One just uses the
fact that u ∈ S1 is a root of unity whenever there is a monic polynomial of degree
r ≤ 3 with integer coefficients which is satisfied by u.

Remark 5.5. Lemmas 5.3 and 5.4 can be applied to abelian subgroups of

(C,+)∼= ({0}×C,+)∼= (C×{0},+).

If we assume that every element in G can be represented by an upper triangular
matrix of the form (10) and G contains an irrational ellipto-parabolic element then
we can assume that it is induced by one of the following two upper triangular
matrices:

E1 =

1 0 1
0 d0 0
0 0 1

 , E2 =

a0 0 0
0 1 1
0 0 1

 , a0 = d0 = e2π iθ , θ ∈ R \Q.

Proposition 5.6. Let G be a discrete subgroup of PGL(3,C) such that every ele-
ment can be induced by a matrix of the form (10) and 3(G)= `. If G contains the
irrational ellipto-parabolic element induced by E1, then the normal subgroup N1
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consisting of the elements of the form1 b v

0 d w

0 0 1


is a (finitely generated) finite-index abelian subgroup. In fact, b = w = 0 for every
element in N1.

Proof. Every element in the subgroup N1 commutes with E1 (by Lemma 3.3 in
[Fillmore and Scheuneman 1973]), and hence it has the form

(11) h =

1 0 v(h)
0 d(h) 0
0 0 1

 .
Therefore, N1 is a finitely generated abelian subgroup. Moreover, the set

V = {ν ∈ C | ∃h ∈ N1 with v(h)= ν}

is an abelian subgroup of (C,+).
Now, let g be any element in G. By considering the upper right entry of ghg−1,

it is possible to check that a(g)ν ∈ V whenever ν ∈ V . It follows, by Lemma 5.4,
that a(g) is a root of unity of order 1, 2, 3, 4 or 6. Therefore N1 has finite index
in G. Since every element in the discrete abelian group N1 has the form (11), it is
not hard to check that N1 is finitely generated and its rank is less or equal to two. �

Proposition 5.7. Let G be a discrete subgroup of PGL(3,C) such that every ele-
ment can be induced by a matrix of the form (10) and 3(G)= `. If G contains the
irrational ellipto-parabolic element induced by E2, then the normal subgroup N2

consisting of those elements of the forma b v

0 1 w

0 0 1


is a (finitely generated) finite-index abelian subgroup. In fact, b = v = 0 for every
element in N2.

Proof. Let us denote by L the set consisting of those (β, ν) ∈ C2 for which there
exists an element in G of the form

(12)

1 β ν

0 1 0
0 0 1

 .
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It is not hard to check that L is a discrete subgroup of (C2,+). If we assume that
b 6= 0 for some

f =

a b v

0 1 w

0 0 1

 ∈ N2,

then L 6= 0 because the commutator of E2 and f is equal to

[E2, f ] =

1 (a0− 1)b (a0− 1)v− (a0− 1)bw− a0b
0 1 0
0 0 1

 .
If (β, ν) ∈ L then (a0β, a0ν − a0β) ∈ L (conjugate the element of the form (12)
by E2). In other words, the C-linear map induced by(

a0 0
−a0 a0

)
preserves L . If we assume rank L = 4, then a0 is a root of a polynomial with integer
coefficients of the form p(x)= (x2

− 2x cos(2πθ)+ 1)2 and it implies that a0 is
a root of unity, which is a contradiction. Therefore, rank L ≤ 3. Hence, applying
Lemma 5.4 to the abelian group L and to the unitary complex number a0, we obtain
that a0 is a root of unity, a contradiction. It follows that b = 0 for all f ∈ N2.

Analogously, it can be proved that v = 0 for all f ∈ N2. Thus every f ∈ N2 has
the form a 0 0

0 1 w

0 0 1

 ,
and it follows that N2 is an abelian group of rank less than or equal to two.

Let W denote the subset of C consisting of those ω ∈ C such that there exist
f ∈ N2 of the form

f =

a 0 0
0 1 ω

0 0 1

 .
We notice that W is an abelian discrete subgroup of C and W 6= 0 because E2 ∈ N2.

If g ∈ G is an arbitrary element, then it is not hard to check that d(g)ω ∈ W
whenever ω ∈ W . It follows, by Lemma 5.4, that d(g) is a root of unity of order
1, 2, 3, 4 or 6. Therefore N2 has finite index in G. �

Proposition 5.8. Let G be a discrete subgroup of PGL(3,C) such that 3(G)= `
and every element g ∈ G is induced by a matrix of the form (10). Assume that for
every g ∈ G, there exists n ∈N, depending on g, such that a(g), d(g) are n-th roots
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of unity. If N denotes the subset of G consisting of those elements in G induced by
matrices of the form 1 b v

0 1 w

0 0 1

 ,
then N is a finite-index torsion free normal subgroup of G (it is also finitely gener-
ated).

Proof. Let B be the abelian subgroup of C that consists of all those β ∈C for which
there exists an element in N of the form1 β v

0 1 w

0 0 1

 .
Analogously, let W be the abelian subgroup of C consisting of those ω ∈ C such

that exists an element in N of the form1 b v

0 1 ω

0 0 1

 .
Finally, let V be the subset of C (it is not necessarily a subgroup) consisting of

those ν ∈ C such that there exists an element in G of the form1 b ν

0 1 w

0 0 1

 .
Since G acts properly and discontinuously on C2, so does N . Moreover, the

nilpotent group N acts freely on C2, so N is generated by at most four elements (see
[Cartan and Eilenberg 1999] and [Fillmore and Scheuneman 1973]). It follows that
rank B ≤ 4 and rank W ≤ 4. Moreover, when V is an abelian group, rank V ≤ 4.

We consider the following cases:

Case 1. B 6= 0 and W 6= 0.
In this case, by Lemma 5.3 applied to W and to the root of unity d(g), there

exists n1 ∈ N (not depending on g) such that for every g ∈ G, d(g)n1 = 1.
Similarly, by Lemma 5.3 applied to B and to the root of unity a(g)/d(g), there

exists n2 ∈ N (not depending on g) such that for every g ∈ G, (a(g)/d(g))n2 = 1.
Therefore, there exists n0 ∈ N such that gn0 ∈ N for every g ∈ G.

Case 2. B 6= 0, W = 0 and V 6= 0.
In this case, by Lemma 5.3 applied to the abelian group V and to the root of

unity a(g)/d(g), there exists n1 ∈ N such that (a(g)/d(g))n1 = 1 for every g ∈ G.
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Let us fix an element

g0 =

a0 b0 v0

0 d0 w0

0 0 1

 ∈ G,

with d0 6= 1 (if such an element does not exist then the proof ends). If g ∈ G is an
arbitrary element, then the commutator [g0, g] has the form1 β ν

0 1 (d0− 1)w− (d − 1)w0

0 0 1

 .
Then (d0 − 1)w − (d − 1)w0 = 0. Therefore, conjugating G by the projective
transformation induced by

h =

1 0 0
0 d0− 1 w0

0 0 1

 ,
we can assume that w = 0 for all g ∈ G.

Now, if ν ∈ V and g is an arbitrary element in G as above, then aν ∈ V (just
conjugate 1 β ν

0 1 0
0 0 1


by g). It follows, by Lemma 5.3, that there exists n2 ∈N such that an2 = 1 for every
g ∈ G. Therefore, there exists n0 ∈ N such that gn0 ∈ N for every g ∈ G.

Case 3. B 6= 0, W = 0 and V = 0.
This case cannot happen, otherwise the Kulkarni limit set of N (and the Kulkarni

limit set of G) would be equal to←−→e1, e3.

Case 4. B = 0, W 6= 0 and V 6= 0.
In this case, V is an abelian subgroup of C. By Lemma 5.3, there exists n1 ∈ N

such that dn1 = 1 for every g ∈ G. Let us fix an element

g0 =

a0 b0 v0

0 d0 w0

0 0 1

 ∈ G,

with a0 6= d0 (if such element does not exist then the proof ends).
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If g ∈ G is an arbitrary element, then the commutator [g0, g] has the form1 b(a0−d0)−b0(a−d)
dd0

ν

0 1 ω

0 0 1

 .
Then [g0, g] ∈ N , so b(a0− d0)− b0(a− d)= 0.

Hence, we can assume, conjugating G by

h =

a0− d0 b0 0
0 1 0
0 0 1

 ,
that b = 0 for all g ∈ G.

It is not hard to check that if g ∈G, and ν ∈ V , then aν ∈ V (just conjugate by g).
Lemma 5.3 implies that there exists n2 ∈ N such that an2 = 1 for every g ∈ G.

Case 5. B = 0, W 6= 0 and V = 0.
In this case, W is an abelian subgroup of C and it is not hard to check that there

exists n1 ∈ N such that dn1 = 1 for every g ∈ G. Now we consider the normal
subgroup N1 consisting of all those elements in G of the forma b v

0 1 w

0 0 1

 .
It is easy to check by straightforward computation that the commutator of any

two elements in G has the form 1 β ν

0 1 0
0 0 1

 .
Since B = V = 0, it follows that N1 is an abelian group.

We can assume, conjugating by a suitable matrix, that every element in N1 has
the form a 0 0

0 1 w

0 0 1

 .
It follows that N1 is a (finitely generated) finite-index abelian subgroup of G.

Case 6. B = 0, W = 0 and V 6= 0.
In this case, V 6= 0 is an abelian subgroup of C and there is a fixed natural

number n1 ∈ N such that an1 = 1 for every g ∈ G.
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Now, let us denote by N2 the normal subgroup of G consisting of those elements
of the form 1 b v

0 d w

0 0 1

 .
Let us fix an element

h0 =

1 b0 v0

0 d0 w0

0 0 1

 ∈ N2, d0 6= 1,

(if d = 1 for every element in N2, then the proof ends). If

h =

1 b v

0 d w

0 0 1

 ∈ N2,

then [h, h0] ∈ N . Hence

(1− d)b0+ (1− d0)b = 0= (1− d)w0+ (1− d0)w.

Thus, conjugating by 1 b0/(1− d0) 0
0 d0− 1 w0

0 0 1

 ,
we can assume that every element in N2 has the form

h =

1 0 v

0 d 0
0 0 1

 .
It follows that N2 is a (finitely generated) finite-index abelian subgroup of G.

Case 7. B = 0, W = 0 and V = 0.
In this case, every element in G is of finite order, so G is finite. �

Proof of Theorem 1.1(iii).
If G contains the ellipto-parabolic element E1 then Proposition 5.6 implies the

group N1 is a finite-index normal abelian subgroup, and no element in N1 acts on `
as a parabolic element. If we assume that there exists g ∈ G such that φ(g) acts
on ` as a parabolic element then for some n0 ∈N, we have that φ(g)n0 ∈ φ(N1) acts
as a parabolic element on `, which is a contradiction. A similar argument, using
Proposition 5.6, shows that G cannot contain the ellipto-parabolic element E2.

The second part is analogous to the proof of Theorem 4.1 in [Fillmore and Sche-
uneman 1973], and we include it here for reader’s convenience. By Proposition 5.8,
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G is a finite extension of a discrete unipotent group N , and by Theorem 5.4.3 in
[Corwin and Greenleaf 1990], there exists a unique Lie unipotent group H such
that H/N is compact (in consequence, N is finitely generated). This group H is
necessarily simply connected, and in fact it is a Euclidean space.

Since N acts properly discontinuously (and freely) on C2, it follows that the
projective dimension of the integer group ring of N is less or equal to four (see
[Cartan and Eilenberg 1999]). Moreover, the dimension of H is less or equal to four.

The nilpotent simply connected Lie groups of dimension four are R4 and H3×R,
where H3 denotes the real Heisenberg group. The nilpotent simply connected Lie
groups of dimension three are H3 and R3. Finally, those nilpotent simply connected
Lie groups of dimension two and one are R2 and R.

The discrete subgroups with compact quotient of H3×R are of the form

1k = 〈A, B,C, D : C, D are central and [A, B] = Ck
〉,

where k ∈ N. The discrete subgroups of H3 with compact quotient are of the form

0k = 〈A, B,C : C is central and [A, B] = Ck
〉,

where k ∈ N. �
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A NOTE ON FLUX INTEGRALS
OVER SMOOTH REGULAR DOMAINS

IDO BRIGHT AND JOHN M. LEE

We provide new bounds on a flux integral over the portion of the boundary
of one regular domain contained inside a second regular domain, based on
properties of the second domain rather than the first one. This bound is
amenable to numerical computation of a flux through the boundary of a
domain, for example, when there is a large variation in the normal vector
near a point. We present applications of this result to occupational measures
and two-dimensional differential equations, including a new proof that all
minimal invariant sets in the plane are trivial.

1. Introduction

A regular domain in Rd is a closed, embedded d-dimensional smooth submanifold
with boundary, such as a closed ball or a closed half-space. (Throughout this paper,
smooth means infinitely differentiable.) If D⊂Rd is a regular domain, its interior D̊
is an open subset of Rd , and its boundary ∂D is a closed, embedded, codimension-1
smooth submanifold (without boundary) which is the common topological boundary
of the open sets D̊ and Rd r D. For this reason, the boundary of a regular domain
is often called a space-separating hypersurface. The Jordan–Brouwer separation
theorem (see, for example, [Guillemin and Pollack 1974, p. 89]) shows that if
S ⊂ Rd is any compact, connected, embedded hypersurface, then the complement
of S has two connected components, one bounded (the interior of S) and another
unbounded (the exterior of S), with S as their common boundary; thus S ∪ Int S
and S ∪Ext S are both regular domains. But in general, the boundary of a regular
domain need not be connected (for example, an annulus in the plane).

Surface integrals computing the flux through boundaries of regular domains are
ubiquitous in physics and engineering. We present two bounds for surface integrals
on a portion of the boundary of one domain contained inside a second domain. The
results are presented for regular domains in Euclidean space for simplicity, but
Theorems 1.1 and 1.2 extend to regular domains in Riemannian manifolds. See
Theorem 3.3. For more details about the notation in these theorems, see Section 2.
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Theorem 1.1. Suppose D1, D2 ⊂ Rd are regular domains, such that D1 ∩ D2 is
compact and D2 has finite volume and surface area. Suppose f is a smooth vector
field defined on a neighborhood of D2 such that | f | and |∇· f | are bounded. Then
the absolute value of the flux of f across the portion of ∂D1 inside D2 satisfies

(1-1)
∣∣∣∣∫
∂D1∩D2

f · n∂D1 dA
∣∣∣∣≤ Area(∂D2)‖ f ‖∞+Vol(D2)‖∇· f ‖∞.

When the vector field is divergence-free, we have the following much better bound.

Theorem 1.2. Suppose D1, D2⊂Rd are regular domains with compact intersection
and finite surface areas, and f is a smooth bounded vector field on Rd satisfying
∇· f ≡ 0. Then

(1-2)
∣∣∣∣∫
∂D1∩D2

f · n∂D1 dA
∣∣∣∣≤ 1

2 Area(∂D2)‖ f ‖∞.

A surprising corollary to Theorem 1.2 bounds the integral of the normal vector
of the portion of a hypersurface contained inside a second regular domain.

Corollary 1.3. Suppose D1, D2 ⊂ Rd are regular domains with compact intersec-
tion and finite surface areas. The following inequality holds:

(1-3)
∣∣∣∣∫
∂D1∩D2

n∂D1 dA
∣∣∣∣≤ 1

2 Area(∂D2).

When D2 is convex we have the following alternative bound, which is an im-
provement in some cases.

Theorem 1.4. Suppose D1, D2 ⊂ Rd are regular domains. If D2 is compact and
convex with diameter δ, then

(1-4)
∣∣∣∣∫
∂D1∩D2

n∂D1 dA
∣∣∣∣≤ 1

2 Vol(Bd−1(δ/2)),

where Bd−1(δ/2) denotes the ball in Rd−1 of radius δ/2.

The significance of these results is that, although the integration is with respect
to the portion of ∂D1 inside D2, which might have arbitrarily large surface area (see
Figure 1), the bound depends only on D2. This is due to the cancellations of the
normal vector that occur in hypersurfaces that bound regular domains, and would
not hold for images of general immersions of codimension 1 (see Example 4.2).

Theorem 1.1 is applicable to the numerical computation of the flux on the surface
of a regular domain when there is a large variation of the normal vector near a point,
resulting in a large surface area contained in a region of small volume. Indeed, the
flux over the problematic part can be estimated by finding a domain containing
it, avoiding direct computation. We provide an application of Corollary 1.3 in
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D1

D2

Figure 1. The setup for Theorems 1.1 and 1.2.

Section 5, for limits of sequences of regular domains with surface area increasing
without bound; there we use the bound to show that in the limit, the average
normal vector, say in a ball, is zero. Such a result is applied in the case d = 2, in
[Artstein and Bright 2010], to obtain a new Poincaré–Bendixson type result for
planar infinite-horizon optimal control.

Corollary 1.3 generalizes a previous result, for d = 2, established by Artstein
and Bright [2010; 2013]. This topological result has proved fruitful in applications,
providing new Poincaré–Bendixson type results, in an optimal-control setting
[Artstein and Bright 2010; Bright 2012], and in the context of dynamics with no
differentiability assumptions by Bright [2012]. The proofs of the planar result in
[Artstein and Bright 2010; 2013] employ a dynamical argument, which is similar
to the one used in the textbook proof of the Poincaré–Bendixson theorem. In this
paper, we generalize the results to boundaries of open sets, restricting ourselves in
this presentation to regular domains; however the results hold for more general sets
and vector fields. The results in their fullest generality for nonsmooth domains and
fluxes are presented in [Bright and Torres 2014].

Remark 1.5. The requirement that D1 ∩ D2 be compact is essential, as it implies
that ∂D1 ∩ D2 is compact, so that the integrals in (1-1)–(1-3) are finite.

Remark 1.6. Theorem 1.1 can be extended, by replacing the smooth vector field f
with a smooth matrix-valued function 5, using the induced norm.

Remark 1.7. For simplicity, Theorem 1.2 is stated under the assumption that f is
defined on all of Rd ; but as the proof will show, if D2 has finite volume it is only
necessary that f be defined on some neighborhood of D2.

The structure of this paper is as follows. Section 2 presents notation and lemmas
used in the paper. In Section 3 we prove Theorems 1.1 and 1.2, and describe how our
results extend to regular domains in a Riemannian manifold. In Section 4 we prove
Corollary 1.3 and Theorem 1.4, and also provide examples showing the tightness
of the bound. In the last section we provide three applications of Corollary 1.3: an
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application to limits of sequences of regular domains; an extension when d = 2;
and a simplified proof of a theorem on invariant sets for dynamical systems.

2. Notation and lemmas

Throughout this paper, we denote the characteristic function of a set A⊂ Rd by χA.
The d-dimensional volume is denoted by Vol(A), and the (d − 1)-dimensional
surface area of its boundary by Area(∂A). Given two submanifolds S1, S2 ⊂ Rd ,
the notation S1 t S2 means that S1 and S2 intersect transversally. The Euclidean
norm on Rd is denoted by | · |, and the supremum norm on functions by ‖ · ‖∞.
The divergence of a smooth vector field f = ( f 1, f 2, . . . , f d) at the point x =
(x1, x2, . . . , xd) ∈ Rd is denoted by

∇· f (x)=
∂

∂x1 f 1(x)+
∂

∂x2 f 2(x)+ · · ·+
∂

∂xd f d(x).

The following is a simple lemma we need for the proof of the main theorems.

Lemma 2.1. Suppose (X, µ) is a measure space, U, V ⊂ X , and U has finite
measure. For every real-valued function f ∈ L∞(X), we have∣∣∣∣∫

UrV
f (x)µ(dx)

∣∣∣∣≤ 1
2

(
µ(U )‖ f ‖∞+

∣∣∣∣∫
U

f (x)µ(dx)
∣∣∣∣),∣∣∣∣∫

U∩V
f (x)µ(dx)

∣∣∣∣≤ 1
2

(
µ(U )‖ f ‖∞+

∣∣∣∣∫
U

f (x)µ(dx)
∣∣∣∣).

Proof. The first inequality follows from the triangle inequality:∫
U

∣∣∣∣ f (x)
∣∣∣∣µ(dx)≥

∣∣∣∣∫
UrV

f (x)µ(dx)
∣∣∣∣+ ∣∣∣∣∫

U∩V
f (x)µ(dx)

∣∣∣∣
=

∣∣∣∣∫
UrV

f (x)µ(dx)
∣∣∣∣+ ∣∣∣∣∫

UrV
f (x)µ(dx)−

∫
U

f (x)µ(dx)
∣∣∣∣

≥ 2
∣∣∣∣∫

UrV
f (x)µ(dx)

∣∣∣∣− ∣∣∣∣∫
U

f (x)µ(dx)
∣∣∣∣.

The second inequality follows by replacing V with X r V . �

The proofs of the main theorems are based on the divergence theorem for certain
domains in Rd . Let us say a regular domain with corners in Rd is a closed subset
D⊂Rd such that for each point p ∈ D, there exist an open set U ⊂Rd containing p
and a smooth coordinate chart ϕ :U→Rd such that ϕ(U ∩D) is the intersection of
ϕ(U ) with Rd

+
= {x ∈ Rd

| x1
≥ 0, . . . , xd

≥ 0}. Some typical examples are closed
simplices and rectangular solids. Every regular domain is a regular domain with
corners, and a regular domain with corners is a d-dimensional smooth manifold
with corners in the sense defined in [Lee 2013].
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Here is the version of the divergence theorem we will use.

Lemma 2.2. Suppose D ⊂ Rd is a regular domain with corners, having finite
volume and surface area. If f is a smooth vector field defined on D such that both
| f | and |∇· f | are bounded, then∫

∂D
f · n∂D dA =

∫
D
∇· f dV .

Proof. If D is compact, or more generally if f is compactly supported, this follows
immediately from Stokes’s theorem applied to the (d−1)-form f (dx1

∧· · ·∧ dxd),
where denotes interior multiplication. (For Stokes’s theorem on manifolds with
corners, see, for example, [Lee 2013, Theorem 16.25, p. 419].) In the general case,
we argue as follows. Let ϕ : [0,∞)→[0, 1] be a smooth function that is equal to 1
on
[
0, 1

2

]
and supported in [0, 1], and for each r > 0 let ϕr (x)= ϕ(|x |2/r2). Then

the vector field ϕr f is compactly supported, so the divergence theorem implies

(2-1)
∫
∂D
ϕr f · n∂D dA =

∫
D
∇· (ϕr f ) dV .

As r→∞, the integral on the left-hand side of (2-1) converges to
∫
∂D f · n∂D dA

by the dominated convergence theorem. On the other hand, for each r > 0,

|∇· (ϕr f )(x)| =
∣∣∣∣ϕr (x)∇· f (x)+

2
r2

d∑
i=1

ϕ′
(
|x |2

r2

)
x i f i (x)

∣∣∣∣
≤ ‖∇· f ‖∞+

2
r
‖ϕ′‖∞‖ f ‖∞,

because |x | ≤ r on the support of ϕ′(|x |2/r2). Since ∇· (ϕr f ) converges pointwise
to ∇· f and D has finite volume, it follows from the dominated convergence theorem
that the right-hand side of (2-1) converges to

∫
D ∇· f dV . �

The next proposition is used in the proof of the main theorems.

Proposition 2.3. Suppose D1 and D2 are regular domains in Rd , with D1 ∩ D2

compact and with D2 of finite volume and surface area. Suppose further that f
is a smooth bounded vector field defined on a neighborhood of D2. There exists
a sequence of regular domains D2,i such that ∂D2,i is transverse to ∂D1, and the
following limits hold as i→∞:

(a) Vol(D2,i )→ Vol(D2);

(b) Area(∂D2,i )→ Area(∂D2);

(c)
∫
∂D2,i

f · n∂D2,i dA→
∫
∂D2

f · n∂D2 dA.

The domains can be chosen so that D2,i is either a decreasing sequence of domains
whose intersection is D2, or an increasing sequence of domains whose union is D̊2.
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D2

Vη

Figure 2. Defining a domain Dη

2 containing D2.

Proof. As a smooth embedded hypersurface, ∂D2 has a tubular neighborhood N ,
and there exists a smooth embedding E : ∂D2 × (−δ, δ)→ N such that E( · , 0)
is the identity on ∂D2. It can be chosen such that E(∂D2× (0, δ))∩ D2 =∅ and
E(∂D2× (−δ, 0])⊂ D2.

Let W ⊂ Rd be a precompact neighborhood of D1 ∩ D2 contained in the set
on which f is defined, and let ϕ : Rd

→ [0, 1] be a smooth compactly supported
function that is equal to 1 on W . For each η such that δ > η > 0, define

Vη = {E(x, s) : 0≤ s ≤ ηϕ(x)},

Dη

2 = D2 ∪ Vη.

(See Figure 2.) Then Dη

2 is a regular domain containing D2, which agrees with D2

outside the support of ϕ. Its boundary ∂Dη

2 is the image of the embedding ιη :
∂D2 → Rd given by ιη(x) = E(x, ηϕ(x)), which is equal to the inclusion map
∂D2 ↪→ Rd outside supp ϕ. The map E has full rank in (∂D2 ∩W )× (−δ, δ), and
ϕ ≡ 1 there, so by the parametric transversality theorem (see, for example, [Lee
2013, Theorem 6.35, p. 145]), ∂Dη

2 is transverse to ∂D1 for almost every η∈ (−δ, δ).
Now let ηi be a sequence of positive numbers that decreases to zero, chosen so

that ∂Dηi
2 is transverse to ∂D1 for each i , and set D2,i = Dηi

2 . Then D2,i decreases
to D2 and Vol(D2,i ) decreases to Vol(D2). Moreover, because the embeddings ιηi

converge uniformly with all derivatives to the inclusion map ∂D2 ↪→Rd , the surface
area of ∂D2,i converges to that of ∂D2. Further, the function n∂D2,i ◦ ιηi : ∂D2→Rd

converges to n∂D2 . Combining these two arguments, we conclude that (c) is satisfied.
To obtain a sequence of domains that increase to D̊2, we proceed instead as

follows. For each η such that −δ < η < 0, define

Vη = {E(x, s) | ηϕ(x) < s ≤ 0}, Dη

2 = D2 r Vη.

In this case, we can choose a sequence of negative numbers ηi increasing to zero
such that ∂Dηi

2 is transverse to ∂D1. The rest of the proof proceeds as before. �
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3. Proof of Theorems 1.1 and 1.2

In this section, we prove Theorems 1.1 and 1.2. We start with a more general result
that implies both theorems; first, we prove it when the boundaries of the domains
intersect transversally, then, employing an approximation argument, we prove the
general case.

Theorem 3.1. Suppose D1 and D2 are two regular domains in Rd , such that
D1 ∩ D2 is compact and D2 has finite volume and surface area. Let f be a smooth
vector field defined on a neighborhood of D2 such that both | f | and |∇ · f | are
bounded. The absolute value of the flux of f across the portion of ∂D1 inside D2

satisfies the following bound:

(3-1)
∣∣∣∣∫
∂D1∩D2

f · n∂D1 dA
∣∣∣∣

≤
1
2

(
Area(∂D2)‖ f ‖∞+

∣∣∣∣∫
∂D2

f · n∂D2 dA
∣∣∣∣+Vol(D2)‖∇· f ‖∞+

∣∣∣∣∫
D2

∇· f dV
∣∣∣∣).

The same estimate holds when ∂D1 ∩ D2 is replaced by ∂D1 ∩ D̊2 on the left-
hand side.

Proposition 3.2. Theorem 3.1 holds when ∂D1 t ∂D2.

Proof. Note that ∂(D1 ∩ D2) is compact, and

(3-2) ∂(D1 ∩ D2)= (∂D1 ∩ D2)∪ (D1 ∩ ∂D2).

Adding and subtracting
∫
∂D2∩D1

f · n∂D2 dA, we obtain∫
∂D1∩D2

f · n∂D1 dA =
∫
∂D1∩D2

f · n∂D1 dA+
∫
∂D2∩D1

f · n∂D2 dA−
∫
∂D2∩D1

f · n∂D2 dA

=

∫
∂(D1∩D2)

f · n∂(D1∩D2) dA−
∫
∂D2∩D1

f · n∂D2 dA,

since ∂D1 ∩ ∂D2 is a smooth (d − 2)-dimensional submanifold and thus has zero
(d − 1)-dimensional area.

The assumption ∂D1 t ∂D2 implies that D1 ∩ D2 is a smooth manifold with
corners. To see this, we just need to show that each point is contained in the domain
of an appropriate smooth coordinate chart. For points not in ∂D1∩∂D2, this follows
easily from the fact that D1 and D2 are regular domains. If x ∈ ∂D1 ∩ ∂D2, we
can find a local defining function u1 for D1 such that D1 is locally given by the
equation u1

≥ 0; and similarly we can find a local defining function u2 for D2. The
assumption ∂D1 t ∂D2 ensures that du1 and du2 are linearly independent at x . Thus
we can find smooth functions u3, . . . , ud such that (u1, . . . , ud) form the required
local coordinates in a neighborhood of x .
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Applying the divergence theorem, we get∫
∂D1∩D2

f · n∂D1 dA =
∫

D2∩D1

∇· f dV −
∫
∂D2∩D1

f · n∂D2 dA.

Applying Lemma 2.1 to both terms on the right hand side completes the proof
for ∂D1∩D2. The result for ∂D1∩ D̊2 is immediate in this case, because ∂D1∩∂D2

has zero surface area. �

Proof of Theorem 3.1. Let D2,i be a sequence of regular domains decreasing to D2

and satisfying the conclusions of Proposition 2.3. By Proposition 3.2, for every i
we have that

∣∣∫
∂D1∩D2,i

f · n∂D1 dA
∣∣ is bounded by

1
2

(
Area(∂D2,i )‖ f ‖∞+

∣∣∣∣∫
∂D2,i

f ·n∂D2,i dA
∣∣∣∣+Vol(D2,i )‖∇· f ‖∞+

∣∣∣∣∫
D2,i

∇· f dV
∣∣∣∣).

Proposition 2.3 shows that the first three terms above converge to the first three
terms on the right-hand side of (3-1). To complete the proof, we use the facts that
the sets D2,i decrease to D2 and the compact sets ∂D1∩ D2,i decrease to ∂D1∩ D2

as i goes to infinity, and thus the Lebesgue dominated convergence theorem yields

lim
i→∞

∣∣∣∣∫
D2,i

∇· f dV
∣∣∣∣= ∣∣∣∣∫

D2

∇· f dV
∣∣∣∣

and

lim
i→∞

∣∣∣∣∫
∂D1∩D2,i

f · n∂D1 dA
∣∣∣∣= ∣∣∣∣∫

∂D1∩D2

f · n∂D1 dA
∣∣∣∣.

This completes the proof for ∂D1 ∩ D2.
To prove the estimate for ∂D1 ∩ D̊2, we use the same argument, but with D2,i

chosen to increase to D̊2. Because ∂D2 has d-dimensional measure zero, we have∫
D̊2
∇· f dV =

∫
D2
∇· f dV , and the result follows. �

Proof of Theorem 1.1. Inequality (1-1) follows immediately from (3-1) and obvious
estimates for the integrals. �

Proof of Theorem 1.2. We first assume that Vol(D2) <∞, so that (3-1) holds. In
this case, the last two terms in (3-1) are zero because ∇· f = 0, and the second term
is zero by the divergence theorem.

Now consider the case in which D2 has infinite volume. Let D′2 denote the
closure of Rd r D2, which is a regular domain with interior D̊′2=Rd rD2. Because
Area(∂D′2)= Area(∂D2) <∞, the isoperimetric inequality (see [De Giorgi 1953])
implies that D′2 has finite volume. If D1 also has finite volume, the divergence
theorem gives∫

∂D1∩D2

f · n∂D1 dA+
∫
∂D1∩D̊′2

f · n∂D1 dA =
∫
∂D1

f · n∂D1 dA =
∫

D1

∇· f dV = 0,
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and (1-2) follows from Theorem 3.1 applied to the second term on the left-hand side
above. On the other hand, if Vol(D1)=∞, we let D′1 be the closure of Rd r D1

(which has finite volume), and apply the above argument with D′1 in place of D1. �

To conclude this section, we explain what modifications need to be made to
Theorems 1.1 and 1.2 and their proofs to adapt them to the case of regular domains
in Riemannian manifolds.

Suppose M is a d-dimensional smooth Riemannian manifold with Riemannian
metric g and volume density dVg. (If M is oriented, dVg can be interpreted as a
differential d-form; but otherwise it needs to be interpreted as a density. See [Lee
2013, pp. 427–434] for basic properties of densities.) A regular domain D ⊂ M is
defined just as in the case M =Rd . If D ⊂ M is a regular domain, it has a uniquely
defined outward unit normal vector field n∂D . For any such domain, we let g̃ denote
the induced Riemannian metric on ∂D, and let dAg̃ denote its volume density.

For any smooth vector field f defined on an open subset of M , the divergence of
f , denoted by ∇· f , is defined as follows. If M is oriented, then ∇· f is the unique
vector field that satisfies (∇· f ) dVg = d( f dVg). On a nonorientable manifold, we
define it locally by choosing an orientation and using the same formula; because ∇· f
is unchanged when the orientation is reversed, it is globally defined. The divergence
theorem then holds in exactly the same form for smooth d-dimensional submanifolds
with corners in M . Moreover, any compact smooth embedded hypersurface in M has
a tubular neighborhood in M . (See [Bredon 1993, Theorem 11.14, p. 100] for a proof.
Although the proof there is for manifolds embedded in Euclidean space, it follows
from the Whitney embedding theorem that it applies to all smooth manifolds.)

Using these facts, the proof of the following theorem is carried out exactly like
the proofs of Theorems 1.1 and 1.2. To avoid complications, we restrict to the case
in which D2 is compact.

Theorem 3.3. If D1 and D2 are regular domains in a Riemannian manifold (M, g)
with D2 compact, and f is a smooth vector field defined on a neighborhood of D2,
then the conclusions of Theorems 1.1 and 1.2 hold, namely,∣∣∣∣∫

∂D1∩D2

〈 f, n∂D1〉g dAg̃

∣∣∣∣≤ Area(∂D2)‖ f ‖∞+Vol(D2)‖∇· f ‖∞,

and if ∇· f ≡ 0, ∣∣∣∣∫
∂D1∩D2

〈 f, n∂D1〉g dAg̃

∣∣∣∣≤ 1
2 Area(∂D2)‖ f ‖∞.

4. Bounding integrals of normal fields

In this section, we prove Corollary 1.3 and Theorem 1.4. We also provide examples
on the tightness of the bound.
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Proof of Corollary 1.3. Let v =
∫
∂D1∩D2

n∂D1 dA. If |v| = 0 there is nothing to
prove, so we assume that |v|> 0, and let f : Rd

→ Rd be the constant vector field
f ≡ v/ |v|. Clearly, |v| = v · v/|v| =

∫
∂D1∩D2

f · n∂D1 dA. Now, since ∇· f ≡ 0 and
‖ f ‖∞ = 1, the proof follows from Theorem 1.2. �

To prove Theorem 1.4, we begin with a lemma.

Lemma 4.1. Suppose D ⊂Rd is a compact convex regular domain with diameter δ
and C is any measurable subset of ∂D. Then for any unit vector v ∈ Rd , we have

(4-1)
∫

C
v · n∂D dA ≤ 1

2 Vol(Bd−1(δ/2)).

Proof. First consider the case v = ed = (0, . . . , 0, 1). After applying a translation,
we can assume that D is contained in the set where xd

≥ 0. Its boundary is the
union of the three subsets ∂D+, ∂D0, and ∂D−, defined as the subsets of ∂D where
v · n∂D is positive, zero, or negative, respectively.

Now, let A be the following subset of Rd :

A = {(x1, . . . , xd−1, t xd) | (x1, . . . , xd) ∈ D, 0≤ t ≤ 1}.

Then A is a compact convex set, and its boundary is the union of the three subsets
∂A+, ∂A0, and ∂A−, defined in the same way as above. (See Figure 3.)

The fact that D is convex ensures that ∂A+ = ∂D+, ∂A0 ⊃ ∂D0, and ∂A− is
contained in the hyperplane where xd

= 0. Moreover, A is a C1 manifold with
corners. (Its boundary might not be smooth at points where ∂A0 meets ∂A+, but it
is at least C1 there.)

D

A
v

xd

x1, . . . , xd−1

∂D0

∂A−

∂A0

∂D−

∂A+ = ∂D+

∂A0

Figure 3. Proof of Lemma 4.1.



A NOTE ON FLUX INTEGRALS OVER SMOOTH REGULAR DOMAINS 315

Using the fact that v · n∂D < 0 on ∂D− and v · n∂D = 0 on ∂D0, we compute∫
C
v · n∂D dA =

∫
C∩∂D+

v · n∂D dA+
∫

C∩∂D0

v · n∂D dA+
∫

C∩∂D−
v · n∂D dA

≤

∫
C∩∂D+

v · n∂D dA ≤
∫
∂D+
v · n∂D dA

=

∫
∂A+
v · n∂A dA =−

∫
∂A−
v · n∂A dA,

where in the last line we have used the divergence theorem for the vector field f ≡ v
and the fact that v · n∂A = 0 on ∂A0. Since n∂A = −v on ∂A−, the last integral is
equal to the area of ∂A−. Since ∂A− is contained in a (d − 1)-dimensional ball of
radius δ/2, the result follows.

Finally, for the case of a general unit vector v, we just apply a rotation to D and
apply the above argument. �

Proof of Theorem 1.4. Let D1 and D2 be as in the statement of the theorem. If∫
∂D1∩D2

n∂D1 dA = 0, there is nothing to prove, so assume the integral is nonzero,
and let v be the unit vector in the direction of

∫
∂D1∩D2

n∂D1 dA. Then∣∣∣∣∫
∂D1∩D2

n∂D1 dA
∣∣∣∣= v · ∫

∂D1∩D2

n∂D1 dA

=

∫
∂D1∩D2

v · n∂D1 dA,

and the result follows from Lemma 4.1. �

The following examples demonstrate the tightness of the bound for nonconvex
sets, as well as the necessity of the condition that the hypersurface be the boundary
of a regular domain.

Example 4.2. The main theorem explicitly uses the divergence theorem, which
is applied to space-separating hypersurfaces. In fact, the bounds do not apply for
images of general smooth immersions. To construct a counterexample in the plane
(i.e., for d = 2), start with a smooth Jordan curve in the plane, then cover it m times,
with small perturbations, making the integral on the left-hand side of (1-3) roughly
m times as large, while the right-hand side is fixed because it depends only on ∂D2.
Clearly, whenever the left-hand side of (1-3) is not zero, we can choose m large
enough that the inequality does not hold.

Example 4.3. To see that the bound obtained in Corollary 1.3 is tight, and cannot
be replaced by a bound based only on the diameter of D2 when D2 is not convex,
we consider comb-shaped subsets of Rd , for d ≥ 2, generated in the following
manner. Fix n > 2, and let Dn be a closed nonsmooth comb-shaped set defined as
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D1,4

D2,4

Figure 4. The domains of Example 4.3 in the case n = 4 (before smoothing).

the union of the following rectangles:

Ri,n = {(x1, . . . , xd) ∈ [0, 1]d | i/n ≤ x2
≤ i/n+ 1/n2

}, 0≤ i ≤ n− 1;

Rn,n = {(x1, . . . , xd) ∈ [0, 1]d | 0≤ x1
≤ 1/n2

}.

Applying a small perturbation we then smooth its corners, and set D1,n accordingly.
Let D2,n be the translation of D1,n by the vector (1/(2n2), 1/(2n2), 0, . . . , 0) ∈Rd .
(See Figure 4.) By our construction, the surface area of each set ∂D1,n or ∂D2,n is
roughly 2n+ 2, and the fraction of the boundary area where the normal vector of
∂D1,n is parallel to the x2-axis is roughly n/(n+ 1), approaching 1 when n is large.
Notice that by the choice of D2,n , when we integrate the normal vector in the portion
of ∂D1,n inside D2,n we capture only the part pointing in the positive direction of
the x2-axis. This shows that the integral of the normal vector has magnitude of
roughly n, approaching half the surface area when we take n to infinity.

5. Applications: limits of hypersurfaces & planar results

In this section we provide two applications of Corollary 1.3, extending previous
planar results in [Artstein and Bright 2010; 2013]. The first is for limits of regular
domains whose surface areas increase without bound. The second is an application
in the planar case.

Corollary 1.3 bounds the normal vector of the boundary of a regular domain in a
second regular domain, by the surface area of the boundary of the second domain,
and completely disregarding the surface area of the original hypersurface. This is
now applied to surfaces with increasing surface area, establishing a new result on
the limit.

We will denote by Sd−1
⊂ Rd the unit (d−1)-sphere. For every hypersurface

we define a corresponding probability measure using the following notation:
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Definition 5.1. Suppose S ⊂ Rd is a smooth hypersurface endowed with a unit
normal vector field nS . We define the empirical measure µ ∈ P(Rd

× Sd−1)

corresponding to S by

µ(U × V )=
1

Area(S)

∫
S∩U

χV (nS) dA,

for all open sets U ⊂ Rd and V ⊂ Sd−1.

A useful property of empirical measures is that, if f : Rd
×Sd−1

→ R is
continuous, we have

1
Area(S)

∫
S

f (x, nS) dA =
∫

Rd×Sd−1
f (x, n)µ(dx, dn).

We endow the set of probability measures P(Rd
×Sd−1) with the weak topology,

namely, a sequence of measures µ1, µ2, . . .∈ P(Rd
×Sd−1) converges to a measure

µ0 ∈ P(Rd
×Sd−1) if for every bounded continuous function g(x, n),∫

Rd×Sd−1
g(x, n)µ0(dx, dn)= lim

i→∞

∫
Rd×Sd−1

g(x, n)µi (dx, dn).

Another tool we need for the next theorem is disintegration of measures. Given
a probability measure µ ∈ P(Rd

×Sd−1), we define its marginal measure, p(dx),
as the projection on Rd , namely, p(A) = µ(A×Sd−1) for every measurable set
A ⊂ Rd . Also, we denote the measure valued function µx(dn), the disintegration
of µ with respect to p, for p-almost every x . With this notation, for every pair of
measurable sets U ⊂ Rd and V ⊂ Sd−1, we have that

µ(U × V )=
∫

U
µx(V )p(dx).

We now state the main result regarding the limits of regular domains.

Theorem 5.2. Let D1, D2, . . . ⊂ Rd be a sequence of compact regular domains,
such that the surface areas of their boundaries increases to infinity. If the empiri-
cal measures µ1, µ2, . . . , corresponding to the sequence ∂D1, ∂D2, . . . , converge
weakly to µ0, then

h(x)=
∫

Sd−1
n µx

0(x)(dn)= 0

for p0-almost every x , where µ0(dx, dn)= p0(dx)µx
0(dn) is the disintegration of µ0

with respect to its projection p0.

Proof. Let B = B(x, r) ⊂ Rd be a ball centered at x with radius r > 0. By the
definition of the empirical measures and by Corollary 1.3,∣∣∣∣∫

B×Sd−1
n dµi (dx, dn)

∣∣∣∣= ∣∣∣∣ 1
Area(∂Di )

∫
∂Di∩B

n∂Di dA
∣∣∣∣≤ Area(∂B)

2 Area(∂Di )
.
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Weak convergence of measures and the dominated convergence theorem imply that∣∣∣∣∫
B×Sd−1

n dµ0(dx, dn)
∣∣∣∣= lim

i→∞

∣∣∣∣∫
B×Sd−1

n dµi (dx, dn)
∣∣∣∣

≤ lim
i→∞

Area(∂B)
2 Area(∂Di )

= 0

for a set of values of r > 0 of full measure for which µi (∂B(x, r)×Sd−1)= 0, for
all i = 0, 1, 2, . . . . Using the disintegration notation we obtain that∣∣∣∣∫

B×Sd−1
n dµ0(dx, dn)

∣∣∣∣= ∣∣∣∣∫
B

(∫
Sd−1

n µx
0(dn)

)
p0(dx)

∣∣∣∣
=

∫
B

h(x)p0(dx)= 0

for almost every ball B. If the measure p0(dx) is Lebesgue measure, by the Lebesgue
differentiation theorem we have h(x) = 0 almost everywhere. The Lebesgue–
Besicovitch differentiation theorem extends this result to Radon measures (see, for
example, [Evans and Gariepy 1992, p. 43]). �

Remark 5.3. Theorem 5.2 requires the convergence of the empirical measures.
When the domains in the sequence are contained in some compact set K , the
compactness of the space K ×Sd−1 implies the compactness of P(K ×Sd−1), and,
therefore, the existence of a converging subsequence [Billingsley 1999, p. 72].

In two dimensions, our result extends as follows.

Corollary 5.4. Suppose x1 : [0, τ1] → R2 is a parametrized smooth Jordan curve
and D2 ⊂ R2 is a regular domain. If the length of ∂D2 is L2, then∣∣∣∣∫ τ1

0
χD2(x1(t))

d
dt

x1(t) dt
∣∣∣∣≤ L2

2
.

Proof. Let T1 and N1 be the unit tangent and normal vectors of x1. Using the
arc-length parametrization, we have that∣∣∣∣∫ τ1

0
χD2(x1(t))

d
dt

x1(t) dt
∣∣∣∣= ∣∣∣∣∫ L1

0
χD2(x1(s))T1(s) ds

∣∣∣∣ ,
where L1 is the length of x1. Expressing the tangent vector in terms of the normal
vector, we reduce the previous expression to∣∣∣∣∫ L1

0
χD2(x1(s))

[
0 −1
1 0

]
N1(s) ds

∣∣∣∣= ∣∣∣∣∫ L1

0
χD2(x1(s))N1(s) ds

∣∣∣∣ ,
as the rotation matrix is orthogonal. Applying Corollary 1.3 completes the proof. �
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For our final application, we consider an ordinary differential equation in the
plane defined by

(5-1)
dx
dt
= f (x),

where f :R2
→R2 is a vector field (generally assumed at least Lipschitz continuous).

An invariant set for f is a subset of R2 that is invariant under the forward flow of f
and a minimal set is a nonempty closed invariant set that is minimal with respect
to inclusions. A trivial minimal set is a set that is the image of either a stationary
solution or a periodic solution.

We present a new short proof of the following well-known result.

Theorem 5.5. Suppose f is a smooth vector field on R2. Then every minimal set
for f is trivial.

The textbook proof of this theorem (see [Verhulst 1996]) relies on the Poincaré–
Bendixson theorem, and employs dynamical arguments. Here we present a simpler
proof based on the divergence theorem, and specifically on Corollary 1.3. Note
that the divergence theorem was used by Bendixson in the proof of the Bendixson
criterion, which verifies that no periodic solutions exist.

Our proof uses the following well-known lemmas.

Lemma 5.6. Suppose �⊂ R2 is a minimal set for (5-1) and x∗ : [0,∞)→ R2 is a
solution to (5-1) with trajectory contained in �. For every y0 ∈�, s ∈ [0,∞), and
δ > 0, there exists t > s such that |x∗(t)− y0|< δ.

Proof. Suppose the lemma does not hold for some y0, s, and δ. Then the curve
y∗(t) = x∗(s + t) is a solution to (5-1) with trajectory contained in �r B(y0, δ)

for a suitable δ > 0, in contradiction to the minimality of �. �

The next lemma follows easily from Sard’s theorem.

Lemma 5.7. Suppose I ⊂ R is a compact interval and g : I → R is smooth. Then
for almost every r ∈ R, the set g−1(r)= {t ∈ I | g(t)= r} is finite.

Proof of Theorem 5.5. Clearly,� is a singleton if and only if it contains a point y ∈�
such that f (y)= 0, so we may assume henceforth that f does not vanish in � and
� contains more than one point. Choose D > 0 such that �r B(x∗(0), 3D) 6=∅.
We construct sequences of real numbers {δi } and {ti }, and a sequence of simple
closed curves {γi }, as follows. Set δ0 = D, and let t0 be the first time where x∗

meets ∂B(x∗(0), δ0). For i = 1, 2, . . . do the following:

(a) Choose δi < δi−1/2 small enough that |x∗(0)− x∗(t)|> δi for all t ∈ [t0, ti−1].

(b) Let ti be the first time after t0 where the curve x∗ meets ∂B(x∗(0), δi ). (Here
we use Lemma 5.6.)
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x∗(0)

x∗(s1)

x∗(t1)

x∗(t0)

Figure 5. Proof of Theorem 5.5.

(c) Starting from x∗(ti ), follow the line connecting it to x∗(0), until that line first
meets a point in x∗([0, t0]). Let x∗(si ) be this point. (See Figure 5.)

(d) Let γi be the parametrized piecewise smooth curve obtained by following the
curve x∗ in the interval [si , ti ], and then the line connecting its endpoints with
unit speed.

Note that ti is an increasing sequence and that the uniqueness of the solution with
respect to the initial condition implies that every γi is a Jordan curve. Suppose first
that the sequence {ti } is bounded above. Then ti → t∗ ∈ R+ and x∗(ti )→ x∗(t∗).
According to our construction, |x∗(0)− x∗(ti )| = δi < 2−i D for every i . Hence by
continuity x∗(t∗)= x∗(0), and x∗ is periodic. By the minimality of �, the image
of x∗ is �.

The only remaining possibility is ti↗∞. Fix y0 ∈� such that |y0− x∗(0)|>2D.
By Lemma 5.7, there exists arbitrarily small r0 < D such that the set

{t ∈ [0, s] | |x∗(t)− y0| = r0}

is finite for every s > 0. (This follows from the fact that g(t)= |x∗(t)− y0|
2 is a

smooth function of t .) Note that this implies that the portion of γi in B0= B(y0, r0)

is part of the trajectory x∗, and that for every i the Jordan curve γi intersects ∂B0 at
a finite number of points.

For every i , we let Di denote the domain consisting of the Jordan curve γi

together with its interior. Although Di is not a regular domain, it is a regular
domain with two corner points, which are outside of B0, and it is easy to see that
Corollary 1.3 can be applied to ∂Di ∩ B0. Thus by Corollary 5.4,∣∣∣∣∫

{t≤ti |x∗(t)∈B0}

d
dt

x∗(t) dt
∣∣∣∣= ∣∣∣∣∫

{t≤ti |x∗(t)∈B0}

f (x∗(t)) dt
∣∣∣∣≤ πr0.
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Because � is minimal, Lemma 5.6 implies that the set {t | x∗(t) ∈ B0} has infinite
measure. This implies that 0 is contained in the convex hull of the set

{ f (y) | y ∈ B0}.

The radius r0 can be chosen arbitrary small; therefore, the continuity of f implies
that f (y0)= 0, in contradiction. �
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ON STABLE COMMUTATOR LENGTH
IN HYPERELLIPTIC MAPPING CLASS GROUPS

DANNY CALEGARI, NAOYUKI MONDEN AND MASATOSHI SATO

We give a new upper bound on the stable commutator length of Dehn twists
in hyperelliptic mapping class groups and determine the stable commutator
length of some elements. We also calculate values and the defects of homo-
geneous quasimorphisms derived from ω-signatures and show that they are
linearly independent in the mapping class groups of pointed 2-spheres when
the number of points is small.

1. Introduction

The aim of this paper is to investigate stable commutator length in hyperelliptic
mapping class groups and in mapping class groups of pointed 2-spheres. Given a
group G and an element x ∈ [G,G], the commutator length of x , denoted by clG(x),
is the smallest number of commutators in G whose product is x , and the stable
commutator length of x is defined by the limit sclG(x) := limn→∞ clG(xn)/n (see
Definition 2.1 for details).

We investigate stable commutator length in two groups, Mm
0 and Hg . Let m be a

positive integer greater than 3. Choose m distinct points {qi }
m
i=1 in a 2-sphere S2.

Let Diff+(S2, {qi }
m
i=1) denote the set of all orientation-preserving diffeomorphisms

in S2 which preserve {qi }
m
i=1 setwise with the C∞-topology. We define the mapping

class group of the m-pointed 2-sphere by Mm
0 = π0 Diff+(S2, {qi }

m
i=1). Let 6g be

a closed connected oriented surface of genus g ≥ 1. An involution ι : 6g → 6g

defined as in Figure 1 is called the hyperelliptic involution.

sgΣ 1 s2 s i

180º

g−1

Figure 1. Hyperelliptic involution ι and the curves s1, . . . , sg−1.

MSC2010: primary 57M07; secondary 20F12, 57N05.
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Let Mg denote the mapping class group of6g, that is, the group of isotopy classes
of orientation-preserving diffeomorphisms of6g, and let Hg be the centralizer of the
isotopy class of a hyperelliptic involution in Mg, which is called the hyperelliptic
mapping class group of genus g. Note that Mg = Hg when g = 1, 2. Since
there exists a surjective homomorphism P : Hg →M

2g+2
0 with finite kernel (see

Lemma 3.3 and the paragraph before Remark 3.7), these two groups have the same
stable commutator length.

Let s0 be a nonseparating curve on 6g satisfying ι(s0) = s0, and let sh be a
separating curve in Figure 1 for h = 1, . . . , g − 1. We denote by ts j the Dehn
twist about s j for j = 0, 1, . . . , g− 1. In general, it is difficult to compute stable
commutator length, but those of some mapping classes are known. In the map-
ping class group of a compact oriented surface with connected boundary, Baykur,
Korkmaz and the second author [Baykur et al. 2013] determined the commutator
length of the Dehn twist about a boundary curve. In the mapping class group of a
closed oriented surface, interesting lower bounds on scl of Dehn twists are obtained
using gauge theory. Endo and Kotschick [2001], and Korkmaz [2004] proved that
1/(18g− 6)≤ sclMg (ts j ) for j = 0, 1, . . . , g− 1. For technical reasons, this result
is stated in [Endo and Kotschick 2001] only for separating curves. This technical
assumption is removed in [Korkmaz 2004]. The second author [Monden 2012] also
showed that 1/(8g+ 4)≤ sclHg (ts0) and

h(g− h)
g(2g+ 1)

≤ sclHg (tsh ) for h = 1, . . . , g− 1.

Stable commutator length on a group is closely related to functions on the
group called homogeneous quasimorphisms through Bavard’s duality theorem.
Homogeneous quasimorphisms are homomorphisms up to bounded error called
the defect (see Definition 2.2 for details). By Bavard’s theorem, if we obtain a
homogeneous quasimorphism on the group and calculate its defect, we also obtain
a lower bound on stable commutator length. Actually, Bestvina and Fujiwara
[2002, Theorem 12] proved that the spaces of homogeneous quasimorphisms on Mg

and Mm
0 are infinite-dimensional when g ≥ 2 and m ≥ 5, respectively. However

it is hard to compute explicit values of these quasimorphisms and their defects.
To compute stable commutator length, we consider computable quasimorphisms
derived from ω-signature in [Gambaudo and Ghys 2005] on symmetric mapping
class groups.

In Section 3, we review symmetric mapping class groups, which are defined by
Birman and Hilden as generalizations of hyperelliptic mapping class groups. We
reconsider cobounding functions of ω-signatures as a series of quasimorphisms φm, j

on a symmetric mapping class group π0Cg(t). Since there exists a surjective
homomorphism P : π0Cg(t)→Mm

0 with finite kernel, the homogenizations φ̄m, j
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induce homogeneous quasimorphisms on Mm
0 . Let σi ∈Mm

0 be a half twist which
permutes the i-th point and the (i + 1)-th point. We denote by σ̃i ∈ π0Cg(t) a lift
of σi , which will be defined on page 333.

In Section 6, we calculate φm, j and their homogenizations φ̄m, j .

Theorem 1.1. Let r be an integer such that 2≤ r ≤ m. Then:

(i) φm, j (σ̃1 · · · σ̃r−1)=
2(r − 1) j (m− j)

m(m− 1)
.

(ii) φ̄m, j (σ1 · · · σr−1)=−
2
r

{
jr(m− j)(m− r)

m2(m− 1)
+

(
r j
m
−

[
r j
m

]
−

1
2

)2

−
1
4

}
,

where [x] denotes the greatest integer ≤ x.

Since this requires straightforward and lengthy calculations to prove, we leave it
until the last section. A computer calculation shows that the ([m/2]−1)×([m/2]−1)
matrix whose (i, j)-entry is φ̄m, j+1(σ1 · · · σi ) is nonsingular when 4≤m≤30. Thus
we have:

Corollary 1.2. The set {φ̄m, j }
[m/2]
j=2 is linearly independent when 4≤ m ≤ 30.

In Section 4, we calculate the defects of the homogenizations of these quasi-
morphisms. In particular, we determine the defect of φ̄m,m/2 when m is even.
Actually φ̄m,m/2 is the same as the homogenization of the Meyer function on the
hyperelliptic mapping class group Hg.

Theorem 1.3. Let D(φm, j ) and D(φ̄m, j ) be the defects of the quasimorphisms φm, j

and φ̄m, j , respectively.

(i) For j = 1, 2, . . . , [m/2],

D(φ̄m, j )≤ D(φm, j )≤ m− 2.

(ii) When m is even and j = m/2,

D(φ̄m,m/2)= m− 2.

Remark 1.4. If φ :G→R is a quasimorphism and φ̄ :G→R is its homogenization,
they satisfy

D(φ̄)≤ 2D(φ)

(see [Calegari 2009] Corollary 2.59). We will claim in Lemma 4.1 that, when φ is
antisymmetric and a class function, they satisfy the sharper inequality

D(φ̄)≤ D(φ).

Note that when g = 2, the hyperelliptic mapping class group H2 coincides
with M2. We may think of the lift of σi ∈M6

0 for i = 1, 2, 3, 4, 5 to M2 as the Dehn
twist tci along the simple closed curve ci in Figure 2 (see page 333). Similarly



326 DANNY CALEGARI, NAOYUKI MONDEN AND MASATOSHI SATO

the Dehn twist ts1 ∈M2 can be considered as a lift of (σ1σ2)
6
∈M6

0 by the chain
relation (see Lemma 2.8). Since Theorem 1.1(ii) implies φ̄6,2((σ1σ2)

6) = −8/5
and Theorem 1.3(i) implies D(φ̄6,2)≤ 4, by applying Bavard’s duality theorem, we
have:

Corollary 1.5. 1
5
≤ sclM2(ts1).

To the best of our knowledge, for g ≥ 2, there is not known an element x
in Hg (or Mg) such that scl(x) is nonzero and can be computed explicitly. By
Theorem 1.3(ii), we can determine the stable commutator length of the following
element in Hg.

Theorem 1.6. Let d+2 , d−2 , . . . , d+g−1, d−g−1 be simple closed curves in Figure 7.
Let c be a nonseparating simple closed curve satisfying ι(c)= c which is disjoint
from d+i , d−i and sh (i = 1, . . . , g, h = 1, . . . , g− 1). For g ≥ 2,

sclHg

(
t2g+8
c (td+2 td−2 · · · td+g−1

td−g−1
)2(ts1 · · · tsg−1)

−1)
=

1
2
.

In particular, if g = 2, then we have sclH2(t
12
c t−1

s1
)= 1/2.

Next we consider upper bounds on stable commutator length. Korkmaz [2004]
also gave the upper bound sclMg (ts0) ≤ 3/20 for g ≥ 2. In the case of g = 2, the
second author [Monden 2012] showed sclM2(ts0) < sclM2(ts1). However these upper
bounds do not depend on g. On the other hand, Kotschick [2008] proved that there
is an estimate sclMg (ts0)= O(1/g) by using the so-called “Munchhausen trick”.

In Section 5, we give the following upper bounds.

Theorem 1.7. Let s0 be a nonseparating curve on 6g, and let Gg be either Mg

or Hg. For all g ≥ 1, we have

sclGg (ts0)≤
1

2{2g+ 3+ (1/g)}
.

2. Preliminaries

Stable commutator lengths and quasimorphisms. Let G denote a group, and let
[G,G] denote the commutator subgroup, which is the subgroup of G generated by
all commutators [x, y] = xyx−1 y−1 for x, y ∈ G.

Definition 2.1. For x ∈ [G,G], the commutator length clG(x) of x is the least
number of commutators in G whose product is equal to x . The stable commutator
length of x , denoted scl(x), is the limit

sclG(x)= lim
n→∞

clG(xn)

n
.
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For each fixed x , the function n 7→ clG(xn) is nonnegative and

clG(xm+n)≤ clG(xm)+ clG(xn).

Hence this limit exists. If x is not in [G,G] but has a power xm which is, define
sclG(x)= sclG(xm)/m. We also define sclG(x)=∞ if no power of x is contained
in [G,G] (we refer the reader to [Calegari 2009] for the details of the theory of the
stable commutator length).

Definition 2.2. A quasimorphism is a function φ :G→R for which there is a least
constant D(φ)≥ 0 such that

|φ(xy)−φ(x)−φ(y)| ≤ D(φ),

for all x, y ∈ G. We call D(φ) the defect of φ. A quasimorphism is homogeneous
if it satisfies the additional property φ(xn)= nφ(x) for all x ∈ G and n ∈ Z.

We recall the following basic facts. Let φ be a quasimorphism on G. For each
x ∈ G, define

φ̄(a) := lim
n→∞

φ(xn)

n
.

The limit exists and defines a homogeneous quasimorphism. Homogeneous
quasimorphisms have the following properties, shown for example in [Calegari
2009, Section 5.5.2] and [Kotschick 2008, Lemma 2.1(1)].

Lemma 2.3. Let φ be a homogeneous quasimorphism on G. For all x, y ∈ G,

(i) φ(x)= φ(yxy−1),

(ii) xy = yx =⇒ φ(xy)= φ(x)+φ(y).

Theorem 2.4 (Bavard’s duality theorem [1991]). Let Q be the set of homogeneous
quasimorphisms on G with positive defects. For any x ∈ [G,G], we have

sclG(x)= sup
φ∈Q

|φ(x)|
2D(φ)

.

Mapping class groups. For g≥1, the abelianizations of the mapping class group Mg

of the surface 6g and its subgroup Hg are finite (see [Powell 1978]). Therefore all
elements of Mg and Hg have powers that are products of commutators. Dehn showed
that the mapping class group Mg is generated by Dehn twists along nonseparating
simple closed curves. We review some relations between them. Hereafter we do
not distinguish a simple closed curve in 6g and its isotopy class. The following
relations are well known. See, for example, [Farb and Margalit 2012, Sections 3.3,
3.5.1, 5.1.4, and 4.4.1].
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c1 c2g+1

c2 c4c3 c5 c2g−1

c2g+2

c6 c2g

Figure 2. The curves c1, c2, . . . , c2g+2.

Lemma 2.5. Let c be a simple closed curve in 6g and f ∈Mg. Then we have

t f (c) = f tc f −1.

From this lemma, the values of scl and homogeneous quasimorphisms on the
Dehn twists about nonseparating simple closed curves are constant.

Lemma 2.6. Let c and d be simple closed curves in 6g.

(i) If c is disjoint from d, then tctd = td tc.

(ii) If c intersects d in one point transversely, then tctd tc = td tctd .

Lemma 2.7 (hyperelliptic involution). Let c1, . . . , c2g+1 be nonseparating curves
in 6g as in Figure 2. We call the product

ι := tc2g+1 tc2g · · · tc2 tc1 tc1 tc2 · · · tc2g tc2g+1

the hyperelliptic involution. For g = 1, the hyperelliptic involution ι equals
tc1 tc2 tc1 tc1 tc2 tc1 , where c1 and c2 are respectively the meridian and longitude of 61.

Lemma 2.8 (chain relation). For a positive integer n, let a1, a2, . . . , an be a se-
quence of simple closed curves in 6g such that ai and a j are disjoint if |i − j | ≥ 2
and ai and ai+1 intersect at one point.

When n is odd, a regular neighborhood of a1 ∪ a2 ∪ · · · ∪ an is a subsurface of
genus (n− 1)/2 with two boundary components, denoted by d1 and d2. Then

(tan · · · ta2 ta1)
n+1
= td1 td2 .

When n is even, a regular neighborhood of a1 ∪ a2 ∪ · · · ∪ an is a subsurface of
genus n/2 with connected boundary, denoted by d. Then

(tan · · · ta2 ta1)
2(n+1)

= td .

Meyer’s signature cocycle. Let X be a compact oriented (4n + 2)-manifold for
nonnegative integer n, and let 0 be a local system on X such that 0(x) is a
finite-dimensional real or complex vector space for x ∈ X . If we are given a
regular antisymmetric (respectively, skew-hermitian) form 0⊗0→R (respectively,
0⊗0→ C), we have a symmetric (respectively, hermitian) form on H2n+1(X;0)
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as in [Meyer 1972, p. 12]. For simplicity, we only explain the complex case. It is
defined by

H2n+1(X;0)⊗ H2n+1(X;0)∼= H 2n+1(X, ∂X;0)⊗ H 2n+1(X, ∂X;0)
∪
−→ H 4n+2(X, ∂X;0⊗0)

→ H 4n+2(X, ∂X;C)
[X,∂X ]
−−−−→ C,

where the first row is defined by the Poincaré duality, the second row is defined by
the cup product of the base space, the third row comes from the skew-hermitian form
of 0 as above, and the fourth row is the evaluation by the fundamental class of X .
Meyer showed additivity of signatures with respect to this hermitian form (more
strongly, he showed Wall’s nonadditivity formula for G-signatures of homology
groups with local coefficients).

Theorem 2.9 [Meyer 1972, Satz I.3.2]. Let X and 0 be as above. Assume that X
is obtained by gluing two compact oriented (4n+ 2)-manifold X− and X+ along
some boundary components.

Then we have

Sign(H2n+1(X;0))= Sign(H2n+1(X−;0|X−))+Sign(H2n+1(X+;0|X+)).

Consider the case when X is a pair of pants, which we denote by P . Let α and β
be loops in P as in Figure 3, left.

For ϕ,ψ ∈Mg, there exists a6g-bundle Eϕ,ψ on P whose monodromies along α
and β are ϕ and ψ , respectively. This is unique up to bundle isomorphism. In this
setting, the intersection form on the local system H1(6g;R) induces the symmetric
form on H1(P; H1(6g;R)). Meyer showed that the signature of this symmetric
form on H1(P; H1(6g;R)) coincides with that of Eϕ,ψ . Moreover he explicitly
described it in terms of the action of the mapping class group on H1(6g;R) as

α

β

B
1

B
2

B
 g�1

B
 g

A
1

A
2

A
 g�1

A
 g

Figure 3. Left: loops in a pair of pants. Right: a symplectic basis
of H1(6g;Z).
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follows. Fix the symplectic basis {Ai , Bi }
g
i=1 of H1(6g;Z) as in Figure 3, right;

then the action induces a homomorphism ρ :Mg→ Sp(2g;Z). Let I denote the
identity matrix of rank g and define

J =
(

0 I
−I 0

)
.

For symplectic matrices A and B of rank 2g, define the vector space

VA,B =
{
(v,w) ∈ R2g

×R2g
| (A−1

− I )v+ (B− I )w = 0
}
.

Consider the symmetric bilinear form

〈 , 〉A,B : VA,B × VA,B→ R

on VA,B defined by

〈(v1, w1), (v2, w2)〉A,B := (v1+w1)
T J (I − B)w2.

Then, the space VA,B coincides with H1(P; H1(6g;R)), and the above form
〈 , 〉ρ(ϕ),ρ(ψ) corresponds to the symmetric form on H1(P; H1(6g;R)).

Meyer’s signature cocycle τg :Mg ×Mg→ Z is the map defined by

(ϕ, ψ) 7→ Sign(〈 , 〉ρ(ϕ),ρ(ψ)),

which is known to be a bounded 2-cocycle by Theorem 2.9. When we restrict it to the
hyperelliptic mapping class group Hg, it represents the trivial cohomology class in
H 2(Hg;Q). Since the first homology H1(Hg;Q) is trivial, the cobounding function
φg : Hg → Q of τg is unique. It is a quasimorphism, called the Meyer function.
Endo [2000] computed it to investigate signatures of fibered 4-manifolds called
hyperelliptic Lefschetz fibrations. Morifuji [2003] relates it to the eta invariants of
mapping tori and the Casson invariants of integral homology 3-spheres.

3. Cobounding functions of the Meyer’s signature cocycles
on symmetric mapping class groups

As in the introduction, let m be a positive integer greater than 3 and {qi }
m
i=1 be m

distinct points in a 2-sphere S2. Choose a base point ∗ ∈ S2
−{qi }

m
i=1, and denote by

αi ∈ π1(S2
−{qi }

m
i=1, ∗) a loop which rounds the point qi clockwise as in Figure 4.

For an integer d such that d ≥ 2 and d |m, define a homomorphism

π1(S2
−{qi }

m
i=1)→ Z/dZ

by mapping each generator αi to 1∈Z/dZ. This homomorphism induces a d-cyclic
branched covering pd : 6h → S2 with m branched points, where 6h is a closed
oriented surface of genus h. Applying the Riemann–Hurwitz formula, we have
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h = (d − 1)(m− 2)/2. We denote by t :6h→6h the deck transformation which
corresponds to the generator 1 ∈ Z/dZ.

Let η denote the d-th root of unity exp(2π i/d), where i is a square root of −1.
The first homology H1(6h;C) decomposes into a direct sum

⊕d−1
j=1 V η j

, where V z

is an eigenspace whose eigenvalue is z ∈C. Note that V 1 is trivial since the quotient
space6g/〈t〉 is a 2-sphere, where 〈t〉 denotes the cyclic group generated by the deck
transformation t . We also denote by Ch(t) the centralizer of t in the diffeomorphism
group Diff+6h . We call the path-connected component π0Ch(t) the symmetric map-
ping class group of the covering p, which is defined by Birman and Hilden [1973].

In this section, we introduce 2-cocycles on the symmetric mapping class group
π0Ch(t), derived from the nonadditivity formula for signatures. These are almost
the same as the ω-signatures defined in [Gambaudo and Ghys 2005].

Let us consider an oriented 6h-bundle Eϕ,ψ over P whose structure group is
contained in Ch(t), and monodromies along α and β are ϕ and ψ in π0Ch(t), respec-
tively. Since coordinate transformations commute with the deck transformation t , we
can define a fiberwise Z/dZ-action on Eϕ,ψ . Since the structure group is in Ch(t),
not only H1(6h;C) but also each eigenspace V η j

is a local system on P . We can
extend the intersection form as a skew-hermitian form H1(6h;C)⊗H1(6h;C)→C

defined by

(x1+ x2 i) · (y1+ y2 i)= x1 · y1+ x2 · y2+ (x1 · y2− x2 · y1)i .

For v ∈ V η j
and w ∈ V ηk

(1≤ j ≤ d − 1, 1≤ k ≤ d − 1),

(tv) ·w = (ω jv) ·w = ω− j (v ·w),

(tv) ·w = v · (t−1w)= v · (ω−kw)= ω−k(v ·w).

Since ω− j is not equal to ω−k , we have v ·w = 0. Hence, H1(6h;C) decomposes
into an orthogonal sum of subspaces {V ω j

}
d−1
j=1. By restricting the intersection

form on H1(6h;C) to V η j
, we can define a hermitian form on H1(P; V η j

). By
Theorem 2.9, we have a 2-cocycle on π0Ch(t) as follows.

Lemma 3.1. Let j be an integer such that 1≤ j ≤ m− 1. The map

τm,d, j : π0Ch(t)×π0Ch(t)→ Z

1 m

*

i iα

Figure 4. A loop αi .
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defined by
τm,d, j (ϕ, ψ)= Sign(H1(P; V η j

))

is a 2-cocycle, where V η j
is the local system on P induced from the oriented

6h-bundle Eϕ,ψ → P.

Proof. The proof is the same as for [Meyer 1972, p. 43, Equation (0)]. Applying addi-
tivity of signatures to two oriented 6h-bundles on P , we can see that τm,d, j satisfies

τm,d, j (ϕ1, ϕ2)+ τm,d, j (ϕ1ϕ2, ϕ3)= τm,d, j (ϕ1, ϕ2ϕ3)+ τm,d, j (ϕ2, ϕ3),

for ϕ1, ϕ2, ϕ3 ∈ π0Ch(t). �

Since the deck transformation t acts on H 1(P, ∂P; V η j
) by multiplication of η j ,

we can calculate Z/dZ-signature as

Sign(H1(P; V η j
), tk)= ηk j Sign(H1(P; V η j

))= ηk jτm,d, j (ϕ, ψ),

for 0 ≤ k ≤ m − 1. Moreover Meyer [1972, Satz I.2.2] proved Sign(Eϕ,ψ , tk) =

Sign(H1(P; H 1(6h;C)), tk). Hence we have:

Lemma 3.2. For 0≤ k ≤ m− 1,

Sign(Eϕ,ψ , tk)=

d−1∑
j=1

ηk jτm,d, j (ϕ, ψ).

The symmetric mapping class groups. A diffeomorphism f :6h→6h in Ch(t)
induces a diffeomorphism f̄ : S2

→ S2 which satisfies the commutative diagram

6h
f

−−−→ 6h

pd

y pd

y
S2 f̄
−−−→ S2.

Moreover since f̄ satisfies p−1
d (q)= p−1

d ( f̄ (q)) for any q ∈ S2, we have

f̄ ∈ Diff+(S2, {qi }
m
i=1).

Therefore we have a natural homomorphism P : π0Ch(t)→Mm
0 which maps [ f ]

to [ f̄ ]. By a method similar to [Birman and Hilden 1971, Theorem 1] (see also
[Birman and Hilden 1973, Section 5]), we have:

Lemma 3.3. Let m ≥ 4. The sequence

1 −−−→ Z/dZ −−−→ π0Ch(t)
P

−−−→ Mm
0 −−−→ 1

is exact.
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i
m1

i+1

Figure 5. The diffeomorphism si .

Let si : S2
→ S2 be a half twist of the disk which exchanges the points qi and qi+1

as in Figure 5.
We denote by σi ∈Mm

0 the mapping class represented by si . By lifting si , we
have a unique diffeomorphism s̃i :6h→6h which satisfies supp s̃i = p−1

d (supp si ).
Let us denote the mapping class of s̃i by σ̃i ∈ π0Ch(t). Note that when d = 2, σ̃i is
the Dehn twist along a nonseparating simple closed curve.

Lemma 3.4. The set {σ̃i }
m−1
i=1 ⊂ π0Ch(t) generates the group π0Ch(t).

Proof. Since {σi }
m−1
i=1 generates the group Mm

0 , it suffices to represent [t] ∈ π0Ch(t)
as a product of {σi }

m−1
i=1 . Let C (∗)

h (t) denote the subgroup of Ch(t) defined by
C (∗)

h (t)= { f ∈ Ch(t) | f (p−1
d (∗))= p−1

d (∗)}. In this proof, by abuse of terminol-
ogy, we use the term “Dehn twist” both for a diffeomorphism and for a mapping class.
The diffeomorphism s1 · · · sm−2s2

m−1sm−2 · · · s1 in Diff+(S2, {qi }
m
i=1) is isotopic to

the product of Dehn twists t−1
c tc′ in Figure 6, and it is also isotopic to the Dehn

twist t−1
d .

Therefore the lift s̃1 · · · s̃m−2s̃2
m−1s̃m−2 · · · s̃1 is isotopic to some lift f̃1 :6h→6h

of t−1
d . Since we can choose the isotopy in Diff+(S2, {qi }

m
i=1) so that it does

not move ∗, the lift f̃1 fixes p−1(∗) pointwise. Let D be the closed disk which
is bounded by d and contains ∗, and let f̃2 denote the lift of td which satisfies
supp f̃2 ⊂ p−1(D). Since f1 f2 is a lift of the identity map of S2, and the action
of f̃2 on p−1(∗) coincides with that of t , we have f̃1 f̃2 = t ∈ Diff+6h . Since td is
isotopic to the identity map in Diff+6h , we have [ f̃2]=1∈π0Ch(t). Thus we obtain

σ̃1 · · · σ̃m−2σ̃
2
m−1σ̃m−2 · · · σ̃1 = [ f̃1] = [ f̃1 f̃2] = [t] ∈ π0Ch(t). �

1 12 2

* *

m m

d
c

c'

Figure 6. The curves c, c′, d.
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The cobounding function of the cocycles τm,d, j . Recall that, for an integer d with
d |m, we have a covering space pd :6h→ S2. Let g = (m− 1)(m− 2)/2. If we
consider the case when d = m, pd is the m-cyclic covering on S2 whose genus of
the covering surface is g. Thus we identify it with the surface 6g, and denote the
covering by p :6g→ S2.

Since the quotient space 6g/〈td
〉 is also a d-cyclic covering of S2 with m

branched points, we can identify 6h ∼=6g/〈td
〉. Since a diffeomorphism f ∈Cg(t)

induces a diffeomorphism f̄ on 6g/〈td
〉 which commutes with t , we have a

natural homomorphism P : π0Cg(t)→ π0Ch(t) which maps [ f ] to [ f̄ ]. Since
H∗(π0Ch(t);Q) ∼= H∗(Mm

0 ;Q), and H∗(Mm
0 ;Q) is trivial (see [Cohen 1987]

Corollary 2.2), there exists a unique cobounding function of τm,d, j . Denote it
by φm,d, j : π0Ch(t)→Q. Since τm,d, j is bounded, the cobounding function φm,d, j

is a quasimorphism.

Remark 3.5. Gambaudo and Ghys [2005] already constructed almost the same
quasimorphisms on the mapping class groups of pointed disks, called ω-signatures.
They calculated the value of their quasimorphisms for an element similar to

σ̃1σ̃2 · · · σ̃r−1 ∈ π0Ch(t)

in [Gambaudo and Ghys 2005, Proposition 5.2].

Remark 3.6. This construction is also similar to higher-order signature cocycles
in Cochran, Harvey and Horn’s paper [Cochran et al. 2012]. They considered von
Neumann signatures of surface bundles whose fibers are nonfinite regular coverings
on a surface with boundary.

Let us recall a natural homomorphism π0Ch(t)→ Mh defined by forgetting
symmetries of mapping classes. It maps a mapping class [ f ] ∈π0Ch(t) to [ f ] ∈Mh ,
and is injective as shown in Birman and Hilden [1973, Theorem 1]. In particular, if
we consider the case when m is even and the double covering p2 :6h→ S2, this
homomorphism induces isomorphism between π0Ch(t) and Hh . In this case, the
eigenspace V−1 coincides with H1(6h;C). Thus we have:

Remark 3.7. When m is even, φm,2,1 : π0Ch(t)→Q is equal to the Meyer func-
tion φh : Hh → Q on the hyperelliptic mapping class group, under the natural
isomorphism π0Ch(t)∼=Hh .

Lemma 3.8. For 1≤ j ≤ d − 1 and ϕ ∈ π0Cg(t),

φm,m,mj/d(ϕ)= φm,d, j (P(ϕ)).

Proof. Since H1(π0Cg(t);Q) is trivial, it suffices to show that

τm,m,mj/d(ϕ, ψ)= τm,d, j (P(ϕ),P(ψ)) for ϕ,ψ ∈ π0Cg(t).
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If f : E → P is an oriented 6g-bundle with structure group Cg(t), the induced
map f̄ : E/〈td

〉 → P is an oriented 6h-bundle with structure group Ch(t). If we
denote the monodromies of f along α and β by ϕ and ψ , the ones of f̄ are P(ϕ)

and P(ψ).
Let ω be the m-th root of unity exp(2π i/m), and let qd :6g→6g/〈td

〉 denote
the projection. To distinguish eigenspaces of H1(6g;C) and H1(6h;C) of the
action by t , we denote them by (Vg)

z and (Vh)
z instead of V z , respectively. The

projection qd induces the isomorphism H1(6g;C)
〈td
〉 ∼= H1(6h;C). Moreover we

have (Vg)
ωmj/d ∼= (Vh)

η j
. Hence it also induces a natural isomorphism between

H1(P; (Vg)
ωmj/d

) and H1(P; (Vh)
η j
), where (Vg)

ωmj/d
and (Vh)

η j
are local systems

coming from f and f̄ .
Let ã, b̃ be loops in 6g − {qi }

m
i=1. We may assume that qd(ã)∪ qd(b̃) has no

triple point. Then the intersection number [qd(ã)] · [qd(b̃)] in 6h coincides with
[q−1

d (qd(ã))] · [b̃] in 6g. Hence we have

m/d−1∑
i=0

[(tdi )∗ã] ·
m/d−1∑

j=0

[(td j )∗b̃] =
m/d−1∑

i=0

m/d−1∑
j=0

[(tdi−d j )∗ã] · [b̃]

=
m
d
[q−1

d (qd(ã))] · [b̃] =
m
d
[qd(ã)] · [qd(b̃)].

Therefore the isomorphism H1(6g;C)
〈td
〉 ∼= H1(6h;C) induced by the quotient

map qd :6g→6h preserves the intersection form up to constant multiple. Thus it
also preserves the intersection forms on H1(P; (Vg)

ωmj/d
) and H1(P; (Vh)

η j
), and

we obtain
τm,m,mj/d(ϕ, ψ)= Sign(H1(P; (Vg)

ωmj/d
))

= Sign(H1(P; (Vh)
η j
))

= τm,d, j (P(ϕ),P(ψ)). �

By Lemma 3.8, it suffices to consider the case when d = m. We shorten τm,m, j

and φm,m, j to τm, j and φm, j .

Lemma 3.9. φm, j (ϕ)= φm,m− j (ϕ).

Proof. By taking complex conjugates, we have an isomorphism i : V ω j ∼= V ωm− j
.

Moreover it induces the isomorphism i∗ : H1(P; V ω j
)∼= H1(P; V ωm− j

).
Let us denote the hermitian form on H1(P; V ω j

) by 〈 , 〉 j . By the definition
of the hermitian form, we have 〈x, y〉 j = 〈i∗x, i∗y〉m− j for x, y ∈ H1(P; V ω j

),
where z is a complex conjugate of z ∈C. Thus the signatures of the hermitian forms
〈 , 〉 j and 〈 , 〉m− j coincide, and the cobounding functions of τm, j and τm,m− j also
coincide. �
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4. Defects of homogeneous quasimorphisms

In this section, we will prove Theorems 1.3 and 1.6. On page 336, we give an
inequality between the defects of a quasimorphism and its homogenization when
the quasimorphism is antisymmetric and a class function (Lemma 4.1) and prove
Theorem 1.3(i). On page 337, we prove Theorem 1.3(ii) by giving a lower bound
on the defect of φm,m/2 : π0Cg(t)→ R, which is the cobounding function of the
2-cocycle τm,m/2. On page 337, we prove Theorem 1.6.

Proof of Theorem 1.3(i). Endo [2000, Proposition 3.1] showed that the Meyer func-
tion φg :Hg→Q satisfies the conditions in Lemma 4.1. The quasimorphisms φ̄m, j

also satisfy these conditions.
Turaev [1985] defined another 2-cocycle on the symplectic group. Endo and

Nagami [2005, Proposition A.3] showed that Turaev’s cocycle coincides with the
Meyer cocycle up to sign. Since Turaev’s cocycle is defined by the signature on
a vector space of rank less than or equal to m − 2. A similar argument shows
D(φm, j )≤ m− 2. Thus Theorem 1.3(i) follows from Lemma 4.1 below.

Lemma 4.1. Let G be a group, and φ : G→ R a quasimorphism satisfying

φ(xyx−1)= φ(y), φ(x−1)=−φ(x).

Then we have
D(φ̄)≤ D(φ),

where φ̄ is the homogenization of φ.

Proof of Lemma 4.1. Without loss of generality, we may assume that the quasimor-
phism φ : G→ R is antisymmetric:

φ(x−1)=−φ(x).

Otherwise pass to the antisymmetrization φ′ : G→ R defined by

φ′(x)=
φ(x)−φ(x−1)

2
,

which satisfies
D(φ′)≤ D(φ), and φ̄′ = φ̄.

For any x, y ∈ G, we have

φ([x, y])= |φ([x, y])−φ(y)+φ(y)|

= |φ(xyx−1 y−1)−φ(xyx−1)−φ(y−1)| ≤ D(φ).

Thus for any g ∈ [G,G],

|φ(g)| ≤ (2 cl(g)− 1)D(φ).
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As observed by Bavard [1991, Lemma 3.6],

cl(xn yn(xy)−n)≤
n
2
,

for every n ≥ 0. Therefore we have |φ(xn yn(xy)−n)| ≤ (n− 1)D(φ). Hence

|δφ̄(x, y)| = lim
n→∞

∣∣∣∣φ(xn)+φ(yn)−φ(xn yn)

n

∣∣∣∣
= lim

n→∞

∣∣∣∣φ(xn yn(xy)−n)

n

∣∣∣∣≤ D(φ). �

Proof of Theorem 1.3(ii). Let m be an even number greater than or equal to 4. By
Remark 3.7, we consider the Meyer function φg on the hyperelliptic mapping class
group Hg instead of φm,m/2.

Lemma 4.2 [Barge and Ghys 1992, Proposition 3.5]. For any A ∈ Sp(2g;Z),

Sign(〈 , 〉Ak ,A)= Sign
(
−J

k∑
i=1

(Ai
− A−i )

)
.

Let ci , d+i , and d−i denote the simple closed curves in Figure 7. For simplicity,
we also denote by ci , d+i , and d−i the Dehn twists along these curves.

To prove Theorem 1.3(ii), it suffices to show the following.

Lemma 4.3. δφ̄g(c2
2c2

4 · · · c
2
2g, d+1 d−1 d+2 d−2 · · · d

+
g d−g )=−2g.

Proof of Lemma 4.3. Since the pairs (ci , c j ), (d+i d−i , d+j d−j ), and (ci , d+j d−j )
mutually commute when i 6= j , the expression in the lemma equals

φ̄g(c2
2c2

4 · · · c
2
2g)+ φ̄g(d+1 d−1 d+2 d−2 · · · d

+

g d−g )− φ̄g(c2
2d+1 d−1 c2

4d+2 d−2 · · · c
2
2gd+g d−g )

=

g∑
i=1

(φ̄g(c2
2i )+ φ̄g(d+i d−i )− φ̄g(c2

2i d
+

i d−i )).

Hence it suffices to prove φ̄g(c2
2i )+φ̄g(d+i d−i )−φ̄g(c2

2i d
+

i d−i )=−2 for 1≤ i ≤ g.

d1
+

d1
c2 c2i−

di
+

di
− c2g

dg
+

dg
−

Figure 7. Curves in 6g.
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Since ρ(d+i )= ρ(d
−

i ), we have

φ̄g(c2
2i )+ φ̄g(d+i d−i )− φ̄g(c2

2i d
+

i d−i )

=− lim
n→∞

1
n

{
φg((c2

2i d
+

i d−i )
n)−φg((c2

2i )
n)−φg((d+i d−i )

n)
}

= lim
n→∞

1
n

n−1∑
k=1

{
τg((c2

2i d
+

i d−i )
k, c2

2i d
+

i d−i )− τg(c2i
2i , c2

2i )− τg((d+i d−i )
i , d+i d−i )

}
+ τg(c2

2i , d+i d−i )

= lim
n→∞

1
n

n−1∑
k=1

{
τg((c2

2i (d
+

i )
2)k, c2

2i (d
+

i )
2)τg(c2i

2i , c2
2i )− τg((d+i )

2i , (d+i )
2)
}

+ τg(c2
2i , (d

+

i )
2).

There exists a mapping class ψi such that ψi c2iψ
−1
i = c2 and ψi d+i ψ

−1
i = d+i

for i = 2, . . . , g. Since the Meyer cocycle satisfies the property

τg(xyx−1, xzx−1)= τg(y, z)

for x, y, z ∈Mg, we have

lim
n→∞

n−1∑
k=1

1
n
{τg((c2

2i (d
+

i )
2)k, c2

2i (d
+

i )
2)− τg(c2i

2i , c2
2i )− τg((d+i )

2i , (d+i )
2)}

+ τg(c2
2i , (d

+

i )
2)

= lim
n→∞

n−1∑
k=1

1
n
{τg((c2

2(d
+

1 )
2)k, c2

2(d
+

1 )
2)− τg(c2i

2 , c2
2)− τg((d+1 )

2i , (d+1 )
2)}

+ τg(c2
2, (d

+

1 )
2).

Let us consider the case when g = 1. Since ρ(c2
2)=

( 1
0

2
1

)
, ρ((d+1 )

2)=
( 1
−2

0
1

)
and ρ(c2

2(d
+

1 )
2)=

(
−3
−2

2
1

)
, we have

−J
n∑

k=1

(ρ(c2k
2 )− ρ(c

−2k
2 ))=

(
0 0
0 2n(n+ 1)

)
,

−J
n∑

k=1

(ρ(d+1 )
2k
− ρ(d+1 )

−2k)=

(
2n(n+ 1) 0

0 0

)
,

−J
n∑

k=1

(ρ((c2
2(d
+

1 )
2)k)− ρ((c2

2(d
+

1 )
2)−k))=

n∑
k=1

4k(−1)k
(
−1

1
1
−1

)
= {(−1)n(2n+ 1)− 1}

(
−1

1
1
−1

)
.

By Lemma 4.2 we obtain
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lim
n→∞

n−1∑
k=1

τg(c2k
2 , c2

2)

n
= lim

n→∞

n−1∑
k=1

τg((d+1 )
2k, (d+1 )

2)

n
= 1,(1)

lim
n→∞

n−1∑
k=1

τg((c2
2(d
+

1 )
2)k, c2

2(d
+

1 )
2)

n
= 0.(2)

When g ≥ 2, the same calculation also shows (1). It is an easy calculation to
show that

τg(c2
2, d+1 d−1 )= 0.

Therefore we obtain

φ̄g(c2
2i )+ φ̄g(d+i d−i )− φ̄g(c2

2i d
+

i d−i )=−2. �

In the same way as for (1), we have τg(si
0, s0)= 1. Hence we obtain

φ̄g(s0)=− lim
n→∞

∑n−1
i=1 τg(si

0, s0)

n
+φg(s0)=−1+φg(s0)

and
φ̄g(sh)= φg(s0).

By [Endo 2000, Lemmas 3.3 and 3.5], we have

φ̄g(ts0)=−
g

2g+ 1
, and φ̄g(tsh )=−

4h(g− h)
2g+ 1

.

Remark 4.4. By Theorems 1.3 and 2.4, φ̄g gives the lower bounds for sclHg (tsh )

( j = 0, . . . , g− 1) corresponding to ones given in [Monden 2012].

Remark 4.5. By Theorems 1.7 and 2.4 and Remark 4.4, we have sclM1(tc)=
1
12 .

Let ρ :M1 ∼= SL(2,Z)→ PSL(2,Z) be the natural quotient map. It is easily seen
that for all x ∈ M1, sclM1(x) = sclPSL(2,Z)(ρ(x)). Louwsma [2011] determined
sclPSL(2,Z)(y)= 1

12 for y = ρ(tc) .

Proof of Theorem 1.6. If x ∈Hg satisfies |φ̄g(x)| = D(φ̄g) and |φ(x)| ≤ D(φ) for
any homogeneous quasimorphism φ :Hg→ R, we obtain scl(x)= 1

2 by Bavard’s
duality theorem (Theorem 2.4). We will show that

x = c2g+8(d+2 d−2 · · · d
+

g−1d−g−1)
2(s1 · · · sg−1)

−1

satisfies this property.
Firstly we will prove

g−1∑
j=1

φ(s j )=

g∑
i=1

(φ(c2
2i d
−

i d+i )−φ(d
−

i d+i ))
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for any homogeneous quasimorphism φ :Hg→ R. By Lemma 2.8, we have

(d+1 c2d−1 )
4
= s1, (d+g c2gd−g )

4
= sg−1,

(d+i c2i d−i )
4
= si−1si (i = 2, . . . , g− 1).

Since c2i commutes with s j , (c2d−1 d+1 c2d−1 d+1 )
2
= s1, (c2i d−i d+i c2i d−i d+i )

2
= si−1si ,

and (c2gd−g d+g c2gd−g d+g )
2
= sg−1. By Lemma 2.6, c2i d−i d+i c2i commutes with

d−i d+i for i = 1, . . . , g, as is easy to check. Therefore (c2d−1 d+1 c2)
2
= s1(d−1 d+1 )

−2,
(c2i d−i d+i c2i )

2
= si−1si (d−i d+i )

−2, and (c2gd−g d+g c2g)
2
= sg−1(d−g d+g )

−2. These
equations give

2φ(c2
2d−1 d+1 )= φ(s1)− 2φ(d−1 d+1 ),

2φ(c2
2i d
−

i d+i )= φ(si−1)+φ(si )− 2φ(d−i d+i ),

2φ(c2
2gd−g d+g )= φ(sg−1)− 2φ(d−g d+g ).

Thus we obtain
g−1∑
j=1
φ(s j )=

g∑
i=1
(φ(c2

2i d
−

i d+i )−φ(d
−

i d+i )).

Secondly we will prove φ̄g(x)=D(φ̄g). The curves c, s1, . . . , sg−1, d+2 , d−2 , . . . ,
d+g−1, d−g−1 are mutually disjoint, and ci is conjugate to c. Hence, by Lemma 2.3(i)
and (ii), we have

φ(x)= (g+ 4)φ(c2)+ 2
g−1∑
i=2

φ(d+i d−i )−
g−1∑
j=1

φ(si )

=

g∑
i=1

(φ(c2
2i )+φ(d

+

i d−i )−φ(c
2
2i d
−

i d+i )).

In the proof of Lemma 4.3, we showed

g∑
i=1

(φ̄g(c2
2i )+ φ̄g(d+i d−i )− φ̄g(c2

2i d
−

i d+i ))=−2g =−D(φ̄g).

Thus we obtain |φ̄g(x)| = D(φ̄g).
Lastly we prove φ(x)≤ D(φ) for any homogeneous quasimorphism φ :Hg→R:

D(φ)≥ |δ(c2
2 · · · c

2
2g, d+1 d−1 · · · d

+

g d−g )|

=
∣∣φ(c2

2 · · · c
2
2g)+φ(d

+

1 d−1 · · · d
+

g d−g )−φ(c
2
2 · · · c

2
2gd+1 d−1 · · · d

+

g d−g )
∣∣

=
∣∣φ(c2

2 · · · c
2
2g)+φ(d

+

1 d−1 · · · d
+

g d−g )−φ((c
2
2d+1 d−1 ) · · · (c

2
2gd+g d−g ))

∣∣
=

∣∣∣∣ g∑
i=1

(φ(c2
2i )+φ(d

+

i d−i )−φ(c
2
2i d
+

i d−i ))
∣∣∣∣= |φ(x)|. �
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5. Proof of Theorem 1.7

Let c1, . . . , c2g+2 be nonseparating simple closed curves on 6g as in Figure 2 and
let φ be a homogeneous quasimorphism on Hg. For simplicity of notation, we write
ti instead of tci By ι= ι−1, we have t2

2g+1t2g · · · t2t2
1 = (t2g · · · t2)−1ι−1. Since each

of the two boundary components of a regular neighborhood of c2 ∪ c3 ∪ · · · ∪ c2g is
c2g+2 by Lemma 2.8, we have (t2g · · · t2)2g

= t2
2g+2. Note that this relation holds

in Hg. Therefore, by Definition 2.2 and Lemma 2.3, we have

(3) φ(t2
2g+1t2g · · · t2t2

1 )=−φ(t2g · · · t2)+φ(ι−1)=−
1
g
φ(t2g+2).

Applying Lemma 2.3(i) and 2.6(i), we can move the factors with single and double
underlines alternatively as follows.

φ(t2
2g+1t2g · · · t3t2t2

1 )= φ(t
2
1 t2

2g+1t2g · · · t3t2) (by Lemma 2.3)

= φ(t2
2g+1t2g · · · t3t2

1 t2) (by Lemma 2.6)

= φ(t2t2
2g+1t2g · · · t4t3t2

1 ) (by Lemma 2.3)

= φ(t2
2g+1t2g · · · t4t2t3t2

1 ) (by Lemma 2.6)

= φ(t2
2g+1t2g · · · t6t5t3t2

1 t4t2) (by Lemma 2.3 and 2.6)

= φ(t2
2g+1t2g · · · t6t4t2t5t3t2

1 ) (by Lemmas 2.3 and 2.6)

= φ(t2
2g+1t2g · · · t7t5t3t2

1 t6t4t2) (by Lemmas 2.3 and 2.6)

= φ(t2
2g+1t2g · · · t8t6t4t2t7t5t3t2

1 ) (by Lemmas 2.3 and 2.6)

= φ(t2
2g+1t2g · · · t9t7t5t3t2

1 t8t6t4t2) (by Lemmas 2.3 and 2.6)

...

= φ
(
(t2

2g+1t2g−1 · · · t5t3t2
1 )(t2gt2g−4 · · · t4t2)

)
.

From Definition 2.2 and Equation (3),

D(φ) ≥ |φ((t2
2g+1 · · · t3t2

1 )(t2g · · · t4t2))−φ(t2
2g+1 · · · t3t2

1 )−φ(t2g · · · t4t2)|

=

∣∣∣∣−1
g
φ(t2g+2)−φ(t2

2g+1 · · · t3t2
1 )−φ(t2g · · · t4t2)

∣∣∣∣,
where D(φ) is the defect of φ. From Lemmas 2.3, 2.5 and 2.6 we have

D(φ)≥
∣∣∣∣1gφ(t1)+ (g+ 3)φ(t1)+ gφ(t1)

∣∣∣∣= (2g+ 3+ 1
g
)|φ(t1)|.

By Theorem 2.4 we have sclHg (t1)≤
1

(2(2g+ 3+ 1/g))
. This completes the proof

of Theorem 1.7. �
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Remark 5.1. By a similar argument to the proof of Theorem 1.7, we can show that

sclMm
0
(σ1)=

1
2{m+ 1+ 2/(m− 2)}

for all m ≥ 4.

6. Calculation of quasimorphisms

In this section, we prove Theorem 1.1. To prove it, we perform a straightforward
and elementary calculation of the hermitian form 〈 , 〉σ̃ k ,σ̃ on the eigenspace V ω j

.
Let p : 6g → S2 be the regular branched m-cyclic covering on S2 with m

branched points as on page 333. Choose a point in p−1(∗), and denote it by ∗̃ ∈6g.
We denote by α̃i the lift of αi which starts at ∗̃. Note that α̃i t (α̃i+1)

−1 is a loop
in 6g while α̃i is an arc. We denote by ei (k) ∈ H1(6g;Z) the homology class
represented by tk(α̃i t (α̃i+1)

−1).

Lemma 6.1. The homology classes {ei (k)}1≤i≤m−2
0≤k≤m−2

form a basis of H1(6g;Z).

Proof. We use the Schreier method. Let T denote a Schreier transversal T ={αk
1}

m−1
i=0

and S a generating set S = {αi }
m−1
i=1 of π1(S2

− {qi }
m
i=1). Then the subgroup

π1(6g −{p−1(qi )}
m
i=1) is generated by

{(rs(rs)−1
| r ∈ T, s ∈ S} = {αk

1αiα
−k−1
1 }2≤i≤m−1

0≤k≤m−2
∪ {αm−1

1 αi }1≤i≤m−1.

By van Kampen’s theorem, the group π1(6g) is obtained by adding the relation
αm

i = 1 to π1(6g−{p−1(qi )}
m
i=1). Thus, the set {αk

1αiα
−1
i+1α

−k
1 }i,k , where from now

through the end of the proof we have 1≤ i ≤ m− 2 and 0≤ k ≤ m− 2, generates
the group π1(6g). This implies that {ei (k)}i,k is a generating set of H1(6g;Z).

By the Riemann–Hurwitz formula, H1(6g;Z) is a free module of rank equal to
2g = (m− 1)(m− 2), and this is equal to the order of the set {ei (k)}i,k . Therefore
the set {ei (k)}i,k is a basis of the free module H1(6g;Z). �

The intersection form and the action of σ̃i . Let j be an integer with 1≤ j ≤m−1.
Firstly we find a basis of V ω j

⊂ H1(6g;C) and calculate intersection numbers.

Lemma 6.2. The intersection numbers of {ei (k)}1≤i≤m−2
0≤k≤m−2

are

ei (k)·ei ′(k)=


−1 if i = i ′−1,

1 if i = i ′+1,
0 otherwise,

ei (k)·ei ′(k+1)=


−1 if i = i ′,

1 if i = i ′−1,
0 otherwise,

ei (k)·ei ′(k−1)=


−1 if i = i ′,

1 if i = i ′+1,
0 otherwise,

ei (k)·ei ′(k ′)= 0 if |k−k ′| ≥ 2.
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1 2

2l1l
0q

ml

m

Figure 8. The paths l1, l2, . . . , lm .

1 i+1
i

i+2 m
e (k)i

1 i i+2 m
e (k)i

e    (k+1)i+1

Figure 9. Left: the k-th copy. Right: the (k+ 1)-th copy.

Proof. We only prove the equality ei (k) · ei+1(k+ 1)= 1 since the other cases are
proved in the same way.

Let li be the paths as in Figure 8. Consider m copies of the 2-sphere cut along
the li , and number them from 1 to m. (For convenience, copy 1 will also be called
copy m+1.) Gluing the left-hand side of li in the k-th copy to the right-hand side of li

in the (k+1)-th copy for k=1, 2, . . . ,m, we obtain a closed connected surface home-
omorphic to 6g, and it is naturally a covering space on S2. As in Figure 9, the loops
representing ei (k) and ei+1(k+ 1) intersect once positively in the (k+ 1)-th copy.

Hence we have ei (k) · ei+1(k+ 1)= 1. �

For 1 ≤ i ≤ m− 2, we define wi =
∑m−1

k=0 ω
− jkei (k). Since tei (k) = ei (k + 1)

for 1 ≤ k ≤ m − 2 and ei (m − 1) = −
∑m−2

k=0 ei (k), we have wi ∈ V ω j
, and the

set {wi }
m−2
i=1 is a basis of V ω j

.

Lemma 6.3. The intersection numbers of {wi }1≤i≤m−2 are

wi ·wi ′ =


d(1−ω j ) if i = i ′+ 1,
d(−ω− j

+ω j ) if i = i ′,
d(ω− j

− 1) if i = i ′− 1,
0 otherwise.

Proof. By Lemma 6.2, we have

wi ·wi =

d−1∑
k=0

d−1∑
l=0

ω j (k−l)ei (k) · ei (l)= d(−ω− j
+ω j ),

wi ·wi+1 =

d−1∑
k=0

d−1∑
l=0

ω j (k−l)ei (k) · ei+1(l)= d(ω− j
− 1),
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and wi ·wk = 0 when |i − k| ≥ 2. �

Let σ̃ = σ̃1 · · · σ̃r−1. We next find eigenvectors in V ω j
relative to the action by σ̃ .

Lemma 6.4. Let i be an integer such that 1≤ i ≤ m− 1. Then we have

(σ̃i )∗el(k)=


el(k)+ el+1(k) if 2≤ i ≤ m− 1, and l = i − 1,
−el(k− 1) if l = i,
el−1(k− 1)+ el(k) if l = i + 1,
el(k) if l 6= i − 1, i, i + 1.

Proof. Recall that ei (k) is the homology class represented by the loop α̃k
1 α̃i α̃

−1
i+1α̃

−k
1 .

In the fundamental group π1(S2
−{qi }

m
i=1), we have

(σi )∗(αi−1α
−1
i )= αi−1α

−1
i+1 = (αi−1α

−1
i )(αiα

−1
i+1),

(σi )∗(αiα
−1
i+1)= αi+1(α

−1
i+1αiαi+1)

−1
= α−1

i+1(αiα
−1
i+1)

−1αi+1,

(σi )∗(αi+1α
−1
i+2)= (α

−1
i+1αiαi+1)α

−1
i+2 = α

−1
i+1(αiα

−1
i+1)αi+1(αi+1α

−1
i+2).

By lifting these loops to the covering space 6g, we obtain what we want. �

By Lemma 6.4, the matrix representations of the actions of {σ̃i }
m−1
i=1 on V ω j

with
respect to the basis {wi }1≤i≤m−2 are calculated as

(σ̃1)∗ =

−ω− j ω− j O
0 1 O
O O Im−4

 , (σ̃i )∗ =

Ii−1 O O
O L O
O O Im−i−4

 ,
(σ̃m−2)∗ =

Im−4 O O
O 1 O
O 1 −ω− j

 , (σ̃m−1)∗ =

(
Im−3 v

O −1+
∑m−2

k=1 ω
− jk

)
,

where

L =

1 0 0
1 −ω− j ω− j

0 0 1

 , v =

(
1, 1+ω− j , . . . ,

m−3∑
k=0

ω− jk
)T

.

Let r be an integer with 2≤ r ≤ m, and put

e′r (k)= [ã
k
1 ãr (ã1ã2 · · · ãr )

−1ã−1
1 (ã1ã2 · · · ãr )ã−k

1 ].

By Lemma 6.4, we have

σ̃∗ei (k)= ei+1(k), when 1≤ i ≤ r − 2,

σ̃∗er (k)=−e′r (k)+ er (k),

σ̃∗er−1(k)= e′r (k),

σ̃∗e′r (k)= e1(k− r + 1).
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The sum w′r :=
m−1∑
k=0

ω− jke′r (k) is contained in V ω j
. For i = 1, 2, . . . , r−2, we have

σ̃∗wi = σ̃∗

m−1∑
k=0

ω− jkei (k)=
m−1∑
k=0

ω− jkei+1(k)= wi+1,

σ̃∗wr−1 =

m−1∑
k=0

ω− jk(er−1(k)+ e′r (k))= wr−1+w
′

r ,

σ̃∗w
′

r =

m−1∑
k=0

ω− jke1(k− r + 1)=
m−1∑
k=0

ω− j (k+r−1)e1(k)= ω−(r−1) jw1.

Let ζ = exp(2π i/r) and vi =
r−1∑
k=1

ω(k−1) jζ−(k−1)iwk+ω
(r−1) jζ−(r−1)iw′r . Then

σ̃∗vi =

r−1∑
k=1

ω(k−1) jζ−(k−1)i (σ̃ )∗wk +ω
(r−1) jζ−(r−1)i (σ̃ )∗w

′

r

=

r−2∑
k=1

ω(k−1) jζ−(k−1)iwk+1+ω
(r−2) jζ−(r−2)iw′r +ω

(r−1) jζ−(r−1)iω−pjw1

= ω− jζ i
(r−1∑

k=1

ω(k−1) jζ−(k−1)iwk +ω
(r−1) jζ−(r−1)iw′r

)
= (ω− jζ i )vi .

Hence vi is an eigenvector with eigenvalue ω− jζ i with respect to the action by σ̃ .
Note that the subspace generated by {wi }

r−1
i=1 coincides with one generated by {vi }

r−1
i=1 .

Since σ̃ acts trivially on {wi }
m−1
i=r+1, they are also eigenvectors with eigenvalue 0.

Moreover the set {vi }
r−1
i=1 ∪ {wi }

m−2
i=r+1 is linearly independent.

Lemma 6.5. Let i, i ′ be integers such that 1≤ i ≤ r − 1 and 1≤ i ′ ≤ r − 1. Then
we have

vi · vi ′ =

{
8rd i sin π i

r
sin π j

m
sinπ

( i
r
−

j
m

)
if i = i ′,

0 otherwise.

Proof. Since the action of the mapping class group π0Cg(t) preserves the intersection
form,

vi · vi =

r−1∑
k=0

r−1∑
l=0

ω(l−k) jζ−(l−k)i (σ̃ k
∗
w1 · σ̃

l
∗
w1)

=

r−1∑
k=0

r−1∑
l=0

ω(l−k) jζ−(l−k)i (w2 · σ̃
l−k+1
∗

w1).
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Thus Lemma 6.3 implies

vi · vi = ω
(r−1) jζ−(r−1)i (w2 · σ̃

r
∗
w1)+ω

jζ−i (r − 1)(w2 · σ̃
2
∗
w1)+ r(w2 · σ̃∗w1)

+ω− jζ i (r − 1)(w2 ·w1)+ω
−(r−1) jζ (r−1)i (w2 · σ̃

−r+2
∗

w1)

= r{(ω− jζ i )w2 ·w1+ (ω
jζ−i )w2 ·w3+w2 ·w2}

= 8rd i sin π i
r

sin π j
m

sinπ
( i

r
−

j
m

)
. �

Calculation of ω-signatures and the cobounding functions φm, j . Lastly we will
calculate the hermitian form 〈 , 〉σ̃ k ,σ̃ and the ω-signature. We have already found
the set of eigenvectors {vi }

r−1
i=1 ∪ {wi }

m−2
i=r+1 with respect to the action by σ̃ which is

linearly independent. Since dim V ω j
= m− 2, we need to find another eigenvector.

Lemma 6.6.
rm∑
k=1

τ(σ̃ k, σ̃ )= rm− 2|mi − r j |.

Proof. We first consider the case when r j/m is not an integer. Put

β =

r∑
i=1

wi −
1
r

r∑
k=1

1
1−ω jζ−k vk .

The subspace generated by {vi }
r−1
i=1 and that generated by {wi }

r−1
i=1 coincide. Thus

the set {vi }
r−1
i=1 , β, {wi }

m−2
i=r+1 forms a basis of V ω j

when 1 ≤ r ≤ m − 2, and the
set {vi }

m−2
i=1 forms a basis of V ω j

when r = m− 1. We have

σ̃∗β =

r∑
i=2

wi −
1
r

r∑
k=1

ω jζ−k

1−ω jζ−k vk

=

r∑
i=2

wi +
1
r

r∑
k=1

vk −
1
r

r∑
k=1

1
1−ω jζ−k vk

=

r∑
i=1

wi −
1
r

r∑
k=1

1
1−ω jζ−k vk = β.

Note that β and {wi }
m−2
i=r+1 are in the annihilator of the hermitian form 〈 , 〉σ̃ k ,σ̃

since they have eigenvalue 1 with respect to the action by σ̃ .
By Lemma 4.2, we have

τ(σ̃ k, σ̃ )=

r∑
i=1

sign〈vi , vi 〉σ̃ k ,σ̃ =−

r∑
i=1

sign
(
(vi ·vi )

k∑
l=1

((ω− jζ i )l−(ω jζ−i )l)

)

=−

r∑
i=1

sign
(
(vi ·vi )(1−ω jζ−i )(1−ω− jζ i )

k∑
l=1

((ω− jζ i )l−(ω jζ−i )l)

)
.
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By the equation

(1−ω jζ−i )(1−ω− jζ i )

k∑
l=1

((ω− jζ i )l − (ω jζ−i )l)

= 8i sin
(
−
π(k+1) j

m
+
π(k+1)i

r

)
sin
(
−
πk j
m
+
πki

r

)
sin
(
−
π j
m
+
π i
r

)
and Lemma 6.5, we have

τ((σ̃ )k, σ̃ )=

r−1∑
i=1

sign
(

sin kπ
( i

r
−

j
m

)
sin(k+ 1)π

( i
r
−

j
m

))
.

Since r j/m is not an integer, i/r − j/m is not zero. Thus we obtain

rm∑
k=1

τ((σ̃ )k, σ̃ )=

r−1∑
i=1

rm∑
k=1

sign
(

sin kπ
( i

r
−

j
m

)
sin(k+ 1)π

( i
r
−

j
m

))

=

r−1∑
i=1

(rm− 2|mi − r j |).

Next consider the case when r j/m is an integer and 1≤ r ≤ m− 1. Denote this
integer r j/m by i0. Then, the eigenvalue of vi0 is 1, and vi0 and {wi }

m−2
i=r+1 are in

the annihilator of 〈 , 〉σ̃ k ,σ̃ . If we put

β ′ =

r∑
i=1

wi −
1
r

∑
1≤k≤r
k 6=i0

1
1−ω jζ−k vk,

the set of the homology classes {vi }
r−1
i=1 , β ′, {wi }

m−2
i=r+1 forms a basis of V ω j

. We
have

σ̃ β ′ =

r∑
i=2

wi −
1
r

∑
1≤k≤r
k 6=i0

ω jζ−k

1−ω jζ−k vk

=

r∑
i=2

wi +
1
r

∑
1≤k≤r
k 6=i0

vk −
1
r

∑
1≤k≤r
k 6=i0

1
1−ω jζ−k vk

=

r∑
i=1

wi −
1
r
vi0 −

1
r

∑
1≤k≤r
k 6=i0

1
1−ω jζ−k vk = β

′
−

1
r
vi0 .

By Lemma 4.2,

〈β ′, β ′〉σ̃ k ,σ̃ = β
′
·

1
r

k∑
i=1

2ivi0 =
k(k+1)

r

r∑
i=1

wi · vi0 .
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Since the eigenvalues of {vi }
r−1
i=1 are different from 1, the intersection vi · vi0 = 0

for 1 ≤ i ≤ r − 1. Since the subspace generated by {wi }
r−1
i=1 and that generated

by {vi }
r−1
i=1 coincide, we also have wi · vi0 = 0. Thus we have

r
k(k+ 1)

〈β ′, β ′〉σ̃ k ,σ̃ = wr · vi0 = wr · (wr−1+w
′

r )

= wr ·

(
wr−1−

r−1∑
k=0

ω(k−r) jwk

)
= (1−ω− j )wr ·wr−1 = (1−ω− j )(1−ω j ) > 0.

Moreover since vi ·vi0 = 0, Lemma 4.2 implies 〈vi , β
′
〉σ̃ k ,σ̃ = 0 for 1≤ i ≤ r−1.

Therefore we have

rm∑
k=1

τ(σ̃ k, σ̃ )=

rm∑
k=1

( k∑
i=1

sign(〈vi , vi 〉σ̃ k ,σ̃ )+ sign(〈β ′, β ′〉σ̃ k ,σ̃ )

)

=

rm∑
k=1

( ∑
1≤i≤r−1

i 6=i0

sign
(

sin kπ
( i

r
−

j
m

)
sin(k+ 1)π

( i
r
−

j
m

))
+ 1

)

=

∑
1≤i≤r−1

i 6=i0

(rm− 2|mi − r j |)+ rm =
r−1∑
i=1

(rm− 2|mi − r j |).

In the case when r = m, the set {vi }
r−2
i=1 forms a basis of V ω j

. By a similar
calculation, we can also prove what we want. �

Lemma 6.7. For r = 2, 3, . . . ,m,

φm, j (σ̃ )− φ̄m, j (σ̃ )=
2
r

{(
r j
m
−

[
r j
m

]
−

1
2

)2

−
r2 j (m− j)

m2 −
1
4

}
.

Proof. τ(σ̃ k, σ̃ )=

r−1∑
i=1

sign
(

sin kπ
( i

r
−

j
m

)
sin(k+ 1)π

( i
r
−

j
m

))
.

Since we have τ(σ̃ k+rm, σ̃ )= τ(σ̃ k, σ̃ ),

φm, j (σ̃ )− φ̄m, j (σ̃ )=
1

rm

rm∑
k=1

τ(σ̃ k, σ̃ )=
1

rm

r−1∑
i=1

(rm− 2|mi − r j |)

= r − 1−
2

rm

( [ r j
m ]∑

i=1

(r j −mi)+
r−1∑
[

r j
m ]+1

(mi − r j)
)

=
2
r

{(
r j
m
−

[
r j
m

]
−

1
2

)2

+
r2 j (m− j)

m2 −
1
4

}
. �
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Proof of Theorem 1.1. Applying Lemma 6.7 to the case when r = m, we have

φm, j (σ̃1 · · · σ̃m−1)− φ̄m, j (σ̃1 · · · σ̃m−1)=
2 j (m− j)

m
.

Since

φ̄m, j (σ̃1 · · · σ̃m−1)=
1
m
φ̄m, j ((σ̃1 · · · σ̃m−1)

m)= 0,

we have

φm, j (σ̃1 · · · σ̃m−1)=
2 j (m− j)

m
.

Put ϕ= σ̃1σ̃3 · · · σ̃m−1, ψ= σ̃2σ̃4 · · · σ̃m−2 when m is even, and ϕ= σ̃1σ̃3 · · · σ̃m−2,
ψ= σ̃2σ̃4 · · · σ̃m−1, when m is odd. As we saw in Section 5, σ̃1 · · · σ̃m−1 is conjugate
to ϕψ . By direct computation, if (ϕ−1

∗
− I2g)x + (ψ∗− I2g)y = 0 for x, y ∈ V ω j

,
we have (ϕ−1

∗
− I2g)x = (ψ∗− I2g)y = 0. Hence we have τg(ϕ, ψ)= 0.

In the same way, for i = 1, 2, . . . , [(m− 1)/2], we have

τg(σ̃1σ̃3 · · · σ̃2i+1, σ̃2σ̃4 · · · σ̃2i )= τg(σ̃1σ̃3 · · · σ̃2i+1, σ̃2σ̃4 · · · σ̃2i+2)= 0,

τg(σ̃1σ̃3 · · · σ̃2i−1, σ̃2i+1)= τg(σ̃2σ̃4 · · · σ̃2i , σ̃2i+2)= 0.

Thus

φm, j (σ̃ )= (r − 1)φm, j (σ̃1)=
r − 1
m− 1

φm, j (σ̃1 · · · σ̃m−1)=
2(r − 1) j (m− j)

m(m− 1)
.

Hence we obtain

φ̄m, j (σ1 · · · σr−1)= φ̄m, j (σ̃ )

= φm, j (σ̃ )− (φm, j (σ̃ )− φ̄m, j (σ̃ ))

=−
2
r

{
jr(m− j)(m− r)

m2(m− 1)
+

(
r j
m
−

[
r j
m

]
−

1
2

)2

−
1
4

}
. �

By the values of φ̄m,1, we see:

Remark 6.8. Let r be an integer such that 2≤ r ≤ m. Then

φ̄m,1(σ̃1 · · · σ̃r−1)= 0.

However we do not know whether the quasimorphism φ̄m,1 is trivial or not.
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COMPOSITIONS OF BIRATIONAL ENDOMORPHISMS
OF THE AFFINE PLANE

PIERRETTE CASSOU-NOGUÈS AND DANIEL DAIGLE

Besides contributing several new results in the general theory of birational
endomorphisms of A2, this article describes certain classes of birational en-
domorphisms f : A2 → A2 defined by requiring that the missing curves or
contracting curves of f are lines. The last part of the article is concerned
with the monoid structure of the set of birational endomorphisms of A2.

Let k be an algebraically closed field and let A2
= A2

k be the affine plane over k.
A birational endomorphism of A2 is a morphism of algebraic varieties, f :A2

→A2,
which restricts to an isomorphism U→ V for some nonempty Zariski-open subsets
U and V of A2. The set Bir(A2) of birational endomorphisms of A2 is a monoid
under composition of morphisms, and the group of invertible elements of this monoid
is the automorphism group Aut(A2). An element f of Bir(A2) is irreducible if it is
not invertible and if, for every factorization f =h◦g with g, h ∈Bir(A2), one of g, h
is invertible. Elements f, g ∈ Bir(A2) are equivalent (denoted f ∼ g) if there exist
u, v∈Aut(A2) satisfying u◦ f ◦v= g. The elements of Bir(A2)which are equivalent
to the birational morphism c :A2

→A2, c(x, y)= (x, xy) are called simple affine con-
tractions (SAC) and are the simplest examples of noninvertible elements of Bir(A2).
It was once an open question whether Aut(A2)∪{c} generated Bir(A2) as a monoid
(the question arose in Abhyankar’s seminar at Purdue in the early 1970s); P. Russell
showed that the answer was negative by giving an example of an irreducible element
of Bir(A2) which is not a SAC (this example appeared later in [Daigle 1991a, 4.7]).
This was the first indication that Bir(A2) could be a complicated object.

The papers [Daigle 1991a; 1991b] seem to be the first publications that study
birational endomorphisms of A2 in a systematic way (these are our main references).
We know of two more contributions to the subject: a certain family of elements of
Bir(A2) is described explicitly in [Cassou-Noguès and Russell 2007], and [Shpilrain
and Yu 2004] gives an algorithm for deciding whether a given element of Bir(A2)

is in the submonoid generated by Aut(A2)∪ {c}.

The research of Cassou-Noguès was partially supported by Spanish grants MTM2010-21740-C02-01
and MTM2010-21740-C02-02. The research of Daigle was supported by grant RGPIN/104976-2010
from NSERC Canada.
MSC2010: 14R10, 14H50.
Keywords: affine plane, birational morphism, plane curve.
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The list of references is much longer if we include another aspect of the problem.
Indeed, there is a long history of studying polynomials F ∈ k[X, Y ] which appear
as components of birational endomorphisms of A2. To explain this, we recall
some definitions. A polynomial F ∈ k[X, Y ] is called a field generator if there
exists G ∈ k(X, Y ) satisfying k(F,G) = k(X, Y ); in the special case where G
can be chosen in k[X, Y ], one says that F is a good field generator. So a good
field generator is just the same thing as a component of a birational endomorphism
of A2. By a generally rational polynomial1 we mean an F ∈ k[X, Y ] such that,
for almost all λ ∈ k, F − λ is an irreducible polynomial whose zero set in A2 is
a rational curve (where “almost all” means “all but possibly finitely many”). If
char k= 0, then field generators and generally rational polynomials are one and the
same thing (this is noted in [Miyanishi and Sugie 1980]; see [Daigle 2013] for the
positive characteristic case). The study of these polynomials is a classical subject,
as is clear from considering the following (incomplete) list of references: [Nishino
1968; 1969; 1970; Saitō 1972; 1977; Jan 1974; Russell 1975; 1977; Miyanishi and
Sugie 1980; Kaliman 1992; Artal Bartolo and Cassou-Noguès 1996; Neumann and
Norbury 2002; Cassou-Noguès 2005; Sasao 2006; Daigle 2013; Cassou-Noguès
and Daigle 2013].

This paper is a contribution to the theory of birational endomorphisms of A2.
Our methods are those of [Daigle 1991a; 1991b], and we place ourselves at the
same level of generality as in those papers: the base field k is algebraically closed
but otherwise arbitrary.

In [Daigle 1991a; 1991b] and [Cassou-Noguès and Russell 2007], there is a
tendency to restrict attention to irreducible elements of Bir(A2). Going in an
orthogonal direction, the present paper is mainly concerned with compositions
of birational endomorphisms. This choice is motivated by many reasons. First,
the examples given in the three papers above show that Bir(A2) contains a great
diversity of irreducible elements of arbitrarily high complexity; since the task of
finding all irreducible elements is probably hopeless, it seems to us that finding
more examples of them might be less relevant than, say, trying to understand the
monoid structure of Bir(A2). Also, a significant portion of this paper is geared
towards proving Theorem 3.15, which we need in the forthcoming [Cassou-Noguès
and Daigle ≥ 2014] to prove the following fact: Let k be an arbitrary field and
A0 ⊃ A1 ⊃ · · · an infinite, strictly descending sequence of rings such that (i) each
Ai is a polynomial ring in 2 variables over k; (ii) all Ai have the same field of
fractions; and (iii) the ring R=

⋂
i Ai is not equal to k. Then R= k[F] for some F ,

where F is a good field generator of A0 and a variable of Ai for i� 0. Moreover, if

1Generally rational polynomials are sometimes called “rational polynomials” or “generically
rational polynomials”.
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one is interested in field generators and generally rational polynomials, one should
not restrict one’s attention to irreducible endomorphisms. In this respect we point
out that the components of the morphisms described by Theorem 3.15 are precisely
the “rational polynomials of simple type” listed in [Neumann and Norbury 2002].

The paper is organized as follows.
Section 1 contains some preliminary observations on “admissible” and “weakly

admissible” configurations of curves in A2.
Section 2 gives several new results in the general theory of birational endomor-

phisms of A2 (in particular Proposition 2.9, Proposition 2.13, Corollary 2.14 and
Lemma 2.17, but also several useful lemmas).

Given f ∈Bir(A2), let Miss( f ) (resp. Cont( f )) be the set of missing curves (resp.
contracting curves) of f ; see 2.2 for definitions. Section 3 studies those f ∈Bir(A2)

satisfying the condition that Miss( f ) is a weakly admissible configuration or the
stronger condition that Miss( f ) is an admissible configuration or the even stronger
condition that both Miss( f ) and Cont( f ) are admissible configurations. The main
result of Section 3, Theorem 3.15, gives a complete description of these three
subsets of Bir(A2).

While Sections 2 and 3 are mainly concerned with individual endomorphisms,
Section 4 considers the monoid structure of Bir(A2). The first part of that section
shows, in particular, that if S is a subset of Bir(A2) such that Aut(A2)∪ S generates
Bir(A2) as a monoid, then {deg f | f ∈ S} is not bounded and |S| = |k| (giving
a very strong negative answer to the already mentioned question of Abhyankar).
The second part shows that the submonoid A of Bir(A2) generated by SACs and
automorphisms is “factorially closed” in Bir(A2); i.e., if f, g ∈ Bir(A2) are such
that g ◦ f ∈A, then f, g ∈A.

Conventions. All algebraic varieties (in particular all curves and surfaces) are
irreducible and reduced. All varieties and morphisms are over an algebraically
closed field k of arbitrary characteristic (k is assumed to be algebraically closed
from Definition 1.3 until the end of the paper). The word “point” means “closed
point”, unless otherwise specified.

All rings are commutative and have a unity. The symbol A∗ denotes the set of
units of a ring A. If A is a subring of a ring B and n ∈ N, the notation B = A[n]

means that B is isomorphic (as an A-algebra) to the polynomial ring in n variables
over A. We adopt the conventions that 0 ∈ N, that “⊂” means strict inclusion and
that “\” denotes set difference.

1. Admissible configurations of curves in A2

Recall the following terminology. Let k be a field, A = k[2], and A2
k = Spec A. We

abbreviate A2
k to A2. By a coordinate system of A, we mean an ordered pair (F,G)
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of elements of A satisfying A = k[F,G]. A variable of A is an element F ∈ A for
which there exists G satisfying k[F,G] = A.

Let F ∈ A be an irreducible element and let C ⊂ A2 be the zero set of F
(i.e., the set of prime ideals p ∈ Spec A = A2 satisfying F ∈ p); we call C a line if
A/F A = k[1] and a coordinate line if F is a variable of A. Note that C is a line if
and only if C ∼= A1; given a coordinate system (X, Y ) of A, C is a coordinate line
if and only if some automorphism of A2 maps C onto the zero set of X . It is clear
that all coordinate lines are lines, and the epimorphism theorem [Abhyankar and
Moh 1975; Suzuki 1974] states that the converse is true if char k = 0. It is known
that not all lines are coordinate lines if char k 6= 0 (on the subject of lines which
are not coordinate lines, see, e.g., [Ganong 2011] for a recent survey). Coordinate
lines are sometimes called rectifiable lines.

By a coordinate system of A2
= Spec A, we mean a coordinate system of A.

That is, a coordinate system of A2 is a pair (X, Y ) ∈ A× A satisfying A= k[X, Y ].

We adopt the viewpoint that A (or A2) does not come equipped with a preferred
coordinate system, i.e., no coordinate system is better than the others. This may
be confusing to some readers, especially those who like to identify A2 with k2,
because any such identification inevitably depends on the choice of a coordinate
system. So perhaps the following trivial remarks deserve to be made:

1.1. Let C denote the set of coordinate systems of A2 (or A).

(a) Given c = (X, Y ) ∈ C and an element F ∈ A, one can consider the map
k2
→ k, (x, y) 7→ F(x, y), defined by first writing F =

∑
i, j ai j X i Y j with

ai j ∈ k (recall that A = k[X, Y ]) and then setting F(x, y)=
∑

i, j ai j x i y j for
(x, y) ∈ k2. One can then consider the zero set Z(F) ⊆ k2 of that map F .
We stress that the map (x, y) 7→ F(x, y) and the set Z(F) depend on both F
and c; we should write Fc(x, y) and Zc(F), but we omit the c.

(b) Let P, Q ∈ k[T1, T2], where P =
∑

i, j ai j T i
1 T j

2 and Q =
∑

i, j bi j T i
1 T j

2 with
ai j , bi j ∈ k.

(i) The pair (P, Q) determines the map k2
→ k2, (x, y) 7→(P(x, y), Q(x, y)),

where we define P(x, y)=
∑

i, j ai j x i y j and Q(x, y)=
∑

i, j bi j x i y j .
(ii) Choose c = (X, Y ) ∈ C. Then (P, Q, c) determines the morphism of

schemes f : A2
→ A2 defined by stipulating that f corresponds to the

k-homomorphism A→ A which maps X to P(X, Y )=
∑

i, j ai j X i Y j and
Y to Q(X, Y )=

∑
i, j bi j X i Y j (where P(X, Y ), Q(X, Y )∈ A= k[X, Y ]).

(c) Suppose that c = (X, Y ) ∈ C has been chosen. Then it is convenient to
define morphisms of schemes A2

→ A2 simply by giving the corresponding
polynomial maps k2

→ k2 (this will be done repeatedly in Section 3). To do
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so, we abuse language as follows: given P, Q ∈ k[T1, T2], the sentence

“ f : A2
→ A2 is defined by f (x, y)= (P(x, y), Q(x, y))”

means that f : A2
→ A2 is the morphism of schemes determined by (P, Q, c)

as in remark (b). For instance one can define f :A2
→A2 by f (x, y)= (x, xy),

always keeping in mind that this f depends on c.

1.2. Lemma. Let F,G ∈ A = k[2], where k is any field, and suppose that each of
F,G is a variable of A. Consider the ideal (F,G) of A generated by F and G.

(a) If (F,G)= A, then G = aF + b for some a, b ∈ k∗.
(b) If A/(F,G)= k, then A = k[F,G].

Proof. Choose Y such that A = k[F, Y ] and define X = F . Then A = k[X, Y ] and
we may write G as a polynomial in X, Y , say G = P(X, Y ).

Suppose that (F,G) = A. Then 1 ∈ (F,G) = (X, P(X, Y )) = (X, P(0, Y ))
implies P(0, Y ) ∈ k∗. Writing P(0, Y ) = b ∈ k∗, we obtain that G − b =
P(X, Y )−P(0, Y ) is divisible by X ; as G − b is irreducible, G − b = aX = aF
with a ∈ k∗, and (a) is proved.

To prove (b), we first observe that since G = P(X, Y ) is a variable of k[X, Y ]
and P(X, Y ) 6∈ k[X ], we have that P is “almost monic” in Y , i.e.,

(1) P(X, Y )= aY d
+ p1(X)Y d−1

+ · · ·+ pd(X)

with d ≥ 1, a ∈ k∗ and pi (X) ∈ k[X ] for i = 1, . . . , d . Now

k = A/(F,G)= k[X, Y ]/(X, P(X, Y ))= k[X, Y ]/(X, P(0, Y ))

implies that deg P(0, Y )= 1, so d = 1 in (1). Then G= aY+ p1(X) and k[F,G]=
k[X, aY + p1(X)] = k[X, Y ] = A. �

Until the end of this paper, we assume that k is an algebraically closed field of
arbitrary characteristic. Consider A2

= A2
k.

1.3. Definition. Let C1, . . . ,Cn (n ≥ 0) be distinct curves in A2, and consider the
set S = {C1, . . . ,Cn}. We say that S is a weakly admissible configuration if

(a) each Ci is a coordinate line;

(b) for every choice of i 6= j such that Ci ∩C j is nonempty, Ci ∩C j is one point
and the local intersection number of Ci and C j at that point is equal to 1.

1.4. Lemma. Given distinct curves C1, . . . ,Cn (n ≥ 0) in A2, the following are
equivalent:

(a) {C1, . . . ,Cn} is a weakly admissible configuration.

(b) There exists a coordinate system of A2 with respect to which all Ci have
degree 1.
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Proof. We show that (a) implies (b), the converse being trivial. Suppose that (a)
holds. Write A2

= Spec A, where A = k[2]. We may assume that n ≥ 2, otherwise
the assertion is trivial. Let F1, . . . , Fn ∈ A be variables of A whose zero sets are
C1, . . . ,Cn respectively. Condition (a) implies that, whenever i 6= j , we have
either (Fi , F j )= A or A/(Fi , F j )= k. Consider the graph G whose vertex set is
{F1, . . . , Fn} and in which distinct vertices Fi , F j are joined by an edge if and only
if A/(Fi , F j )= k.

In the case where G is discrete, Lemma 1.2 implies that Fi = ai F1 + bi with
ai , bi ∈ k∗ for i = 2, . . . , n. Let X = F1 and let Y be such that A = k[X, Y ]. Then
all Fi have degree 1 with respect to the coordinate system (X, Y ).

From now on, assume that G is not discrete. Then we may assume that F1, F2

are joined by an edge. By Lemma 1.2, k[F1, F2] = A. Let X1 = F1 and X2 = F2;
then A = k[X1, X2] and for each i ∈ {3, . . . , n} we have:

• If Fi , F1 are not joined by an edge, then Lemma 1.2 implies that Fi = ai X1+bi

for some ai , bi ∈ k∗, so Fi has degree 1 with respect to (X1, X2).

• If Fi , F2 are not joined by an edge, then Fi = ai X2+ bi for some ai , bi ∈ k∗,
so Fi has degree 1 with respect to (X1, X2).

• If Fi is linked to each of F1, F2 by edges, then k[Fi , F1] = A = k[Fi , F2], so
F2 = aF1+β(Fi ) for some a ∈ k∗ and β(T ) ∈ k[T ]; then β(Fi )= X2− aX1

has degree 1 with respect to (X1, X2) and consequently Fi has degree 1.

So all Fi have degree 1 with respect to the coordinate system (X1, X2). �

1.5. Let C1, . . . ,Cn (n ≥ 0) be distinct curves in a nonsingular surface W . We say
that

∑n
i=1 Ci is an SNC-divisor of W if

• each Ci is a nonsingular curve;

• for every choice of i 6= j such that Ci ∩C j is nonempty, Ci ∩C j is one point
and the local intersection number of Ci and C j at that point is equal to 1;

• if i, j, k are distinct then Ci ∩C j ∩Ck =∅.

If D =
∑n

i=1 Ci is an SNC-divisor of W , we write G(D,W ) for the graph whose
vertex set is {C1, . . . ,Cn} and in which distinct vertices Ci , C j are joined by an
edge if and only if Ci ∩C j 6=∅.

1.6. Definition. Let C1, . . . ,Cn (n ≥ 0) be distinct curves in A2. We say that the
set {C1, . . . ,Cn} is an admissible configuration if

(a) each Ci is a coordinate line;

(b) D =
∑n

i=1 Ci is an SNC-divisor of A2;

(c) the graph G(D,A2) defined in 1.5 is a forest.
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1.7. Proposition. Given distinct curves C1, . . . ,Cn (n ≥ 0) in A2, the following
are equivalent:

(a) {C1, . . . ,Cn} is an admissible configuration.

(b) There exists a coordinate system (X, Y ) of A2 such that
⋃n

i=1 Ci is the zero set
of ϕ(X)Y j for some j ∈ {0, 1} and some ϕ(X) ∈ k[X ] \ {0}.

Proof. It’s enough to show that (a) implies (b), as the converse is trivial. Assume
that (a) holds. By Lemma 1.4, we may choose a coordinate system which respect
to which all Ci have degree 1. As D =

∑n
i=1 Ci is an SNC-divisor and G(D,A2)

is a forest,
⋃n

i=1 Ci must be either

• a union of n parallel lines, or

• a union of n− 1 parallel lines with another line.

Indeed, any other configuration of lines would either contain three concurrent lines
or produce a circuit in the graph. Now it is clear that (b) is satisfied. �

2. Birational morphisms f : X → Y of nonsingular surfaces
with special emphasis on the case X = Y = A2

Throughout this section, k is an algebraically closed field of arbitrary characteristic
and we abbreviate A2

k to A2. We consider birational morphisms f : X→Y , where X
and Y are nonsingular algebraic surfaces over k (a morphism f : X→Y is birational
if there exist nonempty Zariski-open subsets U ⊆ X and V ⊆ Y such that f restricts
to an isomorphism U→ V ). We are particularly interested in the case X =A2

= Y .
Essentially all the material given in 2.1–2.8 can be found in [Daigle 1991a].

From 2.9 to the end of the section, the material appears to be new (except 2.13(a)).

2.1. Let f : X → Y and f ′ : X ′ → Y ′ be birational morphisms of nonsingular
surfaces. We say that f, f ′ are equivalent ( f ∼ f ′) if there exist isomorphisms
x : X→ X ′ and y : Y → Y ′ such that y ◦ f = f ′ ◦ x .

2.2 [Daigle 1991a, 1.2]. Let f : X→ Y be a birational morphism of nonsingular
surfaces. A missing curve of f is a curve C ⊂ Y whose intersection with the
image of f is a finite set of points. We write Miss( f ) for the set of missing curves
of f , q( f ) for the cardinality of Miss( f ) and q0( f ) for the number of missing
curves of f which are disjoint from f (X). A contracting curve of f is a curve
C ⊂ X such that f (C) is a point. The set of contracting curves of f is denoted
Cont( f ), and c( f ) denotes the cardinality of Cont( f ). The natural numbers q( f ),
q0( f ) and c( f ) are invariant with respect to equivalence of birational morphisms
(2.1), i.e., f ∼ f ′ =⇒ c( f )= c( f ′) and similarly for q and q0. Call a point of Y a
fundamental point of f if it is f (C) for some contracting curve C of f . The set
of fundamental points of f is also called the center of f , denoted cent( f ). The
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exceptional locus of f is defined to be exc( f )= f −1(cent( f )) and is equal to the
union of the contracting curves of f .

2.3 [Daigle 1991a, 1.1 and 1.2]. Let f : X → Y be a birational morphism of
nonsingular surfaces. There exists a commutative diagram

(2)

Yn
πn // · · ·

π1 // Y0

X
?�

OO

f
// Y

where “↪→” denotes an open immersion and, for each i , πi : Yi → Yi−1 is the
blowing-up of the nonsingular surface Yi−1 at a point Pi ∈ Yi−1.

Let n( f ) be the least natural number n for which there exists a diagram (2). Note
that n( f ) is invariant with respect to equivalence of birational morphisms.

For each i ∈ {1, . . . , n}, consider the exceptional curve Ei = π
−1
i (Pi )⊂ Yi , and

let the same symbol Ei also denote the strict transform of Ei in Yn . It is clear that
the union of the contracting curves of f is the intersection of E1 ∪ · · · ∪ En ⊂ Yn

with the open subset X of Yn; thus

c( f )≤ n( f );(3)

each contracting curve is nonsingular and rational, D =
∑

C∈Cont( f )C is
an SNC-divisor of X and the graph G(D, X) is a forest.2

(4)

Given i ∈ {1, . . . , n}, consider the complete curve Ei ⊂ Yn . Note that if S is a
projective nonsingular surface and µ : Yn ↪→ S is an open immersion, the self-
intersection number of µ(Ei ) in S is independent of the choice of (S, µ); we denote
this number by (E2

i )Yn . Then the following holds by [ibid., 1.2(c)]:

(5) Diagram (2) satisfies n = n( f ) if and only if (E2
i )Yn ≤ −2 holds for all

i ∈ {1, . . . , n} such that Ei ⊆ Yn \ X.

In particular, if Diagram (2) satisfies n = n( f ), then

(6) cent( f )= {(π1 ◦ · · · ◦πi−1)(Pi ) | 1≤ i ≤ n}.

The following remarks are trivial consequences of 2.3, but are very useful:

2.4. Remarks. Let f : X→ Y be a birational morphism of nonsingular surfaces.

(a) For each C ∈Miss( f ), we have C∩ f (X)⊆cent( f ). In particular, the condition
q0( f )= 0 is equivalent to “every missing curve contains a fundamental point”.

(b) Let C ⊂ Y be a curve. Then there exists at most one curve C ′ ⊂ X such that
f (C ′) is a dense subset of C . Moreover, C ′ exists if and only if C /∈Miss( f ).

2Note that contracting curves are not necessarily isomorphic to A1. So, in the case X = A2
= Y ,

Cont( f ) is not necessarily an admissible configuration in the sense of Definition 1.6.
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2.5. Lemma. If A2 f
−→A2 g

−→A2 are birational morphisms then

n(g ◦ f )= n(g)+ n( f ).

Proof. Follows from [ibid., 2.12]. �

2.6. Lemma. Let f : A2
→ A2 be a birational morphism.

(a) q( f )= c( f )≤ n( f ).

(b) f is an isomorphism⇐⇒ n( f )= 0 ⇐⇒ c( f )= 0 ⇐⇒ q( f )= 0.

(c) Each missing curve of f is rational with one place at infinity.

(d) Each fundamental point belongs to some missing curve; each missing curve
contains some fundamental point.

(e) If a point P is a singular point of some missing curve of f or a common point
of two missing curves, then P is a fundamental point of f .

Proof. The equality q( f )= c( f ) in (a) follows from [ibid., 4.3(a)], and c( f )≤ n( f )
was noted in (3). Assertion (b) follows from the observation that if n( f ) = 0 or
c( f ) = 0 then f is an open immersion A2 ↪→ A2 and hence an automorphism.
Assertion (c) follows from [ibid., 4.3(c)]. The first (resp. the second) assertion of (d)
follows from [ibid., 2.1] (resp. from the claim that q0( f ) = 0, in [ibid., 4.3(a)]).
Refer to [Daigle 2010, 1.6] for a proof of assertion (e). �

Several of the above facts are stated in greater generality in [ibid.]. For instance,
if X f
−→Y g

−→ Z are birational morphisms of nonsingular surfaces and q0( f )= 0,
then (by [ibid., 1.3]) n(g ◦ f ) = n(g) + n( f ). Also, if X, Y are nonsingular
surfaces satisfying 0(X,OX )

∗
= k∗ and Cl(Y ) = 0, then (by [ibid., 2.11]) every

birational morphism f : X→ Y satisfies q0( f )= 0. The following generalization
of Lemma 2.6(a) also deserves to be noted:

2.7. Lemma. Let f : X→ X be a birational morphism, where X is a nonsingular
surface. Then c( f )= q( f ).

Proof. Follows from Remark 2.13 of [ibid.]. �

2.8. Lemma. Let f : X → Y be a birational morphism of nonsingular surfaces
and 0f the union of the missing curves of f . If X is affine then the following hold:

(a) cent( f )⊆ 0f .

(b) Y \0f is the interior of f (X) and f −1(Y \0f )= X \ exc( f ).

(c) The surfaces X\exc( f ) and Y \0f are affine, and f restricts to an isomorphism
X \ exc( f )→ Y \0f .

Proof. Follows from [ibid., Prop. 2.1] and its proof. �

2.9. Proposition. Let f : A2
→ A2 be a birational morphism. If P is a singular

point of a missing curve of f , then P belongs to at least two missing curves of f .
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Proof. By Lemma 2.6(e), P is a fundamental point of f ; so it suffices to show that
if a fundamental point P belongs to only one missing curve C , then the multiplicity
µ(P,C) of C at P is equal to 1. So assume that P is a fundamental point which
belongs to only one missing curve C . Choose a diagram (2) satisfying n = n( f ),
and let the notation Pi , Ei , etc., be as in 2.3. In fact let us choose diagram (2) in
such a way that P1 = P and, for some s ∈ {1, . . . , n},

(7) P2, . . . , Ps are infinitely near P1, but Ps+1, . . . , Pn are not.

Let us label the missing curves as C1, . . . ,Cq , where

(8) P1 ∈ C j ⇐⇒ j = 1.

The diagram (2) together with the ordering (C1, . . . ,Cq) of the set of missing curves
constitutes a “minimal decomposition” of f , in the terminology of [ibid., 1.2(h)].
This minimal decomposition D determines matrices µD, ED, εD and ε′D, defined
in [ibid., 2.8]. These are matrices with entries in N, and the result [ibid., 4.3(b)]
asserts that the product ε′DµD is a square matrix of determinant ±1. We shall now
argue that the condition det(ε′DµD) = ±1 implies that µ(P1,C1) = 1 (this will
complete the proof of the proposition). By (7), the n× n matrix ED has the shape

ED = (ei j )=

(
E0 0
0 E1

)
(with ei j ∈ N for all i, j),

where E0 is an s× s lower-triangular matrix with zero diagonal, and where

the first row is the only zero row of E0.

Consider the n× n matrix εD, determined by ED as explained in [ibid., 2.7]. The
already mentioned properties of ED imply that εD is as follows:

εD = (εi j )=

(
ε0 0
0 ε1

)
(with εi j ∈ N for all i, j),

where ε0 is an s×s lower-triangular matrix with diagonal entries equal to 1 and where

all entries in the first column of ε0 are positive.

Next, ε′D is the submatrix of εD obtained by deleting the i-th row for each i ∈ J ,
where J = { i | 1≤ i ≤ n, Ei ∩ X =∅ in Yn} in the notation of 2.3 (J is defined in
[ibid., 1.2(h)]). Let j0=|J∩{1, . . . , s}|; then the (n−|J |)×n matrix ε′D has the form

ε′D =

(
ε′0 0
0 ε′1

)
,

where ε′0 is an (s− j0)× s matrix with entries in N and

(9) all entries in the first column of ε′0 are positive.
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Finally, consider the n× q matrix µD; by (8),

µD =

(
F 0
G H

)
, where F =

µ(P1,C1)
...

µ(Ps,C1)

 is s× 1.

We have

(10) ε′DµD =

(
ε′0 0
0 ε′1

)(
F 0
G H

)
=

(
ε′0 F 0
ε′1G ε′1 H

)
,

where the block ε′0 F has size (s − j0)× 1. By (7), (E2
s )Yn = −1; so Es * Yn \ X

by (5) and hence s /∈ J by definition of J . It follows that s − j0 ≥ 1. In view
of (10), the fact that det(ε′DµD)=±1 implies that s− j0 = 1 and that the unique
entry of ε′0 F is ±1. We have {1, . . . , s} \ J = {s}, so ε′0 = (εs1 . . . εss) and∑s

j=1 εs jµ(Pj ,C1) = ±1. Since εs j ∈ N for all j and (by (9)) εs1 ≥ 1, we get
1≤ µ(P1,C1)≤

∑s
j=1 εs jµ(Pj ,C1)=±1, so µ(P1,C1)= 1. �

2.10. Remark. Let ϕ : X→ Y be a dominant morphism of nonsingular surfaces.
By a deficient curve of ϕ, we mean a curve C ⊂ Y satisfying

for almost all points P ∈ C, | f −1(P)|< [k(X) : k(Y )]s

where “almost all” means “all except possibly finitely many”, “| · |” denotes cardi-
nality, k(X) and k(Y ) are the function fields of X and Y and [k(X) : k(Y )]s is the
separable degree of the field extension k(X)/k(Y ). Note that ϕ has finitely many
deficient curves and that if ϕ is birational then the deficient curves are precisely the
missing curves.

Then it is interesting to note that Proposition 2.9 does not generalize to all
dominant morphisms A2

→ A2; i.e., it is not the case that each singular point of a
deficient curve is a common point of at least two deficient curves. This is shown by
the following example, in which we assume that char k = 0.

Choose a coordinate system of A2 and define morphisms f, g, h : A2
→ A2 by

f (x, y)= (x, xy), g(x, y)= (x + y(y2
− 1), y), h(x, y)= (x, y2).

Note that f is a SAC and g ∈ Aut(A2). Define ϕ = h ◦ g ◦ f : A2
→ A2. Then ϕ

has two deficient curves C1 and C2, where

• C1 is “y = 0” (the deficient curve of h);

• C2 is “x2
− y(y− 1)2 = 0” (the image by h ◦ g of the missing curve of f ).

Moreover, (0, 1) is a singular point of C2 which is not on C1.

2.11. Lemma. Let A2 f
−→A2 g

−→A2 be birational morphisms. Then

cent(g ◦ f )= cent(g)∪ g(cent( f )).
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In particular, every fundamental point of g is a fundamental point of g ◦ f .

Proof. Let X f
−→ Y g

−→ Z be birational morphisms of nonsingular surfaces. The
reader may easily verify that cent(g ◦ f )⊆ cent(g)∪ g(cent( f )) and g(cent( f ))⊆
cent(g ◦ f ). In order to obtain the desired equality, it remains to show that

(11) cent(g)⊆ cent(g ◦ f ).

We claim that (11) is true whenever q0( f ) = 0. Indeed, consider P ∈ cent(g).
Then there exists a curve C ⊂ Y such that g(C) = {P}. If C /∈ Miss( f ), then
(by 2.4(b)) there exists a curve C ′ ⊂ X such that f (C ′) is a dense subset of C ;
in particular, (g ◦ f )(C ′)= {P} and hence P ∈ cent(g ◦ f ). If C ∈Miss( f ), then,
since q0( f )= 0, 2.4(a) implies that some fundamental point Q of f lies on C ; then
there exists a curve C ′ ⊂ X such that f (C ′) = {Q}. Then (g ◦ f )(C ′) = {P} and
hence P ∈ cent(g ◦ f ).

By [Daigle 1991a, 2.11], the condition q0( f )= 0 is satisfied whenever Cl(Y )= 0
and 0(X,OX )

∗
= k∗. In particular, if X = A2

= Y , then q0( f )= 0, so (11) holds
and consequently cent(g ◦ f )= cent(g)∪ g(cent( f )). �

2.12. Lemma. Let X f
−→Y g

−→Z be birational morphisms of nonsingular surfaces
and let 0f (resp. 0g, 0g◦ f ) be the union of all missing curves of f (resp. of g, g◦ f ).

(a) 0g◦ f is equal to the union of all 1-dimensional components of 0g ∪ g(0f ),
where g(0f ) denotes the closure of g(0f ) in Z.

(b) If Y is affine, then 0g◦ f = 0g ∪ g(0f ); in particular, each missing curve of f
is included in g−1(0g◦ f ).

Proof. To prove (a), it’s enough to show that a curve in Z is not included in 0g◦ f

if and only if it is not included in 0g ∪ g(0f ). Let C ⊂ Z be a curve such that
C * 0g◦ f . Then there exists a curve C0 ⊂ X such that g( f (C0)) is a dense subset
of C ; consequently, the set C1 = f (C0) is a curve in Y and g(C1) is dense in C , so
C is not a missing curve of g and hence C * 0g. If C ⊆ g(0f ), then there exists a
missing curve C ′1 of f such that g(C ′1) = C ; however, C1 is the only curve in Y
whose image by g is a dense subset of C , and C1 is not a missing curve of f ; so
C * g(0f ) and hence C * 0g ∪ g(0f ).

Conversely, let C ⊂ Z be a curve such that C * 0g ∪ g(0f ). Then C * 0g, so
there exists a curve C1 ⊂ Y such that g(C1) is a dense subset of C . Note that C1 is
not a missing curve of f because C * g(0f ); so there exists a curve C0 ⊂ X such
that f (C0) is a dense subset of C1. Then (g ◦ f )(C0) is a dense subset of C and
consequently C * 0g◦ f . This proves (a).

To prove (b), suppose that Y is affine. If a point P ∈ Z is an irreducible
component of 0g∪g(0f ), then {P} = g(C), where C is a missing curve of f , so P
is a fundamental point of g; since Y is affine, Lemma 2.8 implies that cent(g)⊆0g,
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so P ∈ 0g, which contradicts the hypothesis that P is an irreducible component
of 0g ∪ g(0f ). This shows that 0g ∪ g(0f ) is a union of curves, so the equality
0g◦ f = 0g ∪ g(0f ) follows from (a). �

Results 2.13 and 2.14 are valid in all characteristics but are particularly interesting
when char k > 0 (recall that not all lines are coordinate lines when char k > 0).

2.13. Proposition. Let f : A2
→ A2 be a birational morphism.

(a) If a missing curve of f is nonsingular, then it is a coordinate line.

(b) If a contracting curve of f has one place at infinity, then it is a coordinate line.

Proof. Assertion (a) follows from [Daigle 1991a, 4.6]. To prove (b), consider a
contracting curve C of f such that C has one place at infinity. We noted in (4) that
C is a nonsingular rational curve, so C ∼= A1 is clear.

Let us embed dom( f )= A2 in X ∼= P2, and let L be the function field of X and
V the prime divisor of L/k whose center on X is the closure of C in X (i.e., V is the
DVR OX,ξ where ξ ∈ X is the generic point of C). Also embed codom( f )= A2 in
Y ∼=P2, and note that the center of V on Y is zero-dimensional, since C ∈Cont( f ).

Consider the Kodaira dimension κ(V ) as defined in the introduction of Section 2
of [Ganong 1985]. Then κ(V ) < 0 by [ibid., 2.1] and the fact that the center of V
on Y is zero-dimensional; so C is a coordinate line by [ibid., 2.4]. �

2.14. Corollary. Let C,C ′ be curves in A2 such that C ∼= A1 ∼= C ′, and suppose
that there exists a birational morphism f : A2

→ A2 such that f (C) is a dense
subset of C ′. Then f (C)= C ′. Moreover, if one of C,C ′ is a coordinate line, then
both are coordinate lines.

Proof. It is a simple fact that every dominant morphism A1
→ A1 is finite, hence

surjective; so f (C)= C ′.
If C is a coordinate line then there exists a birational morphism g :A2

→A2 such
that C ∈Miss(g) (choose a coordinate system (X, Y ) such that C = Z(X), and take
g(x, y)= (x, xy)); then C ′ ∈Miss( f ◦ g) by Lemma 2.12, so Proposition 2.13(a)
implies that C ′ is a coordinate line.

If C ′ is a coordinate line, then there exists a birational morphism g :A2
→A2 such

that C ′ ∈Cont(g) (choose (X, Y ) such that C ′ = Z(X) and take g(x, y)= (x, xy));
then C ∈ Cont(g ◦ f ), so Proposition 2.13(b) implies that C is a coordinate line. �

2.15. Lemma. Let A2 f
−→A2 g

−→A2 be birational morphisms.

(a) If Miss( f )⊆ Cont(g), then Miss( f ) is admissible.

(b) If Cont(g)⊆Miss( f ), then Cont(g) is admissible.
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Proof. Applying statement (4) in 2.3 to the morphism g gives

(12) D′ =
∑

C∈Cont(g)

C is an SNC-divisor of A2 and the graph G(D′,A2) is a forest.

If Cont(g)⊆Miss( f ) then each element of Cont(g) is a nonsingular missing curve
of f , and hence is a coordinate line by 2.13(a); then (12) implies that Cont(g) is
admissible, so (b) is proved.

If Miss( f ) ⊆ Cont(g) then, by (12), D =
∑

C∈Miss( f ) C is an SNC-divisor
of A2 and the graph G(D,A2) is a forest; in particular each missing curve of f is
nonsingular and hence is a coordinate line by 2.13(a); so Miss( f ) is admissible
and (a) is proved. �

2.16. Lemma. Let A2 f
−→A2 g

−→A2 be birational morphisms.

(a) If Miss( f )* Cont(g), then q(g ◦ f ) > q(g).

(b) If Cont(g)* Miss( f ), then c(g ◦ f ) > c( f ).

Proof. (a) It is clear that Miss(g)⊆Miss(g◦ f ). If C is a missing curve of f which
is not contracted by g, then the closure g(C) of g(C) is a missing curve of g ◦ f
but not a missing curve of g, so Miss(g)⊂Miss(g ◦ f ) and hence q(g) < q(g ◦ f ).

(b) We have Cont( f )⊆ Cont(g ◦ f ). If C is a contracting curve of g which is
not a missing curve of f , then there exists a curve C ′ ⊂ A2 such that f (C ′) is a
dense subset of C . Then C ′ is a contracting curve of g ◦ f but not one of f , so
Cont( f )⊂ Cont(g ◦ f ) and hence c( f ) < c(g ◦ f ). �

In Lemma 2.17 and Proposition 2.18, we write #0 for the number of irreducible
components of a closed set 0 and 0τ =

⋃
C∈Miss(τ ) C for any birational morphism

τ of nonsingular surfaces.

2.17. Lemma. Let f :A2
→A2 be a birational morphism and 0 a union of missing

curves of f such that

(13) each missing curve of f is either included in 0 or disjoint from 0.

Then # f −1(0)= #0 and f can be factored as A2 g
−→A2 h

−→A2, where g, h are
birational morphisms, 0h = 0 and 0g ∩ exc(h)=∅.

Lemma 2.17 is an immediate consequence of the next result:

2.18. Proposition. Let f : X → Y be a birational morphism where X, Y are
nonsingular affine surfaces, and let 0 ⊂ Y be a union of missing curves of f
satisfying (13). Then the following hold:

(a) f can be factored as X g
−→W h

−→Y , where W is a nonsingular affine surface,
g, h are birational morphisms, 0h = 0, c(h)= # f −1(0) and 0g ∩exc(h)=∅.
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(b) If X, Y are factorial with trivial units, then # f −1(0)= #0 and, in part (a), W
can be chosen to be factorial with trivial units.

(c) If X = A2 and Y is factorial, then Y = A2 and we can choose W = A2 in
part (a).

Proof. (a) We may choose a commutative diagram (2) satisfying n = n( f ) and in
which the blowings-up π1, . . . , πn are ordered in such a way that the points over 0
are blown-up first; i.e., there exists m ∈ {0, . . . , n} such that

{ i ∈ {1, . . . , n} | Pi ∈ 0 or Pi is infinitely near a point of 0} = {1, . . . ,m}.

Refer to 2.3 for the notation. If 0 ≤ j ≤ k ≤ n and D ⊂ Y j is a curve or a union
of curves, we write D̃Yk for the strict transform of D on Yk . Let J be the set of j ∈
{1, . . . ,m} such that ẼYn

j ∩X =∅ (recall that X is an open subset of Yn), and define

(14) W = Ym
∖ (

0̃Ym ∪

⋃
j∈J

ẼYm
j

)
.

Then W is a nonsingular surface and f factors as X g
−→W h

−→ Y , where g, h are
birational morphisms, 0h = 0 and Cont(h)= {ẼYm

i ∩W | i ∈ {1, . . . ,m} \ J }; thus

(15) q(h)= #0 and c(h)= # f −1(0).

Let 0′ = C1 ∪ · · · ∪ Cs , where C1, . . . ,Cs ⊂ Y are the missing curves of f not
included in 0; then 0f = 0 ∪0

′ and 0 ∩0′ =∅. Moreover,

(16) Miss(g)= {C̃Ym
i ∩W | i = 1, . . . , s}.

Indeed, consider C ∈Miss(g). If h(C) is a point, then C = ẼYm
j ∩W for some j ∈

{1, . . . ,m}, and, in fact, ẼYn
j ∩X =∅ (so j ∈ J ) otherwise C would not be a missing

curve of g; then (14) implies that ẼYm
j ∩W =∅, which is absurd. So h(C) is a dense

subset of a curve C∗ ⊂ Y . Now C∗ ∈Miss( f ) by Lemma 2.12, and (14) implies
that C * 0̃Ym , hence C∗ * 0; so C∗ ⊆ 0′ and consequently C = C̃Ym

i ∩W for some
i ∈ {1, . . . , s}. This proves “⊆” in (16), and “⊇” easily follows from Lemma 2.12.

From (16), we deduce that 0g ∩ exc(h)⊆ h−1(0′)∩ h−1(0), so

(17) 0g ∩ exc(h)=∅.

To prove (a), it only remains to show that W is affine. Since X is affine, Lemma 2.8
implies that W \0g is affine; as (by (17)) exc(h)⊂W \0g,

(18) no contracting curve of h is a complete curve.
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Embed Y0 in a nonsingular projective surface Y 0 and enlarge diagram (2) as
follows:

Y n
πn // · · ·

πm+1 // Y m
πm // · · ·

π1 // Y 0

Yn

?�

OO

πn // · · ·
πm+1 // Ym

?�

OO

πm // · · ·
π1 // Y0

?�

OO

X
?�

OO

g // W
?�

OO

h // Y

Let Di = Y i \ Yi (0≤ i ≤ n). Since Y = Y0 is affine, D0 is a nonempty connected
union of curves and each irreducible component of 0 meets D0 (where 0 denotes
the closure of 0 in Y 0). It follows that Dm is a nonempty connected union of curves
and each irreducible component of 0̃Ym meets Dm . Let us argue that

(19) W is connected at infinity.

Suppose that (19) is false; then Y m \ W is not connected, so some connected
component C of Y m\W is disjoint from Dm . Then C does not contain any irreducible
component of 0̃Ym . By (14), it follows that C⊆

⋃
j∈J ẼYm

j .
We have Y m\(W \0g)= C̃Ym

1 ∪· · ·∪C̃Ym
s ∪(Y m\W ) by (16); since W \0g is affine,

C̃Ym
1 ∪ · · · ∪ C̃Ym

s ∪ (Y m \W ) is connected.

As Y m \W is not connected and C is a connected component of it, some C̃Ym
i must

meet C. So there exist i ∈{1, . . . , s} and j ∈ J such that C̃Ym
i ∩ ẼYm

j 6=∅. As Ci ⊆0
′,

this implies that Pj ∈ 0
′ or Pj is i.n. a point of 0′; since j ≤ m, we also have

Pj ∈ 0 or Pj is i.n. a point of 0; so 0 ∩0′ 6=∅, a contradiction. Thus (19) is true.
In view of (18), (19) and the fact that Y is affine, applying [Daigle 1991a, 2.2]

to h :W → Y shows that W is affine and concludes the proof of (a).

(b) Assume that X, Y are factorial and have trivial units; then [ibid., 3.4] gives
q(h)≤ c(h), so #0 ≤ # f −1(0) by (15). Since 0′ also satisfies (13), it follows that
#0′ ≤ # f −1(0′).

By Lemma 2.8 we have cent( f ) ⊆ 0f = 0 ∪ 0
′, so f −1(0) ∪ f −1(0′) is ex-

actly the union of all contracting curves of f ; as f −1(0)∩ f −1(0′)=∅, we get
# f −1(0)+ # f −1(0′)= c( f ). We have c( f )= q( f ) by [ibid., 2.9], and it is clear
that q( f )= #0+ #0′, so

#0 ≤ # f −1(0), #0′ ≤ # f −1(0′) and #0+ #0′ = # f −1(0)+ # f −1(0′);

consequently,

#0 = # f −1(0),(20)

q(h)= c(h),(21)
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where (21) follows from (20) and (15). By (21), (19) and [ibid., 3.4], we get that W
is factorial and has trivial units, which proves (b).

If X = A2 and Y is factorial then, by (b), W may be chosen to be factorial;
then [ibid., 4.2] implies that W and Y are isomorphic to A2, which proves (c) and
completes the proof of the proposition. �

2.19. Definition. Let f : X→ Y be a birational morphism of nonsingular surfaces.
Consider a diagram (2) satisfying n = n( f ) and with notation as in 2.3 (for each
i ∈ {1, . . . , n}, let πi : Yi → Yi−1 be the blowing-up of Yi−1 at the point Pi ∈ Yi−1).

(a) Let C be a missing curve of f . For each i = 0, 1, . . . , n, let CYi ⊂ Yi denote
the strict transform of C on Yi (CY0 = C). Then we define the natural number

n( f,C)= cardinality of the set { i | 1≤ i ≤ n, Pi ∈ CYi−1}

and note that n( f,C) depends only on ( f,C), i.e., is independent of the choice
of diagram (2). To indicate that n( f,C) = k, we say that “C is blown-up
k times”.

(b) For i = 1, . . . , n, let P i ∈ Y0 be the image of Pi by π1 ◦ · · · ◦πi−1 : Yi−1→ Y0.
For each P ∈ Y , define the natural number

n( f, P)= cardinality of the set { i | 1≤ i ≤ n, P i = P}

and note that n( f, P) depends only on ( f, P), i.e., is independent of the choice
of the diagram (2) used for defining it.

2.20. Remarks. Let f : X→ Y be a birational morphism of nonsingular surfaces.

(a) Let C ∈ Miss( f ). Then n( f,C) = 0⇐⇒ C ∩ f (X) = ∅, and n( f,C) = 1
implies that there exists exactly one fundamental point of f lying on C . Note
that if X =A2

= Y , then each missing curve contains at least one fundamental
point (Lemma 2.6(d)), so each missing curve is blown-up at least once.

(b) Let P ∈ Y . Then n( f, P) > 0⇐⇒ P ∈ cent( f ), where “⇐” is obvious and
“⇒” follows from (6). It is also clear that n( f )=

∑
P∈Y n( f, P).

2.21. Lemma. Let X f
−→Y g

−→Z be birational morphisms of nonsingular surfaces,
and assume that n(g ◦ f )= n(g)+ n( f ) or X = Y = Z = A2.

(a) Let D ∈Miss(g); then D ∈Miss(g ◦ f ) and n(g ◦ f, D)= n(g, D).

(b) Let C ∈Miss( f ) \Cont(g) and let D be the closure of g(C) in Z. Then:
• D ∈Miss(g ◦ f ) and n( f,C)≤ n(g ◦ f, D);
• n( f,C)= n(g ◦ f, D)=⇒ C ∩ exc(g)=∅;
• if g(C)= D or C ∼= A1, then

n( f,C)= n(g ◦ f, D) ⇐⇒ C ∩ exc(g)=∅.
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(c) For each P ∈ Z , we have n(g ◦ f, P)= n(g, P)+
∑

Q∈g−1(P)

n( f, Q).

Proof. If X = Y = Z = A2, then n(g ◦ f ) = n(g) + n( f ) by Lemma 2.5; so
n(g ◦ f ) = n(g)+ n( f ) holds in all cases. Let m = n( f ) and n = n(g). Choose
commutative diagrams (I) and (II) as follows:

Ym

(I)

πm // · · ·
π1 // Y0

X
?�

OO

f
// Y

Zn

(II)

ρn // · · ·
ρ1 // Z0

Y
?�

OO

g
// Z

and use them to build the commutative diagram

(III)

Zn+m
ρn+m // · · ·

ρn+2 // Zn+1
ρn+1 // Zn

ρn // · · ·
ρ1 // Z0

Ym

?�

OO

πm // · · ·
π2 // Y1

?�

OO

π1 // Y0

?�

OO

X
?�

OO

f // Y
g // Z

In the three diagrams, “↪→” are open immersions, Yi , Zi are nonsingular surfaces,
Yi

πi−→ Yi−1 is the blowing-up of Yi−1 at a point Pi ∈ Yi−1 and Zi
ρi−→ Zi−1 is the

blowing-up of Zi−1 at a point Qi ∈ Zi−1. Moreover, Yi−1 ↪→ Zn+i−1 maps Pi on
Qn+i (let us simply write Pi = Qn+i ). Diagrams (I) and (II) are minimal in the
sense that n( f )=m and n(g)= n; since n(g◦ f )= n( f )+n(g)=m+n, it follows
that (III) is also minimal.

(a) Let D ∈Miss(g); then D ∈Miss(g◦ f ) by Lemma 2.12(a). Let DZi ⊂ Zi be the
strict transform of D ⊂ Z0 on Zi . As DZn ⊆ Zn \Y0 and cent(ρn+1 ◦ · · · ◦ρn+m)=

cent(π1 ◦ · · · ◦πm)⊂ Y0, we see that

(22) { i | 1≤ i ≤ n+m, Qi ∈ DZi−1} = { i | 1≤ i ≤ n, Qi ∈ DZi−1}.

Since n(g ◦ f, D) (resp. n(g, D)) is by definition the cardinality of the set in the
left-hand side (resp. right-hand side) of (22), we have n(g ◦ f, D)= n(g, D).

(b) Let C ∈ Miss( f ) \ Cont(g) and let D be the closure of g(C) in Z . Then
D ∈Miss(g ◦ f ) by Lemma 2.12(a). Define DZi ⊂ Zi as before; then

(23) { i | n+ 1≤ i ≤ n+m, Qi ∈ DZi−1} ⊆ { i | 1≤ i ≤ n+m, Qi ∈ DZi−1}.

Since n( f,C) (resp. n(g ◦ f, D)) is the cardinality of the set in the left-hand side
(resp. right-hand side) of (23), we have n( f,C)≤ n(g ◦ f, D), and, moreover,

(24) n( f,C) 6= n(g ◦ f, D)
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is equivalent to

(25) { i | 1≤ i ≤ n, Qi ∈ DZi−1} 6=∅.

By the minimality of diagram (II) together with (6), (25) is equivalent to

(26) D ∩ cent(g) 6=∅.
Now

(27) C ∩ exc(g) 6=∅

implies (26) and, if g(C)= D, the converse is true. So we have shown that

(28) n( f,C)= n(g ◦ f, D) =⇒ C ∩ exc(g)=∅,

and that the converse holds whenever g(C)= D. Finally, we observe that if C ∼=A1,
then the dominant morphism C g

−→ D is necessarily finite, hence surjective, so the
converse of (28) is true whenever C ∼= A1. This proves (b).

(c) Define Qi = (ρ1 ◦ · · · ◦ ρi−1)(Qi ) ∈ Z0 for all i = 1, . . . ,m + n and observe
that the trivial equality (for any P ∈ Z )∣∣{ i | Qi = P}

∣∣= ∣∣{ i | i ≤ n and Qi = P}
∣∣+ ∣∣{ i | i > n and Qi = P}

∣∣
is the desired equality. �

3. Compositions of simple affine contractions

Let k be an algebraically closed field of arbitrary characteristic, and let A2
=A2

k. As
in the introduction, we write Bir(A2) for the monoid of birational endomorphisms
f :A2

→A2, and we declare that f, g∈Bir(A2) are equivalent ( f ∼ g) if u◦ f ◦v= g
for some u, v ∈ Aut(A2). The equivalence class of f ∈ Bir(A2) is denoted [ f ].
Note that the conditions f ∼ f ′ and g ∼ g′ do not imply that f ◦ g ∼ f ′ ◦ g′.

The aim of this section is to describe the subsets Sw ⊃ Sa ⊃ Saa of Bir(A2)

defined by

Sw = { f ∈ Bir(A2) |Miss( f ) is weakly admissible},

Sa = { f ∈ Bir(A2) |Miss( f ) is admissible},

Saa = { f ∈ Bir(A2) | both Miss( f ) and Cont( f ) are admissible}

(refer to Definition 1.3, Lemma 1.4, Definition 1.6 and Proposition 1.7); note that
these sets are not closed under composition of morphisms. We learn at a relatively
early stage (see Proposition 3.6(c)) that each element of Sw is a composition of
simple affine contractions (SACs are defined in the introduction and again in
Definition 3.2). However, an arbitrary composition of SACs does not necessarily
belong to Sw (resp. Sa, Saa), so in each of the three cases one has to determine
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which compositions of SACs give the desired type of endomorphism. The answer
is given in Theorem 3.15, which is the main result of this section.

The material of 3.1–3.5(a) can be found in [Daigle 1991a; 1991b]; everything
else appears to be new.

As before, we have A2
= Spec A, where A = k[2] is fixed throughout, and by a

coordinate system of A2 we mean a pair (X, Y ) ∈ A× A satisfying A = k[X, Y ]
(see the introduction of Section 1).

3.1. Let C temporarily denote the set of coordinate systems of A2. Given an
element c= (X, Y ) of C, consider the k-homomorphism A→ A given by X 7→ X
and Y 7→ XY ; this homomorphism determines a morphism A2

→ A2, which we
denote αc; clearly, αc ∈ Bir(A2). Note that if c1, c2 ∈ C, then αm

c1
∼ αm

c2
for every

m ≥ 1. So, for each m ≥ 1, the equivalence class [αm
c ] of αm

c is independent of the
choice of c ∈ C.

3.2. Definition. A birational morphism A2
→ A2 is called a simple affine contrac-

tion (SAC) if it is equivalent to αc for some (hence for every) coordinate system c

of A2.

Note that if f is a SAC and c∈C, then f ∼αc, but f 2 need not be equivalent to α2
c .

For readers who like to identify A2 with k2, we note that αc corresponds to the
map k2

→ k2, (x, y) 7→ (x, xy) and that the SACs are obtained by composing this
map on both sides with automorphisms. See 1.1.

3.3. Lemma. (a) A birational morphism f : A2
→ A2 is a SAC if and only if

n( f )= 1.

(b) If f :A2
→A2 is a SAC, then f has one missing curve L and one fundamental

point P; moreover, L is a coordinate line and P ∈ L.

(c) Let L ⊂ A2 be a coordinate line and P ∈ L a point. Let X π
−→ A2 be the

blowing-up of A2 at P and U ⊂ X the complement of the strict transform
of L. Then U ∼=A2 and the composition A2 ∼=

−→U ↪→ X π
−→A2 is a SAC with

missing curve L and fundamental point P.

(d) If f, g : A2
→ A2 are two SAC with the same missing curve and the same

fundamental point then there exists an automorphism θ : A2
→ A2 such that

g = f ◦ θ :
A2

g   

θ

∼= // A2

f~~
A2

(e) Let c be a coordinate system of A2 and αc ∈Bir(A2) as in 3.1. For f ∈Bir(A2),

q( f )= 1 ⇐⇒ c( f )= 1 ⇐⇒ f ∼ αn( f )
c .



COMPOSITIONS OF BIRATIONAL ENDOMORPHISMS OF THE AFFINE PLANE 373

Proof. Assertion (a) is [Daigle 1991a, 4.10] or [Daigle 1991b, 4.1]; assertions (b)–(d)
are trivial; (e) is [Daigle 1991a, 4.11] together with the fact that q( f )= c( f ) by
Lemma 2.6(a). �

Remark. Assertion 3.3(e) can be phrased as follows: given an integer m ≥ 1 and a
coordinate system c of A2, the equivalence class [αm

c ] of αm
c is

[αm
c ] = { f ∈ Bir(A2) | q( f )= 1 and n( f )= m}

= { f ∈ Bir(A2) | c( f )= 1 and n( f )= m}.

3.4. Corollary. If f ∈ Bir(A2) has a unique missing curve C , then C is a coordi-
nate line.

Proof. This follows from Lemma 3.3(e). It also follows from Proposition 2.13(a)
and Proposition 2.9. �

See Definition 2.19 for the definition of the phrase “L is blown-up only once”.

3.5. Lemma. Let f ∈ Bir(A2).

(a) Suppose that some missing curve L of f is blown-up only once. Then L is
a coordinate line. Moreover, if P ∈ L is the unique fundamental point of f
which is on L and γ ∈Bir(A2) is a SAC with missing curve L and fundamental
point P , then f factors as A2 f ′

−→A2 γ
−→A2 with f ′ ∈ Bir(A2).

(b) Suppose that f factors as A2 f ′
−→A2 γ

−→A2 with f ′, γ ∈ Bir(A2), where γ is
a SAC. Let L be the missing curve of γ . Then L is a missing curve of f which
is blown-up only once.

Proof. Part (a) is an improvement of [Daigle 1991b, 4.6]. The proof of [ibid., 4.6]
shows that P is a nonsingular point of L; then [Daigle 1991a, 4.6] implies that L is
a coordinate line. Choose a diagram (2) for f such that n = n( f ) and P1 = P . Let
LY1 ⊂ Y1 denote the strict transform of L on Y1 and define W = Y1\LY1 ⊂ Y1. As L
is a missing curve of f and is blown-up only once, the image of A2 ↪→Yn

π2◦···◦πn
−−−−−→Y1

is included in W ; so f factors as A2 g′
−→W h′

−→ A2, where g′, h′ are birational
morphisms and h′ is the composition W ↪→ Y1

π1
−→ Y0 = A2. By Lemma 3.3(c),

W ∼= A2 and the composition A2 ∼=W h′
−→A2 is a SAC with missing curve L and

fundamental point P ; so f factors as A2 g
−→A2 h

−→A2, where g, h ∈ Bir(A2) and
h is a SAC with missing curve L and fundamental point P . By Lemma 3.3(d),
h = γ ◦ θ for some θ ∈ Aut(A2). Then f = γ ◦ θ ◦ g and we are done.

For (b), we know that by Lemma 2.21(a), L is in Miss( f ) and n( f, L) =
n(γ ◦ f ′, L)= n(γ, L)= 1. �
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3.6. Proposition. Let f : A2
→ A2 be a birational morphism such that

(i) f is not an isomorphism;

(ii) there exists a coordinate system of A2 with respect to which all missing curves
of f have degree 1.

Then there exists a missing curve of f which is blown-up only once. Moreover, if L
is such a curve and P ∈ L is the unique fundamental point of f which is on L , then
the following holds:

(a) There exists a coordinate system (X, Y ) of A2 such that L=Z(X) and P=(0, 0),
and such that the union of the missing curves of f is equal to the zero set of
one of the following polynomials in k[X, Y ]:

(i) XY m ∏n
i=1(X − ai ) for some m ∈ {0, 1}, n ≥ 0 and a1, . . . , an ∈ k;

(ii) X (X−1)m
∏n

i=1(Y −bi X) for some m ∈ {0, 1}, n ≥ 0 and b1, . . . , bn ∈ k.

(b) If γ : A2
→ A2 is a SAC with missing curve L and fundamental point P , then

f factors as A2 f ′
−→A2 γ

−→A2, where f ′ is a birational morphism such that
Miss( f ′) is admissible.

(c) f is a composition of SACs.

Proof. By [Daigle 1991b, 4.7], f = h ◦ g, where g, h ∈ Bir(A2) and h is a SAC;
then Lemma 3.5(b) implies that some missing curve of f is blown-up only once.

Let L be a missing curve of f which is blown-up only once, and let P ∈ L be the
unique fundamental point of f which is on L . Choose a coordinate system (X, Y )
of A2 such that L = Z(X) and P = (0, 0) and with respect to which all missing
curves of f have degree 1. Define γ0 : A

2
→ A2 by γ0(x, y)= (x, xy). As γ0 is a

SAC with missing curve L and fundamental point P , Lemma 3.5(a) implies that f
factors as A2 f ′

−→A2 γ0−→A2 for some f ′ ∈ Bir(A2). Let 0 (resp. 0′) be the union
of the missing curves of f (resp. of f ′). Then

(29) 0 = Z(X)∪ γ0(0′),

by Lemma 2.12. In particular, if C is a missing curve of f ′, then γ0(C) is included
into a line of degree 1; from γ0(x, y)= (x, xy), it easily follows that C is either a
vertical line Z(X−a) (for some a ∈ k), a horizontal line Z(Y −b) (for some b ∈ k)
or a hyperbola Z(X (α+βY )− 1) (for some α, β ∈ k, β 6= 0), where, in fact, the
last case cannot occur because C has one place at infinity by Lemma 2.6(c). So

(30) each missing curve of f ′ is either a vertical line or a horizontal line.

In particular, all missing curves of f ′ have degree 1. It follows from the first part
of the proof that

(31) if f ′ is not an isomorphism, some missing curve of f ′ is blown-up only once.
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Let h (resp. v) be the number of missing curves of f ′ which are horizontal (resp.
vertical) lines. Then min(h, v) ≤ 1, otherwise (by Lemma 2.6(e)) every missing
curve of f ′ would contain at least two fundamental points of f ′, and hence would
be blown-up at least twice, contradicting (31). Statement (30), together with
min(h, v)≤ 1, implies that Miss( f ′) is admissible, which proves the special case
“γ = γ0” of assertion (b); in view of Lemma 3.3(d), it follows that (b) is true.

If h ≤ 1, then 0′ is the zero set of (Y − b)h
∏v

i=1(X − ai ) for some b ∈ k
and a1, . . . , av ∈ k. Then, by (29), 0 is the zero set of X (Y − bX)h

∏v
i=1(X − ai ).

Replacing the coordinate system (X, Y ) by (X, Y−bX), we see that (a-i) is satisfied.
If v ≤ 1, then 0′ is the zero set of (X − a)v

∏h
i=1(Y − bi ) for some a ∈ k and

b1, . . . , bh ∈ k. Then 0 is the zero set of X (X − a)v
∏h

i=1(Y − bi X). If a = 0 or
v = 0, then 0 is the zero set of X (X − 1)0

∏h
i=1(Y −bi X), so (a-ii) holds; if a 6= 0

and v 6= 0, then 0 is the zero set of X (X − a)
∏h

i=1(Y − bi X), so (a-ii) holds after
replacing (X, Y ) by (a−1 X, Y ). So assertion (a) is true.

To prove assertion (c), consider the factorization f = γ ◦ f ′ given by (b). Since
n(γ )= 1 by Lemma 3.3(a), we have n( f ′)= n( f )− 1 by Lemma 2.5. Moreover,
the fact that Miss( f ′) is admissible implies, by Proposition 1.7, that there exists
a coordinate system of A2 with respect to which all missing curves of f ′ have
degree 1. It is clear that (c) follows by induction on n( f ). �

3.7. Remark. We stress that assumption (ii) of Proposition 3.6 is strictly stronger
than “all missing curves are coordinate lines”. Indeed, there exists an irreducible
element f ∈ Bir(A2) with three missing curves, these being the lines Z(X + Y )
and Z(X − Y ) and the parabola Z(Y − X2):

A2 f
−→A2

= r rr
�
�
�
�
�
�@

@
@
@
@
@

(an example of such an f , due to Russell, appeared in [Daigle 1991a, 4.7]). Here,
each missing curve is a coordinate line and hence has degree 1 with respect to a
suitable choice of coordinate system. However, these three lines are not simultane-
ously rectifiable, so f does not satisfy assumption (ii) of Proposition 3.6 (it does
not satisfy the conclusion either: since f is not a SAC and is irreducible, it is not a
composition of SACs).

Also note that by Lemma 1.4, assumption (ii) of Proposition 3.6 is equivalent to
“Miss( f ) is weakly admissible”.

3.8. Until the end of Section 3,

we fix a coordinate system c= (X, Y ) of A2.
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This allows us to identify A2 with k2. See 1.1 for the notation Z(F) and for our
convention regarding the definition of morphisms using coordinates.

3.9. In 3.9.1–3.9.3 below, we define three submonoids of Bir(A2), denoted Hc,
Gc and Vc, respectively. The subscript c reminds us that these sets depend on the
choice of c made in 3.8. Since c is fixed until the end of this section, there is no
harm in omitting it and writing simply H, G and V. It is clear from the definitions
below that these three monoids are included in the submonoid of Bir(A2) generated
by SACs and automorphisms.

3.9.1. Given m ∈ N and p ∈ k[Y ] such that3 deg p < m, define hm,p ∈ Bir(A2) by
hm,p(x, y)= (xym

+ p(y), y). Observe that hm,p is equivalent to γ m , where γ is
the SAC given by (x, y) 7→ (xy, y); consequently, n(hm,p)= n(γ m)=mn(γ ), i.e.,

n(hm,p)= m.

Define H =Hc = {hm,p | m ∈ N, p ∈ k[Y ] and deg p < m}. It is easily verified
that H is a submonoid of Bir(A2).

3.9.2. Let M be the multiplicative monoid whose elements are the 2× 2 matrices
M =

( i
k

j
`

)
with i, j, k, ` ∈ N and i` − jk = ±1. It is easily verified that M

is generated by G1 =
( 1

0
1
1

)
and G2 =

(0
1

1
0

)
. Given M =

( i
k

j
`

)
∈ M, define the

morphism γM : A
2
→ A2 by (x, y) 7→ (x i y j , xk y`). Note that γM1 ◦ γM2 = γM1 M2

for all M1,M2 ∈ M, so the set

G= Gc = {γM | M ∈ M}

is a monoid (under composition) generated by {γG1, γG2}. As γG1 is a SAC and γG2

is an automorphism, it follows that G is a submonoid of Bir(A2).

3.9.3. Given a polynomial ϕ ∈ k[X ] \ {0}, define vϕ ∈ Bir(A2) by vϕ(x, y) =
(x, ϕ(x)y). Then let

V=Vc = {vϕ | ϕ ∈ k[X ] \ {0}}.

Note that vϕ ◦ vψ = vϕ·ψ = vψ ◦ vϕ for any ϕ,ψ ∈ k[X ] \ {0}, so V is a submonoid
of Bir(A2).

3.10. Lemma. For a birational morphism f :A2
→A2, the following are equivalent:

(a) The union of the missing curves of f is included in Z(Y ).

(b) There exists (h, θ) ∈H×Aut(A2) such that f = h ◦ θ :

3We adopt the convention that the zero polynomial has degree −∞; consequently, the condition
deg p < 0 is equivalent to p being the zero polynomial (so h0,p = h0,0 is the identity map).
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A2
θ
//

f

((
A2

h
// A2

Moreover, if these conditions are satisfied, then the pair (h, θ) in (b) is unique.

Proof. We leave it to the reader to verify that (b) implies (a) and that (h, θ) in (b) is
unique. By induction on n( f ), we show that (a) implies (b).

If n( f )= 0, then (b) holds with θ = f and h = h0,0.
If n( f ) > 0, then f is not an isomorphism, and hence has at least one missing

curve, so Z(Y ) is the unique missing curve of f ; by Proposition 3.6, this missing
curve is blown-up only once. This missing curve must contain a fundamental point
(c, 0) of f ; as h1,c ∈H is a SAC with missing curve Z(Y ) and fundamental point
(c, 0), Proposition 3.6 implies that f = h1,c ◦ f ′ for some birational morphism
f ′ : A2

→ A2. It is immediate that h−1
1,c(0) = 0, where 0 = Z(Y ) is the missing

curve of f ; so Lemma 2.12 implies that the union of the missing curves of f ′

is included in Z(Y ). As n( f ′) = n( f ) − 1, we may assume by induction that
f ′ = h′ ◦ θ for some h′ ∈H and θ ∈Aut(A2). Then f = h1,c ◦ h′ ◦ θ is the desired
factorization, where we note that h1,c ◦ h′ ∈H. �

3.11. Lemma. For a birational morphism f :A2
→A2, the following are equivalent:

(a) The union of the missing curves of f is included in Z(XY ).

(b) There exists (M, h, θ) ∈ M ×H×Aut(A2) such that f = γM ◦ h ◦ θ :

A2
θ
//

f

**
A2

h
// A2

γM
// A2

Proof. It is easily verified that (b) implies (a). We prove that (a) implies (b) by
induction on n( f ). Assume that f satisfies (a).

If n( f )= 0, then f is an isomorphism, so (b) holds with θ = f , h = h0,0 and
M =

( 1
0

0
1

)
.

Let n > 0 and assume that the result is true whenever n( f ) < n. Now consider f
satisfying (a) and such that n( f )= n.

If q( f )= 1, then the missing curve 0 of f is Z(X) or Z(Y ). Define M =
( 1

0
0
1

)(
resp. M =

( 0
1

1
0

))
if 0= Z(Y ) (resp. 0= Z(X)). Then γM ◦ f has a unique missing

curve, and this curve is Z(Y ). Applying Lemma 3.10 to γM ◦ f gives γM ◦ f = h◦ θ
for some θ ∈ Aut(A2) and h ∈ H. Noting that γM ◦ γM is the identity, we get
f = γM ◦ h ◦ θ .

From now on, assume that q( f )= 2. Let 0 be the union of the missing curves
of f ; i.e., 0 = Z(XY ). By Proposition 3.6, some element L of Miss( f ) =
{Z(X), Z(Y )} is blown-up only once. As (0, 0) is a common point of the two
missing curves, it must be a fundamental point of f . For a suitable choice of
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M1 ∈
{( 1

0
1
1

)
,
( 1

1
0
1

)}
, γM1 is a SAC with missing curve L and fundamental point

(0, 0). Then Proposition 3.6 implies that f = γM1 ◦ f ′ for some birational morphism
f ′ : A2

→ A2. By Lemma 2.12, the union of the missing curves of f ′ is included
in γ−1

M1
(0)= 0, so f ′ satisfies (a). As n( f ′)= n( f )− 1, the inductive hypothesis

implies that f ′ = γM2 ◦ h ◦ θ for some θ ∈ Aut(A2), h ∈ H and M2 ∈ M. So
f = γM1 ◦ γM2 ◦ h ◦ θ , and since γM1 ◦ γM2 = γM1 M2 , we are done. �

3.12. Let 1 = 1c be the subgroup of Aut(A2) whose elements are of the form
δ(x, y)= (x, y+ q(x)) with q ∈ k[X ].

3.13. Lemma. Let 0 = Z
(∏s

i=1(X − ci )
)
, where c1, . . . , cs (s ≥ 0) are distinct

elements of k. For a birational morphism f :A2
→A2, the following are equivalent:

(a) The union of the missing curves of f is included in 0.

(b) There exists a commutative diagram

A2 f //

θ
��

A2

δ
��

A2
vϕ
// A2

where δ ∈ 1, θ ∈ Aut(A2), ϕ ∈ k[X ] \ {0} and where the set of roots of ϕ is
included in {c1, . . . , cs}.

Proof. That (b) implies (a) is left to the reader. Suppose that f satisfies (a). We
prove (b) by induction on n( f ).

If n( f )= 0 then f is an isomorphism, so (b) holds with θ = f , ϕ = 1 and δ= id.
Let n > 0 be such that the result is true whenever n( f ) < n. Consider f

satisfying (a) and such that n( f )= n. Then f is not an isomorphism, and hence
has at least one missing curve (so s > 0). By Proposition 3.6, one of the missing
curves (say L = Z(X − c j )) of f is blown-up only once. We know that L contains
a fundamental point (c j , d) of f ; let δ1 ∈1 be defined by δ1(x, y)= (x, y−d) and
let f1 = δ1 ◦ f . Since L is a missing curve of f which is blown-up only once and
(c j , d)∈ L is a fundamental point of f , it follows that δ1(L)= L is a missing curve
of f1 which is blown-up only once and that δ1(c j , d)= (c j , 0)∈ L is a fundamental
point of f1. As v(X−c j ) is a SAC with missing curve L and fundamental point (c j , 0),
Proposition 3.6 implies that f1 factors through v(X−c j ). Thus δ1 ◦ f = v(X−c j ) ◦ f ′

for some birational morphism f ′ : A2
→ A2:

A2 f //

f ′
��

A2

δ1
��

A2
v(X−c j )

// A2
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Since δ1 maps each vertical line onto itself, the union of all missing curves of f1

is 0; so, by Lemma 2.12, the union of the missing curves of f ′ is included in
v−1
(X−c j )

(0)= 0, so f ′ satisfies (a). As n( f ′)= n( f )− 1, the inductive hypothesis
implies that there exists a commutative diagram (ignore the dotted arrows for now)

(32)

A2 f //

f ′
��

θ

~~

A2

δ1
��

A2

vϕ′

��

A2
v(X−c j )

//

δ2

~~

A2

δ3~~
A2

v(X−c j )
// A2

with ϕ′ ∈ k[X ]\{0} (and all roots of ϕ′ are in {c1, . . . , cs}), θ ∈Aut(A2) and δ2 ∈1

defined by δ2(x, y)= (x, y+ q(x)) (for some q ∈ k[X ]). Now if we define δ3 ∈1

by δ3(x, y)= (x, y+ (x − c j )q(x)), then

δ3 ◦ v(X−c j ) = v(X−c j ) ◦ δ2.

So diagram (32), including the dotted arrows, is commutative. Let δ = δ3 ◦ δ1 ∈1

and ϕ = (X − c j )ϕ
′(X) (so v(X−c j ) ◦ vϕ′ = vϕ); then δ, θ, vϕ give the commutative

diagram displayed in the statement of assertion (b). �

3.14. Lemma. Let 0= Z
(
Y
∏s

i=1(X−ci )
)
, where s≥ 1 and c1, . . . , cs are distinct

elements of k. Let f : A2
→ A2 be a birational morphism such that

(33) the union of the missing curves of f is equal to 0.

Then there exists a commutative diagram

A2 f //

θ
��

A2

T
��

A2
h
// A2

γM
// A2

vϕ
// A2

where T ∈Aut(A2) is of the form T (x, y)= (x − c, y) with c ∈ k, θ is an arbitrary
element of Aut(A2) and (ϕ,M, h) ∈ (k[X ] \ {0})×M ×H.

Proof. We first settle the case s = 1. Define T ∈ Aut(A2) by T (x, y)= (x − c1, y).
Then the union of the missing curves of T ◦ f is Z(XY ), so Lemma 3.11 implies that
there exists (M, h, θ)∈M×H×Aut(A2) such that T ◦ f =γM◦h◦θ=vϕ◦γM◦h◦θ
with ϕ = 1. Thus the result is true when s = 1.



380 PIERRETTE CASSOU-NOGUÈS AND DANIEL DAIGLE

We proceed by induction on n( f ). For f satisfying (33), we have q( f )= s+1≥2,
so the least possible value for n( f ) is 2. If n( f ) = 2, then q( f ) ≤ n( f ) = 2, so
s = 1 and the result is true in this case.

Let n> 2 be such that the result is true whenever n( f )< n. Consider f satisfying
(33) and such that n( f )= n.

By the first paragraph, we may assume that s > 1. By Proposition 3.6, one
of the missing curves (say L) of f is blown-up only once; we choose such an
L . By Lemma 2.6(e), the points (ci , 0), 1 ≤ i ≤ s, are fundamental points of f ;
so Z(Y ) is blown-up at least s ≥ 2 times and hence L = Z(X − c j ) for some
j ∈ {1, . . . , s}. As v(X−c j ) is a SAC with missing curve L and fundamental point
(c j , 0), Proposition 3.6 implies that f = v(X−c j ) ◦ f ′ for some birational morphism
f ′ : A2

→ A2. Let 0′ =
⋃

C∈Miss( f ′)C . By Lemma 2.12, 0′ ⊆ v−1
(X−c j )

(0)= 0; in
fact, it is easy to see (again by Lemma 2.12) that

Z
(

Y
∏
i∈I

(X − ci )

)
⊆ 0′ ⊆ Z

(
Y

s∏
i=1

(X − ci )

)
,

where I = {1, . . . , s} \ { j}, so f ′ satisfies the hypothesis of the lemma. As n( f ′)=
n( f )− 1, the inductive hypothesis implies that T ◦ f ′ = vψ ◦ γM ◦ h ◦ θ for some
(ψ,M, h) ∈ (k[X ] \ {0})× M ×H and θ, T ∈ Aut(A2), where T is of the form
T (x, y)= (x−c, y) for some c ∈ k. Noting that T ◦v(X−c j )= v(X+c−c j )◦T , we get

T ◦ f = T ◦ v(X−c j ) ◦ f ′ = v(X+c−c j ) ◦ T ◦ f ′ = v(X+c−c j ) ◦ vψ ◦ γM ◦ h ◦ θ

= vϕ ◦ γM ◦ h ◦ θ,

where ϕ(X)= (X + c− c j )ψ(X) ∈ k[X ] \ {0}, as desired. �

Before stating the main theorem of this section, let us recall the assumptions
under which it is valid. Our base field k is an algebraically closed field of arbitrary
characteristic, and A2 is the affine plane over k. We fix a coordinate system
c= (X, Y ) of A2; this allows us to use coordinates for defining morphisms A2

→A2

(see Section 1). The choice of c also determines the submonoids V=Vc, G= Gc

and H=Hc of Bir(A2) (see 3.9). Then we have the following result:

3.15. Theorem. Let f : A2
→ A2 be a birational morphism.

(a) The following conditions are equivalent:

(i) Miss( f ) is weakly admissible.
(ii) f is equivalent to one of the following elements of Bir(A2):

• αm
i ◦v◦γ ◦h for some (v, γ, h)∈V×G×H, m ∈ {0, 1} and i ∈ {1, 2},

where α1, α2 ∈ Bir(A2) are the SACs defined by α1(x, y) = (xy, y)
and α2(x, y)= (x(1− y), 1− y);
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• the morphism (x, y) 7→
(
x(p(x)y+ q(x)), p(x)y+ q(x)

)
, for some

p, q ∈ k[X ] with p 6= 0.

(b) The following conditions are equivalent:
(i) Miss( f ) is admissible.

(ii) f is equivalent to v ◦ γ ◦ h for some (v, γ, h) ∈V×G×H.

(c) The following conditions are equivalent:
(i) Both Miss( f ) and Cont( f ) are admissible.

(ii) f is equivalent to an element of V∪G.

Proof. For each of (a), (b) and (c), we show that (i) implies (ii) and leave the
converse to the reader. We begin with (b).

Suppose that f satisfies (b-i). Let 0 =
⋃

C∈Miss( f ) C . By Proposition 1.7, there
exists ω ∈ Aut(A2) such that ω(0)= Z

(
Y d ∏s

i=1(X − ci )
)
, where

d ∈ {0, 1}, s ≥ 0 and c1, . . . , cs are distinct elements of k.

Note that the union of the missing curves of f1=ω◦ f equals Z
(
Y d ∏s

i=1(X−ci )
)
;

since f1 ∼ f , it is enough to prove that f1 is equivalent to v ◦ γ ◦ h for some
(v, γ, h) ∈ V×G×H. So we may as well replace f by f1 throughout; so from
now on we assume that

0 =
⋃

C∈Miss( f )

C = Z
(

Y d
s∏

i=1

(X − ci )

)
.

If d= 0 (resp. s= 0), then the desired conclusion follows from Lemma 3.13 (resp.
from Lemma 3.10). So we may assume that d = 1 and s ≥ 1. Then Lemma 3.14
gives the desired conclusion; i.e., we showed that (b-i) implies (b-ii).

Suppose that (a-i) holds. Let 0 =
⋃

C∈Miss( f ) C . By Lemma 1.4, f satisfies the
hypotheses of Proposition 3.6. To prove (a-ii), we may assume that Miss( f ) is not
admissible (otherwise (a-ii) follows from (b)). Then Proposition 3.6 implies that
there exists ω ∈ Aut(A2) such that ω(0)= Z(F) with

(34) F = Y
s∏

i=1

(X − ci Y ) or F = Y (Y − 1)
s∏

i=1

(X − ci Y ),

where s ≥ 2 and c1, . . . , cs ∈ k are distinct. We know, also by Proposition 3.6, that
some missing curve of f (say C0 ∈Miss( f )) is blown-up only once. In the second
case of (34), ω(C0) is necessarily equal to Z(Y ); in the first case, we may choose
ω in such a way that ω(C0)= Z(Y ).

It is clear that we may replace f by ω ◦ f throughout. Then we have 0 = Z(F),
Z(Y ) is a missing curve of f which is blown-up only once and (0, 0) is the unique
fundamental point of f which lies on Z(Y ). If F is as in the first (resp. the second)
case of (34), let α = α1 (resp. α = α2), where α1, α2 ∈ Bir(A2) are defined in the
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statement of (a-ii); then α is a SAC with missing curve Z(Y ) and fundamental point
(0, 0). By Proposition 3.6, it follows that f = α ◦ f ′ for some f ′ ∈ Bir(A2). Let 0′

be the union of the missing curves of f ′. Using Lemma 2.12, we find

in the first case of (34), Z
( s∏

i=1
(X − ci )

)
⊆ 0′ ⊆ Z

(
Y

s∏
i=1
(X − ci )

)
;

in the second case of (34), Z
(
Y

s∏
i=1
(X − ci )

)
⊆ 0′ ⊆ Z

(
Y (Y − 1)

s∏
i=1
(X − ci )

)
.

In particular, f ′ satisfies the hypothesis of Proposition 3.6; by that result,
some missing curve of f ′ is blown-up only once, and thus 0′ cannot be equal
to Z

(
Y (Y − 1)

∏s
i=1(X − ci )

)
. It follows that 0′ = Z(G), where

(35) G =
s∏

i=1

(X − ci ) or G = Y
s∏

i=1

(X − ci ).

First consider the case G =
∏s

i=1(X−ci ); then α= α1 because the first case of (35)
can only happen in the first case of (34). By Lemma 3.13, there is a commutative
diagram

A2
f ′
//

θ
��

A2

δ
��

A2
v

// A2

where v ∈V, δ, θ ∈Aut(A2) and δ is of the form δ(x, y)= (x, y− q(x)) for some
q ∈ k[X ]. Then f = α1 ◦ f ′ = α1 ◦ δ

−1
◦ v ◦ θ ∼ α1 ◦ δ

−1
◦ v. Let p ∈ k[X ] \ {0}

be such that v(x, y)= (x, p(x)y); then

(α1 ◦ δ
−1
◦ v)(x, y)=

(
x(p(x)y+ q(x)), p(x)y+ q(x)

)
,

which shows that (a-ii) holds in this case.
Consider the second case, G = Y

∏s
i=1(X − ci ). Here, α may be either one of

α1, α2. By Lemma 3.14, there is a commutative diagram

A2
f ′

//

θ
��

A2

T
��

A2

v◦γ ◦h
// A2

where (v, γ, h) ∈ V × G ×H, θ ∈ Aut(A2), and T ∈ Aut(A2) is of the form
T (x, y)= (x−c, y), with c ∈ k. Now α ◦T−1

= ν ◦α, where ν ∈Aut(A2) is given
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by ν(x, y)= (x + cy, y). Thus

f = α ◦ f ′ = α ◦ T−1
◦ v ◦ γ ◦ h ◦ θ = ν ◦α ◦ v ◦ γ ◦ h ◦ θ ∼ α ◦ v ◦ γ ◦ h,

showing that (a-ii) holds in this case as well. So (a-i) implies (a-ii).

Let ϕ ∈ k[X ] \ {0}, M =
( i

k
j
`

)
∈ M and hm,p(x, y) = (xym

+ p(y), y) ∈H,
where m ∈ N and p(Y ) ∈ k[Y ] are such that deg p < m. As a preparation for the
proof that (c-i) implies (c-ii), we first show:

If Cont(γM ◦ hm,p) is admissible, then γM ◦ hm,p ∼ γ for some γ ∈ G.(36)

If Cont(vϕ ◦ hm,p) is admissible, then vϕ ◦ hm,p is equivalent to an element
of V∪G.

(37)

Observe that

(38) (γM ◦ hm,p)(x, y)=
(
(xym

+ p(y))i y j , (xym
+ p(y))k y`

)
.

To prove (36), first consider the case ik 6= 0; then (38) implies that Z(XY m
+ p(Y ))

is a contracting curve (or a union of contracting curves) of γM ◦ hm,p. So, by the
hypothesis of (36), each irreducible component of Z(XY m

+ p(Y )) has one place
at infinity. The only way to achieve this is to have p = 0, in which case we have
hm,p = γM ′ with M ′ =

( 1
0

m
1

)
. Then γM ◦ hm,p = γN ∈ G with N = M M ′, so (36)

is true in this case.
Consider next the case where ik = 0. Then M ∈

{( 0
1

1
`

)
,
( 1

0
j
1

)}
for some j, ` ∈N.

If M =
( 0

1
1
`

)
, then

(γM ◦ hm,p)(x, y)=
(
y, (xym

+ p(y))y`
)
=
(
y, xym+`

+ y` p(y)
)
,

which is equivalent to the birational morphism (x, y) 7→ (y, xym+`), that is,
γM ◦ hm,p ∼ γN ∈ G with N =

( 0
1

1
m+`

)
. Similarly, if M =

( 1
0

j
1

)
then γM ◦ hm,p ∼

γN ∈ G with N =
( 1

0
m+ j

1

)
. This completes the proof of (36).

To prove (37), we first note that if m = 0, then vϕ ◦ hm,p = vϕ ◦ id = vϕ ∈ V.
Likewise, if ϕ ∈ k∗, then vϕ is an isomorphism, so vϕ ◦hm,p ∼ hm,p ∼ γN ∈G with
N =

( 1
0

m
1

)
. So we may assume from now on that m > 0 and that ϕ has at least one

root.
If c ∈ k is a root of ϕ, then Z(XY m

+ p(Y )− c) is a union of contracting curves
of vϕ ◦ hm,p. Therefore, by the hypothesis of (37), each irreducible component of
Z(XY m

+ p(Y )− c) has one place at infinity. As m > 0, this implies that p(Y )− c
is the zero polynomial, and this is true for each root c of ϕ. So ϕ = a(X − c)n for
some a ∈ k∗ and n ≥ 1, and hm,p(x, y)= (xym

+ c, y). Then (vϕ ◦ hm,p)(x, y)=
(xym

+ c, a(xym)n y), which is equivalent to (x, y) 7→ (xym, (xym)n y); that is,
vϕ ◦ hm,p ∼ γN ∈ G with N =

( 1
n

m
mn+1

)
. This proves (37).

To prove that (c-i) implies (c-ii), we consider f =vϕ◦γM◦h for some (ϕ,M, h)∈
(k[X ]\{0})×M×H; we assume that Cont( f ) is admissible, and we have to prove
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(c-ii). We use the notation M =
( i

k
j
`

)
∈ M and h(x, y)= (xym

+ p(y), y), where
m ∈ N and p(Y ) ∈ k[Y ] are such that deg p < m.

The assumption that Cont( f ) is admissible implies, in particular, that

(39) each contracting curve of vϕ ◦ γM has one place at infinity.

Indeed, suppose that C ∈Cont(vϕ ◦γM) has more than one place at infinity; then, by
Lemma 2.6(c), C is not a missing curve of h and consequently there exists a curve
C ′ ⊂ A2 such that h(C ′) is a dense subset of C . Then C ′ is a contracting curve of
f = vϕ ◦ γM ◦ h but has more than one place at infinity (because it dominates a
curve with more than one place at infinity). This contradicts the assumption that
Cont( f ) is admissible, so (39) is proved.

We claim

(40) i j = 0 or ϕ(X)= aXn , for some a ∈ k∗ and n ∈ N.

Indeed, suppose that ϕ is not of the form aXn with a ∈ k∗ and n ∈ N; then there
exists c ∈ k∗ such that ϕ(c)= 0. Then Z(x i y j

−c) is a contracting curve of vϕ ◦γM

and, if i j 6= 0, this curve has more than one place at infinity, contradicting (39). So
(40) is proved.

Consider the case where ϕ(X)= aXn . Then vϕ = θ ◦ γM1 , where θ ∈ Aut(A2)

and M1 =
( 1

n
0
1

)
∈ M . Then f = vϕ ◦γM ◦ h = θ ◦γM1 ◦γM ◦ h ∼ γM1 M ◦ h, so (36)

implies that f ∼ γ for some γ ∈ G, and we are done in this case.
There remains the case i j = 0; here we have M ∈

{( 0
1

1
`

)
,
( 1

k
0
1

)}
for some k, `∈N.

If M =
( 1

k
0
1

)
, then γM = v(X k). So f = vϕ ◦ v(X k) ◦ hm,p = vϕ1 ◦ hm,p, where

ϕ1 = X kϕ(X), and (37) implies that f is equivalent to an element of V∪G (so we
are done).

If M =
( 0

1
1
`

)
, then M =M1 M2, where M1=

( 1
`

0
1

)
and M2=

( 0
1

1
0

)
. Now γM2 = τ ,

where τ ∈ Aut(A2) is defined by τ(x, y)= (y, x), and γM1 = v(X`). So we have

f ∼ f ◦τ = vϕ◦γM1◦γM2◦hm,p◦τ = (vϕ◦v(X`))◦(τ ◦hm,p◦τ)= vϕ1◦(τ ◦hm,p◦τ),

where ϕ1 = X`ϕ(X). We have (τ ◦ hm,p ◦ τ)(x, y)= (x, yxm
+ p(x)), so

(vϕ1◦(τ ◦hm,p◦τ))(x, y)=
(
x, ϕ1(x)(yxm

+ p(x))
)
= (x, xmϕ1(x)y+ϕ1(x)p(x)),

which is equivalent to the birational morphism (x, y) 7→ (x, xmϕ1(x)y)= vψ(x, y)
with ψ = Xmϕ1. So f ∼ vψ ∈V and we have shown that (c-i) implies (c-ii). �

3.16. Corollary. Let f ∈Bir A2. Suppose that all missing curves of f are lines and
that these are simultaneously rectifiable. Then there exists a coordinate system of
A2 with respect to which the configuration of missing curves is one of the following:
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(a)
. . .

L1 L2 Ls

Parallel lines L1, . . . , Ls (s ≥ 0).

(b)

. . .

L1 L2 Ls

L0

Parallel lines L1, . . . , Ls (s ≥ 1), plus one line L0

not parallel to L1, . . . , Ls .

(c)


















J
J
J
J
J
J
J
J . . .

L1

L2Ls

Concurrent lines L1, . . . , Ls (s ≥ 3).

(d)


















J
J
J
J
J
J
J
J . . .

L0

L1

L2Ls

Concurrent lines L1, . . . , Ls (s ≥ 3), plus one line
L0, where L0 is parallel to one of the concurrent
lines.

Conversely, each of the above configurations of lines occurs as the configuration
of missing curves of some f ∈ Bir(A2).

The proof below gives in each of the cases (a)–(d) an example of an f ∈Bir(A2)

having the desired configuration of missing curves.

Proof of Corollary 3.16. The hypothesis on f is that Miss( f ) is weakly admissible,
so f is described by part (a-ii) of Theorem 3.15; it follows that Miss( f ) must be
one of the configurations (a)–(d). Note that Miss( f ) is admissible in cases (a)
and (b). In cases (c) and (d), Miss( f ) is weakly admissible but not admissible.

Conversely, consider the configurations of lines (a)–(d). In each of the four cases
we may choose a coordinate system c = (X, Y ) of A2 with respect to which the
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configuration of lines is Z(F), where

F =


∏s

i=1(X − ci ) in case (a),
Y
∏s

i=1(X − ci ) in case (b),
Y
∏s−1

i=1(X − ci Y ) in case (c),
Y (Y − 1)

∏s−1
i=1(X − ci Y ) in case (d),

where c1, . . . , cs (resp. c1, . . . , cs−1) are distinct elements of k in cases (a) and (b)
(resp. in cases (c) and (d)). Let us exhibit in each case an f ∈ Bir(A2) such that the
union of all missing curves of f is Z(F). In cases (a) and (b), choose a univariate
polynomial ϕ ∈ k[t] whose roots are exactly c1, . . . , cs , and define f ∈ Bir(A2) by

f (x, y)=
{
(x, ϕ(x)y) in case (a),
(xy, ϕ(xy)y) in case (b).

Then the union of the missing curves of f is Z(F), as desired. In cases (c) and (d),
first choose g∈Bir(A2) such that the union of the missing curves of g is Z(G), where

G =

{∏s−1
i=1(X − ci ) in case (c),

Y
∏s−1

i=1(X − ci ) in case (d)

(we know that g exists by cases (a) and (b)). Then define

f =
{
α1 ◦ g in case (c),
α2 ◦ g in case (d),

where α1 and α2 are defined in the statement of Theorem 3.15. It follows from
Lemma 2.12(b) that the union of the missing curves of f is Z(F). �

4. Some aspects of the monoid Bir(A2)

Let k be an algebraically closed field and A2
=A2

k, and consider the noncommutative
monoid Bir(A2) defined in the introduction. Note that this is a cancellative monoid
since it is included in the group of birational automorphisms of P2.

In view of Lemma 2.5 and Lemma 2.6(b), it is clear that each noninvertible
element of Bir(A2) is a composition of finitely many irreducible elements. In other
words,

the monoid Bir(A2) has factorizations into irreducibles.

Essentially nothing is known regarding uniqueness of factorizations.4

4We do know that Bir(A2) is not a “unique factorization monoid” in the sense of [Johnson 1971],
but this by no means settles the question of uniqueness of factorizations in Bir(A2). Indeed, there
are several nonequivalent definitions of what one might mean by “uniqueness of factorization” in
noncommutative monoids, and the one used in [Johnson 1971] seems to be particularly inadequate in
the case of Bir(A2).
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It is natural to ask whether one can find all irreducible elements of Bir(A2) up
to equivalence. However, considering the examples given in [Daigle 1991a; 1991b]
and [Cassou-Noguès and Russell 2007] and certain facts such as [Daigle 1991a,
4.12], one gets the impression that the irreducible endomorphisms might be too
numerous and too diverse to be listed. The first part of the present section gives
some simple observations (4.1–4.5) that strengthen that impression.

Given f, g ∈ Bir(A2), let us write f | g if there exist u, v ∈ Bir(A2) such that
u ◦ f ◦ v = g. By a prime element of Bir(A2), we mean a noninvertible element p
satisfying

for all f, g ∈ Bir(A2), p | (g ◦ f ) ⇒ p | f or p | g.

It follows from Lemmas 2.5 and 2.6(b) that every prime element of Bir(A2) is
irreducible. It is natural to ask whether the converse is true, and, in particular,
whether SACs are prime (SACs are certainly irreducible). These questions are open;
we don’t even know if there exists a prime element in Bir(A2).

We say that a submonoid M of Bir(A2) is factorially closed in Bir(A2) if the
conditions f, g ∈Bir(A2) and g◦ f ∈M imply f, g ∈M. It is natural to ask whether
A is factorially closed in Bir(A2), where A is the submonoid of Bir(A2) generated
by SACs and automorphisms.5 The main result of this section, Theorem 4.8, states
that A is indeed factorially closed in Bir(A2).

Remark. It is obvious that the only irreducible elements of A are the SACs, that
each noninvertible element of A is a composition of irreducible elements and that A
has the following “unique factorization” property: if x1, . . . , xm, y1, . . . , yn are
irreducible elements of A such that x1 ◦ · · · ◦ xm = y1 ◦ · · · ◦ yn , then m = n and for
each i = 1, . . . , n, we have xi = ui ◦ yi ◦ vi for some invertible elements ui , vi ∈A.
(However, it is easy to see that A is not a unique factorization monoid in the sense
defined in [Johnson 1971].)

Irreducible elements and generating sets

We write [ f ] for the equivalence class of an element f of Bir(A2).

4.1. Lemma.
∣∣{[ f ] | f is an irreducible element of Bir(A2)}

∣∣= |k|.
Proof. Fix a coordinate system (X, Y ) of A2. For each a ∈ k∗, let Ca ⊂ A2 be the
zero set of aY 2(Y − 1)+ X ∈ k[X, Y ].

5The question is natural in view of the question of whether SACs are prime and in view of the
following trivial fact: let P be a set of prime elements in a commutative and cancellative monoid N,
and let P be the submonoid of N generated by P and all invertible elements of N; then P is factorially
closed in N.
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Define U = {(a1, a2, a3) ∈ k3
| a1, a2, a3 are distinct and nonzero}. Define an

equivalence relation ≈ on the set U by declaring that (a1, a2, a3)≈ (b1, b2, b3) if
and only if there exists θ ∈Aut(A2) satisfying θ(Ca1∪Ca2∪Ca3)=Cb1∪Cb2∪Cb3 .
The reader may check6 that the set U/≈ of equivalence classes has cardinality |k|.

Given q ≥ 2 and distinct elements a1, . . . , aq ∈ k∗, there exists an irreducible
element f ∈ Bir(A2) such that Miss( f )= {Ca1, . . . ,Caq } and n( f )= q+2 (to see
this, set m = 3 and δ1 = · · · = δq−1 = 0 in [Daigle 1991a, 4.13]7). In particular,
for each a = (a1, a2, a3) ∈ U there exists an irreducible fa ∈ Bir(A2) such that
Miss( fa) = {Ca1,Ca2,Ca3}. If a, b ∈ U are such that fa ∼ fb then there exist
θ, θ ′ ∈Aut(A2) satisfying θ ◦ fa= fb◦ θ

′; then θ(Ca1∪Ca2∪Ca3)=Cb1∪Cb2∪Cb3 ,
so a ≈ b. By the preceding paragraph we get

∣∣{[ fa] | a ∈ U }
∣∣ = |k|, from which

the desired conclusion follows. �

4.2. Lemma. For any subset S of Bir(A2), the following are equivalent:

(i) Aut(A2)∪ S is a generating set for the monoid Bir(A2).

(ii) For each irreducible f ∈ Bir(A2), we have [ f ] ∩ S 6=∅.

Proof. Suppose that S satisfies (i) and consider an irreducible f ∈ Bir(A2). By (i),

f = g1 ◦ · · · ◦ gn for some finite subset {g1, . . . , gn} of Aut(A2)∪ S.

By irreducibility of f , exactly one element gi of {g1, . . . , gn} is not in Aut(A2)

(consequently, gi ∈ S). So f ∼ gi ∈ S, which proves that S satisfies (ii).
Conversely, suppose that (ii) holds and consider h ∈ Bir(A2); we claim that

h = g1 ◦ · · · ◦ gN for some finite subset {g1, . . . , gN } of Aut(A2)∪ S.

This is clear if h ∈Aut(A2), so assume that h /∈Aut(A2). Then h = f1 ◦ . . .◦ fn for
some finite collection { f1, . . . , fn} of irreducible elements of Bir(A2) (existence
of a factorization into irreducibles is a consequence of Lemma 2.5). For each
i ∈ {1, . . . , n}, we have [ fi ] ∩ S 6= ∅, so fi = ui ◦ si ◦ vi for some si ∈ S and
ui , vi ∈ Aut(A2). Then

h = (u1 ◦ s1 ◦ v1) ◦ · · · ◦ (un ◦ sn ◦ vn)= g1 ◦ · · · ◦ gN ,

where {g1, . . . , gN } ⊂ Aut(A2)∪ S. This proves (i). �

4.3. Corollary. Let S be a subset of Bir(A2) such that Aut(A2)∪ S is a generating
set for the monoid Bir(A2). Then |S| = |k|.

Proof. Follows from Lemmas 4.1 and 4.2. �

6This is a tedious exercise. We leave it to the reader because it is completely elementary and has
nothing to do with the subject matter of this paper.

7Note that in Example 4.13 of [Daigle 1991a] one has Miss( f ) = {C1, . . . ,Cq }. This doesn’t
seem to be stated explicitly, but it is clear if one reads the construction.
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4.4. Remark. Let f ∈ Bir(A2) and let γ = (X, Y ) be a coordinate system of A2.
Then f : A2

→ A2 is given by f (x, y)= (u(x, y), v(x, y)) for some polynomials
u, v ∈ k[X, Y ]. We define degγ f = max(degγ u, degγ v). We may also define
deg f to be the minimum of degγ f for γ ranging over the set of coordinate
systems of A2. Then

(41) deg f ≥
c( f )+ 2

2
.

Indeed, if F1, . . . , Fc ∈ k[X, Y ] are irreducible polynomials whose zero sets are the
contracting curves of f (so c( f )= c), then the jacobian determinant of (u, v) with
respect to (X, Y ) is divisible by

∏c
i=1 Fi . This implies that degγ f ≥ (c+ 2)/2,

where the right-hand side is independent of γ . Statement (41) follows.

4.5. Corollary. 8 Let S be a subset of Bir(A2) such that Aut(A2)∪S is a generating
set for the monoid Bir(A2). Then {deg f | f ∈ S} is not bounded.

Proof. Let n ∈ N. By [Daigle 1991a, 4.13], there exists an irreducible element
g ∈ Bir(A2) satisfying c(g)≥ 2n. By 4.2, there exists f ∈ S satisfying f ∼ g; then
c( f )= c(g)≥ 2n, so deg f > n by (41). �

Factorial closedness of A in Bir(A2)

Let A be the submonoid of Bir(A2) generated by SACs and automorphisms.

See Definition 2.19 for the definition of n( f,C), where f ∈ Bir(A2) and C ∈
Miss( f ).

4.6. Lemma. Consider A2 α
−→A2 f

−→A2, where α, f ∈ Bir(A2) and α is a SAC.
Assume that the missing curve C of α is disjoint from exc( f ) and let D be the
closure of f (C) in A2. Then there exist a SAC α′ and some f ′ ∈ Bir(A2) satisfying
f ◦α = α′ ◦ f ′ and Miss(α′)= {D}. Moreover, if f is a SAC then so is f ′.

Proof. By Lemma 2.21(b), we have D ∈Miss( f ◦α) and n( f ◦α, D)= n(α,C)= 1
(because C ∩ exc( f )=∅ and C ∼= A1). Let P be the unique fundamental point of
f ◦α which lies on D and let α′ be a SAC with missing curve D and fundamental
point P . Then Lemma 3.5(a) implies that f ◦ α = α′ ◦ f ′ for some f ′ ∈ Bir(A2).
Then n( f ′)= n( f ), so if f is a SAC, then so is f ′. �

4.7. Definition. Let h ∈ Bir(A2) be such that h /∈ Aut(A2). Let C ∈Miss(h).

(a) A factorization of h is a tuple f= (h1, . . . , hn) of elements of Bir(A2) satisfying
h = h1 ◦ · · · ◦ hn (where n ≥ 1). If h1, . . . , hn are SACs, we say that f is a
factorization of h into SACs.

8This result answers a question posed by Patrick Popescu-Pampu.
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(b) Given a factorization f= (h1, . . . , hn) of h, we define depthf(h,C) to be the
unique i ∈ {1, . . . , n} satisfying

there exists a missing curve of hi whose image by h1 ◦ · · · ◦ hi−1 is a
dense subset of C.

Observe that depthf(h,C)≥ 1 and that depthf(h,C)= 1⇐⇒ C ∈Miss(h1).

(c) If h ∈A, then we define

depth(h,C)=min{depthf(h,C) | f is a factorization of h into SACs}.

Note that depth(h,C)≥1 and that depth(h,C)=1 is equivalent to the existence
of SACs α1, . . . , αn satisfying

h = α1 ◦ · · · ◦αn and Miss(α1)= {C}.

4.8. Theorem. If f, g ∈ Bir(A2) satisfy g ◦ f ∈A, then f, g ∈A.

Proof. We proceed by induction on n(g◦ f ), the result being trivial for n(g◦ f )≤ 2.
Let n ≥ 3 be such that

(∗) for all f, g ∈ Bir(A2), g ◦ f ∈A and n(g ◦ f ) < n =⇒ f, g ∈A.

Consider f, g ∈ Bir(A2) such that g ◦ f ∈ A and n(g ◦ f ) = n; we have to show
that f, g ∈ A. Since g ◦ f ∈ A, the number depth(g ◦ f,C) is defined for every
C ∈Miss(g ◦ f ). Observe that

(42) there exists C ∈Miss(g ◦ f ) satisfying depth(g ◦ f,C)= 1, and any such
C satisfies n(g ◦ f,C)= 1.

Indeed, for any factorization g ◦ f = α1 ◦ · · · ◦αn of g ◦ f into SACs, the missing
curve C of α1 satisfies C ∈ Miss(g ◦ f ) and depth(g ◦ f,C) = 1, so C exists.
Given any C ∈ Miss(g ◦ f ) satisfying depth(g ◦ f,C) = 1, there exists a factor-
ization g ◦ f = α1 ◦ · · · ◦ αn of g ◦ f into SACs satisfying Miss(α1) = {C}; then
n(g ◦ f,C)= n(α1 ◦· · ·◦αn,C)= n(α1,C)= 1, where the second equality follows
from Lemma 2.21(a). This proves (42).

We now proceed to prove that f, g ∈ A. We first do so in two special cases
(numbered 1 and 2) and then in the general case.

Case 1: there exists C ∈Miss(g) such that depth(g ◦ f,C)= 1.
Then there exist SACs α1, . . . , αn satisfying g◦ f =α1◦· · ·◦αn and Miss(α1)={C}.
We note that n(g,C) = n(g ◦ f,C) = 1, where the first equality follows from
Lemma 2.21(a) and the second from (42), and where the assumption C ∈Miss(g) is
needed for the first equality. As n(g,C)= 1, there is a unique fundamental point P
of g lying on C . Consider the fundamental point P1 of α1; then Lemma 2.11 implies
that P and P1 are fundamental points of g ◦ f (lying on C); as n(g ◦ f,C)= 1, we
have P = P1, so α1 is a SAC with missing curve C and fundamental point P . By
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Lemma 3.5(a), there exists g′ ∈ Bir(A2) such that g = α1 ◦ g′. Then α1 ◦ g′ ◦ f =
g◦ f =α1◦· · ·◦αn; canceling α1 yields g′◦ f =α2◦· · ·◦αn ∈A. As n(g′◦ f )=n−1,
we get g′, f ∈A by (∗). Then g = α1 ◦ g′ ∈A as well, so we are done in Case 1.

Case 2: n( f )= 1.
Note that f is a SAC; let C be its missing curve. By (42), we may consider
D1 ∈Miss(g ◦ f ) satisfying depth(g ◦ f, D1)= 1 and n(g ◦ f, D1)= 1.

By Case 1, we may assume that D1 /∈Miss(g). Then (by Lemma 2.12) D1 is
the closure of g(C); since C ∼= A1, we have, in fact, g(C)= D1 (every dominant
morphism A1

→C is surjective). Let P be the unique fundamental point of g◦ f on
D1 and let Q ∈ C be the fundamental point of f ; then g(Q) ∈ D1 is a fundamental
point of g ◦ f by Lemma 2.11, so g(Q)= P .

Since n(g ◦ f, D1)= 1= n( f,C), Lemma 2.21(b) implies that C ∩ exc(g)=∅.
By Lemma 2.8, g restricts to an isomorphism A2

\ exc(g)→ A2
\0g, where 0g

is the union of all missing curves of g. Since C ⊂ A2
\ exc(g) and D1 = g(C),

it follows that D1 ⊂ A2
\ 0g. Since P ∈ D1 ⊂ A2

\ 0g and cent(g) ⊆ 0g, we
have P /∈ cent(g) and hence n(g, P) = 0; so Lemma 2.21 gives n(g ◦ f, P) =
n(g, P)+

∑
P ′∈{Q} n( f, P ′)= 1 and we have shown

(43) D1 ∩0g =∅ and n(g ◦ f, P)= 1.

Since depth(g ◦ f, D1)= 1, we may choose a factorization g ◦ f = α1 ◦ · · · ◦αn

of g ◦ f into SACs satisfying Miss(α1)= {D1}. We have cent(α1)= {P} because
the fundamental point of α1 is a fundamental point of g ◦ f lying on D1. Write
Cont(α1)= {E1}; then by Lemma 2.21,

n(α1 ◦ (α2 ◦ · · · ◦αn), P)= n(α1, P)+
∑

P ′∈E1

n(α2 ◦ · · · ◦αn, P ′),

where the left-hand side is equal to n(g ◦ f, P)= 1 by (43). As n(α1, P)= 1, we
have n(α2 ◦ · · · ◦αn, P ′)= 0 for all P ′ ∈ E1, so cent(α2 ◦ · · · ◦αn)∩ E1 =∅ and, in
particular, cent(α2)∩E1=∅. It follows that the missing curve C2 of α2 is not equal
to E1 (because cent(α2)⊂C2). So the closure of α1(C2) in A2 is a curve D2 such that

D2 ∈Miss(g ◦ f ) \ {D1} =Miss(g).

Then D2⊆0g, so D2∩D1=∅ by (43). If C2∩E1 6=∅, then α1(C2)∩α1(E1) 6=∅,
so P ∈ D2, contradicting D2 ∩ D1 =∅; thus

C2 ∩ E1 =∅.

This allows us to use Lemma 4.6. By that result, there exist SACs α′1, α
′

2 such that
α1◦α2=α

′

1◦α
′

2 and Miss(α′1)={D2}. Since g◦ f =α′1◦α
′

2◦α3◦· · ·◦αn is a factor-
ization of g◦ f into SACs satisfying Miss(α′1)={D2}, we have depth(g◦ f, D2)= 1.
Since D2 ∈Miss(g), Case 1 implies that f, g ∈A.



392 PIERRETTE CASSOU-NOGUÈS AND DANIEL DAIGLE

General case. The result is trivial if n( f )= 0 and follows from Case 2 if n( f )= 1.
So we may assume that n( f )≥ 2. Consequently, n(g)≤ n− 2.

By (42), we may pick D ∈ Miss(g ◦ f ) satisfying depth(g ◦ f, D) = 1 and
n(g ◦ f, D) = 1. By Case 1, we may assume that D /∈ Miss(g). Then D is the
closure of g(C) for some C ∈Miss( f ). We have 1 ≤ n( f,C) ≤ n(g ◦ f, D) = 1,
so n( f,C)= 1. Then Lemma 3.5(a) implies that there exist an SAC α and some
f ′ ∈ Bir(A2) such that f = α ◦ f ′ and Miss(α)= {C}. On the other hand, the fact
that depth(g ◦ f, D) = 1 allows us to choose a factorization g ◦ f = α1 ◦ · · · ◦ αn

of g ◦ f into SACs satisfying Miss(α1)= {D}. We have D ∈Miss(g ◦α) and

n(g ◦α, D)
2.21(a)
= n(g ◦α ◦ f ′, D)= n(g ◦ f, D)= 1.

Let P be the unique fundamental point of g◦α lying on D; then P is a fundamental
point of g◦ f and hence is the unique fundamental point of g◦ f lying on D. As the
fundamental point of α1 is a fundamental point of g ◦ f lying on D, it follows that
α1 is a SAC with missing curve D and fundamental point P . Then Lemma 3.5(a)
implies that there exists g′ ∈ Bir(A2) satisfying g ◦α = α1 ◦ g′.

A2 f //

f ′   

A2 g // A2

A2

α

OO

g′
// A2

α1

OO

Since α1◦g′◦ f ′= g◦ f =α1◦· · ·◦αn , canceling α1 gives g′◦ f ′=α2◦· · ·◦αn ∈A.
By (∗), we obtain f ′, g′ ∈A.

Since f ′ ∈A, it follows that f = α ◦ f ′ ∈A.
Since g′ ∈ A, we get g ◦ α = α1 ◦ g′ ∈ A; we also have n(g ◦ α) < n because

n(g)≤ n− 2; so g ∈A by (∗).
So f, g ∈A. �
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THE BOCHNER FORMULA FOR ISOMETRIC IMMERSIONS

ALESSANDRO SAVO

We study the Bochner formula for a manifold isometrically immersed into
another and obtain a Gauss-type splitting of its curvature term. In fact, we
prove that the curvature term in the Bochner formula is an operator that
can be explicitly expressed in terms of the curvature operator of the ambi-
ent manifold and the extrinsic geometry (second fundamental form) of the
immersion. Several applications of this splitting are given, namely, eigen-
value estimates for the Hodge Laplacian, vanishing results for the de Rham
cohomology and rigidity of immersions of Kähler manifolds into negatively
curved spaces.

1. Introduction

Let 6n be a Riemannian manifold of dimension n (all manifolds in this paper are
connected, orientable and without boundary) and let ω be a differential p-form
on 6. The Bochner formula states

(1) 1ω =∇?∇ω+B[p]ω.

Here 1= dδ+ δd is the Hodge Laplacian (δ being the adjoint of d), ∇?∇ is the
connection Laplacian, and

B[p] :3p(6)→3p(6)

is a certain symmetric endomorphism of the bundle of p-forms. We call B[p] the
Bochner curvature term or simply the Bochner operator.

When 6 is compact, knowing that B[p] is positive at each point implies that any
harmonic p-form must vanish; then, by the Hodge–de Rham theorem, the de Rham
cohomology H p(6,R) must vanish. More generally, a positive lower bound of
the eigenvalues of B[p] implies a positive lower bound of the first eigenvalue of
the Hodge Laplacian acting on p-forms. All these facts are consequences of the
well-known Bochner method, and will be recalled in Proposition 3.

It is then important to look for estimates of the eigenvalues of B[p]. It turns out
that B[1] is simply the Ricci tensor (acting on 1-forms); but for degrees 2≤ p≤n−2
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the operator B[p] is more complicated and difficult to control. A breakthrough was
obtained by Gallot and Meyer [1975]. They proved that, for all p = 1, . . . , n− 1,

(2) B[p] ≥ p(n− p)γ6,

where γ6 is a lower bound of the eigenvalues of the curvature operator of 6.
In this paper, we study the Bochner curvature term of a manifold6n isometrically

immersed in a larger manifold Mn+q by a smooth map f :6n
→Mn+q . The natural

problem we address is to give a new expression of the Bochner curvature in terms
of the extrinsic geometry of the immersion, which would eventually improve the
estimate (2) in this important situation. It turns out that this is in fact possible. In
Theorem 1 we prove a Gauss-type formula and show that B[p] splits into the sum
of two operators acting on 3p(6):

B
[p]
=B

[p]
res +B

[p]
ext .

We then prove that B
[p]
res , which depends on the geometry of the ambient manifold M ,

is bounded below by the lowest eigenvalue of the curvature operator of M :

B[p]res ≥ p(n− p)γM ,

while the extrinsic part B
[p]
ext is explicitly described in terms of the second funda-

mental form of the immersion. For example, if 6 has codimension one and S is the
shape operator relative to any of the two choices of the unit normal vector field, then

(3) B
[p]
ext = tr S · S[p]− S[p] ◦ S[p],

where S[p] : 3p(6)→ 3p(6) is the self-adjoint extension of S, acting on the
form ω by

(4) S[p]ω(X1, X2, . . . , X p)=

p∑
j=1

ω(X1, . . . , S(X j ), . . . , X p)

for all tangent vectors X1, . . . , X p. In higher codimensions, one simply sums the
expression (3) over the shape operators of an orthonormal basis of the normal
bundle. We refer to Theorem 1 for the precise statement.

From (3) and (4) one sees that the eigenvalues of B
[p]
ext can be estimated in terms

of the eigenvalues of S (principal curvatures) and explicit bounds of the extrinsic
part will follow.

Thus, one can bound the Bochner curvature in terms of the curvature operator of
the ambient manifold M and the second fundamental form of the immersion. This
can be done in different ways (see Section 4) and leads to a number of applications.
In particular:
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• We prove an extrinsic, sharp lower bound of the first eigenvalue of the Hodge
Laplacian of 6, assuming that 6 has codimension one in M (Theorem 7).

• We prove a vanishing theorem for the de Rham cohomology of 6, assuming that
the norm of the traceless second fundamental form of 6 is bounded above by
a suitable function of the mean curvature (Theorem 8). The condition is sharp
when the ambient manifold is a sphere, in which case we get a rigidity result for
Clifford tori (Theorem 9).

• We prove a lower bound of the first eigenvalue of the Hodge Laplacian of 6,
assuming that the norm of its second fundamental form is bounded above by a
suitable constant and that the ambient manifold is positively curved (Theorem 10).
When the ambient manifold is a sphere this reproves a vanishing theorem for the
de Rham cohomology of 6 due to Lawson and Simons; moreover the limit case
leads to a rigidity result for a certain Clifford torus (Theorem 11).

• We prove that if 6 supports a nontrivial parallel p-form and admits an isometric
immersion into a negatively curved space, then its mean curvature vector has
norm bounded below by an explicit positive constant (Theorem 12). This has
applications to immersions of Kähler manifolds (Corollary 13).

• We classify the compact hypersurfaces of Sn+1 which support a parallel p-form
(Theorem 4): if n ≥ 3 they are in fact products of spheres (Clifford tori). This
result is perhaps of independent interest, and is needed to prove the rigidity
theorems above.

In conclusion, we hope that this new representation of the Bochner formula
will be useful, and that it will lead to other interesting applications in submanifold
geometry.

The paper is organized as follows. In Section 2 we state the main theorem; in
Section 3 we state the main applications; these will be proved in Section 4, along
with the explicit bounds on the Bochner operator. In Section 5 we prove the main
theorem and in Section 6 we prove Theorem 4.

2. The Bochner curvature term

Let f : 6n
→ Mn+q be an isometric immersion with codimension q ≥ 1. The

second fundamental form L of f is defined by the relation

∇
M
X Y =∇X Y + L(X, Y ),

where X, Y ∈ T6 and ∇M ,∇ denote the Levi-Civita connections in M and 6,
respectively. Note that L(X, Y ) is a vector normal to 6, so that L takes values in
the normal bundle of the immersion. If ν ∈ T⊥6 is a normal vector, we denote its
associated shape operator by Sν . It is the self-adjoint endomorphism of T6 defined



398 ALESSANDRO SAVO

on X, Y ∈ T6 by
〈Sν(X), Y 〉 = 〈L(X, Y ), ν〉.

The mean curvature vector H is defined by H = (1/n) tr L; so, for any orthonormal
basis (e1, . . . , en) of T6, one has nH =

∑n
j=1L(e j , e j ). The squared norm of

the second fundamental form is denoted by |S|2. Note that if (ν1, . . . , νq) is an
orthonormal basis in the normal bundle, then

n2
|H |2 =

q∑
i=1

(tr Sνi )
2 and |S|2 =

q∑
i=1

|Sνi |
2.

Now extend Sν to a self-adjoint operator acting on p-forms, S[p]ν :3p(6)→3p(6),
as in (4), and let

T [p]ν

.
= (tr Sν)S[p]ν − S[p]ν ◦ S[p]ν .

Introduce the self-adjoint endomorphism of 3p(6)

(5) B
[p]
ext =

q∑
j=1

T [p]ν j
=

q∑
j=1

(
(tr Sν j )S

[p]
ν j
− S[p]ν j

◦ S[p]ν j

)
.

Then, we have:

Theorem 1. Let f :6n
→Mn+q be an isometric immersion. The Bochner operator

acting on p-forms of 6 splits as

B
[p]
=B

[p]
res +B

[p]
ext ,

where the operator B
[p]
ext is defined by (5), and the operator B

[p]
res satisfies the bounds

p(n− p)γM ≤B[p]res ≤ p(n− p)0M ,

where γM and 0M are respectively a lower and an upper bound on the curvature
operator of M. If M has constant sectional curvature γ , then

B[p]res = p(n− p)γ.

For the definition of B
[p]
res and the proof of Theorem 1, see Section 5. The notation

“res” is chosen because B
[p]
res depends on the restriction of the curvature operator of

M to the submanifold 6.
Let us give a more explicit expression of B

[p]
ext . In what follows, S = Sν will be

the shape operator associated to a given unit normal vector ν. We denote by Ip the
set of p-multi-indices

Ip = {{ j1, . . . , jp} : 1≤ j1 < · · ·< jp ≤ n}.
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Let (e1, . . . , en) be an orthonormal basis of T6 which diagonalizes S; then

S(e j )= k j e j ,

where k1, . . . , kn are the principal curvatures. If α = { j1, . . . , jp} ∈ Ip, we define

(6) Kα
.
= k j1 + · · ·+ k jp

and call it a p-curvature of S. Let (θ1, . . . , θn) be the dual basis of (e1, . . . , en); if
α = { j1, . . . , jp} ∈ Ip, consider the p-form

2α
.
= θ j1 ∧ · · · ∧ θ jp .

Then {2α}α∈Ip is an orthonormal basis of 3p(6). From the definition (4) one sees
that S is extended as a derivation of 3?(6), hence 2α is an eigenform of S[p]

associated to the eigenvalue Kα:

S[p]2α = Kα2α.

In turn, if α = { j1, . . . , jp} ∈ Ip, let ?α ∈ In−p be the multi-index given by the
complement of α in {1, . . . , n}:

?α
.
= {1, . . . , n} \ { j1, . . . , jp}.

Let T [p] = (tr S)S[p]− S[p] ◦ S[p]. Since Kα + K?α = k1+ · · ·+ kn , we have

T [p]2α =
(
(k1+ · · ·+ kn)Kα − K 2

α

)
2α = KαK?α2α

and then 2α is also an eigenform of T [p] associated to the eigenvalue KαK?α. In
conclusion, we have:

Lemma 2. Let S = Sν be the shape operator relative to a given unit normal vector
ν ∈ T⊥6. Let T [p] :3p(6)→3p(6) be the operator

T [p] = (tr S)S[p]− S[p] ◦ S[p].

Then the eigenvalues of T [p] are given by the
(n

p

)
numbers KαK?α, where α ∈ Ip

runs over the set of p-multi-indices and Kα are the p-curvatures defined in (6).
In particular, if 6 is a hypersurface of Mn+1, and S is the shape operator of 6

relative to any of the two choices of the unit normal vector, then T [p] =B
[p]
ext and

(7) min
α∈Ip

KαK?α ≤B
[p]
ext ≤max

α∈Ip
KαK?α.

In higher codimensions, in order to estimate B
[p]
ext it is enough to estimate the

p-curvatures of the shape operators Sν j for an orthonormal frame (ν1, . . . , νq) in
the normal bundle of the immersion. It will then be possible to bound B

[p]
ext in terms

of |S|2 and |H |2 (see Section 3).
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Let us briefly explain why Theorem 1 improves the bound (2). For simplicity,
assume that 6n is a hypersurface of Rn+1, with principal curvatures k1, . . . , kn .
It is known that the curvature operator of 6 has eigenvalues {ki k j : i 6= j} (see also
Section 5.2). Hence

γ6 = inf{ki k j : i 6= j}.

Now observe that since B
[p]
res = 0, we have B

[p]
=B

[p]
ext ; if α ∈ Ip is a multi-index,

then KαK?α is a sum of p(n− p) products of type ki k j with i 6= j . Then (7) gives

B[p] ≥ min
α∈Ip

KαK?α ≥ p(n− p)γ6,

the expression on the right being the lower bound in (2). Numerical examples show
that the lower bound in (7) is often much better than (2).

2.1. The Bochner method. When the manifold 6 is compact, lower bounds of the
Bochner curvature lead to lower bounds of the Hodge–Laplace spectrum. Here we
recall the main facts. Let λ1,p(6) be the lowest eigenvalue of the Hodge–Laplace
operator acting on p-forms of 6. It is well known that

(8) λ1,p(6)= inf
{∫

6
|dω|2+ |δω|2∫

6
|ω|2

: ω ∈3p(6) \ {0}
}
.

As6 is orientable and the quadratic form in (8) is invariant under the Poincaré duality
induced by the Hodge ?-operator, we have λ1,p = λ1,n−p and so we can assume that
p ≤ n/2. Clearly λ1,p = 0 if and only if 6 supports a nontrivial harmonic p-form,
in which case H p(6,R)= H n−p(6,R) 6= 0 (the Hodge–de Rham theorem).

The next proposition is well known and is often called the Bochner method (the
estimate (iii) follows from a lower estimate of the energy of a form due to Gallot
and Meyer [1975]). We state it in the following form for future reference.

Proposition 3. Let 6n be a compact, orientable manifold, 1≤ p ≤ n/2 and B[p]

the curvature term in the Bochner formula (1).

(i) If B[p] ≥ 0 and the strict inequality holds at some point, then we have
H p(6,R)= H n−p(6,R)= 0.

(ii) If B[p] ≥ 0 and H p(6,R) 6= 0, then any harmonic p-form is parallel. In
particular, 6n supports a parallel p-form.

(iii) If B[p] ≥ p(n− p)3 for some 3> 0, then

λ1,p(6)≥ p(n− p+ 1)3.

Proof. Let ω be a p-form. Taking the scalar product with ω on both sides of (1),
we obtain

(9) 〈1ω,ω〉 = |∇ω|2+〈B[p]ω,ω〉+ 1
21|ω|

2.
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Integrating on 6 (with respect to the canonical Riemannian measure), we get

(10)
∫
6

〈1ω,ω〉 =

∫
6

(
|∇ω|2+〈B[p]ω,ω〉

)
.

If we assume that B[p] ≥ 0 and that ω is harmonic, we get

0=
∫
6

(
|∇ω|2+〈B[p]ω,ω〉

)
≥ 0,

which implies |∇ω| = 0 and 〈B[p]ω,ω〉 = 0 everywhere. It is well known that a
harmonic form cannot vanish on an open set unless it is zero everywhere. If, at
some point x0 ∈6, the strict inequality B[p] > 0 holds, we see that ω must vanish
in a neighborhood of x0, hence ω = 0 everywhere. This proves (i). Assertion (ii) is
immediate.

We now prove (iii). Let ω be a p-eigenform, so that 1ω = λ1,pω. By an
inequality of Gallot and Meyer [1975] we have

|∇ω|2 ≥
|dω|2

p+ 1
+
|δω|2

n− p+ 1
.

Since p ≤ n/2 we see that p+ 1≤ n− p+ 1, hence∫
6

|∇ω|2 ≥

∫
6

|dω|2+ |δω|2

n− p+ 1
=

λ1,p

n− p+ 1

∫
6

|ω|2.

Inserting this in (10) and using the lower bound on B[p] we arrive easily at

λ1,p

∫
6

|ω|2 ≥ p(n− p+ 1)3
∫
6

|ω|2,

which gives the assertion. �

We already remarked that for p= 1, the Bochner operator B1 is simply given by
the Ricci tensor acting on 1-forms. In particular, when n=2, B[1] is a scalar operator
and is given by multiplication by the Gaussian curvature K6 of 6: B[1]ω = K6ω.

2.2. Rigidity of Clifford tori. For p = 1, . . . , n − 1 and r ∈ (0, 1), consider the
manifold (Clifford torus)

(11) Tp,r
.
= Sp(r)×Sn−p(√1− r2

)
which is naturally isometrically embedded as a hypersurface in Sn+1. Note that
Tp,r supports a parallel p-form, which is the pullback of the volume form of Sp(r)
by the projection onto the first factor. We have the following rigidity theorem (when
6 is minimal, it reduces to [Colbois and Savo 2012, Theorem 10]).
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Theorem 4. Let 6n be a compact hypersurface of Sn+1 supporting a (nontrivial)
parallel p-form for some p = 1, . . . , n− 1.

(a) If n = 2 and p = 1, then 6 is a flat 2-torus.

(b) If n ≥ 3, then 6 is isometric to a Clifford torus Tp,r for some r ∈ (0, 1).

For the proof, see Section 6. The interest in the theorem lies in the case n ≥ 3.
In fact, (a) holds for any compact, orientable surface supporting a parallel 1-form.
We remark that there exist flat 2-tori in S3 which are not isometric to any Clifford
torus T1,r (see [Weiner 1991] for a classification result).

Combining Theorem 4 with Proposition 3(ii), we obtain:

Corollary 5. Let 6n be a compact hypersurface of Sn+1 such that H p(6,R) 6= 0
and B[p] ≥ 0 for some p = 1, . . . , n − 1. Then 6 is a flat torus if n = 2 and, if
n ≥ 3, it is isometric to a Clifford torus Tp,r for some r ∈ (0, 1).

We also record the following consequence.

Corollary 6. Let 6n be a compact hypersurface of Sn+1 having nonnegative sec-
tional curvature. If n ≥ 3, then either 6 is a homology sphere (i.e., H p(6,R)= 0
for all p = 1, . . . , n− 1) or 6 is isometric to a Clifford torus.

Proof. Let (e1, . . . , en) be an orthonormal basis of principal directions and let
k1, . . . , kn be the associated principal curvatures of 6. Let i 6= j . By the Gauss
formula R(ei , e j , ei , e j )= 1+ ki k j and then, by our assumptions,

ki k j ≥−1.

If α ∈ Ip is any multi-index, we observe that KαK?α is a sum of p(n− p) products
of type ki k j with i 6= j . Hence

KαK?α ≥−p(n− p),

and by (7) we obtain B
[p]
ext ≥ −p(n − p). As B

[p]
res = p(n − p) we conclude by

Theorem 1 that B[p] ≥ 0 for all p = 1, . . . , n− 1. If H p(6,R) 6= 0 we see that 6
is a Clifford torus by Corollary 5. This completes the proof. �

3. Applications

3.1. Applications in codimension one. Let 6n be a hypersurface of Mn+1 and S
its shape operator. Fix a point x ∈6 and let (k1, . . . , kn) be the principal curvatures
of 6 at x . The (scalar) mean curvature is denoted by

H = 1
n
(k1+ · · ·+ kn).
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For each multi-index α = { j1, . . . , jp} ∈ Ip, let Kα(x) be the corresponding
p-curvature, as defined in (6). Set

(12)

βp(x)=
1

p(n− p)
inf
α∈Ip

Kα(x)K?α(x),

βp(6)= inf
x∈6

βp(x).

From (7) we then see that at all points of 6 one has B
[p]
ext ≥ p(n− p)βp(6). If γM

is a lower bound of the curvature operator of Mn+1 then B
[p]
res ≥ p(n− p)γM , and

then by Theorem 1

(13) B[p] ≥ p(n− p)(γM +βp(6)).

From (13) and Proposition 3(iii) we immediately get the following estimate.

Theorem 7. Let6n be a compact hypersurface of Mn+1, a manifold with curvature
operator bounded below by γM ∈ R. Let 1≤ p ≤ n/2. Then

(14) λ1,p(6)≥ p(n− p+ 1)(γM +βp(6)),

where βp(6) is defined by (12). If 6 is a geodesic sphere in a simply connected
manifold of constant curvature γM , then equality holds.

To verify that the inequality is sharp, let Mn+1(c) be the simply connected
manifold of constant curvature c=γM . Then Mn+1(c) is, respectively, the Euclidean
space Rn+1 when c = 0, the unit sphere Sn+1 when c = 1 and the hyperbolic space
Hn+1 when c=−1. If6 is a geodesic sphere in Mn+1(c) then6 is totally umbilical:
Kα(x) = pH , K?α(x) = (n− p)H , where H is the mean curvature of 6. Hence
βp(x)= H 2 and (14) becomes

λ1,p(6)≥ p(n− p+ 1)(c+ H 2).

On the other hand, 6 is known to be isometric to Sn(r), with r = (c+ H 2)−
1
2 .

Therefore, by a well-known calculation in [Gallot and Meyer 1975],

λ1,p(6)= p(n− p+ 1)(c+ H 2).

This shows that Theorem 7 is sharp. Note also that the condition βp(6) > −γM
implies H p(6,R)= H n−p(6,R)= 0. For an upper bound of λ1,p(6) when M is
a sphere, see [Savo 2005].

We now compare this estimate with the results in [Raulot and Savo 2011]. Let
us say that 6 is p-convex if we can choose an orientation of 6 so that all of its
p-curvatures are nonnegative at every point: Kα(x)≥ 0 for all α ∈ Ip and x ∈6.
This is equivalent to asking that the operator S[p] is nonnegative at every point.
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Clearly, if 6 is p-convex, then it is q-convex for all q ≥ p. In that case, let

Kp =
1
p

inf
x∈6

inf
α∈Ip

Kα(x)≥ 0

be a lower bound of the mean p-curvatures (note that K1 is a lower bound of the
principal curvatures, while Kn is a lower bound of the mean curvature). It is easy to
prove that Kp ≤ Kq whenever p ≤ q. Using a Reilly-type formula for differential
forms, it is proved in [Raulot and Savo 2011] that if 6 is the boundary of a domain
in a manifold Mn+1 with nonnegative curvature operator (γM ≥ 0), and if 6 is
p-convex (for the orientation given by the inner unit normal), then

(15) λ1,p(6)≥ p(n− p+ 1)KpKn−p+1

with equality if and only if 6 is a sphere in Rn+1. Numerical examples show that, in
that situation, (14) is often better than (15). Moreover, (14) applies also in negative
curvature, and for immersions which are not necessarily embeddings. For example,
if Mn+1 is the hyperbolic space Hn+1, it is easy to see that the inequality gives a
positive lower bound whenever Kp > 1.

The next application is inspired by the following result of [Alencar and do Carmo
1994]. Assume that 6n is a compact hypersurface of Sn+1 with constant mean
curvature H . Let

8= S− H I

be the traceless second fundamental form of 6, and let R(1, H) be the positive
root of the polynomial

(16) F1(x)= x2
+

n(n− 2)
√

n(n− 1)
|H |x − n(H 2

+ 1).

Alencar and do Carmo [1994] proved that if |8| ≤ R(1, H), then 6 is either totally
umbilical (|8| = 0) or a Clifford torus

T1,r = S1(r)×Sn−1(
√

1− r2)

with r ≥
√

1/n (in which case |8| = R(1, H)). To the best of our knowledge, there
is still no similar characterization of the other Clifford tori Tp,r for 2≤ p ≤ n− 2
among constant mean curvature hypersurfaces of the sphere.

We prove a vanishing result for the de Rham cohomology in degree p assuming
that the norm of the traceless second fundamental form is bounded above by a
suitable function of the mean curvature. When the ambient manifold is the sphere,
this will lead to a topological version of the Alencar–do Carmo result, in which the
assumption of constant mean curvature is replaced by an assumption of nontrivial
cohomology in degree p.
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More precisely, fix real numbers γ , H and an integer 1≤ p ≤ n/2. Consider the
polynomial function

(17) Fp(x)= x2
+

n|n− 2p|
√

pn(n− p)
|H |x − n(H 2

+ γ ).

Note that Fp(x) reduces to (16) when p = γ = 1. If γ < 0, we assume that
H 2
+γ ≥ 0. Then, the largest root of Fp(x) is nonnegative, and will be denoted by

R(p, H). It is easy to check that for fixed H and γ one has

0≤ R(1, H)≤ R(2, H)≤ · · · ≤ R
([n

2

]
, H

)
where [n/2] is the largest integer less than or equal to n/2. If n is even, one has

R
(n

2
, H

)
=

√
n(H 2

+ γ ).

We then have the following result.

Theorem 8. Let6n be a compact hypersurface of Mn+1, a manifold with curvature
operator bounded below by γ ∈ R. We suppose p ≤ n/2 and H 2

+ γ ≥ 0. If

|8| ≤ R(p, H)

everywhere on 6 and strict inequality holds somewhere, then

H k(6,R)= 0 for all k = p, . . . , n− p.

Here 8 is the traceless second fundamental form of 6, and R(p, H) ≥ 0 is the
largest root of (17). In particular, if |8|≤ R(1, H), with strict inequality somewhere,
then 6 is a homology sphere.

The proof is given in Section 4.1. Now let6n be a compact hypersurface of Sn+1;
we take γ = 1 and then consider the polynomial

(18) Fp(x)= x2
+

n|n− 2p|
√

pn(n− p)
|H |x − n(H 2

+ 1).

We have the following rigidity result, which shows that the conditions in the previous
theorem are sharp.

Theorem 9. Let 6n be a compact hypersurface of Sn+1, take 1 ≤ p ≤ n/2 and
denote by R(p, H) the positive root of (18). We also assume n ≥ 3.

(a) Let 1≤ p < n/2. If

|8| ≤ R(p, H) and H p(6,R) 6= 0,

then 6 is isometric to a Clifford torus Tp,r =Sp(r)×Sn−p
(√

1− r2
)

for some
r ≥
√

p/n.
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(b) Let n be even and p = n/2. If we assume that

|8|2 ≤ n(1+ H 2) and H p(6,R) 6= 0,

then6 is isometric to a Clifford torus Sp(r)×Sp
(√

1− r2
)

for some r ∈ (0, 1).

For the proof, see Section 4.1.

3.2. Applications in arbitrary codimension. Lawson and Simons [1973] proved
the following vanishing result. If 6n is a compact, immersed submanifold of a
sphere Sn+q and if at all points of 6 one has

|S|2 <min
{

p(n− p), 2
√

p(n− p)
}

for some p= 1, . . . , n−1, then H p(6,Z)= H n−p(6,Z)= 0. The proof depends
on deep results of geometric measure theory, and used the fact that any integral
homology class is represented by a stable current. Taking variations induced by
suitable vector fields (namely, orthogonal projections to 6 of parallel vector fields
on Rn+2), one gets the stated result.

If we limit ourselves to real cohomology theory, we have another proof of this
result by a completely different method (the Bochner method) as follows. Note that
this also gives an explicit lower bound of the spectrum of the Hodge Laplacian and
an associated rigidity result (Theorem 11).

Theorem 10. Let6n be a compact submanifold of Mn+q , a manifold with curvature
operator bounded below by γM > 0, and let 1≤ p ≤ n/2. If

|S|2 ≤ 2γM

√
p(n− p)

and strict inequality holds somewhere, then H k(6,R)= 0 for all k = p, . . . , n− p.
More generally, if

|S|2 ≤ 2γM

√
p(n− p)(1−3)

for some 3 ∈ (0, 1], then λ1,p(6)≥ p(n− p+ 1)γM3.

For the proof, see Section 4.3.
In codimension one the condition is sharp, and our approach gives the following

rigidity result.

Theorem 11. Let 6n be a compact hypersurface of Sn+1, n ≥ 2, such that

|S|2 ≤ 2
√

p(n− p) and H p(6,R) 6= 0

for some 1 ≤ p ≤ n/2. Then 6 is isometric to the Clifford torus Tp,r = Sp(r)×
Sn−p

(√
1− r2

)
for

r =
( √

p
√

p+
√

n− p

)1
2

.
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In fact, one can check that the Clifford torus of Theorem 11 minimizes |S|2

among the family of Clifford tori {Tp,r : r ∈ (0, 1)}. The proof is given in Section 4.4.

3.3. Submanifolds with a parallel p-form. In our final application, we study im-
mersions of a manifold supporting a (nontrivial) parallel p-form (our estimates
are local, and so we do not assume compactness). Noteworthy examples of such
manifolds are given by:

• Riemannian products N1 × N2 (having parallel forms in degrees p = dim N1,
dim N2).

• Kähler manifolds.

In fact, the Kähler 2-form � is parallel. As all powers of � are nontrivial
(and parallel), we see that a Kähler manifold supports nontrivial parallel forms in
all even degrees.

It is well known that a Kähler manifold does not admit any minimal immersion
into a hyperbolic space (see [Dajczer and Rodríguez 1986; El Soufi and Petit
2000]). More generally, in [Grosjean 2004], it is proved that a manifold 6 with a
parallel p-form does not admit any minimal immersion into a manifold M if certain
curvature conditions on 6 and M are met. We also refer to [Grosjean 2004] for
other rigidity results on minimal immersions.

Our point of view is to observe that if ω is a parallel p-form, then 〈B[p]ω,ω〉 = 0
everywhere on 6. More generally, if ω is a harmonic p-form with constant length,
then, from the Bochner formula (9),

〈B[p]ω,ω〉 = −|∇ω|2 ≤ 0.

Using the pointwise bounds on the eigenvalues of B[p] derived in Section 4, we
then obtain pointwise bounds for the extrinsic geometry of 6. Precisely:

Theorem 12. Let6n be an immersed submanifold of Mn+q and let p=1, . . . , n−1.

(a) If 6 supports a parallel p-form and M has curvature operator bounded above
by 0M < 0 then

|H |2 ≥
4p(n− p)

n2 |0M | and |S|2 ≥ 2|0M |
√

p(n− p)

at all points of 6.

(b) If 6 supports a harmonic p-form of constant length (in particular, a parallel
p-form) and M has curvature operator bounded below by γM > 0 then

|S|2 ≥ 2γM

√
p(n− p)

at all points of 6.
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For the proof, see Section 4.5. Assertion (a) is sharp when p = n/2 (see below)
and (b) is sharp for the Clifford torus of Theorem 11.

Now let 62m be a Kähler manifold of complex dimension m ≥ 2. Since 6
supports nontrivial parallel forms in all even degrees, we see that it supports a
parallel form of degree m or m − 1 depending on whether m is even or odd.
Applying the previous theorem we immediately get the following estimates.

Corollary 13. Let 62m be a Kähler manifold of complex dimension m ≥ 2 isomet-
rically immersed in the Riemannian manifold M2m+q .

(a) If M has curvature operator bounded above by 0M < 0, then at all points of 6

|H |2 ≥

|0M | if m is even,
m2
− 1

m2 |0M | if m is odd.

(b) If M has curvature operator bounded below by γM > 0, then

|S2
| ≥

{
2mγM if m is even,
2γM

√
m2− 1 if m is odd.

We remark that if m is even and the ambient space is the hyperbolic space H2m+q

then (a) gives
|H |2 ≥ 1,

which is an equality when 62m
= R2m , embedded in H2m+1 as a horosphere.

4. Estimates of the Bochner operator

In this section we first estimate the extrinsic part of the Bochner operator, thanks to
Lemma 2 and some elementary algebra. We then apply these estimates to prove the
theorems of Section 3. Let 6n be a submanifold of the Riemannian manifold Mn+q .
We start from the following algebraic lemma.

Lemma 14. Let S = Sν be the shape operator of 6 relative to a unit normal vector
ν ∈ T⊥6, and let T [p] = (tr S)S[p]− S[p] ◦ S[p]. If k1, . . . , kn are the eigenvalues
of S, set

(19) nH =
n∑

j=1

k j , |S|2 =
n∑

j=1

k2
j , |8|

2
=

n∑
j=1

(k j − H)2.

Then the following inequalities for T [p] hold. Recall that if 6 has codimension one,
then T [p] =B

[p]
ext .

(a) −
√

p(n− p)
2

|S|2 ≤ T [p] ≤
√

p(n− p)
2

|S|2.
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(b) If H = 0, then

−
p(n− p)

n
|S|2 ≤ T [p] ≤ 0.

(c)
n2
|H |2

4
−

1
4

(
|n− 2p||H | +

√
4p(n− p)

n
|8|

)2

≤ T [p] ≤
n2
|H |2

4
.

(d) If n is even and p = n/2, then

T [p] ≥ 1
4 n2
|H |2− 1

4 n|8|2.

Proof. We know from Lemma 2 that the eigenvalues of T [p] are given by λα =
KαK?α, where α runs over the set of p-multi-indices. Then, it is enough to show
the inequalities for any such eigenvalue. Fix a multi-index α. After reordering, we
can assume that

(20) λα = (k1+ · · ·+ kp)(kp+1+ · · ·+ kn).

In conclusion, it is enough to show the given bounds for the product (20), given
any set of real numbers k1, . . . , kn satisfying (19).

Proof of (a). We use the Schwarz inequality and the inequality
√

ab ≤ (a+ b)/2
applied to a = k2

1 + · · ·+ k2
p, b = k2

p+1+ · · ·+ k2
n . We obtain

|λα| = |k1+ · · ·+ kp||kp+1+ · · ·+ kn|

≤
√

p(n− p)
√

k2
1 + · · ·+ k2

p

√
k2

p+1+ · · ·+ k2
n ≤

1
2(
√

p(n− p))|S|2,

and (a) follows.

Proof of (b). Since kp+1+· · ·+kn =−(k1+· · ·+kp), the Schwarz inequality yields

λα =−(k1 + · · · + kp)
2
≥−p

(
k2

1 + · · ·+ k2
p
)
,

λα =−(kp+1+ . . .+kn)
2
≥−(n− p)

(
k2

p+1+ · · ·+ k2
n
)
.

Summing the two inequalities, we get

λα

p
+

λα

n− p
≥−|S|2,

from which the lower bound follows. The upper bound is obvious.

Proof of (c). As
n∑

j=1
(k j − H)= 0, we see that, by the lower bound in (b),

((k1− H)+ · · ·+ (kp − H))((kp+1− H)+ · · ·+ (kn − H))≥−
p(n− p)

n
|8|2.
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Hence

(21) −
p(n− p)

n
|8|2

≤ (k1+· · ·+kp− pH)(kp+1+· · ·+kn−(n− p)H)

= λα+ p(n− p)H 2
− pH(kp+1+· · ·+kn)−(n− p)H(k1+· · ·+kp).

Substituting kp+1+ · · ·+ kn = nH − (k1+ · · ·+ kp) in (21), we have

(22) −
p(n− p)

n
|8|2 ≤ λα − p2 H 2

− (n− 2p)H(k1+ · · ·+ kp).

Substituting k1+ · · ·+ kp = nH − (kp+1+ · · ·+ kn) in (21), we also have

(23) −
p(n− p)

n
|8|2 ≤ λα − (n− p)2 H 2

+ (n− 2p)H(kp+1+ · · ·+ kn).

We now sum (22) and (23) to obtain

(24) 2λα −
(

p2
+ (n− p)2

)
H 2
+

2p(n− p)
n

|8|2

≥ (n− 2p)H((k1+ · · ·+ kp)− (kp+1+ · · ·+ kn))

≥−|n− 2p||H ||(k1+ · · ·+ kp)− (kp+1+ · · ·+ kn)|.

Set a= k1+· · ·+kp, b= kp+1+· · ·+kn . As |a−b|2= (a+b)2−4ab, we see that

n2 H 2
− 4λα ≥ 0,

which is the upper bound in (c), and |a−b| =
√

n2 H 2− 4λα . Substituting in (24),

(25) 2λα−
(

p2
+ (n− p)2

)
H 2
+

2p(n− p)
n

|8|2 ≥−|n−2p||H |
√

n2 H 2− 4λα.

If we set δ =
√

n2 H 2− 4λα ≥ 0, then (25) takes the form

δ2
− 2|n− 2p||H |δ+ (n− 2p)2 H 2

−
4p(n− p)

n
|8|2 ≤ 0,

which implies

δ ≤ |n− 2p||H | +

√
4p(n− p)

n
|8|.

Recalling the definition of δ, one concludes that

4λα ≥ n2 H 2
−

(
|n− 2p||H | +

√
4p(n− p)

n
|8|

)2

,

which is the lower bound in (c). Finally, (d) is a particular case of (c). �
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4.1. Proofs of Theorems 8 and 9. Let 6n be a hypersurface of Mn+1, a manifold
with curvature operator bounded below by γ ∈ R. Let H be the mean curvature of
6 and 8 its traceless second fundamental form. Recall that

Fp(x)= x2
+

n |n− 2p|
√

pn(n− p)
|H |x − n(H 2

+ γ ).

The theorems are a result of the following bound for B[p].

Proposition 15. In the above notation, one has

B[p] ≥−
p(n− p)

n
Fp(|8|).

Proof. By Lemma 14(c) we have

B
[p]
ext = T [p] ≥

n2
|H |2

4
−

1
4

(
|n− 2p||H | +

√
4p(n− p)

n
|8|

)2

.

Then, as B
[p]
res ≥ p(n− p)γ and B[p] =B

[p]
res +B

[p]
ext ,

4B[p] ≥ 4p(n− p)γ + 4B
[p]
ext

≥ 4p(n− p)γ + n2
|H |2−

(
|n− 2p||H | +

√
4p(n− p)

n
|8|

)2

= 4p(n− p)γ + 4p(n− p)|H |2−
4p(n− p)

n
|8|2

− 2|n− 2p|

√
4p(n− p)

n
|8||H |

=
4p(n− p)

n

(
n
(
γ + |H |2

)
− |8|2−

n|n− 2p|
√

pn(n− p)
|8||H |

)
=−

4p(n− p)
n

Fp(|8|)

and the assertion follows. �

Proof of Theorem 8. By assumption, |8| ≤ R(p, H), hence Fp(|8|) ≤ 0 by the
definition of R(p, H). By Proposition 15 we see that

B[p] ≥ 0.

As the inequality is strict somewhere, we can apply the Bochner method and con-
clude that H p(6,R)= 0. By Poincaré duality, one has also H n−p(6,R)= 0. Since
R(p, H) is nondecreasing in p, we see that |8| ≤ R(k, H) for all p ≤ k ≤ [n/2]
and the conclusion follows. �
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Proof of Theorem 9. Under the given assumptions, one has B[p]≥0 and H p(6,R) 6=

0. Then, 6 is a Clifford torus by Corollary 5. Conversely, the Clifford torus Tp,r

obviously satisfies H p(Tp,r ) 6= 0. Moreover, Tp,r is known to have two distinct
principal curvatures given (up to sign) by

(26)

λ=
√

1−r2

r
with multiplicity p,

µ=−
r

√
1−r2

with multiplicity n− p.

Therefore

|H | =
|nr2
− p|

nr
√

1− r2
and |8| =

√
p(n− p)

n
1

r
√

1− r2
.

A straightforward calculation shows that if p< n/2 and r2
≥ p/n, then Fp(|8|)= 0,

that is, |8| = R(p, H). If p = n/2 then |8| = R(p, H) =
√

n(1+ H 2) for all
r ∈ (0, 1). The proof is complete. �

4.2. An estimate in higher codimensions.

Proposition 16. Let 6n be a submanifold of the manifold Mn+q having curvature
operator bounded below by γM . Then

B[p] ≥ p(n− p)
(
γM −

|S|2

2
√

p(n− p)

)
.

If M has curvature operator bounded above by 0M , then

B[p] ≤ p(n− p)
(
0M +

|S|2

2
√

p(n− p)

)
and B[p] ≤ p(n− p)0M +

n2
|H |2

4
.

Proof. Let (ν1, . . . , νq) be an orthonormal frame in the normal bundle. We know
from the main theorem that

B
[p]
ext =

q∑
j=1

T [p]ν j
, where T [p]ν j

= (tr Sν j )S
[p]
ν j
− S[p]ν j

◦ S[p]ν j
.

If λ1
(
T [p]ν j

)
denotes the lowest eigenvalue of T [p]ν j , we see that B

[p]
ext ≥

q∑
j=1
λ1(T

[p]
ν j ).

From Lemma 14(a) applied to S = Sν j , we obtain

λ1(T [p]ν j
)≥−

√
p(n− p)

2
|Sν j |

2.

Summing over j , we get

B
[p]
ext ≥−

√
p(n− p)

2
|S|2.
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From Theorem 1 and the above,

B[p] =B[p]res +B
[p]
ext

≥ p(n− p)γM −

√
p(n− p)

2
|S|2

= p(n− p)
(
γM −

|S|2

2
√

p(n− p)

)
,

as asserted. The other inequalities are proved similarly, using Lemma 14. �

4.3. Proof of Theorem 10. If

|S|2 ≤ 2γM

√
p(n− p)(1−3),

for some 3 ∈ [0, 1], we see from the first estimate of Proposition 16 that

B[p] ≥ p(n− p)3γM .

The assertions follow immediately from the Bochner method (Proposition 3). �

4.4. Proof of Theorem 11. Let n ≥ 3. Together with Proposition 16, the assump-
tions give B[p]≥ 0; as H p(6,R) 6= 0, we get immediately that6 must be a Clifford
torus Tp,r by Corollary 5. On the other hand, it is seen from (26) that the only
Clifford torus satisfying |S|2 ≤ 2

√
p(n− p) is the one corresponding to the stated

value of r .
Now assume n=2 and p=1, so that |S|2≤2. We know that B[1] is multiplication

by the Gaussian curvature K6 of 6. From the formula 4H 2
= |S|2+ 2K6 − 2 we

obtain K6 ≥ 2H 2
≥ 0. The assumption H 1(6,R) 6= 0 and the Bochner formula

force K6 = 0, hence 6 is a minimal flat torus. As such, it is isometric with
S1(1/

√
2)×S1(1/

√
2) and the assertion follows. �

4.5. Proof of Theorem 12. Assume that ω is a parallel p-form. Then B[p]ω = 0
identically and, by the last upper bound in Proposition 16,

0= 〈B[p]ω,ω〉 ≤
(

p(n− p)0M +
n2
|H |2

4

)
|ω|2.

As |ω| is a positive constant, the assertion follows.
Now assume that ω is a harmonic p-form with constant length. From the Bochner

formula (9) we see that 〈B[p]ω,ω〉 = −|∇ω|2 ≤ 0 at every point. Hence, applying
Proposition 16,

0≥ 〈B[p]ω,ω〉 ≥ p(n− p)
(
γM −

|S|2

2
√

p(n− p)

)
|ω|2,

which implies |S|2 ≥ 2γM
√

p(n− p) everywhere, as asserted. �
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5. Proof of the main theorem

Let 6n be a Riemannian manifold and R its curvature tensor, defined on tangent
vectors X , Y by

(27) R(X, Y )=−∇X∇Y +∇Y∇X +∇[X,Y ].

The Bochner curvature term acting on p-forms is given by

B[p]ω(X1, . . . , X p)=

n∑
j=1

p∑
k=1

(−1)k(R(e j , Xk)ω)(e j , X1, . . . , X̂k, . . . , X p)

where (e1, . . . , en) is an orthonormal frame in T6 and X1, . . . , X p are arbitrary
tangent vectors. However, in our proof of Theorem 1, we follow the approach of
[Petersen 1998], which uses the formalism of Clifford multiplication, and allows to
express B[p] directly in terms of the curvature operator (see Theorem 17 below).
Our Theorem 1 follows from Theorem 17 and the splitting of the curvature operator
induced by the Gauss formula. The next section relies on the exposition in [Petersen
1998, Section 7.4], which we follow closely; the only difference is the sign of the
Riemann tensor.

5.1. The Bochner operator in the Clifford formalism. Let 3?(6) be the algebra
of forms on 6. Given θ ∈31 and ω ∈3p, define their Clifford multiplication by{

θ ·ω = θ ∧ω− iθ#ω,

ω · θ = (−1)p(θ ∧ω+ iθ#ω),

where iθ# denotes interior multiplication of a form by θ#, the dual vector field of θ .
Note that by demanding that the product be bilinear and associative, the preceding
equalities extend uniquely to define the Clifford multiplication of a p-form by a
q-form. For 1-forms,

(28)
{
θ · θ =−|θ |2,

θ1 · θ2+ θ2 · θ1 =−2〈θ1, θ2〉,

hence orthogonal 1-forms anticommute; moreover, any two orthogonal forms satisfy

(29) ω1 ·ω2 = ω1 ∧ω2.

Define the bracket as usual: [ω1, ω2] = ω1 ·ω2−ω2 ·ω1. If θ is a 1-form and ψ is
a 2-form, one checks that for all forms ω1, ω2

(30)
{
〈θ ·ω1, ω2〉 = −〈ω1, θ ·ω2〉,

〈[ψ,ω1], ω2〉 = −〈ω1, [ψ,ω2]〉.
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Fix an orthonormal frame (e1, . . . , en)with dual coframe (θ1, . . . , θn), and define
the Dirac operator on forms D :3?(6)→3?(6) by

Dω =
n∑

j=1

θ j · ∇e jω.

As dω =
n∑

j=1
θ j ∧∇e jω and δω =−

n∑
j=1

iθ#
j
∇e jω, one sees that D = d + δ, hence

D2
=1,

where 1 is the Laplacian on forms. Theorem 4.5 of [Petersen 1998] proves that

D2ω =∇?∇ω+
1
2

n∑
i, j=1

R(ei , e j )ω · θi · θ j ,

D2ω =∇?∇ω−
1
2

n∑
i, j=1

θi · θ j · R(ei , e j )ω.

(As already observed, the change of sign in our formula is due to the opposite sign
convention for the Riemann tensor adopted by Petersen.)

As D2ω =1ω, summing the two relations and dividing by 2 we then see

(31) B[p]ω =
1
4

n∑
i, j=1

[R(ei , e j )ω, θi · θ j ].

Now recall that the curvature operator R :32(6)→32(6) is the self-adjoint
operator uniquely determined by the formula

(32) 〈R(X ∧ Y ), Z ∧ T 〉 = R(X, Y, Z , T ) .= 〈R(X, Y )Z , T 〉.

for all tangent vectors X , Y , Z , T . Then, we arrive at the following description of
B[p] in terms of R.

Theorem 17. Let 6 be a manifold, and let B[p] be the Bochner operator acting
on p-forms of 6. At any point of 6, fix any orthonormal basis {ξr } of 32(6)

(here r = 1, . . . ,
(n

2

)
) and let {ξ̂r } be its dual basis. Then

〈B[p]ω, φ〉 =
1
4

∑
r,s

〈Rξr , ξs〉〈[ξ̂r , ω], [ξ̂s, φ]〉,

where the bracket is relative to Clifford multiplication and R is the curvature
operator of 6.

For the proof, we start from [Petersen 1998, Lemma 4.7], which gives

R(ei , e j )ω =
1
4

n∑
h,k=1

〈R(eh, ek)ei , e j 〉[θh · θk, ω].
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By (31),

(33) B[p]ω =
1
4

∑
i< j
h<k

〈R(eh ∧ ek), ei ∧ e j 〉[[θh · θk, ω], θi · θ j ].

By the adjointness property (30), we see that if φ is another p-form,

〈[[θh · θk, ω], θi · θ j ], φ〉 = −〈[θi · θ j , [θh · θk, ω]], φ〉 = 〈[θh · θk, ω], [θi · θ j , φ]〉,

and then

〈B[p]ω, φ〉 =
1
4

∑
i< j
h<k

〈R(eh ∧ ek), ei ∧ e j 〉〈[θh · θk, ω], [θi · θ j , φ]〉.

This is the expression in the orthonormal basis {ξr } = {ei ∧ e j }i< j of 32(6).
Obviously, the choice of the orthonormal basis is not important and the theorem
follows. �

5.2. A splitting of the curvature operator. Assume that 6n is a submanifold of
Mn+q . Let R be the Riemann tensor of 6 and RM that of M . For X, Y, Z , T ∈ T6,
the Gauss formula gives

R(X, Y, Z , T )= RM(X, Y, Z , T )+ Rext(X, Y, Z , T ),

where

Rext(X, Y, Z , T )= 〈L(X, Z), L(Y, T )〉− 〈L(X, T ), L(Y, Z)〉

and L is the second fundamental form. Accordingly, we can split the curvature
operator R of 6 as the sum of two self-adjoint operators acting on 32(6),

R=Rres+Rext,

which are respectively defined on decomposable elements X∧Y , Z∧T in32(6) by

(34)
{
〈Rres(X ∧ Y ), Z ∧ T 〉 = 〈RM(X ∧ Y ), Z ∧ T 〉,
〈Rext(X ∧ Y ), Z ∧ T 〉 = 〈L(X, Z), L(Y, T )〉− 〈L(X, T ), L(Y, Z)〉.

Let γM be the lowest eigenvalue of RM . As 〈Rresξ, ξ〉 = 〈R
Mξ, ξ〉 ≥ γM |ξ |

2

for all ξ ∈32(6), we see that Rres ≥ γM . The same remark applies to the largest
eigenvalue 0M of RM . Hence

(35) γM ≤Rres ≤ 0M .

Now let (ν1, . . . , νq) be an orthonormal frame in the normal bundle of 6. By
the definition of Sν , we can write Rext =

∑q
j=1 R

( j)
ext , where

(36) 〈R( j)
ext(X ∧ Y ), Z ∧ T 〉 = 〈Sν j (X), Z〉〈Sν j (Y ), T 〉− 〈Sν j (X), T 〉〈Sν j (Y ), Z〉.



THE BOCHNER FORMULA FOR ISOMETRIC IMMERSIONS 417

In conclusion, one has the splitting

(37) R=Rres+

q∑
j=1

R
( j)
ext

with Rres and R
( j)
ext respectively given by (34) and (36).

5.3. Algebraic lemma. The proof of Theorem 1 depends on the following algebraic
fact. Let S be a self-adjoint endomorphism of T6 and consider the associated
“curvature operator” RS :32(6)→32(6) uniquely determined by the formula

(38) 〈RS(X ∧ Y ), Z ∧ T 〉 = 〈S(X), Z〉〈S(Y ), T 〉− 〈S(X), T 〉〈S(Y ), Z〉

for all X, Y, Z , T ∈ T6. Clearly, RS is self-adjoint. Introduce the self-adjoint
operator T [p]S :3

p(6)→3p(6) such that, on any pair of p-forms ω, φ,

(39) 〈T [p]S ω, φ〉 =
1
4

∑
r,s

〈RSξr , ξs〉〈[ξ̂r , ω], [ξ̂s, φ]〉,

where {ξr } is any fixed orthonormal basis of 32(6) and {ξ̂r } is its dual basis.

Lemma 18. In the above notation, the operator T [p]S can be written as

T [p]S = (tr S)S[p]− S[p] ◦ S[p],

where S[p] is the self-adjoint extension of S to 3p(6).

Proof. Let (e1, . . . , en) be an orthonormal basis which diagonalizes S, so that
S(e j ) = k j e j for all j = 1, . . . , n and k j are the associated eigenvalues. Let
(θ1, . . . , θn) be its dual basis. We refer to the notation in the proof of Lemma 2.
Denote by Ip the set of multi-indices { j1, . . . , jp} with j1 < · · · < jp. If α =
{ j1, . . . , jp}, let

2α = θ j1 ∧ · · · ∧ θ jp = θ j1 · · · θ jp

where the dots in the last term indicate Clifford multiplication. The set {2α :α ∈ Ip}

is then an orthonormal basis of 3p(6). It is enough to show that{
〈T [p]2α,2β〉 = 0 if α 6= β,
〈T [p]2α,2α〉 = KαK?α.

In fact, in that case, each 2α is an eigenform of T [p]S associated to the eigenvalue
KαK?α, and it is readily seen from the discussion in Lemma 2 that the operator
(tr S)S[p]− S[p] ◦ S[p] is the only one having that property.

Observe from (38) that the 2-vector ei ∧ e j with i < j is an eigenvector of RS

with associated eigenvalue ki k j . The set {ξr } = {ei ∧ e j }i< j forms an orthonormal
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basis of 32(6). Therefore, by the definition in (39),

(40) 〈T [p]S ω, φ〉 =
1
4

∑
i< j

ki k j 〈[θi · θ j , ω], [θi · θ j , φ]〉.

A straightforward calculation using (28) shows that, for any α ∈ Ip,

(41) [θi · θ j ,2α] =


0 if i, j ∈ α,
0 if i, j ∈ ?α,
2θi · θ j ·2α otherwise.

Then 〈[θi · θ j ,2α], [θi · θ j ,2β]〉 is either zero or is equal to

4〈θi · θ j ·2α, θi · θ j ·2β〉 = 4〈2α,2β〉

because 〈θ ·ω1, θ ·ω2〉=〈ω1, ω2〉 for any 1-form θ and p-formsω1, ω2. In particular
〈T [p]2α,2β〉 = 0 when α 6= β. It remains to show that 〈T [p]2α,2α〉 = KαK?α.
After renumbering, we can assume that α= {1, . . . , p} so that ?α= {p+1, . . . , n}.
Then

|[θi · θ j ,2α]|
2
=

{
4 if i ≤ p, j ≥ p+ 1,
0 otherwise,

so that, by (40),

〈T [p]2α,2α〉 =
1
4

∑
i< j

ki k j |[θi · θ j ,2α]|
2

=

∑
i≤p

j≥p+1

ki k j = (k1+ · · ·+ kp)(kp+1+ · · ·+ kn)= KαK?α

as asserted. �

5.4. Proof of Theorem 1. Let {ξr } be an orthonormal basis of 32(6) with dual
basis {ξ̂r }, where r is an index running from 1 to

(n
2

)
. By Theorem 17 and the

splitting given in (37), we have

B[p] =B[p]res +

q∑
j=1

T [p]ν j
,

where, on given p-forms ω and φ,

〈B[p]resω, φ〉 =
1
4

∑
r,s

〈Rresξr , ξs〉〈[ξ̂r , ω], [ξ̂s, φ]〉,

〈T [p]ν j
ω, φ〉 =

1
4

∑
r,s

〈R
( j)
extξr , ξs〉〈[ξ̂r , ω], [ξ̂s, ω]〉.
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From Lemma 18 applied to S = Sν j , we get directly that

T [p]ν j
= (tr Sν j

)S[p]ν j
− S[p]ν j

◦ S[p]ν j
.

It remains to show the bounds on B
[p]
res . Choose {ξr } to be an orthonormal basis of

eigenvectors of Rres. We know from (35) that 〈Rresξr , ξr 〉 ≥ γM |ξr |
2
= γM for all r .

Then, for any p-form ω,

〈B[p]resω,ω〉 =
1
4

∑
r

〈Rresξr , ξr 〉|[ξ̂r , ω]|
2
≥
γM

4

∑
r

|[ξ̂r , ω]|
2.

Now, the right-hand side does not depend on the choice of the basis {ξr } of 32(6);
choosing the basis {θi · θ j }i< j relative to an orthonormal coframe (θ1, . . . , θn) of
T6, we have

1
4

∑
r

|[ξ̂r , ω]|
2
=

1
4

∑
i< j

|[θi · θ j , ω]|
2
= p(n− p)|ω|2,

which follows from Lemma 18 applied to S = I d, with eigenvalues k j all equal
to 1. Then B

[p]
res ≥ p(n− p)γM . The upper bound B

[p]
res ≤ p(n− p)0M is proved

similarly. �

6. Proof of Theorem 4

Let 6n be a compact hypersurface of Sn+1 and let ω be a nontrivial parallel p-form
on 6, for some p = 1, . . . , n− 1.

We first take care of the case n= 2, p= 1. As B[1]ω= K6ω, we see immediately
that K6 = 0, hence 6 is flat. As 6 is compact and orientable, 6 must be a flat torus.

We then assume n≥ 3. Let (e1, . . . , en) be a local orthonormal frame of principal
directions associated to the principal curvatures k1, . . . , kn on an open set U and
let (θ1, . . . , θn) be its dual basis. The following facts have been proved in [Colbois
and Savo 2012, Theorem 9]. As a consequence of the identity R(ei , e j )ω = 0 one
obtains, for all i 6= j ,

(42) (1+ ki k j )8i j = 0,

where8i j is the p-form8i j = θ j∧ieiω−θi∧ie jω.As ω is parallel, it never vanishes;
as it is nontrivial we can assume, after renumbering the basis, that ω(e1, . . . , ep) 6=0
on U . This implies that for all i ≤ p and j ≥ p+ 1 the form 8i j is nonzero, which
forces 1+ki k j = 0. One quickly concludes that at each point, there are two principal
curvatures, λ (with multiplicity p) and µ (with multiplicity n− p); that is,{

S(ei )= λei for i = 1, . . . , p,
S(e j )= µe j for j = p+ 1, . . . , n.
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Moreover, one has, on U ,
λµ=−1.

Now λ, µ are smooth functions on U . To prove Theorem 4 it is enough to show
that ∇λ = ∇µ = 0 on U . In fact, as U is arbitrary and 6 is connected, λ and µ
will be constant on 6. Therefore 6 is a compact isoparametric hypersurface with
two principal curvatures, and by a well-known classification result it is isometric to
a Clifford torus.

A result by T. Otsuki [1970] states that if 6 is a hypersurface in Sn+1 such
that the multiplicities of its principal curvatures are constant, then the distribution
Dλ = {v ∈ T6 : S(v) = λv} relative to a principal curvature λ is completely
integrable. Moreover, if the multiplicity of λ is greater than one, then λ is constant
on each of the integral leaves of the corresponding distribution. When there are
only two principal curvatures (which is our case) this fact was also proved in [Ryan
1969, Proposition 2.3].

We first assume that 2≤ p ≤ n− 2. By what we have just said, on U we have

(43)
{
〈∇λ, ei 〉 = 0 for i = 1, . . . , p,
〈∇µ, e j 〉 = 0 for j = p+ 1, . . . , n.

Differentiating λµ=−1, we see that, on U ,

(44) µ∇λ+ λ∇µ= 0.

Fix i = 1, . . . , p. As 〈∇λ, ei 〉 = 0, we obtain from (44) that 〈λ∇µ, ei 〉 = 0; as
λ 6= 0 we then have

∇µ(ei )= 0 for all i = 1, . . . , p.

By (43) we see that ∇µ= 0 (hence ∇λ= 0) on U .
We now assume that p = 1. Therefore

S(e1)= λe1, S(e j )= µe j for j = 2, . . . , n.

As n ≥ 3, the multiplicity of µ is greater than one, and we have

〈∇µ, e j 〉 = 0 for j = 2, . . . , n.

By (44) we also have

〈∇λ, e j 〉 = 0 for j = 2, . . . , n.

To prove the theorem, it then remains to show that 〈∇λ, e1〉 = 0.
From (42), we see that (1+ ki k j )8i j = 0, where 8i j = ω(ei )θ j −ω(e j )θi . Take

i, j ≥ 2 with i 6= j . As 1+ ki k j = 1+µ2
6= 0, we must have 8i j = 0. Hence

0=8i j (e j )= ω(ei ) for all i = 2, . . . , n.
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As ω(e1) 6= 0, this gives

S[1]ω(e1)= λω(e1) and S[1]ω(e j )= 0 for all j ≥ 2.

This means that S[1]ω = λω, and that the dual vector field X of ω is parallel and is
a principal direction associated to λ:

S(X)= λX.

As X has constant length, we can normalize so that X = e1. We now compute
div(S(X)) in two ways. Since X is parallel, one has ∇e j (S(X))=∇e j S(X). Then,
by the Codazzi formula,

(45) div(S(X))= 〈n∇H , X〉.

On the other hand, since div X = 0,

(46) div(S(X))= div(λX)= 〈∇λ, X〉.

Therefore 〈n∇H −∇λ, X〉 = 0. Differentiating the identity nH = λ− (n− 1)/λ,
we obtain

n− 1
λ2 〈∇λ, X〉 = 0 and 〈∇λ, e1〉 = 〈∇λ, X〉 = 0.

The proof is complete. �
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ON SOLUTIONS TO
COURNOT–NASH EQUILIBRIA EQUATIONS ON THE SPHERE

MICAH WARREN

We discuss equations associated to Cournot–Nash Equilibria as put forward
recently by Blanchet and Carlier. These equations are related to an optimal
transport problem in which the source measure is known, but the target
measure is part of the problem. The resulting equation is of Monge–Ampère
type with possible nonlocal terms. If the cost function is of a particular
form, the equation is vulnerable to standard optimal transportation PDE
techniques, with some modifications to deal with the new terms. We give
some sufficient conditions for the problem on the sphere from which we can
conclude that solutions are smooth.

1. Introduction

In this note, we discuss equations associated to Cournot–Nash equilibria as put
forward in [Blanchet and Carlier 2012], a reference we henceforth abbreviate as
[BC]. These equations are related to an optimal transport problem in which the
source measure is known but the target measure is to be determined. A Cournot–
Nash equilibrium (CNE) is a special type of optimal transport: Each individual x
is transported to a point T (x) in a way that not only minimizes the total cost of
transportation, but minimizes a cost to the individual x (transportation plus other).
This latter cost may depend on the target distribution, and may involve congestion,
isolation and geographical terms.

Blanchet and Carlier demonstrated how CNE are related to nonlinear elliptic
PDEs, explicitly deriving a Euclidean version of the equation [BC, (4.6)] and
showing that this problem has some very nice properties [BC, Theorem 3.8]. The
fully nonlinear Monge–Ampère equation differs from “standard” optimal transport
equations in that the potential itself occurs on the right-hand side, along with possibly
some nonlocal terms. Here we study the problem on the sphere. Immediately one
can conclude from [BC, Theorem 3.8] and [Loeper 2009] that optimal maps are
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continuous with control on the Hölder norm. We move this a step further and show
that all derivative norms can be controlled in terms of the data, when the solution is
smooth. When the solution is known to be differentiable enough, one can easily
adapt the estimates of Ma, Trudinger and Wang [Ma et al. 2005]. To make the
conclusion a priori, we must use the continuity method. Closedness follows from
the same estimates, but openness is not immediate and requires some conditions. In
Theorem 6 we give some conditions on the data so that the problem can be solved
smoothly.

2. Background and setup

In this section we briefly recap the setup in [BC]. Given a space of player types X
endowed with a probability measure µ, an action space Y , and a cost function

8 : X × Y ×P(Y )→ R,

assume x-type agents pay cost 8(x, y, ν) to take action y. Here ν ∈ P(Y ) is the
probability measure in the action space which is the push forward of µ by the map
of actions from X to Y . Supposing that x-type agents know the distribution ν, they
can choose the best action y. A Cournot–Nash equilibrium is a joint probability
distribution measure γ ∈ P(X × Y ) with first marginal µ such that

(2-1) γ
{
(x, y) ∈ X × Y :8(x, y, ν)=min

z∈Y
8(x, z, ν)

}
= 1,

where ν is the second marginal.
We will be interested in a particular type of cost,

8(x, y, ν)= c(x, y)+V[ν](y),

where c is the transportation cost. Lemma 2.2 of [BC] shows that a CNE will neces-
sarily be an optimal transport pairing for the cost c between the measures µ and ν.
They further show that, if V[ν] is the differential of a functional E[ν], then, at a
minimizer for E[ν]+Wc(µ, ν), the optimal transport will necessarily be a CNE (here
Wc(µ, ν) is the Wasserstein distance). In particular, if the cost Vm[ν] is of the form

(2-2) Vm[ν](y)= f
(

dν
dm

(y)
)
+

∫
φ(y, z) dν(z)+ V (y),

where m is a “background” measure and the function φ(y, z) is symmetric on
Y × Y , then Vm is a differential, and a solution to the optimal transport is a CNE.
(We will be licentious with notation, letting ν denote not only the measure, but
also the density with respect to the background m.) From here on we suppose we
are working with a solution to an optimal transport with cost c between measures
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µ and ν which is also a CNE for a total cost 8. We also assume that the manifolds
X and Y are compact without boundary.

One can consider the pair (u, u∗) which maximizes the Kantorovich functional

J (u, v)=
∫
−u dµ+

∫
v dν

over all −u(x)+ v(y)≤8(x, y). The pair (u, u∗) will satisfy

(2-3) −u(x)+ u∗(y)=8(x, y)

γ -almost everywhere, where γ is the optimal measure for the Kantorovich problem.
If the cost satisfies the standard Spence–Mirrlees condition (in the mathematics
literature, the “twist”, or [Ma et al. 2005, Section 2, condition (A1)]) we have,
µ-almost everywhere,

(2-4) −u(x)+ u∗(T (x))=8(x,T (x)).

The twist condition says that T (x) is uniquely determined by

(2-5) T (x)= {y : Du(x)+ Dc(x, y)= 0},

which gives the identity

(2-6) Du(x)+ Dc(x,T (x))= 0.

Note that, fixing an x , the quantity

8(x, y)− u∗(y)

must have a minimum at T (x); we conclude that

Dy8(x,T (x))= Du∗(T (x)).

Then by condition (2-1), for fixed x ,

8(x,T (x))≤8(x, y),

which implies that
Dy8(x,T (x))= 0,

from which we conclude that
Du∗(y)≡ 0.

Now the pair (u, u∗) is determined up to a constant. One can choose the constant
in u or u∗ but not both. At this point we simply choose u∗ = 0. Having fixed this
choice, we obtain information about u and the measure ν, using (2-2) and (2-4):

−u(x)= c(x,T (x))+ f
(
ν(T (x))

)
+

∫
φ(T (x), z) dν(z)+ V (T (x)).
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In particular, the density ν(y) must be determined by

(2-7) ν(T (x))

= f −1
(
−u(x)− c(x,T (x))−

∫
φ(T (x),T (z)) dµ(z)− V (T (x))

)
,

having used the change of integration variables T between µ and ν. The optimal
transportation equation (see [Ma et al. 2005]) becomes

(2-8)
det
(
ui j (x)+ ci j (x,T (x))

)
det
(
−cis(x,T (x))

) =
µ(x)

f −1(Q(x, u))
.

Here and in the sequel, we use i , j , k to denote derivatives in the source X , and
p, s, t to denote derivatives in the target Y . It will be convenient to assume
that cis is negative definite, which follows if we are assuming condition (A2) of
[Ma et al. 2005] and have chosen an appropriate coordinate system. We will use
bis(x)=−cis(x,T (x)). Also (to keep equations within one line) we abbreviate

Q(x, u)=−u(x)− c(x,T (x))−
∫
φ(T (x),T (z)) dµ(z)− V (T (x)),

with T (x) being determined by (2-5).
Before we say how this fully nonlinear equation is vulnerable, we mention the

“Inada-like” conditions [BC, Section 3.3]

(2-9)
lim
ν→0+

f (ν)=−∞ and lim
ν→+∞

f (ν)=+∞,

f ′ > 0 and f ∈ C2(R+).

If f satisfies these conditions, then several observations are in order. First, as noted
in [BC, Theorem 3.8], on a compact manifold we get bounds away from zero and
infinity for the density ν. In the spherical distance-squared transportation cost case,
this immediately gives Cα-continuity of the map, by results of Loeper. Secondly,
the right-hand side of (2-8) is strictly monotone in the zeroth-order term — this is
crucial in obtaining existence and uniqueness results, as it will allow us to invert
the linearized operator. Finally, as we will show below, the first derivatives of
this density will be bounded in terms of an a priori constant (depending on the
smoothness of f ) and the second derivatives will be bounded by a constant times
second derivatives of u. These estimates will allow us to take advantage of the
Ma–Trudinger–Wang estimates.

We will show an estimate on smooth solutions: If a solution to (2-8) is C4, then
it enjoys estimates of all orders subject to universal bounds. In order to show that
arbitrary solutions are C4 and hence smooth, we must use a continuity method.
This method relies on a linearization which requires some discussion, given the
integral terms in the equation.
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The problem here, on a compact manifold with cost function satisfying the
Ma–Trudinger–Wang condition, is quite simpler than the delicate boundary value
problem in [BC]. With or without the nonlocal terms, such a problem may be
approached as in [Liu and Trudinger 2010]. We leave this problem aside for now.

3. Linearization

We take the natural log of (2-8) and then consider the functional

(3-1) F(x, u, Du, D2u)= ln det
(
ui j (x)+ ci j (x,T (x))

)
− ln det

(
bis(x,T (x))

)
− lnµ(x)+ ln f −1(Q(x, u));

the equation we want to solve is

(3-2) F(x, u, Du, D2u)= 0.

Preparing for linearization, consider (2-6) applied to u+ tv:

Du(x)+ t Dη(x)+ Dc(x,Tt(x))= 0.

Differentiate with respect to t to get

Dη(x)= bis(x,T (x))
dT s

dt
.

Linearizing, we obtain

Lη = d
dt

F(u+ tη)= L0η+ L1η,

where

(3-3) L0η = wi jηi j +w
i j ci jsbskηk + biscispbpkηk,

(3-4) L1η =
( f −1(Q))′

f −1(Q)

(
−cs(x,T (x))bskηk − η− Vsbskηk

− bskηk(x)
∫
φs(T (x),T (z)) dµ(z)

−

∫
φs̄(T (x),T (z))bsk(z)ηk(z) dµ(z)

)
.

Here we are using
wi j (x)= ui j (x)+ ci j (x,T (x)).

We note also that differentiating (2-6) shows

(3-5) T s
i (x,T (x))=

∂T s

∂xi
= bsk(x,T (x))wki (x,T (x)).

We take gi j (x) = wi j (x) to define a metric (one can check that it transforms as
such), then write

(3-6) dµ(x)= e−a(x) dVg(x),
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where

−a(x)= lnµ(x)− 1
2 ln detwi j (x).

From the definition of F in (3-1) we have

−a(x)= 1
2 ln detwi j − ln det b+ ln ν− F,

having introduced

ν(x)= ln f −1(Q(x, u)).

First, we compute the weighted Laplace

4aη =4gη−∇a · ∇η.

We begin with 4gη, differentiating in some coordinate system (see (4-1) for very
similar computations):(√

detwwi jη j
)

i
√

detw
= wi jηi j +

1
2w

ab∂iwabw
i jη j −w

iawbj∂iwabη j

= wi jηi j +w
abwi j (∂ iwab− ∂bwia)η j −

1
2w

ab∂iwabw
i jη j

= wi jηi j + (w
bacabsbs j

−wi j ciskbsk)η j −
1
2w

i j (ln detw)iη j

= L0η− biscispbpkηk −w
i j ckisbskη j −

1
2w

i j (ln detw)iη j .

Thus

4aη = L0η− biscispbpkηk −w
i j ckisbskη j −

1
2w

i j (ln detw)iη j

+
1
2w

i j (ln detw)iη j −w
i j (ln det b)iη j + (ln ν)iwi jη j − Fiw

i jη j

= L0v+ (ln ν)iwi jη j − Fiw
i jη j ,

and hence

Lη =4aη+ L1η− (ln ν)iwi jη j + Fiw
i jη j .

Next, we compute

(ln ν)i =
( f −1(Q))′

f −1(Q)

(
−ui (x)− ci (x,T (x))− cs(x,T (x))bskwki

− bskwki

∫
φs(T (x),T (z)) dµ(z)− Vsbskwki

)
.

Noting that −ui (x)− ci (x,T (x)) vanishes, and (3-4), we have

L1η− (ln ν)iwi jη j =
( f −1(Q))′

f −1(Q)

(
−η−

∫
φs(T (x),T (z))bsk(z)ηk(z) dµ(z)

)
.
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Next, we compute the integral term in the previous expression. Notice∫
〈∇φ(y,T (z)),∇η〉e−a(z) dVg(z)=

∫
φs(y,T (z))bskwkiη jw

i j e−a(x) dVg

=

∫
φs(T (x),T (z))bskηk(z) dµ(z).

Now, integrating by parts, we have

−

∫
φs(T (x),T (z))bskηk(z) dµ(z)=

∫
φ(T (x),T (z))4a η(z)e−a(z) dVg(z).

Combining, we have

(3-7) Lη=4aη−h(x)η(x)−h(x)
∫
φ(T (x),T (z))4a η(z) dµ(z)+〈∇F,∇η〉,

using the shorthand

h(x)=
( f −1(Q))′

f −1(Q)
,

which represents a positive differentiable quantity if f satisfies (2-9). In particular,
if f (τ )= ln τ then h will be identically 1. When F ≡ 0 we have the following.

Proposition 1. At a solution of (3-2), the linearized operator takes the form

(3-8) Lη =4aη− h(x)η(x)− h(x)
∫
φ(T (x),T (z))4a η(z) dµ(z).

Lemma 2. Suppose that

(3-9) max
(x,y)∈X×Y

h(x)|φ(x, y)|< 1.

Then the operator (3-8) has trivial kernel.

Proof. To make use of some functional analytic formality, we define operators A,
J , h, and I on the space B = L2(X, dµ) by

[Aη](x)=4aη(x),

[Jη](x)=
∫
φ(T (x),T (z))η(z) dµ(z),

[hη](x)= h(x)η(x),

[Iη](x)= η(x).

Then L = A− h− h J A = (I − h J )A− h = (I − h J )
(

A− (I − h J )−1h
)
.

First, we have the pointwise estimate

[h Jη](x)=
∫

h(x)φ(T (x),T (y))η(y) dµ(y)

≤
∥∥∫ h(x)φ(T (x),T (y)) dµ(x)

∥∥1/2
L2 ‖η‖

1/2
L2

≤
(

max
(x,y)∈X×Y

h(x)|φ(x, y)|
)1/2

< ‖η‖
1/2
L2 ,
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using (3-9). Integrating this quantity over µ yields

‖h J‖< 1

as an operator on B, so (I − h J ) is invertible. Thus we have

Ker L = Ker(A− (I − h J )−1h).

Now suppose, for purposes of contradiction, that we have nontrivial η ∈ Ker L .
Then

Aη = (I − h J )−1hη,

thus
〈(I − h J )−1hη, η〉 = 〈Aη, η〉 = −

∫
|∇η|2 dµ < 0.

But, as (I − h J ) is invertible, we can let

(I − h J )ω = hη.

Then
〈ω, h−1(I − h J )ω〉 = 〈(I − h J )−1hη, η〉< 0,

that is,

0>
〈
ω,

1
h
ω
〉
−〈ω, Jω〉 ≥ 1

max h
‖ω‖2−‖J‖‖ω‖2 =

( 1
max h

−‖J‖
)
‖ω‖2,

which is clearly a contradiction if 1>max h‖J‖. �

4. Estimates on the sphere

From here on we specialize to the round unit sphere, with cost function half of
distance squared. Note that this sphere has Riemannian volume nωn .

Oscillation estimates. The following estimates are a version of [BC, Lemma 3.7].
On a compact manifold, the cost function will be bounded. Since the solution u
is c-convex, at its maximum point xmax, u is supported below by the cost sup-
port function c(x,T (x0))+ λ. Hence, at the minimum point xmin, we have that
u(xmin)≥c(xmin,T (xmax))+ λ, which in turn tells us that

osc u ≤ osc c = 1
2π

2.

Next we observe that, because the integration of the density ν against m gives a
probability measure, the density ν must be larger than 1/(nωn) at some point y0.
Using (2-7), it follows that, at the point x0 = T−1(y0),

−c(x0, y0)− u(x0)−
∫
φ(y0,T (z)) dµ(z)− V (y0)≥ f

( 1
nωn

)
,
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and similarly, at the point x1 where the density ν is smallest,

−c(x1, y1)− u(x1)−
∫
φ(y1,T (z)) dµ(z)− V (y1)= f (ν(x1)).

Hence,

−c(x0, y0)+ c(x1, y1)− u(x0)+ u(x1)−
∫ (
φ(y0,T (z))+φ(y1,T (z))

)
dµ(z)

−V (y0)+ V (y1)≥ f
( 1

nωn

)
− f (ν(x1)),

that is,

f (ν(x1))≥ f
( 1

nωn

)
− 2 osc c− 2 oscφ− osc V >−∞.

By Inada’s conditions,

ν ≥ f −1
(

f
( 1

nωn

)
−π2

− 2 oscφ− osc V
)
> 0.

Similarly, an upper bound can be derived:

ν ≤ f −1
(

f
( 1

nωn

)
+π2

+ 2 oscφ+ osc V
)
<∞.

4.1. Stayaway. Now that ν is under control, it follows from the stayaway estimates
of [Delanoë and Loeper 2006] that the map T (x) must satisfy

distSn (x,T (x))≤ π − ε( f, µ, V, φ).

In particular, the map stays clear of the cut locus. All derivatives of the cost function
are now controlled.

MTW estimates.

Lemma 3. If the map T is differentiable and locally invertible, then the target
measure density

ν(T (x))= f −1
(
−c(x,T (x))− u(x)−

∫
φ(T (x),T (z)) dµ(z)− V (T (x))

)
has first derivatives bounded by a universal constant and has second derivatives

νsr = C1+C2k(T−1)kr ,

where the bounding constants are within a controlled range.

Proof. Differentiate in the xk direction:

νs T s
k (x)= ( f −1)′

(
−ck(x,T (x))− cs(x,T (x))T s

k − uk

− T s
k

∫
φs(T (x),T (z)) dµ(z)− Vs T s

k

)
= ( f −1)′T s

k (x)
(
−cs(x,T (x))−

∫
φs(T (x),T (z)) dµ(z)− Vs(T (x))

)
.
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As this is true for all k, and DT is invertible, we can conclude that

νs(T (x))= ( f −1)′
(
−cs(x,T (x))−

∫
φs(T (x),T (z)) dµ(z)− Vs(T (x))

)
is a bounded quantity. For second derivatives, differentiate this equation in x again:

νspT p
k = ( f −1)′′T p

k (x)
(
−cs(x,T (x))−

∫
φs(T (x),T (z)) dµ(z)− Vs(T (x))

)
×

(
−cp(x,T (x))−

∫
φp(T (x),T (z)) dµ(z)− Vp(T (x))

)
+ ( f −1)′

(
−csk(x,T (x))− csp(x,T (x))T

p
k (x)

− T p
k (x)

∫
φps(T (x),T (z)) dµ(z)− T p

k (x)Vsp(T (x))
)
,

that is,

νsr = ( f −1)′′
(
−cs(x,T (x))−

∫
φs(T (x),T (z)) dµ(z)− Vs(T (x))

)
×

(
−cp(x,T (x))−

∫
φp(T (x),T (z)) dµ(z)− Vp(T (x))

)
+ ( f −1)′

(
−csk(x,T (x))(T−1)kr − csp(x,T (x))

−

∫
φps(T (x),T (z)) dµ(z)− Vsp(T (x))

)
.

Now all the terms, with the exception of the (T−1)kr term, are given by controlled
constants, independent of u. We are done. �

Before we state the main a priori estimate, we recall the Ma–Trudinger–Wang
(MTW) tensor [Ma et al. 2005, p. 154]. For each y in the target, one can define the
MTW tensor as a (2, 2)-tensor on Tx M via

MTWkl
i j (x, y)= {(−ci j pr + ci jscsmcmr p)cpkcrl

}(x, y).

It is by now a well-known fact that, on the sphere,

MTWkl
i j ξkξlτ

iτ j
≥ δn‖ξ‖

2
‖τ‖2

for a positive δn and all vector–covector pairs such that

ξ(τ )= 0.

(For more discussion of the geometry of this tensor, see [Kim and McCann 2010].)
Given a solution, we define an operator on (2, 0)-tensors as follows. Let h be a

(2, 0)-tensor. Given vector fields X1, X2, we define

(Lwh)(X1, X2)=
1

√
detw

∇ j
(√

detwwi j
∇i h

)
−wi j

∇ j a∇i h(X1, X2),

where
−a(x)= 1

2 ln detw(x)− ln det b(x)+ ln ν(x,T (x))
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and covariant differentiation is taken with respect to the round metric.

Proposition 4. Let u be a solution of (2-8). If e is a unit direction in a local chart
on Sn , then

Lww(e, e)

≥wi j (−ci j pr+ci jsckr pcsk)cpmcrlwmewle−C
(
1+

∑
wi i ∑w j j+

∑
wi i
+
∑
w2

i i
)

Proof. This was proven in the case where densities are known ahead of time by Ma
et al. [2005]. Adapting their proof requires only a small modification somewhere
in the middle, but for completeness (and mostly for fun), we will present the
calculation.

First, we note that

(4-1)
∂ j
(√

detwwi j
)√

detwi j
−wi j a j

= ∂ jw
i j
+

1
2w

i j (ln detw) j+w
i j 1

2(ln detw) j−w
i j (ln det b) j+w

i j (ln ν)s T s
j

=−wiawbj∂ jwab+w
i j (ln detw) j −w

i j(bskbsk j + bskbskt T t
j
)
+ bsi (ln ν)s

=−wiawbj (∂ jwab− ∂awbj )−w
iawbj∂awbj +w

i j (ln detw) j

−wi j bskbsk j − bti bskbskt + bsi (ln ν)s
=−wiawbj (cabs T s

j − cbjs T s
a )−w

i j bskbsk j − bti bskbskt + bsi (ln ν)s

= bsiwbj cbjs − bti bskbskt + bsi (ln ν)s

using (among others) the relations

(4-2) ∂ jwab− ∂awbj = cabs T s
j − cbjs T s

a , wbj T s
j = bs j .

Now

Lww(e1, e1)

=
1

√
detw

∇ j (
√

detwwi j
∇iw)(e1, e1)−w

i j
∇ j a∇iw(e1, e1)

= wi j
∇ j∇iw(e1, e1)+ (bsiwbj cbjs − bti bskbskt + bsi (ln ν)s)∇iw(e1, e1)

=wi j (∂i∂ jw(e1, e1)−∇ j∂iw(e1, e1)+ 2w(∇∇ j∂i e1, e1)− 2∂iw(∇ j e1, e1)

−2∂ jw(∇i e1, e1)+ 2w(∇ j∇i e1, e1)+ 2w(∇i e1,∇ j e1)
)

+ (bsiwbj cbjs − bti bskbskt + bsi (ln ν)s)(∂iw(e1, e1)− 2w(∇i e1, e1)).

At this point, we choose a normal coordinate system (in the round metric), then
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Lww(e1, e1)= (bsiwbj cbjs − bti bskbskt + bsi (ln ν)s)∂iw(e1, e1)

+wi j (∂i∂ jw(e1, e1)+ 2w(∇ j∇i e1, e1))

= (biswbj cbjs − bi t bskbskt + bis(ln ν)s)∂iw11

+wi j (∂i∂ jw11− ∂1∂1wi j )+w
i j (∂1∂1wi j + 2w(∇ j∇i e1, e1)).

Again harking back to [Ma et al. 2005], we let

K = C
∑
wi i ∑w j j +C

∑
wi i
+C

∑
w2

i i +C

and note that terms of the following form are K :

K = wi j T s
b , K = (∂ jwik − ∂kwi j ), K = wi j 2w(∇ j∇i e1, e1), K = wi jwkl;

so that

Lww(e1, e1)=−K + (bsiwbj cbjs − bti bskbskt + bsi (ln ν)s)∂iw11

+wi j (∂i∂ jw11− ∂1∂1wi j )+w
i j∂1∂1wi j .

Now, differentiating

(4-3) ln detwi j = ln det bis + lnµ− ln ν,

we have

(4-4) wi j∂1wi j = bsi (bis1+ bist T t
1 )+ (lnµ)1− (ln ν)s T s

1

and again

wi j∂11wi j + ∂1w
i j∂1wi j = K + bsi bist T t

11+ (ln ν)sr T r
1 T s

1 − (ln ν)s T s
11.

Now recall Lemma 3, which gives

(ln ν)sr T r
1 T s

1 =
C1sr +C2sk(T−1)kr

ν
T r

1 T s
1 − (ln ν)s(ln ν)r T r

1 T s
1 = K ;

thus

(4-5) wi j∂11wi j = w
iawbj∂1wab∂1wi j + K + bsi bist T t

11− (ln ν)s T s
11.

Note that differentiating T s
i = bskwki yields

(4-6) T s
i j = bsk∂ jwki − bsabpkwki (bapj + bapq T q

j ),

in particular
T s

11 = bsk∂1wk1− bsabpkwk1(bap1+ bapq T q
1 ).

Now it follows that

T s
11− bsk∂kw11 = bsk(∂1wk1− ∂kw11)− bsabpkwk1(bap1+ bapq T q

1 )(4-7)

= K .(4-8)
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Bringing in the concavity of the Monge–Ampère equation (4-5) and (4-8), we can
eliminate some terms to see

Lww(e1, e1)≥−K + biswbj cbjs∂iw11+w
i j (∂i∂ jw11− ∂1∂1wi j ).

Then, using

∂1∂1wi j = ui j11+ ci j11+ 2ci js1T s
1 + ci js T s

11+ ci j pr T p
1 T r

1 ,

∂i∂ jw11 = u11i j + c11i j + c11si T s
j + c11s j T s

i + c11s T s
i j + c11pr T p

i T r
j ,

we have

Lww(e1, e1)

≥−K + (biswbj cbjs)∂iw11+w
i j (c11s T s

i j + c11pr T p
i T r

j − ci js T s
11− ci j pr T p

1 T r
1 ).

From (4-6),

wi j T s
i j = w

i j (bsk∂ jwki − bsabpkwki (bapj + bapq T q
j ))

= wi j bsk(∂ jwki − ∂kwi j + ∂kwi j )− bsabpj (bapj + bapq T q
j )

= K + bsk∂k(ln detw)

= K

by (4-4). Using (4-7) we conclude

Lww(e1, e1)≥−K −wbj cbjsbsabpkwk1bapq T q
1 −w

i j ci j pr T p
1 T r

1 ,

which is the desired result after reindexing. �

Corollary 5. Second derivatives of u are uniformly bounded.

Proof. Given the maximum principle estimate, this proof is standard, following
[Ma et al. 2005]. For some more details in the setting of Riemannian manifolds see
[Kim et al. 2012, Theorem 3.5]. �

5. Main theorem

In order to make a precise statement, we define

νlower = f −1
(

f
(

1
nωn

)
− 2 osc c− 2‖φ‖∞− osc V

)
νupper = f −1

(
f
(

1
nωn

)
+ 2 osc c+ 2‖φ‖∞+ osc V

)
.

Similarly, an upper bound can be defined by

hmax = sup
Q∈[νlower,νupper]

( f −1(Q))′

f −1(Q)
.
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Theorem 6. Suppose that f satisfies the Inada-like conditions (2-9), µ and m are
smooth, and φ and V are Lipschitz. If

(5-1) max
x,y∈M

|φ(x, y)|<
1

hmax
,

then there exists a smooth solution to (3-2).

Proof. For existence, we proceed by continuity [Gilbarg and Trudinger 2001,
Theorem 17.6] on (3-2), letting

(5-2) F(t, x, u, Du, D2u)

= ln det
(
D2u+ D2c(x,T (x))

)
− ln det

(
−DDc(x,T (x))

)
− ln(tµ(x)+ (1− t)m(x))+ ln f −1(Q(t, x,T (x))

)
,

where

Q(t, x,T (x))=−u(x)− c(x,T (x))− t
∫
φ(T (x),T (z)) dµ(z)− tV (T (x)).

At time t = 0, a solution is given by u ≡ 0: this maps the measure m to itself via the
identity mapping. Thus the interval I of t for which a solution exists is nonempty.
Notice that the form of (5-2) is the same as of (3-2) up to a scale of the functions φ
and V and a change of measure, so the estimates from the previous section all hold.
From the theory of Krylov and Evans one can obtain C2,α estimates. Thus I is
closed. Lemma 2 with these conditions gives openness, noting that on the sphere
a Laplacian has index zero, and that the linearized operator which has the same
principal symbol has index zero as well. �

Remark. For uniqueness, the standard PDE trick does not work immediately, even
under assumptions such as those in the theorem. One may be tempted to use
the standard argument [Gilbarg and Trudinger 2001, Theorem 17.1] to obtain a
contradiction. However, the intermediate linearized operator will have the additional
∇F term that arises in (3-7) because combinations of u and v are not solutions.
Our proof of invertibility fails for these, so we have no reason to expect that the
proof would remain valid after being integrated. Uniqueness may be more easily
obtained from geometric consideration as in [BC, Section 4]; see also [Villani 2009,
Chapters 15 and 16].

However, if the integral term is not present, we can use the argument [Gilbarg
and Trudinger 2001, Theorem 17.1], making the important note that on the sphere
the set of c-convex functions is convex [Figalli et al. 2011, Theorem 3.2]. In this
case, invertibility of the linearized operator follows easily from standard maximum
principle arguments.
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DOUBLE AND TRIPLE GIVENTAL’S J-FUNCTIONS FOR
STABLE QUOTIENTS INVARIANTS

ALEKSEY ZINGER

We use mirror formulas for the stable quotients analogue of Givental’s J-
function for twisted projective invariants obtained in a previous paper to
obtain mirror formulas for the analogues of the double and triple Givental’s
J-functions (with descendants at all marked points) in this setting. We then
observe that the genus-0 stable quotients invariants need not satisfy the di-
visor, string, or dilaton relations of the Gromov–Witten theory, but they do
possess the integrality properties of the genus-0 three-point Gromov–Witten
invariants of Calabi–Yau manifolds. We also relate the stable quotients in-
variants to the BPS counts arising in Gromov–Witten theory and obtain
mirror formulas for certain twisted Hurwitz numbers.

1. Introduction 439
2. Main theorem 447
3. Equivariant mirror formulas 457
4. Equivariant twisted Hurwitz numbers 467
5. Outline of the proof of Theorem 3 470
6. Recursivity, polynomiality, and admissible transforms 474
7. Recursivity for stable quotients 478
8. Polynomiality for stable quotients 486
9. Stable quotients vs. Hurwitz numbers 493
10. Proof of (3-14) 502
Acknowledgments 506
References 506

1. Introduction

Gromov–Witten invariants of projective varieties are counts of curves that are
conjectured (and known in some cases) to possess a rich structure. In particular,
so-called mirror formulas relate these symplectic invariants of a nonsingular variety
X to complex-geometric invariants of the mirror family of X . In genus 0, this
relation is often described by assembling two-point Gromov–Witten invariants (but
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without constraints on the second marked point) into a generating function, known
as Givental’s J -function, and expressing it in terms of an explicit hypergeometric
series. The genus-0 Gromov–Witten invariants of a projective complete intersection
X are equal to the twisted Gromov–Witten invariants of the ambient space associated
to the direct sum of positive line bundles corresponding to X . The genus-0 mirror
formula in Gromov–Witten theory extends to the twisted Gromov–Witten invariants
associated with direct sums of line bundles over projective spaces; see [Elezi 2003;
Givental 1996; Lian et al. 1999]. By [Cooper and Zinger 2014], the analogue of
Givental’s J -function for the twisted stable quotients invariants defined in [Marian
et al. 2011] satisfies a simpler version of the mirror formula from Gromov–Witten
theory. In this paper, we obtain mirror formulas for the stable quotients analogues
of the double and triple Givental’s J -functions for direct sums of line bundles. We
use them to test the stable quotients invariants for the analogues of the standard
properties satisfied by Gromov–Witten invariants. In the future, we intend to
apply the methods of this paper to show that the stable quotients and Gromov–
Witten invariants of projective complete intersections are related by a simple mirror
transform, in all genera, but with at least one marked point.

1A. Stable quotients. The moduli spaces of stable quotients, Qg,m(X, d), con-
structed in [Marian et al. 2011] and generalized in [Ciocan-Fontanine et al. 2014],
provide an alternative to the moduli spaces of stable maps, Mg,m(X, d), for com-
pactifying spaces of degree-d morphisms from genus-g nonsingular curves with
m marked points to a projective variety X (with a choice of polarization). A stable
tuple of quotients is a tuple

(1-1) (C, y1, . . . , ym; S1 ⊂ Cn1 ⊗OC, . . . , Sp ⊂ Cn p ⊗OC),

where C is a connected (at worst) nodal curve, y1, . . . , ym ∈ C∗ are distinct smooth
points, and

S1 ⊂ Cn1 ⊗OC, . . . , Sp ⊂ Cn p ⊗OC

are subsheaves such that the quotients Cn1 ⊗OC/S1, . . . ,Cn p ⊗OC/Sp are locally
free at the nodes of C and the marked points y1, . . . , ym and the Q-line bundle

ωC(y1+ · · ·+ ym)⊗ (3
topS∗1 )

ε
⊗ · · ·⊗ (3topS∗p)

ε
→ C

is ample for all ε ∈Q+; this implies that 2g+m ≥ 2.
In this paper, we are concerned only with the case g= 0. For m, d1, . . . , dp ∈Z≥0

and n1, . . . , n p ∈ Z+, the moduli space

(1-2) Q0,m(P
n1−1
× · · ·×Pn p−1, (d1, . . . , dp))

parameterizing the stable tuples of quotients as in (1-1) with h1(C,OC)= 0, that is,
C is a rational curve, rk(Si )= 1, and deg(Si )=−di , is a nonsingular irreducible
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Deligne–Mumford stack and

dim Q0,m(P
n1−1
× · · ·×Pn p−1, (d1, . . . , dp))

= (d1+ 1)n1+ · · ·+ (dp + 1)n p − p− 3+m;

see [Cooper and Zinger 2014, Propositions 2.1, 2.2].
As in the case of stable maps, there are evaluation morphisms,

evi : Q0,m(P
n1−1
× · · ·×Pn p−1, (d1, . . . , dp))→ Pn1−1

× · · ·×Pn p−1,

i = 1, 2, . . . ,m, corresponding to each marked point. There is also a universal
curve

π : U→ Q0,m(P
n1−1
× · · ·×Pn p−1, (d1, . . . , dp))

with m sections σ1, . . . , σm (given by the marked points) and p universal rank-1
subsheaves

Si ⊂ Cni ⊗OU .

In the case p = 1, we will denote S1 by S. For each i = 1, 2, . . . ,m, let

ψi =−π∗(σ
2
i ) ∈ H 2(Q0,m(P

n1−1
× · · ·×Pn p−1, (d1, . . . , dp))

)
be the first chern class of the universal cotangent line bundle as usual.

The twisted invariants of projective spaces that we study in this paper are indexed
by tuples a= (a1, . . . , al) ∈ (Z

∗)l of nonzero integers, with l ∈ Z≥0. For each such
tuple a, let

|a| =
l∑

k=1

|ak |, 〈a〉 =
∏
ak>0

ak

/ ∏
ak<0

ak, a! =
∏
ak>0

ak !, aa
=

l∏
k=1

a|ak |
k ,

νn(a)= n− |a|, `±(a)= |{k : (±1)ak > 0}|, `(a)= `+(a)− `−(a).

If in addition n, d ∈ Z+, let

(1-3) V (d)n;a =
⊕
ak>0

R0π∗(S∗ak )⊕
⊕
ak<0

R1π∗(S∗ak )→ Q0,m(P
n−1, d),

where π : U→ Q0,m(P
n−1, d) is the universal curve and m ≥ 2; these sheaves are

locally free.
By [Ciocan-Fontanine et al. 2014, Theorem 4.5.2 and Proposition 6.2.3],

SQd
n;a(c1, . . . , cm)≡

∫
Q0,m(Pn−1,d)

e(V (d)n;a)

m∏
i=1

ev∗i xci , m ≥ 2, d ∈ Z+, ci ∈ Z≥0,
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where x ∈ H 2(Pn−1) is the hyperplane class, are invariants of the total space Xn;a
of the vector bundle

(1-4)
⊕
ak<0

OPn−1(ak)
∣∣

Xn;(ak )ak>0
→ Xn;(ak)ak>0,

where Xn;(ak)ak>0 ⊂ Pn−1 is a nonsingular complete intersection of multidegree
(ak)ak>0. If νn(a)= 0, that is, Xn;a is a Calabi–Yau complete intersection, let

GWc1,...,cm
n;a (q)=

∞∑
d=0

qd SQd
n;a(c1, . . . , cm),

with GW0
n;a(c)≡ 〈a〉 if |c| = n− 4− `(a)+m and 0 otherwise.

1B. SQ invariants and GW invariants. In Gromov–Witten theory, there is a natural
evaluation morphism ev : U→ Pn−1 from the universal curve

π : U→M0,m(P
n−1, d).

If n, d ∈ Z+, the sheaf

(1-5) V (d)n;a =
⊕
ak>0

R0π∗ev∗OPn−1(ak)⊕
⊕
ak<0

R1π∗ev∗OPn−1(ak)→M0,m(P
n−1, d),

is locally free. It is well known that

GWd
n;a(c1, . . . , cm)≡

∫
M0,m(Pn−1,d)

e(V (d)n;a)

m∏
i=1

ev∗i xci , m, ci ∈ Z≥0, d ∈ Z+,

are also invariants of Xn;a. If νn(a)= 0 and m ≥ 2, let

GWc1,...,cm
n;a (Q)=

∞∑
d=0

Qd GWd
n;a(c1, . . . , cm),

with GW0
n;a(c)≡ 〈a〉 if |c| = n− 4− `(a)+m and 0 otherwise.

Stable quotients invariants and Gromov–Witten invariants are equal in many
cases, but differ for many Calabi–Yau targets, as we now describe. Let

(1-6) Ḟn;a(w,q)

≡

∞∑
d=0

qdwνn(a)d
∏

ak>0
∏akd

r=1(akw+ r)
∏

ak<0
∏−akd−1

r=0 (akw− r)∏d
r=1((w+ r)n −wn)

∈Q(w)JqK,

(1-7) İ0(q)= Ḟn;a(0, q), Jn;a(q)=
1

İ0(q)
∂ Ḟn;a

∂w

∣∣∣∣
(0,q)

.

The term wn in the denominator in (1-6) above is irrelevant for the purposes of the
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main formulas of Sections 1–3. Its introduction is related to the expansion (4-9),
which is used in an essential way in the proof of (3-14) in Section 10.

Theorem 1. Let n, l ∈ Z+ and a ∈ (Z∗)l be such that νn(a) = 0. If m = 2, 3 and
c ∈ (Z≥0)m , then

d3−mSQd
n;a(c) ∈ Z for all d ∈ Z,(1-8)

GWc
n;a(Q)= İ0(q)m−2 SQc

n;a(q)− δm,2〈a〉Jn;a(q),(1-9)

where δm,2 is the Kronecker delta function and Q = qeJn;a(q) is the mirror map.
Furthermore, the genus-0 three-marked stable quotients invariants of Xn;a satisfy the
analogue of the dilaton equation of Gromov–Witten theory if and only if `−(a) > 0,
and of the divisor and string relations if and only if `−(a) > 1.

The relation (1-9) follows from the explicit mirror formulas for the stable
quotients analogues of the double and triple Givental’s J -functions provided by
Theorem 2 in Section 2 and similar results in Gromov–Witten theory [Popa 2012;
Zinger 2014]; see Section 2 for more details. By [Ciocan-Fontanine and Kim 2013,
Theorem 1.2.2 and Corollaries 1.4.1, 1.4.2], (1-9) holds for m > 3 as well. As the
mirror formulas of Theorem 2 relate SQ invariants to the hypergeometric series
arising in the B-model of the mirror family without a change of variables, (1-9)
illustrates the principle that the mirror map relating Gromov–Witten theory to the
B-model reflects the choice of the curve-counting theory in the A-model and is not
intrinsic to mirror symmetry itself.

The analogue of (1-8) for GW invariants is well known. By [McDuff and Salamon
2004, Proposition 7.3.2], the genus-0 GW invariants of a Calabi–Yau manifold
with 3+ marked points are integer. The m = 2 case of (1-8) for GW invariants is
implied by the m = 3 case and the divisor relation. The m = 2, 3 cases of (1-8) for
SQ invariants follow from the m = 2, 3 cases of (1-8) for GW invariants and from
(1-9), since İ0(q), Q(q)∈ZJqK; the integrality of the coefficients of Q(q) whenever
`−(a)= 0 is a special case of [Krattenthaler and Rivoal 2010, Theorem 1].1 Since
(1-9) extends to m > 3 by [Ciocan-Fontanine and Kim 2013], so does (1-8), but
without the d3−m factors.

Since İ0(q) = 1 if `−(a) = 0 and Jn;a(q) = 0 if `−(a) = 0, 1, (1-9) gives the
following corollary.

Corollary 1.1. Let n, l ∈ Z+ and a ∈ (Z∗)l be such that νn(a)= 0 and ak1, ak2 < 0
for some k1 6= k2. If m = 2, 3 and c ∈ (Z≥0)m , then

GWc
n;a(Q)= SQc

n;a(q).

1The integrality of the coefficients of İ0(q) and of Q(q) in the cases `−(a) > 0 is immediate from
their definitions.
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d dGWd
n;a(1, 1) dSQd

n;a(1, 1)

1 2875 6725
2 4876875 16482625
3 8564575000 44704818125
4 15517926796875 126533974065625
5 28663236110956000 366622331794131725
6 53621944306062201000 1078002594137326617625
7 101216230345800061125625 3201813567943782886368125
8 192323666400003538944396875 9579628267176528143932815625
9 367299732093982242625847031250 28820906443427523291443507328125

10 704288164978454714776724365580000 87086311562396929291553775833982625

Table 1. Some genus-0 GW and SQ invariants of a quintic three-
fold X5;(5).

Furthermore, the genus-0 three-marked stable quotients invariants of Xn;a satisfy
the analogue of the divisor, dilaton, and string equations of Gromov–Witten theory.

By Theorem 2, the conclusions of Corollary 1.1 also apply to the descendant
invariants. Stable quotients replacements for the divisor, string, or dilaton relations
[Hori et al. 2003, Section 26.3] for an arbitrary Calabi–Yau complete intersection
Xn;a are provided by (2-23), (2-24), and (2-25), respectively. For the sake of
comparison, we list a few genus-0 SQ and GW invariants of the quintic threefold
X5,(5) ⊂ P4 in Table 1; these are obtained from (2-33) and (2-34), respectively.

1C. SQ invariants and BPS states. Using (1-9), the genus-0 two- and three-marked
SQ invariants of a Calabi–Yau complete intersection threefold Xn;a can be expressed
in terms of the BPS counts of GW theory. For example, by the m = 2 case of (1-9),

(1-10) SQ1,1
n;a(q)= 〈a〉Jn;a(q)−

∞∑
d=1

BPSd
n;a(1, 1) ln

(
1− qded Jn;a(q)

)
,

where BPSd
n;a(1, 1) are the genus-0 two-marked BPS counts for Xn;a defined by

GW1,1
n;a(Q)=−

∞∑
d=1

BPSd
n;a(1, 1) ln(1− Qd).

If all genus-0 curves in Xn;a of degree at most d were smooth and had normal
bundles O(−1)⊕O(−1), the number of degree-d genus-0 curves in Xn;a would
be BPSd

n;a(1, 1); see [Voisin 1996, Section 1].
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Under the regularity assumption of the previous paragraph, the moduli space

Q 1,1
0,2(Xn;a, d)≡

{
u ∈ Q0,2(Xn;a, d) : ev1(u) ∈ H1, ev2(u) ∈ H2

}
,

where H1, H2 ⊂ Pn−1 are generic hyperplanes, would split into the topological
components:

• Z1,1
0 (d) of stable quotients with torsion of degree d and thus corresponding to

a constant map to H1 ∩ H2;

• Z1,1
C (d) of stable quotients with image in a genus-0 curve C ⊂ Xn;a of degree

dC ≤ d.

For C ⊂ Xn;a as above, Z1,1
C (d) consists of the closed subspaces Z1,1

C;r (d), with
r ∈ Z+ and dCr ≤ d, whose generic element has torsion of degree d − dCr . We
note that

dimZ1,1
C;r (d)= 2r − 2+ d − dCr + 2= d − (dC − 2)r,

which implies that each Z1,1
C;r (d) is an irreducible component if dC > 1. When

dC =1, Z1,1
C;r (d) is contained in Z1,1

C;d(d), but still gives rise to a separate contribution
to SQd

n;a(1, 1), according to (1-10).
The number SQd

n;a(2, 0), which arises from the constrained moduli space

Q 2,0
0,2(Xn;a, d)= Z2,0

0 (d)= Z1,1
0 (d),

is 〈a〉 times the coefficient JJn;a(q)Kd of qd in Jn;a(q); see [Cooper and Zinger
2014, Theorem 1]. The contribution of Z1,1

0 (d) to SQd
n;a(2, 0) is the same; this

explains the first term on the right-hand side of (1-10). Under the above regularity
assumption, (1-10) can be rewritten as

(1-11) SQd
n;a(1, 1)= 〈a〉JJn;a(q)Kd +

∑
C

∞∑
r=1

1
r
JeJn;a(q)Kd−rdC ,

where the outer sum is taken over all genus-0 curves C ⊂ Xn;a. This suggests that
the contribution of Z1,1

C;r (d) to SQd
n;a(1, 1) is 1

r Je
Jn;a(q)Kd−rdC . This contribution

depends on the embedding into Pn−1, which is as expected, given the nature of SQ
invariants.

Since the embedding C → Pn−1 corresponds to an inclusion OP1(−dC) →

Cn
⊗OP1 , each element of Z1,1

C;r (d) corresponds to a tuple

(C, y1, y2; S ⊂ S′⊗dc , S′ ⊂ C2
⊗OC), where

(C, y1, y2; S⊂C2
⊗OC)∈ Q0,2(P

1, d), (C, y1, y2; S′⊂C2
⊗OC)∈ Q0,2(P

1, r).

This modular style definition readily extends to arbitrary genus, number of marked
points, and dimension of projective space. The arising deformation-obstruction
theory can be studied as in [Marian et al. 2011, Section 6].
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1D. Outline of the paper. Theorem 1 is a direct consequence of Theorem 2 in
Section 2, which in turn is the nonequivariant specialization of Theorem 3 in
Theorem 3. We adapt the approaches of [Zinger 2009; Popa and Zinger 2014;
Popa 2012] from Gromov–Witten theory, outlined in Sections 5 and 6, to show that
certain equivariant two-point generating functions, including the stable quotients
analogue of the double Givental’s J -function, satisfy certain good properties which
guarantee uniqueness. The proof that these generating functions satisfy the required
properties follows principles similar to the proof of the analogous statements in
[Zinger 2009; Popa and Zinger 2014; Popa 2012] and uses the localization theorem
of [Atiyah and Bott 1984]; it is carried out in Sections 7 and 8.

This approach also implies that certain equivariant three-point generating func-
tions, including the stable quotients analogue of the triple Givental’s J -function,
are determined by three-point primary (without ψ-classes) SQ invariants. In the
Fano cases, that is, νn(a) > 0, enough of these invariants are essentially trivial for
dimensional reasons to confirm Proposition 3.1 in these cases; see Corollary 9.1.
However, there is no dimensional reason for the vanishing of these invariants to
extend to the Calabi–Yau cases, that is, νn(a) = 0; thus, a different argument is
needed in these cases. We employ the same kind of trick as used in [Cooper and
Zinger 2014] to confirm mirror symmetry for the stable quotients analogue of
Givental’s J -function and essentially deduce the Calabi–Yau cases from the Fano
cases. Specifically, we show that the equivariant three-point mirror formula of
Proposition 3.1 is equivalent to the closed formula for twisted three-point Hurwitz
numbers of Proposition 4.1, whenever |a|≤n. In Section 9, we show that the validity
of the latter does not depend n; since it holds whenever |a|< n, it follows that it
holds for all a, and so the equivariant three-point mirror formula of Proposition 3.1
holds whenever |a| ≤ n. Along with [Zinger 2014], Proposition 3.1 finally leads
to the mirror formula for the stable quotients analogue of the triple Givental’s
J -function in Theorem 3; see Section 10.

The closed formulas for twisted Hurwitz numbers of Propositions 4.1 and 4.2
are among the key ingredients in computing the genus-1 twisted stable quotients
invariants with 1 marked point. At the same time, this paper and [Zinger 2014]
provide an approach to comparing the (equivariant) genus-g m-fold Givental’s
J -functions,

(1-12)
∞∑

d=0

qd
{ev1× · · ·× evm}∗

[ e(V̇ (d)n;a)

(h̄1−ψ1) · · · (h̄m −ψm)

]
∈ H∗(Pn−1)[h̄−1

1 , . . . , h̄−1
m ]JqK

in the SQ and GW theories for all g ≥ 0 and m ≥ 1 with 2g + m ≥ 2. By
Proposition 6.3 and Lemmas 6.5 and 6.6, in the genus-0 case the restrictions of
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these generating functions to insertions at only one marked point agree whenever
νa > 1. In all cases, the approach of [Zinger 2014] can be adapted to show that
(1-12) is a sum over (at least) trivalent m-marked graphs with coefficients that
involve equivariant m′-pointed Hurwitz numbers with m′≤m, which are conversely
completely determined by the stable quotients analogue of the m′-pointed Givental’s
J -function with insertions at only one marked point through relations that do not
involve n. Since these relations hold whenever νn(a) > 0, they hold for all a. We
intend to clarify these points in a future paper.

The Gromov–Witten analogues of Theorem 2 and its equivariant counterpart,
Theorem 3 in Section 3, extend to the so-called concavex vector bundles over
products of projective spaces, that is, vector bundles of the form

l⊕
k=1

OPn1−1×···×Pn p−1(ak;1, . . . , ak;p)→ Pn1−1
× · · ·×Pn p−1,

where for each given k = 1, 2, . . . , l either ak;1, . . . , ak;p ∈ Z≥0, with ak;i 6= 0 for
some i , or ak;1, . . . , ak;p ∈ Z−. The stable quotients analogue of these bundles are
the sheaves

(1-13)
l⊕

k=1

S∗ak;1
1 ⊗· · ·⊗S∗ak;p

p → U→ Q0,2(P
n1−1
×· · ·×Pn p−1, (d1, . . . , dp))

with the same condition on ak;i , where Si → U is the universal subsheaf corre-
sponding to the i-th factor. We will comment on the necessary modifications at
each step of the proof.

2. Main theorem

We arrange stable quotients invariants with two and three marked points into
generating functions in Section 2A and give explicit closed formulas for them in
Section 2B. In Section 2C, we use these formulas to relate SQ and GW invariants,
with descendants, and obtain replacements for the divisor, string, and dilaton
relations for SQ invariants.

2A. Givental’s J-functions. For computational purposes, it is convenient to define
variations of the bundle (1-3) by

(2-1)

V̇ (d)n;a =
⊕
ak>0

R0π∗(S∗ak (−σ1))⊕
⊕
ak<0

R1π∗(S∗ak (−σ1))→ Q0,m(P
n−1, d),

V̈ (d)n;a =
⊕
ak>0

R0π∗(S∗ak (−σ2))⊕
⊕
ak<0

R1π∗(S∗ak (−σ2))→ Q0,m(P
n−1, d),
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where n, d ∈ Z+, m ≥ 2, and π : U→ Q0,m(P
n−1, d) is the universal curve; these

sheaves are also locally free. Whenever νn(a) ≥ 0, [Cooper and Zinger 2014,
Theorem 1] provides an explicit closed formula for the stable quotients analogue of
Givental’s J -function: the power series

(2-2) Żn;a(x, h̄, q)≡ 1+
∞∑

d=1

qdev1∗

[e(V̇ (d)n;a)

h̄−ψ1

]
∈ H∗(Pn−1)[h̄−1

]JqK,

where ev1 : Q0,2(P
n−1, d)→Pn−1 is as before and x ∈ H 2(Pn−1) is the hyperplane

class. In this paper, we obtain a closed formula for the power series

(2-3) Z̈n;a(x, h̄, q)≡ 1+
∞∑

d=1

qdev1∗

[e(V̈ (d)n;a)

h̄−ψ1

]
∈ H∗(Pn−1)[h̄−1

]JqK;

see (2-26).
We also give explicit formulas for the stable quotients analogues of the double

and triple Givental’s J -functions, the power series

(2-4) Ż∗n;a(x1, x2, h̄1, h̄2, q)

≡

∞∑
d=1

qd
{ev1×ev2}∗

[ e(V̇ (d)n;a)

(h̄1−ψ1)(h̄2−ψ2)

]
∈H∗(Pn−1)[h̄−1

1 , h̄−1
2 ]JqK,

(2-5) Ż∗n;a(x1, x2, x3, h̄1, h̄2, h̄3, q)

≡

∞∑
d=1

qd
{ev1× ev2× ev3}∗

[ e(V̇ (d)n;a)

(h̄1−ψ1)(h̄2−ψ2)(h̄3−ψ3)

]
,

where xi =π
∗

i x is the pullback of the hyperplane class in Pn−1 by the i-th projection
map and

ev1× ev2 : Q0,2(P
n−1, d)→ Pn−1

×Pn−1,

ev1× ev2× ev3 : Q0,3(P
n−1, d)→ Pn−1

×Pn−1
×Pn−1

(2-6)

are the total evaluation maps. Let

(2-7)

Żn;a(x1, x2, h̄1, h̄2, q)

=

(
1

h̄1+ h̄2

∑
s1,s2≥0

s1+s2=n−1

x s1
1 x s2

2

)
+ Ż∗n;a(x1, x2, h̄1, h̄2, q),

Żn;a(x1, x2, x3, h̄1, h̄2, h̄3, q)

=

(
1

h̄1h̄2h̄3

∑
s1,s2,s3≥0

s1,s2,s3≤n−1
s1+s2+s3=2n−2

x s1
1 x s2

2 x s3
3

)
+ Ż∗n;a(x1, x2, x3, h̄1, h̄2, h̄3, q).
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For each s ∈ Z≥0, define

Ż (s)n;a(x, h̄, q)≡ x s
+

∞∑
d=1

qdev1∗

[e(V̇ (d)n;a)ev∗2x s

h̄−ψ1

]
∈ H∗(Pn−1)[h̄−1

]JqK,

Z̈ (s)n;a(x, h̄, q)≡ x s
+

∞∑
d=1

qdev1∗

[e(V̈ (d)n;a)ev∗2x s

h̄−ψ1

]
∈ H∗(Pn−1)[h̄−1

]JqK,

(2-8)

where ev1, ev2 : Q0,2(P
n−1, d)→ Pn−1. Thus, Ż (0)n;a = Żn;a, Z̈ (0)n;a = Z̈n;a, and

x`
+

−(a) Ż
(`−+(a)+s)
n;a (x, h̄, q)= x`

−

+(a) Z̈
(`+−(a)+s)
n;a (x, h̄, q)

for all s ≥ 0, where

`+
−
(a)=max(`(a), 0), `−

+
(a)=max(−`(a), 0).

By Theorem 2 below, Ż (s)n;a, Z̈ (s)n;a, and the stable quotients analogues of the double and
triple Givental’s J -functions, (2-4) and (2-5), are explicit transforms of Givental’s
J -function Żn;a and its “reflection” Z̈n;a; this transform depends only on a (and s
in the first two cases).

2B. Mirror symmetry. Givental’s J -function Żn;a and its “reflection” Z̈n;a in the
Gromov–Witten and stable quotients theories are described by the hypergeometric
series (1-6) and

(2-9) F̈n;a(w,q)

≡

∞∑
d=0

qdwνn(a)d
∏

ak>0
∏akd−1

r=0 (akw+ r)
∏

ak<0
∏−akd

r=1 (akw− r)∏d
r=1((w+ r)n −wn)

∈Q(w)JqK.

These are power series in q with constant term 1 whose coefficients are rational
functions in w which are regular at w = 0. We denote the subgroup of all such
power series by P and define

(2-10)
D :Q(w)JqK→Q(w)JqK, M : P→ P by

DH(w, q)≡
{

1+
q
w

d
dq

}
H(w, q), MH(w, q)≡ D

(
H(w, q)
H(0, q)

)
;

the operator D multiplies the coefficient of qd by (w + d)/w. If νn(a) = 0 and
s ∈ Z≥0, let

(2-11) İs(q)≡Ms Ḟn;a(0, q), Ïs(q)≡Ms F̈n;a(0, q).
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For example, İs(q)= 1 if s < `−(a), Ïs(q)= 1 if s < `+(a),

İ`−(a)(q)= Ï`+(a)(q)=
∞∑

d=0

qd

∏
ak>0(akd)!

∏
ak<0(−1)akd(−akd)!

(d!)n
if νn(a)= 0,

and more generally İs+`−+(a)(q) = Ïs+`+−(a)(q) for all s ≥ 0. If νn(a) > 0, we set
İs(q), Ïs(q)= 1.

It is also convenient to introduce

(2-12) Fn;a(w,q)

≡

∞∑
d=0

qdwνn(a)d
∏

ak>0
∏akd

r=1(akw+ r)
∏

ak<0
∏−akd

r=1 (akw− r)∏d
r=1(w+ r)n

∈Q(w)JqK

and the associated power series Is(q)=Ms Fn;a(0, q) in the νn(a)= 0 case. In the
case 0< νn(a) < n, we define c(d)s,s′ ∈Q with d, s, s ′ ≥ 0 by

(2-13)
∞∑

d=0

∞∑
s′=0

c(d)s,s′w
s′qd
≡ wsDs Fn;a(w, q/wνn(a))

= wsDs+`−(a) Ḟn;a(w, q/wνn(a))

= wsDs+`+(a) F̈n;a(w, q/wνn(a)).

Since c(0)s,s′ = δs,s′ , the relations

(2-14)
∑

d1,d2≥0
d1+d2=d

s−νn(a)d1∑
t=0

c̃(d1)
s,t c(d2)

t,s′ = δd,0δs,s′ for all d, s ′ ∈ Z≥0, s ′ ≤ s− νn(a)d,

inductively define c̃(d)s,s′ ∈Q in terms of the numbers c̃(d1)
s,t with d1 < d . For example,

c̃(0)s,s′ = δs,s′ and

s−νn(a)∑
s′=0

c̃(1)s,s′w
s′
+

l∏
k=1

ak

∏
ak>0

∏ak−1
r=1 (akw+ r)

∏
ak<0

∏−ak−1
r=1 (akw− r)

(w+ 1)n−`+(a)−`−(a)−s

∈ ws−νn(a)+1QJwK.

If s ′ < 0 or νn(a) = 0, n, we set c̃(d)s,s′ = δd,0δs,s′ . The coefficients c̃(d)s,s′ are used
to express the power series (2-7) and (2-8) in terms of derivatives of the power
series (2-2) and (2-3); see Theorem 2.
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For s1, s2, s3, d ∈ Z≥0 with s1, s2, s3 ≤ n− 1, let

(2-15) c̃(d)s1,s2,s3
=


[[(
(1− aaq)İc

s1
(q)Ïc

s2
(q)Ïc

s3
(q)
)−1]]

d if νn(a)= 0;∑
d0,d1,d2,d3≥0

d0+d1+d2+d3=d

(aa)d0
3∏

t=1
c̃(dt )

ŝt−`t (a),ŝt−νn(a)dt−`t (a) if νn(a) > 0;

where

(2-16) İc
s =

n−`+(a)∏
t=s+1

İt , Ïc
s =

n−`−(a)∏
t=s+1

Ït , ŝt = n− 1− st ,

`t(a)=
{
`+(a) if t = 1;
`−(a) if t = 2, 3;

and J f (q)Kd is the coefficient of qd of f (q) ∈ QJqK. In particular, İc
s = 1 if

s ≥ n− `+(a) and Ïc
s = 1 if s ≥ n− `−(a). Since It = İt+`−(a) = Ït+`+(a), we find

that

İc
s(q)= (1− aaq)−1if s < `−(a), Ïc

s(q)= (1− aaq)−1if s < `+(a);

see [Zinger 2014, Proposition 4.4]. This implies that

(2-17)
∞∑

d=0

c̃(d)s1,s2,s3
qd
= 1 if νn(a)= 0, s1+ s2+ s3 = 2n− 2,

min(s1, s2, s3) < `
−(a).

We use this observation in Section 2C. Since c̃(0)s,s′ = δs,s′ , c̃(0)s1,s2,s3 = 1.
Finally, we define Ds Żn;a(x, h̄, q), Ds Z̈n;a(x, h̄, q)∈ H∗(Pn−1)[h̄]JqK for each

s ∈ Z+ inductively by

(2-18)

D0 Żn;a(x, h̄, q)= Żn;a(x, h̄, q),

Ds Żn;a(x, h̄, q)=
1

İs(q)

{
x + h̄ q d

dq

}
Ds−1 Żn;a(x, h̄, q),

D0 Z̈n;a(x, h̄, q)= Z̈n;a(x, h̄, q),

Ds Z̈n;a(x, h̄, q)=
1

Ïs(q)

{
x + h̄ q d

dq

}
Ds−1 Z̈n;a(x, h̄, q).

The operator D first multiplies the coefficient of qd by x+dh̄ and then renormalizes
the power series so that the coefficient of x s becomes 1 in the Calabi–Yau cases
(there is no renormalization in the Fano cases).
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Theorem 2. If l ∈ Z≥0, n ∈ Z+, and a ∈ (Z∗)l , the stable quotients analogue of the
double Givental’s J -function satisfies

(2-19) Żn;a(x1, x2, h̄1, h̄2, q)= 1
h̄1+h̄2

∑
s1,s2≥0

s1+s2=n−1

Ż (s1)
n;a (x1, h̄1, q)Z̈ (s2)

n;a (x2, h̄2, q).

If in addition νn(a)≥ 0,

(2-20) Żn;a(x1, x2, x3, h̄1, h̄2, h̄3, q)

=
1

h̄1h̄2h̄3

∑
d,s1,s2,s3≥0
s1,s2,s3≤n−1

s1+s2+s3+νn(a)d=2n−2

c̃(d)s1,s2,s3
qd Ż (s1)

n;a (x1, h̄1, q)
3∏

t=2

Z̈ (st )
n;a (xt , h̄t , q),

(2-21) Ž (s)n;a(x, h̄, q)=
∞∑

d=0

s−νn(a)d∑
s′=0

c̃(d)s−`∗(a),s′−`∗(a)q
d h̄s−νn(a)d−s′Ds′ Žn;a(x, h̄, q),

where (Ž , `∗)= (Ż , `−), (Z̈ , `+).

2C. Some computations. The first identity in Theorem 2 also holds for the Gromov–
Witten analogues of the generating series Ż∗n;a, Ż (s)n;a, and Z̈ (s)n;a; see [Popa 2012,
Theorem 1.2] for the general (toric) case. If νn(a) ≥ 2− `−(a), the analogues of
(2-20), (2-21), (2-26), and (2-27) hold in Gromov–Witten theory as well. Thus, in
this case the double Givental’s J -functions in Gromov–Witten and stable quotients
theories agree. If νn(a)=1 and `−(a)=0, the analogue of (2-21) in Gromov–Witten
theory holds with {x+ h̄q d/dq} replaced by {a!q+ x+ h̄q d/dq} in (2-18). Finally,
if νn(a)= 0 and `−(a)≤ 1, the analogue of (2-21) in Gromov–Witten theory holds
with

Ds Żn;a(x, h̄, Q)=
İ1(q)
İs(q)

{
x + h̄Q d

dQ

}
Ds−1 Żn;a(x, h̄, Q)

Ds Z̈n;a(x, h̄, Q)=
İ1(q)
Ïs(q)

{
x + h̄Q d

dQ

}
Ds−1 Z̈n;a(x, h̄, Q)

for all s ∈Z+, where Q = qeJn;a(q). The same comparison applies to the equivariant
version of Theorem 2, Theorem 3 in Section 3, and its Gromov–Witten analogue;
see [Popa 2012, Theorem 4.1] for the general toric case. Thus, just as is the case for
the standard Givental’s J -function, the mirror formulas for the double Givental’s
J -function in the stable quotients theory are simpler versions of the mirror formulas
for the double Givental’s J -function in the Gromov–Witten theory. Furthermore,
just as in Gromov–Witten theory, the generating functions Ż (s)n;a, Z̈ (s)n;a, and Ż∗n;a
above do not change when the tuple (a1, . . . , al) is replaced by (a1, . . . , al, 1); this
is consistent with [Ciocan-Fontanine et al. 2014, Proposition 4.6.1].
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Comparing Theorem 2 and [Cooper and Zinger 2014, Equation (1.7)] with [Popa
2012, Theorem 1.2] and the m = 3 case of [Zinger 2014, Theorem A], we find that

(2-22) ŻGW
n;a (x1, . . . , xm, h̄1, . . . , h̄m, Q)

= İ0(q)m−2e−Jn;a(q)(x1/h̄1+···+xm/h̄m) Żn;a(x1, . . . , xm, h̄1, . . . , h̄m, q)

with Q = qeJn;a(q) as before and m = 2, 3; we intend to extend this comparison to
m > 3 in a future paper. The same relations hold between the generating series Zn:a
described below. For m = 2, 3 and b1, b2, b3, c1, c2, c3 ≥ 0, let

SQ0
n;a(τb1c1, τb2c2, τb3c3)=

{
〈a〉 if b1, b2, b3 = 0, c1+ c2+ c3 = n− 1− `(a);
0 otherwise;

SQ0
n;a(τb1c1, τb2c2)=


〈a〉 if b1, b2 = 0, c1+ c2 = n− 2− `(a);
〈a〉
2

if {b1, b2} = {0,−1}, c1+ c2 = n− 1− `(a);
0 otherwise;

SQd
n;a(τb1c1, . . . , τbm cm)=

∫
Q0,m(Pn−1,d)

e(V (d)n;a)

m∏
i=1

(ψ
bi
i ev∗i xci ) for all d ∈ Z+,

SQc1,...,cm
n;a (q)b1,...,bm =

∞∑
d=0

qd SQd
n;a(τb1c1, . . . , τbm cm).

For m = 3, the degree-0 terms are as expected; for m = 2, the degree-0 terms are
chosen to insure the necessary recursivity and polynomiality properties, as outlined
in Section 5. Since GW invariants satisfy the divisor, string, and dilaton relations,
(2-22) leads to modified versions of these relations for SQ invariants:

İ0(q) İ1(q)SQc1,c2,1
n;a (q)b1,b2,0 =(2-23)

q d
dq

SQc1,c2
n;a (q)b1,b2 +SQc1+1,c2

n;a (q)b1−1,b2 +SQc1,c2+1
n;a (q)b1,b2−1,

İ0SQc1,c2,0
n;a (q)b1,b2,0 = SQc1,c2

n;a (q)b1−1,b2 +SQc1,c2
n;a (q)b1,b2−1,(2-24)

SQc1,c2,0
n;a (q)b1,b2,1 =−Jn;a(q)SQc1,c2,1

n;a (q)b1,b2,0.(2-25)

The discrepancy from the corresponding relations of GW invariants is exhibited by
the power series İ0 and İ1 (or equivalently Jn;a(q)).

By (3-12), (3-9), (1-6), and (2-9)
(2-26)

Żn;a(x, h̄, q)=
Ḟn;a(x/h, q/xνn(a))

İ0(q)
, Z̈n;a(x, h̄, q)=

F̈n;a(x/h, q/xνn(a))

Ï0(q)
,
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if νn(a)≥ 0.2 These two formulas explicitly determine the basic stable quotients
invariants appearing in (2-2) and (2-3). For s ∈ Z+, define

D0Ḟn;a(w, q)=
Ḟn;a(w, q)

İ0(q)
, DsḞn;a(w, q)=

1
İs(q)

{
1+

q
w

d
dq

}
Ds−1Ḟn;a(w, q),

D0F̈n;a(w, q)=
F̈n;a(w, q)

Ï0(q)
, DsF̈n;a(w, q)=

1
Ïs(q)

{
1+

q
w

d
dq

}
Ds−1F̈n;a(w, q).

Combining (2-26) with (2-19) and (2-21), we find that

(2-27) Żn;a(x1, x2, h̄1, h̄2, q)

=
1

h̄1+ h̄2

∑
s1,s2≥0

s1+s2=n−1

x s1
1 Ḟ (s1)

n;a

(
x1

h̄1
,

q

xνn(a)
1

)
· x s2

2 F̈ (s2)
n;a

(
x2

h̄2
,

q

xνn(a)
2

)
,

where

(2-28) F̌ (s)n;a(w, q)=
∞∑

d=0

s−νn(a)d∑
s′=0

c̃(d)s−`∗(a),s′−`∗(a)q
d

ws−νn(a)d−s′ Ds′ F̌n;a(w, q),

with (F̌, `∗)= (Ḟ, `−), (F̈, `+).3 Thus, (2-26) and Theorem 2 provide closed for-
mulas for the twisted genus-0 two-point and three-point SQ invariants of projective
spaces.

The equivariant versions of the generating functions Żn;a defined in (2-7) are
ideally suited for further computations, such as of genus-0 invariants with more
marked points and of positive-genus twisted invariants with at least one marked point.
However, for the purposes of computing the genus-0 two-point and three-point
invariants, it is more natural to consider the generating functions
(2-29)

Z∗n;a(x1, x2, h̄1, h̄2, q)≡
∞∑

d=1

qd
{ev1× ev2}∗

[ e(V (d)n;a)

(h̄1−ψ1)(h̄2−ψ2)

]
,

Z∗n;a(x1, x2, x3, h̄1, h̄2, h̄3, q)≡
∞∑

d=1

qd
{ev1× ev2× ev3}∗

[ e(V (d)n;a)

(h̄1−ψ1)(h̄2−ψ2)(h̄3−ψ3)

]
,

2The right-hand sides of these expressions should be first simplified in Q(x, h̄)JqK, eliminating
division by x , and then projected to H∗(Pn−1)[h̄]JqK.

3The right-hand side of (2-27) should be first simplified in Q(x1, x2, h̄1, h̄2)JqK, eliminating
division by x1 and x2, and then projected to H∗(Pn−1

×Pn−1)[h̄1, h̄2]JqK.
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where V (d)n;a is given by (1-3) and the evaluation maps are as in (2-6). In the case
`(a)≥ 0, (2-27) immediately gives

(2-30) Z∗n;a(x1, x2, h̄1, h̄2, q)

=
〈a〉x`(a)1

h̄1+ h̄2

∑
s1,s2≥0

s1+s2=n−1

(
−x s1

1 x s2
2 +x s1

1 x s2
2 Ḟ (s1)

n;a

(
x1

h̄1
,

q

xνn(a)
1

)
·F̈ (s2)

n;a

(
x2

h̄2
,

q

xνn(a)
2

))

and similarly for the three-point generating function in (2-29). In general, (3-28),
(3-30), (3-15), the second identity in (3-12), (3-31), the middle identity in (3-13),
and (2-28) give

(2-31) Z∗n;a(x1, x2, h̄1, h̄2, q)=
〈a〉

h̄1+ h̄2

∑
s1,s2≥0

s1+s2=n−1

(
x s1

1 x s2+`(a)
2 Ḟ (s2)∗

n;a

(
x2

h̄2
,

q

xνn(a)
2

)

+ x s1+`(a)
1 x s2

2 Ḟ (s1)∗
n;a

(
x1

h̄1
,

q

xνn(a)
1

)
F̈ (s2)

n;a

(
x2

h̄2
,

q

xνn(a)
2

))
,

where Ḟ (s)∗n;a (w, q)≡ Ḟ (s)n;a(w, q)− 1.4

An analogue of (2-31) for the three-point generating function in (2-29) can be
similarly obtained from (3-29), the last identity in (3-13), and (2-17). In particular,
in the Calabi–Yau case, νn(a)= 0,

(2-32) Z∗n;a(x1, x2, x3, h̄1, h̄2, h̄3, q)

=
〈a〉

h̄1h̄2h̄3

{ ∑
s1,s2,s3≥0

s1,s2,s3≤n−1
s1+s2+s3=2n−2

(
x s1

1 x s2
2 x s3+`(a)

3 Ḟ (s3)∗
n;a

( x3
h̄3
, q
)

+ x s1
1 x s2+`(a)

2 x s3
3 Ḟ (s2)∗

n;a

( x2
h̄2
, q
)

F̈ (s3)
n;a

( x3
h̄3
, q
)

+ x s1+`(a)
1 x s2

2 x s3
3 c̃s1,s2,s3(q)Ḟ

(s1)∗
n;a

( x1
h̄1
, q
) 3∏

t=2

F̈ (st )
n;a

( xt
h̄t
, q
))

+

∑
s1≥`

−(a), s2,s3≥0
s1,s2,s3≤n−1

s1+s2+s3=2n−2

x s1+`(a)
1 x s2

2 x s3
3 c̃∗s1,s2,s3

(q)
3∏

t=2

F̈ (st )
n;a

( xt
h̄t
, q
)}
,

where
c̃s1,s2,s3(q)≡ 1+ c̃∗s1,s2,s3

(q)=
1

(1− aaq)İc
s1
(q)Ïc

s2
(q)Ïc

s3
(q)

.

4The right-hand side of (2-31) should be first simplified in Q(x1, x2, h̄1, h̄2)JqK, eliminating
division by x1 and x2, and then projected to H∗(Pn−1

×Pn−1)[h̄1, h̄2]JqK.
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This presentation of the three-point formula eliminates division by x1, even if
`(a) < 0, since Ḟ (s)∗n;a (w, q) is divisible by w`

−(a)−s for s ≤ `−(a).
In the Calabi–Yau case, that is, νn(a)= 0, we find that

(2-33)

〈a〉+q d
dq

SQc1,c2
n;a (q)=〈a〉 İc1+1(q), SQc1,c2,c3

n;a (q)=
〈a〉

(1− aaq)
∏t=3

t=1
∏c=ct

c=0 İc(q)
,

whenever c1, c2, c3∈Z≥0, c1+c2=n−2−`(a) in the first equation, and c1+c2+c3=

n − 1− `(a) in the second equation. The c1 = 0 case of (2-33) agrees with the
W � G = Xn;a case of [Ciocan-Fontanine and Kim 2013, Corollary 5.5.4(bc)].
By (2-33),

max(c1, c2)≥ n− `+(a) ⇒ SQd
n;a(c1, c2)(q)= 0 for all d ∈ Z+,

max(c1, c2, c3)≥ n− `+(a) ⇒ SQd
n;a(c1, c2, c3)(q)= 0 for all d ∈ Z+,

as the case should be for intrinsic invariants of Xn;a. On the other hand,

(2-34)

〈a〉+ Q d
dQ

GWc1,c2
n;a (Q)= 〈a〉

İc1+1(q)
İ1(q)

,

GWc1,c2,c3
n;a (Q)=

〈a〉 İ0(q)

(1− aaq)
∏t=3

t=1
∏c=ct

c=0 İc(q)
,

with the same assumptions on c1, c2, c3 as in (2-33) and Q = qeJn;a(q), as before;
see [Popa and Zinger 2014, Equation (1.5)] and [Zinger 2014, Equation (1.7)],
respectively.

In the case of products of projective spaces and concavex sheaves (1-13), the
analogues of the above mirror formulas relate power series:

F̌n1,...,n p;a ∈Q(w)Jq1, . . . , qpK,(2-35)

Ž (s1,...,sp)

n1,...,n p;a ∈ H∗(Pn1−1
× · · ·×Pn p−1)[h̄−1

]Jq1, . . . , qpK,(2-36)

Ž∗n1,...,n p;a ∈ H∗((Pn1−1
× · · ·×Pn p−1)m)[h̄−1

1 , . . . , h̄−1
m ]Jq1, . . . , qpK,(2-37)

with F̌ and Ž denoting F , Ḟ , F̈ , Z , Ż , or Z̈ and m = 2, 3. The coefficients
of qd1

1 · · · q
dp
p in (2-36) and (2-37) are defined by the same pushforwards as in

(2-4), (2-5), (2-8), and (2-29), with the degree d of the stable quotients replaced
by (d1, . . . , dp) and x s by x s1

1 · · · x
sp
p . The coefficients of qd1

1 · · · q
dp
p in (2-35) are

obtained from the coefficients in (1-6), (2-9), and (2-12) by replacing akd and ak x
by ak;1d1+ · · ·+ ak;pdp and ak;1x1+ · · ·+ ak;px p in the numerator and taking the
product of the denominators with (n, x, d)= (ni , xi , di ) for each i = 1, . . . , p;

x1, . . . , x p ∈ H∗(Pn1−1
× · · ·×Pn p−1)
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now correspond to the pullbacks of the hyperplane classes by the projection maps. If
`−(a)=0, the analogue of (2-30) with 〈a〉x`(a) replaced by the products of ak;1x1;1+

· · ·+ ak;px1;p and sums over pairs of p-tuples (s1;1, . . . , s1;p) and (s2;1, . . . , s2;p)

with s1;i + s2;i = ni − 1 provides a closed formula for Z∗n1,...,n p;a. In general, the
relation (2-31) extends to this case by replacing 〈a〉x`(a)i by the products and ratios
of the terms ak;1xi;1+ · · ·+ ak;pxi;p.

3. Equivariant mirror formulas

We begin this section by reviewing the equivariant setup used in [Zinger 2009;
Popa and Zinger 2014; Cooper and Zinger 2014], closely following [Cooper and
Zinger 2014, Section 3]. After defining equivariant versions of the generating
functions Ż (s)n;a, Z̈ (s)n;a, Ż∗n;a, and Z∗n;a and of the hypergeometric series Ḟn;a and F̈n;a,
we state an equivariant version of Theorem 2; see Theorem 3 below. This theorem
immediately implies Theorem 2. The proof of the two-point mirror formulas in
Theorem 3 is outlined in Sections 5 and 6 and completed in Sections 7 and 8. We
conclude this section with a specialization of the three-point formula of Theorem 3
in Proposition 3.1, which is proved in Section 9 and is a key step in the proof of
the full three-point formula of Theorem 3 in Section 10.

3A. Equivariant setup. The quotient of the classifying space for the n-torus T is
BT ≡ (P∞)n . Thus, the group cohomology of T is

H∗T ≡ H∗(BT)=Q[α1, . . . , αn],

where αi ≡π
∗

i c1(γ
∗), γ→P∞ is the tautological line bundle, and πi : (P

∞)n→P∞

is the projection to the i-th component. The field of fractions of H∗T will be denoted
by

Qα ≡Q(α1, . . . , αn).

We denote the equivariant Q-cohomology of a topological space M with a T-action
by H∗T(M). If the T-action on M lifts to an action on a complex vector bundle
V → M , let e(V ) ∈ H∗T(M) denote the equivariant Euler class of V . A continuous
T-equivariant map f : M→ M ′ between two compact oriented manifolds induces
a pushforward homomorphism

f∗ : H∗T(M)→ H∗T(M
′).

The standard action of T on Cn ,

(eiθ1, . . . , eiθn ) · (z1, . . . , zn)≡ (eiθ1 z1, . . . , eiθn zn),

descends to a T-action on Pn−1, which has n fixed points:

(3-1) P1 = [1, 0, . . . , 0], P2 = [0, 1, 0, . . . , 0], . . . , Pn = [0, . . . , 0, 1].
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This standard T-action on Pn−1 lifts to a natural T-action on the tautological line
bundle γ → Pn−1, since γ ⊂ Pn−1

× Cn is preserved by the diagonal T-action.
With

x≡ e(γ ∗) ∈ H∗T(P
n−1)

denoting the equivariant hyperplane class, the equivariant cohomology of Pn−1 is
given by

(3-2) H∗T(P
n−1)=Q[x, α1, . . . , αn]

/
(x−α1) · · · (x−αn).

Let xt ∈ H∗T((P
n−1)m) be the pullback of x by the t-th projection map.

The standard T-representation on Cn (as well as any other representation) induces
T-actions on Q0,m(P

n−1, d), U , V (d)n;a, V̇ (d)n;a, and V̈ (d)n;a; see (1-3) and (2-1) for the

notation. Thus, V (d)n;a, V̇ (d)n;a, and V̈ (d)n;a have well-defined equivariant Euler classes

e
(
V (d)n;a

)
, e
(
V̇ (d)n;a

)
, e
(
V̈ (d)n;a

)
∈ H∗T(Q0,m(P

n−1, d)).

The universal cotangent line bundle for the i-th marked point also has a well-defined
equivariant Euler class, which will still be denoted by ψi .

Similarly to (2-2) and (2-3), let

Żn;a(x, h̄, q)≡ 1+
∞∑

d=1

qdev1∗

[e(V̇ (d)n;a)

h̄−ψ1

]
∈ H∗T(P

n−1)Jh̄−1, qK,

Z̈n;a(x, h̄, q)≡ 1+
∞∑

d=1

qdev1∗

[e(V̈ (d)n;a)

h̄−ψ1

]
∈ H∗T(P

n−1)Jh̄−1, qK.

(3-3)

For each s ∈ Z≥0, let

Ż(s)
n;a(x, h̄, q)≡ xs

+

∞∑
d=1

qdev1∗

[e(V̇ (d)n;a)ev∗2xs

h̄−ψ1

]
∈ H∗T(P

n−1)Jh̄−1, qK,

Z̈(s)
n;a(x, h̄, q)≡ xs

+

∞∑
d=1

qdev1∗

[e(V̈ (d)n;a)ev∗2xs

h̄−ψ1

]
∈ H∗T(P

n−1)Jh̄−1, qK.

(3-4)

Similarly to (2-4) and (2-5), we define

(3-5) Ż∗n;a(x1, x2, h̄1, h̄2, q)

≡

∞∑
d=1

qd
{ev1× ev2}∗

[ e(V̇ (d)n;a)

(h̄1−ψ1)(h̄2−ψ2)

]
∈ H∗T(P

n−1)Jh̄−1
1 , h̄−1

2 , qK,

(3-6) Ż∗n;a(x1, x2, x3, h̄1, h̄2, h̄3, q)

≡

∞∑
d=1

qd
{ev1× ev2× ev3}∗

[ e(V̇ (d)n;a)

(h̄1−ψ1)(h̄2−ψ2)(h̄3−ψ3)

]
,
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with the total pushforwards by the total evaluation maps taken in equivariant coho-
mology. Similarly to (2-7), let

Żn;a(x1, x2, h̄1, h̄2, q)=
PD(1(2)

Pn−1)

h̄1+ h̄2
+ Ż∗n;a(x1, x2, h̄1, h̄2, q),(3-7)

Żn;a(x1, x2, x3, h̄1, h̄2, h̄3, q)=
PD(1(3)

Pn−1)

h̄1h̄2h̄3
+ Ż∗n;a(x1, x2, x3, h̄1, h̄2, h̄3, q),

where PD(1(2)
Pn−1) and PD(1(3)

Pn−1) are the equivariant Poincaré duals of the (small)
diagonals in Pn−1

×Pn−1 and Pn−1
×Pn−1

×Pn−1, respectively.
The above Poincaré duals can be written as

(3-8)
PD(1(2)

Pn−1)=
∑

s1,s2,r≥0
s1+s2+r=n−1

(−1)r sr xs1
1 xs2

2 ,

PD(1(3)
Pn−1)=

∑
s1,s2,s3,r≥0

s1+s2+s3+r=2n−2

s(2)r xs1
1 xs2

2 xs3
3

=

∑
s1,s2,s3,r≥0

s1,s2,s3≤n−1
s1+s2+s3+r=2n−2

∑
r0,r1,r2,r3≥0

r1≤ŝ1,r2≤ŝ2,r3≤ŝ3
r0+r1+r2+r3=r

(−1)r1+r2+r3ηr0sr1sr2sr3xs1
1 xs2

2 xs3
3 ,

where sr , ηr , s(2)r ∈Q[α1, . . . , αn] are the r -th elementary symmetric polynomial in
α1, . . . , αn , the sum of all degree-r monomials in α1, . . . , αn , and the degree-r term
in (1− s1+ s2− · · · )

2, respectively. All three expressions for the Poincaré duals
can be confirmed by pairing them with xt1

1 xt2
2 and xt1

1 xt2
2 xt3

3 , with t1, t2, t3 ≤ n− 1,
and using the localization theorem of [Atiyah and Bott 1984] on (Pn−1)m and
the residue theorem on S2 to reduce the equivariant integrals of xs+t on Pn−1 to
the polynomials ηr ; these are the homogeneous polynomials in the power series
expansion of 1/(1− α1)(1− α2) · · · . The coefficient of xs1

1 xs2
2 xs3

3 in the second
expression for PD(1(3)

Pn−1) is precisely C̃(r)s1,s2,s3(0), with C̃(r)s1,s2,s3 as in Theorem 3;
see the end of Section 3B. This provides a direct check of the degree-0 term in
(3-14).

3B. Equivariant mirror symmetry. The equivariant analogues of the power series
in (1-6) and (2-9) are given by

(3-9) Ẏn;a(x, h̄, q)≡
∞∑

d=0

qd

∏
ak>0

∏akd
r=1(akx+ r h̄)

∏
ak<0

∏−akd−1
r=0 (akx− r h̄)∏d

r=1

(∏n
k=1(x−αk + r h̄)−

∏n
k=1(x−αk)

)
∈Q[α1, . . . , αn, x]Jh̄−1, qK,
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Ÿn;a(x, h̄, q)≡
∞∑

d=0

qd

∏
ak>0

∏akd−1
r=0 (akx+ r h̄)

∏
ak<0

∏−akd
r=1 (akx− r h̄)∏d

r=1

(∏n
k=1(x−αk + r h̄)−

∏n
k=1(x−αk)

)
∈Q[α1, . . . , αn, x]Jh̄−1, qK.

The second products in the denominators above are irrelevant for the statements in
this section, but are material to (4-9) and thus to the proof of (3-14) in this paper.

For each s∈Z+, we defineDsŻn;a(x, h̄, q),DsZ̈n;a(x, h̄, q)∈H∗T(P
n−1)Jh̄−1, qK

inductively by

(3-10)

D0 Żn;a(x, h̄, q)= Żn;a(x, h̄, q),

Ds Żn;a(x, h̄, q)=
1

İs(q)

{
x+ h̄q d

dq

}
Ds−1 Żn;a(x, h̄, q),

D0 Z̈n;a(x, h̄, q)= Z̈n;a(x, h̄, q),

Ds Z̈n;a(x, h̄, q)=
1

Ïs(q)

{
x+ h̄q d

dq

}
Ds−1 Z̈n;a(x, h̄, q).

The next theorem is the equivariant analogue of Theorem 2. It expresses the equi-
variant stable quotient invariants in (3-5) and (3-6) in terms of the basic equivariant
stable quotient invariants in (3-3).

Theorem 3. If l ∈ Z≥0, n ∈ Z+, and a ∈ (Z∗)l , then

(3-11) Żn;a(x1, x2, h̄1, h̄2, q)

=
1

h̄1+ h̄2

∑
s1,s2,r≥0

s1+s2+r=n−1

(−1)r sr Ż(s1)
n;a (x1, h̄1, q)Z̈(s2)

n;a (x2, h̄2, q),

where sr ∈ Qα is the r-th elementary symmetric polynomial in α1, . . . , αn . If in
addition νn(a)≥ 0,

(3-12) Żn;a(x, h̄, q)=
Ẏn;a(x, h̄, q)

İ0(q)
, Z̈n;a(x, h̄, q)=

Ÿn;a(x, h̄, q)
Ï0(q)

,

and there exist C̃(r)s,s′, C̃
(r)
s1,s2,s3 ∈Q[α1, . . . , αn]JqK with s, s ′, s1, s2, s3, r ∈ Z≥0 such

that

(3-13) C̃(r)s,s′(0)= δ0,rδs,s′,

JC̃(νn(a)d)
s,s′ (q)

∣∣
α=0Kd = c̃(d)s,s′, JC̃(νn(a)d)

s1,s2,s3
(q)
∣∣
α=0Kd = c̃(d)s1,s2,s3

,
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the coefficients of qd in C̃(r)s,s′(q) and C̃(r)s1,s2,s3(q) are homogeneous symmetric poly-
nomials in α1, α2, . . . , αn of degree r − νn(a)d , and

(3-14) Żn;a(x1, x2, x3, h̄1, h̄2, h̄3, q)

=
1

h̄1h̄2h̄3

∑
r,s1,s2,s3≥0

s1,s2,s3≤n−1
s1+s2+s3+r=2n−2

C̃(r)s1,s2,s3
(q)Ż(s1)

n;a (x1, h̄1, q)
3∏

t=2

Z̈(st )
n;a (xt , h̄t , q),

(3-15) Ž(s)
n;a(x, h̄, q)=

s∑
r=0

s−r∑
s′=0

C̃(r)s−`∗(a),s′−`∗(a)(q) h̄s−r−s′Ds′Žn;a(x, h̄, q),

where (Ž, `∗)= (Ż, `−), (Z̈, `+).

Setting α = 0 in (3-11), (3-12), (3-14), and (3-15), we obtain (2-19), (2-26),
(2-20) and (2-21), respectively.

We now completely describe the power series C̃(r)s,s′ of Theorem 3; it will be
shown in Section 5 that they indeed satisfy (3-15). Let

(3-16) D0Yn;a(x, h̄, q)

=
1

I0(q)

∞∑
d=0

qd

∏
ak>0

∏akd
r=1(akx+ r h̄)

∏
ak<0

∏−akd
r=1 (akx− r h̄)∏d

r=1
∏n

k=1(x−αk + r h̄)
.

For s ∈ Z+, let

(3-17) DsYn;a(x, h̄, q)=
1

Is(q)

{
x+ h̄ q d

dq

}
Ds−1Yn;a(x, h̄, q)

∈ xs
+ q ·Q[α1, . . . , αn, x][h̄]Jh̄−1, qK.

Comparing with (2-12), we find that

(3-18) DsYn;a(x, h̄, q)
∣∣
α=0 = xsDs Fn;a(x/h̄, q/xνn(a)), where

D0 Fn;a(w, q)=
Fn;a(w, q)

I0(q)
, Ds Fn;a(w, q)=

1
Is(q)

{
1+

q
w

d
dq

}
Ds−1 Fn;a(w, q)

for all s ∈ Z+. For r, s, s ′ ≥ 0, define C(r)s,s′ ∈Q[α1, . . . , αn]JqK by

(3-19) h̄s
∞∑

s′=0

s′∑
r=0

C(r)s,s′(q)x
s′−r h̄−s′

=DsYn;a(x, h̄, q).

By (3-16), (3-17), and (3-19), the coefficient of qd in C(r)s,s′ is a degree-r − νn(a)d
homogeneous symmetric polynomial in α. By (3-17) and (3-18),

(3-20) C(0)s,s (q)= 1, C(0)s,s′(q)= 0 for s > s ′, C(r)s,s′(0)= δr,0δs,s′ .
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By the first two statements above, the relations

(3-21)
∑

r1,r2≥0
r1+r2=r

s−r1∑
t=0

C̃(r1)
s,t (q)C

(r2)
t,s′−r1

(q)= δr,0δs,s′ for r, s ′ ∈ Z≥0, r ≤ s ′ ≤ s,

inductively define C̃(r)s,s′−r ∈Q[α1, . . . , αn]JqK with r ≤ s ′ ≤ s in terms of the power

series C̃(r1)
s,t with r1 < r or r1 = r and t < s ′− r . By (3-20) and (3-21),

C̃(0)s,s′ = δs,s′, C̃(r)s,s′(0)= δr,0δs,s′,

and the coefficient of qd in C̃(r)s,s′ is a degree-r − νn(a)d homogeneous symmetric

polynomial in α. If s ′ < 0, we set C̃(r)s,s′ = δr,0δs,s′ . If νn(a) > 0,

C(νn(a)d)
s,s′

∣∣
α=0 = c(d)s,s′−νn(a)dqd for all s ′ ≥ νn(a)d

by (3-19), (3-18), and (2-13). Thus, setting α = 0 in (3-21) and comparing with
(2-14) with s ′ replaced by s ′− νn(a)d, we obtain the second identity in (3-13).

We next completely describe the power series C̃(r)s1,s2,s3 of Theorem 3; it will
be shown in Section 10 that they indeed satisfy (3-14). For each r ∈ Z≥0, let
pr ,H(r)

∈Q[z1, z2, . . .] be such that

(3-22) pr (α1, α2, . . .)= α
r
1+α

r
2+ · · · =H(r)(s1, s2, . . .).

For r, ν ∈ Z≥0, we define H(r)
ν ∈Q[s1, s2, . . .]JzK by

(3-23)

H(r)
ν (z)=


(1− z)−1 if ν = 0, r = 0;
1
r

d
dzH

(r)
(
(1− z)−1s1, (1− z)−1s2, . . .

)
if ν = 0, r ≥ 1;

1
r+ν

d
dzH

(r+ν)(s1, . . . , sν−1, sν − (−1)νz, sν+1, . . .) if ν > 0.

In particular, the coefficient of zd in H(r)
ν (z) is a degree-r − νd homogeneous

symmetric polynomial in α,

(3-24) H(r)
ν (0)= ηr , JH(νd)

ν (z)
∣∣
α=0Kd = 1.

The second identity above follows from [Zinger 2014, Lemma B.3]. Using induction
via Newton’s identity [Artin 1991, page 577], the first identity in (3-24) can be
reduced to

r∑
t=0

(−1)tηr−t st = 0,
r∑

t=0

(−1)t(r − t)ηr−t st = pr for all r ∈ Z+;
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these two identities are equivalent to

(1−α1u)(1−α2u) · · ·
(1−α1u)(1−α2u) · · ·

= 1,

d
dz

(1−α1u)(1−α2u) · · ·
(1−α1uz)(1−α2uz) · · ·

∣∣∣∣
z=0
=

α1u
1−α1u

+
α2u

1−α2u
+ · · ·

Let

(3-25) C̃(r)s1,s2,s3
(q)

=

∑
r0,r1,r2,r3≥0

r1≤ŝ1,r2≤ŝ2,r3≤ŝ3
r0+r1+r2+r3=r

H(r0)
νn(a)(a

aq)

İc
s1+r1

(q)Ïc
s2+r2

(q)Ïc
s3+r3

(q)
C̈(r1)

ŝ1
(q)Ċ(r2)

ŝ2
(q)Ċ(r3)

ŝ3
(q),

where

(3-26) Č(r)s (q)=
∑

r ′,r ′′≥0
r ′+r ′′=r

(−1)r
′

sr ′ Č(r
′′)

s−r ′−`∗(a),s−r−`∗(a)(q)

with (Č, `∗)= (Ċ, `−), (C̈, `+). Since the coefficients of qd in H(r)
ν and in C̃(r)s,s′ are

degree-r − νn(a)d homogeneous symmetric polynomials in α, the coefficient of qd

in C̃(r)s1,s2,s3 is also a degree-r − νn(a)d homogeneous symmetric polynomial in α.
The last identity in (3-13) follows from (3-25), the second identity in (3-24), the
middle identity in (3-13), and (2-15).

3C. Related mirror formulas. Similarly to (2-29), we define

(3-27)

Z∗n;a(x1, x2, h̄1, h̄2, q)≡
∞∑

d=1

qd
{ev1× ev2}∗

[ e(V (d)n;a)

(h̄1−ψ1)(h̄2−ψ2)

]
,

Z∗n;a(x1, x2, x3, h̄1, h̄2, h̄3, q)

≡

∞∑
d=1

qd
{ev1× ev2× ev3}∗

[ e(V (d)n;a)

(h̄1−ψ1)(h̄2−ψ2)(h̄3−ψ3)

]
,

with the evaluation maps as in (2-6). For each s ∈ Z≥0, let

Z(s)∗
n;a (x, h̄, q)≡

∞∑
d=1

qdev1∗

[e(V (d)n;a)ev∗2xs

h̄−ψ1

]
∈ H∗T(P

n−1)Jh̄−1, qK,

Z̈(s)∗
n;a (x, h̄, q)≡

∞∑
d=1

qdev1∗

[e(V̈ (d)n;a)ev∗2xs

h̄−ψ1

]
∈ H∗T(P

n−1)Jh̄−1, qK.
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Since x1, x2 ∈ H∗T(P
n−1
×Pn−1)⊗Q[α1,...,αn]Qα are invertible, the first equation in

(3-8) gives

〈a〉
∑

s1,s2,r≥0
s1+s2+r=n−1

(−1)r sr xs1
1 Z̈

(s2)∗
n;a (x2, h̄, q)

=

∞∑
d=1

qd
{id× ev1}∗

[
π∗2 e(V (d)n;a) {id× ev2}

∗(PD(1Pn−1)x−`(a)2 )

h̄−ψ1

]

=

∞∑
d=1

qd
{id× ev1}∗

[
π∗2 e(V (d)n;a) {id× ev2}

∗(PD(1Pn−1)x−`(a)1 )

h̄−ψ1

]
= x−`(a)1

∑
s1,s2,r≥0

s1+s2+r=n−1

(−1)r sr xs1
1 Z

(s2)∗
n;a (x2, h̄, q),

where π2 :P
n−1
×Q0,2(P

n−1, d)→ Q0,2(P
n−1, d) is the projection map. Combin-

ing the last identity with (3-11), we obtain

(3-28) Z∗n;a(x1, x2, h̄1, h̄2, q)

=
1

h̄1+ h̄2

∑
s1,s2,r≥0

s1+s2+r=n−1

(−1)r sr
(
xs1

1 Z
(s2)∗
n;a (x2, h̄2, q)

+Z(s1)∗
n;a (x1, h̄1, q)Z̈(s2)

n;a (x2, h̄2, q)
)
.

Similar reasoning gives

(3-29) Z∗n;a(x1, x2, x3, h̄1, h̄2, h̄3, q)

=
1

h̄1h̄2h̄3

∑
r,s1,s2,s3≥0

s1,s2,s3≤n−1
s1+s2+s3+r=2n−2

(
C̃(r)s1,s2,s3

(0)xs1
1 xs2

2 Z(s3)∗
n;a (x3, h̄3, q)

+ C̃(r)s1,s2,s3
(0)xs1

1 Z
(s2)∗
n;a (x2, h̄2, q)Z̈(s3)

n;a (x3, h̄3, q)

+ C̃(r)s1,s2,s3
(0)Z(s1)∗

n;a (x1, h̄1, q)
3∏

t=2

Z̈(st )
n;a (xt , h̄t , q)

+〈a〉x`
−(a)

1 C̃(r)∗s1,s2,s3
(q)Ż(s1)

n;a (x1, h̄1, q)
3∏

t=2

Z̈(st )
n;a (xt , h̄t , q)

)
,

where C̃(r)∗s1,s2,s3(q)= C̃(r)s1,s2,s3(q)− C̃(r)s1,s2,s3(0).
On the other hand, by (3-15) and the first identity in (3-12),

(3-30) Z(s)∗
n;a (x, h̄,q)

=−〈a〉x`(a)+s
+〈a〉x`(a)

s∑
r=0

s−r∑
s′=0

C̃(r)s−`−(a),s′−`−(a)(q)h̄
s−r−s′Ds′Ẏn;a(x, h̄,q),
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where

D0Y̌n;a(x, h̄, q)=
Y̌n;a(x, h̄, q)

Ǐ0(q)
,

DsY̌n;a(x, h̄, q)=
1

Ǐs(q)

{
x+ h̄ q d

dq

}
Ds−1Y̌n;a(x, h̄, q)

for all s ∈ Z+ and (Y̌, Ǐ )= (Ẏ, İ ), (Ÿ, Ï ). By (3-9), (1-6), and (2-9),

(3-31) DsY̌n;a(x, h̄, q)
∣∣
α=0 = xsDs F̌n;a(x/h̄, q/xνn(a)), where

D0 F̌n;a(w, q)=
F̌n;a(w, q)

Ǐ0(q)
, Ds F̌n;a(w, q)=

1

Ǐs(q)

{
1+

q
w

d
dq

}
Ds−1 F̌n;a(w, q)

for all s ∈ Z+, with (Y̌, F̌, Ǐ ) = (Ẏ, Ḟ, İ ), (Ÿ, F̈, Ï ). Simplifying the right-hand
side of (3-30) in Qα(x, h̄)Jh̄−1, qK to eliminate division by x and setting α = 0, we
obtain (2-31).

3D. Other three-point generating functions. The main step in the proof of the
mirror formula (3-14) for the stable quotients analogue of the triple Givental’s
J -function involves determining a mirror formula for the generating function

(3-32) Ż(0,1)
n;a;3(x, h̄, q)≡ 1+

∞∑
d=1

qdev1∗

[e(V̇ (d)n;a)

h̄−ψ1

]
∈ H∗T(P

n−1)Jh̄−1, qK,

where ev1 : Q0,3(P
n−1, d)→ Pn−1 is the evaluation map at the first marked point;

the meaning of the superscript (0, 1) is explained in (6-7). By (3-33), the SQ
invariants do not satisfy the string relation [Hori et al. 2003, Section 26.3] in the
pure Calabi–Yau cases, νn(a) = 0 and `−(a) = 0 (when İ0(q) 6= 1), even though
the relevant forgetful morphism, f2,3 below, is defined. Since in these cases the
twisted invariants of Pn−1 are intrinsic invariants of the corresponding complete
intersection Xn;a, this implies that the construction of virtual fundamental class in
[Ciocan-Fontanine et al. 2014] does not respect the forgetful morphism

f2,3 : Q0,3(Xn;a, d)→ Q0,2(Xn;a, d),

at least in the Calabi–Yau cases.

Proposition 3.1. If l ∈ Z≥0, n ∈ Z+, and a ∈ (Z∗)l are such that νn(a)≥ 0, then

(3-33) Ż(0,1)
n;a;3(x, h̄, q)= h̄−1 Żn;a(x, h̄, q)

İ0(q)
.

In principle, this proposition is contained in [Ciocan-Fontanine and Kim 2013,
Corollary 1.4.1]. We give a direct proof, along the lines of [Cooper and Zinger
2014]. In the process of proving this proposition, we establish the mirror formula
for equivariant Hurwitz numbers in Proposition 4.1. This in turn allows us to
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derive (3-14) from (3-11) and (3-15) following the approach of [Zinger 2014]; see
Section 10.

Similarly to (3-32), let

Ż(0,1)
n;a;2(x, h̄, q)≡ 1+

∞∑
d=1

qdev1∗

[ f ∗2,3e(V̇ (d)n;a)

h̄−ψ1

]
∈ H∗T(P

n−1)Jh̄−1, qK,(3-34)

where ev1 : Q0,3(P
n−1, d)→ Pn−1 is the evaluation map at the first marked point

and
f2,3 : Q0,3(P

n−1, d)→ Q0,2(P
n−1, d)

is the forgetful morphism. By the proof of the string relation [Hori et al. 2003,
Section 26.3],

(3-35) Ż(0,1)
n;a;2(x, h̄, q)= h̄−1Żn;a(x, h̄, q).

We use this identity to establish the mirror formula for Hurwitz numbers in
Proposition 4.2.

As stated in Section 1, Theorem 3 generalizes to products of projective spaces
and concavex sheaves (1-13). The relevant torus action is then the product of the
actions on the components described above. If its weights are denoted by αi; j , with
i = 1, . . . , p and j = 1, . . . , ni , the analogues of the above mirror formulas relate
power series

Y̌n1,...,n p;a ∈Q[α1;1, . . . , αp;n p , x1, . . . , xp]Jh̄−1, q1, . . . , qpK,(3-36)

Ž(s1,...,sp)

n1,...,n p;a ∈ H∗T(P
n1−1
× · · ·×Pn p−1)Jh̄−1, q1, . . . , qpK,(3-37)

Ž∗n1,...,n p;a ∈ H∗T((P
n1−1
× · · ·×Pn p−1)m)Jh̄−1

1 , . . . , h̄−1
M , q1, . . . , qpK,(3-38)

with Y̌ and Ž denoting Y , Ẏ , Ÿ , Z , Ż , or Z̈ and m = 2, 3. The coefficients
of qd1

1 . . . qdp
p in (3-37) and (3-38) are defined by the same pushforwards as in

(3-4), (3-5), (3-6), and (3-27) with the degree d of the stable quotients replaced
by (d1, . . . , dp) and xs by xs1

1 · · · x
sp
p . The coefficients of qd1

1 · · · q
dp
p in (3-36) are

obtained from the coefficients in (3-9) and (3-16) by replacing akd and akx by
ak;1d1 + · · · + ak;pdp and ak;1x1 + · · · + ak;pxp in the numerator and taking the
product of the denominators with (n, x, d)= (ni , xi , di ) for each s = 1, . . . , p; in
the i-th factor, αk is also replaced by αi;k ;

x1, . . . , xp ∈ H∗T(P
n1−1
× · · ·×Pn p−1)

now correspond to the pullbacks of the equivariant hyperplane classes by the
projection maps. The statements of Theorem 3, (3-28), and (3-29) extend by
replacing the symmetric polynomials by products of symmetric polynomials in the
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p different sets of variables and 〈a〉x`(a) by the products and ratios of the terms
ak;1x1+ · · ·+ ak;pxp; our proofs extend directly to this situation.

4. Equivariant twisted Hurwitz numbers

The fixed loci of the T-action on Q0,m(P
n−1, d) involve moduli spaces of weighted

curves and certain vector bundles, which we describe in this section. As a corollary
of the proof of Theorem 3, we obtain closed formulas for Euler classes of these
vector bundles in some cases. These formulas, described in Propositions 4.1 and
4.2 below, are a key ingredient in computing the genus-1 stable quotients invariants.

A stable d-tuple of flecks on a quasistable m-marked curve is a tuple

(4-1) (C, y1, . . . , ym; ŷ1, . . . , ŷd),

where C is a connected (at worst) nodal curve, y1, . . . , ym ∈ C∗ are distinct smooth
points, and ŷ1, . . . , ŷd ∈ C∗−{y1, . . . , ym}, such that the Q-line bundle

ωC(y1+ · · ·+ ym + ε(ŷ1+ · · ·+ ŷd))→ C

is ample for all ε ∈Q+; this again implies that 2g+m ≥ 2. An isomorphism

φ : (C, y1, . . . , ym; ŷ1, . . . , ŷd)→ (C′, y′1, . . . , y′m; ŷ′1, . . . , ŷ′d)

between curves with m marked points and d flecks is an isomorphism φ : C→ C′
such that

φ(yi )= y′i for all i = 1, . . . ,m, φ(ŷ j )= ŷ′j for all j = 1, . . . , d.

The automorphism group of any stable curve with m marked points and d flecks
is finite. For g,m, d ∈ Z≥0, the moduli space Mg,m|d parameterizing the stable
d-tuples of flecks as in (4-1) with h1(C,OC) = g is a nonsingular irreducible
proper Deligne–Mumford stack; see [Cooper and Zinger 2014, Proposition 2.3]. If
m ≥ m′ ≥ 2, let

fm′,m :M0,m|d →M0,m′|d+m−m′,

(C, y1, . . . , ym; ŷ1, . . . , ŷd) 7→ (C′, y1, . . . , ym′; ŷ1, . . . , ŷd , ym′+1, . . . , ym),

be the morphism converting the last m −m′ marked points into the last m −m′

flecks and contracting components of C if necessary.
Any tuple as in (4-1) induces a quasistable quotient

OC(−ŷ1− · · ·− ŷd)⊂OC ≡ C1
⊗OC .

For any ordered partition d = d1+ · · ·+ dp with d1, . . . , dp ∈ Z≥0, this correspon-
dence gives rise to a morphism

Mg,m|d → Qg,m(P
0
× · · ·×P0, (d1, . . . , dp)).
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In turn, this morphism induces an isomorphism

(4-2) φ :Mg,m|d
/

Sd1 × · · ·×Sdp
∼
→ Qg,m(P

0
× · · ·×P0, (d1, . . . , dp)),

with the symmetric group Sd1 acting on Mg,m|d by permuting the points ŷ1, . . . , ŷd1 ,
Sd2 acting on Mg,m|d by permuting the points ŷd1+1, . . . , ŷd1+d2 , etc.

There is again a universal curve

π : U→Mg,m|d

with sections σ1, . . . , σm and σ̂1, . . . σ̂d . Let

ψi =−π∗(σ
2
i ), ψ̂i =−π∗(σ̂

2
i ) ∈ H 2(Mg,m|d)

be the first chern classes of the universal cotangent line bundles. For m ≥ 2,
d ′, d ∈ Z+ with d ′ ≤ d , and r≡ (r1, . . . , rd ′) ∈ (Z

≥0)d
′

, let

Sr =O(−σ̂1− · · ·− σ̂d−d ′ − r1σ̂d−d ′+1− · · ·− rd ′ σ̂d)→ U→M0,m|d .

If β ∈ H 2
T , denote by

(4-3) S∗r (β)→ U→M0,m|d

the sheaf S∗r with the T-action so that

e(S∗r (β))= β × 1+ 1× e(S∗r ) ∈ H∗T(U)= H∗T ⊗ H∗(U).

Similarly to (2-1), let
(4-4)
V̇ ′(d)a;r (β)=

⊕
ak>0

R0π∗
(
S∗r (β)ak (−σ1)

)
⊕

⊕
ak<0

R1π∗
(
S∗r (β)ak (−σ1)

)
→M0,m|d ,

V̈ ′(d)a;r (β)=
⊕
ak>0

R0π∗
(
S∗r (β)ak (−σ2)

)
⊕

⊕
ak<0

R1π∗
(
S∗r (β)ak (−σ2)

)
→M0,m|d ,

where π : U→M0,m|d is the projection as before; these sheaves are locally free.
If m′ ∈ Z+, 2≤ m′ ≤ m, and r ∈ (Z≥0)m−m′ , let

(4-5) V̇ (d)a;r (β)= f ∗m′,mV̇
′(d)
a;r (β), V̈

(d)
a;r (β)= f ∗m′,mV̈

′(d)
a;r (β)→M0,m|d .

In the case m′ = m, we will denote the bundles V̇ (d)a;r (β) and V̈ (d)a;r (β) by V̇ (d)a (β)

and V̈ (d)a (β), respectively.
The equivariant Euler classes of the bundles V̇ (d)a;r (β) and V̈ (d)a;r (β) enter into the

localization computations in Sections 7–9. As a corollary of these computations, we
obtain closed formulas for the Euler classes of these bundles in the case m = 3; see
Propositions 4.1 and 4.2 below. These formulas are a key ingredient in computing
the genus-0 three-point and genus-1 SQ invariants.
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If f ∈ QαJqK and d ∈ Z≥0, let J f Kq;d ∈ Qα denote the coefficient of qd in f .
If f = f (z) is a rational function in z and possibly some other variables, for any
z0 ∈ P1

⊃ C let

(4-6) R
z=z0

f (z)≡ 1
2π i

∮
f (z) dz,

where the integral is taken over a positively oriented loop around z= z0 with no other
singular points of f dz, denote the residue of the 1-form f dz. If z1, . . . , zk ∈ P1 is
any collection of points, let

(4-7) R
z=z1,...,zk

f (z)≡
i=k∑
i=1

R
z=zi

f (z)

be the sum of the corresponding residues.
For any variable y and r ∈ Z≥0, let sr (y) denote the r -th elementary symmetric

polynomial in {y−αk}. We define power series Ln;a, ξn;a ∈Qα[x]JqK by

(4-8)
Ln;a ∈ x+ qQα[x]JqK, sn(Ln;a(x, q))− qaaLn;a(x, q)|a| = sn(x),

ξn;a ∈ qQα[x]JqK, x+ q d
dq
ξn;a(x, q)= Ln;a(x, q).

By [Zinger 2014, Remark 4.5], the coefficients of the power series

e−ξn;a(αi ,q)/h̄ Ẏn;a(αi , h̄, q) ∈Qα[h̄]JqK

are regular at h̄ = 0. Thus, there is an expansion

(4-9) e−ξn;a(αi ,q)/h̄ Ẏn;a(αi , h̄, q)=
∞∑

r=0

8̇
(r)
n;a(αi , q)h̄r ,

with 8̇(0)n;a(x, q)− 1, 8̇(1)n;a(x, q), 8̇(2)n;a(x, q), · · · ∈ qQα[x]JqK. Furthermore,

(4-10) 8̇(0)n;a(x, q)

=

(
x · sn−1(x)

Ln;a(x, q) sn−1(Ln;a(x, q))− |a|qaaLn;a(x, q)|a|

)1
2
(

Ln;a(x, q)
x

)`(a)+1
2

.5

Proposition 4.1. If l ∈ Z≥0, n ∈ Z+, and a ∈ (Z∗)l , then for every i = 1, . . . , n
∞∑

d=0

qd

d!

∫
M0,3|d

e
(
V̇ (d)a (αi )

)∏
k 6=i e

(
V̇ (d)1 (αi −αk)

)
(h̄1−ψ1)(h̄2−ψ2)(h̄3−ψ3)

=
eξn;a(αi ,q)/h̄1+ξn;a(αi ,q)/h̄2+ξn;a(αi ,q)/h̄3

h̄1h̄2h̄3 8̇
(0)
n;a(αi , q)

∈QαJh̄−1
1 , h̄−1

2 , h̄−1
3 , qK.

5Only the case `−(a)= 0 is explicitly considered in [Zinger 2014], but the argument is the same
in all cases.
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Proposition 4.2. If l ∈ Z≥0, n ∈ Z+, and a ∈ (Z∗)l , then for every i = 1, . . . , n

∞∑
b=0

∞∑
r=0

∞∑
d=0

qd

d!

∫
M0,3|d

e
(
V̇ (d)a;r (αi )

)
ψb

3 Rh̄=0
(−1)b

h̄b+1 JẎn;∅(αi , h̄, q)Kq;r qr∏
k 6=i e

(
V̇ (d)1 (αi −αk)

)
(h̄1−ψ1)(h̄2−ψ2)

=
eξn;a(αi ,q)/h̄1+ξn;a(αi ,q)/h̄2

h̄1h̄2
∈QαJh̄−1

1 , h̄−1
2 , qK.

5. Outline of the proof of Theorem 3

The first identity in (3-12) is the subject of [Cooper and Zinger 2014, Theorem 3].
The proof of the remaining statements of Theorem 3 follows the same principle as
the proof of [Popa and Zinger 2014, Theorem 4]; it is outlined below. However, its
adaptation to the present situation requires a number of modifications. In particular,
the twisted stable quotients invariants are not known to satisfy the analogue of the
string relation of Gromov–Witten theory (in fact, by Proposition 3.1, in general they
do not). This requires a direct proof of the key properties for the stable quotients
analogue of double Givental’s J -function described in Lemmas 6.5 and 6.6 below; in
Gromov–Witten theory, these properties are deduced from the analogous properties
for three-point invariants, which simplifies the argument. We thus describe the
argument in detail.

Let QαVh̄W≡QαJh̄−1K+Qα[h̄] denote the Qα-algebra of Laurent series in h̄−1

(with finite principal part). We will view the Qα-algebra Qα(h̄) of rational functions
in h̄ with coefficients in Qα as a subalgebra of QαVh̄W via the embedding given by
taking the Laurent series of rational functions at h̄−1

= 0. If

F(h̄, q)=
∞∑

d=0

∞∑
r=−Nd

F (r)(d)h̄−r qd
∈QαVh̄WJqK

for some Nd ∈ Z and F (r)(d) ∈Qα, we define

F(h̄, q)∼=
∞∑

d=0

p−1∑
r=−Nd

F (r)(d)h̄−r (mod h̄−p),

that is we drop h̄−p and higher powers of h̄−1, instead of higher powers of h̄.
For 1≤ i, j ≤ n with i 6= j and d ∈ Z+, let

(5-1)

Ċ
j
i (d)≡

∏
ak>0

∏akd
r=1

(
akαi + r α j−αi

d

) ∏
ak<0

∏−akd−1
r=0

(
akαi − r α j−αi

d

)
d
∏d

r=1
∏n

k=1
(r,k)6=(d, j)

(
αi −αk + r α j−αi

d

) ∈Qα,

C̈
j
i (d)≡

∏
ak>0

∏akd−1
r=0

(
akαi + r α j−αi

d

) ∏
ak<0

∏−akd
r=1

(
akαi − r α j−αi

d

)
d
∏d

r=1
∏n

k=1
(r,k) 6=(d, j)

(
αi −αk + r α j−αi

d

) ∈Qα.
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We will follow the five steps in [Zinger 2009, Section 1.3] to verify (3-11), the
second statement in (3-12), and (3-15):

(Ma) if F ,F ′ ∈ H∗T(P
n−1)Vh̄WJqK,

F(x= αi , h̄, q) ∈Qα(h̄)JqK⊂QαVh̄WJqK for all i = 1, 2, . . . , n,

F ′ is recursive in the sense of Definition 6.1, and F and F ′ satisfy a mutual
polynomiality condition (MPC) of Definition 6.2, then the transforms of F ′ of
Lemma 6.4 are also recursive and satisfy the same MPC with respect to F ;

(Mb) if F ,F ′ ∈ H∗T(P
n−1)Vh̄WJqK,

F(x= αi , h̄, q) ∈Q∗α + q ·Qα(h̄)JqK⊂QαVh̄WJqK for all i = 1, 2, . . . , n,

F ′ is recursive in the sense of Definition 6.1, and F and F ′ satisfy a fixed
MPC, then F ′ is determined by its “mod h̄−1 part”;

(Mc) the two sides of the second identity in (3-12) and the Z̈ case in (3-15) are
C̈-recursive in the sense of Definition 6.1 with C̈ as in (5-1), while the two
sides of the Ż case in (3-15) are Ċ-recursive in the sense of Definition 6.1 with
Ċ as in (5-1);

(Md) the two sides of each of the equations in (3-12) and (3-15) satisfy the same
η-MPC (dependent on the equation) with respect to Ẏn;a(x, h̄, q);

(Me) the two sides of each of the four equations in (3-12) and (3-15), viewed as
elements of H∗T(P

n−1)Vh̄WJqK, agree mod h̄−1.

The first two claims, (Ma) and (Mb), sum up Lemma 6.4 and Proposition 6.3,
respectively. By Lemmas 6.5 and 6.6, the stable quotients generating functions
Ż(s)

n;a and Z̈(s)
n;a are Ċ-recursive and C̈-recursive and satisfy MPCs with respect to

Żn;a(x, h̄, q). Along with the first identity in (3-12), the latter implies that they
satisfy MPCs with respect to Ẏn;a. It is immediate from (3-4) that

(5-2) Ż(s)
n;a(x, h̄, q), Z̈(s)

n;a(x, h̄, q)∼= xs (mod h̄−1) for all s ∈ Z≥0.

By the proof of the first identity in (3-12), as well as of its Gromov–Witten analogue,
the power series Ẏn;a is Ċ-recursive and satisfies the same MPC with respect to Ẏn;a

as Ż(s)
n;a; see [Cooper and Zinger 2014, Lemma 5.4]. A nearly identical argument

shows that the power series Ÿn;a is C̈-recursive and satisfies the same MPC with
respect to Ẏn;a as Z̈(s)

n;a; see [Popa and Zinger 2014, Section 4.3] for the `−(a)= 0
case. Since

Ÿn;a(x, h̄, q)∼= 1 (mod h̄−1),

this establishes the second identity in (3-12). Along with (3-12), the admissibility
of transforms (i) and (ii) in Lemma 6.4 implies that both sides of the Ż equation in
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(3-15) are Ċ-recursive and satisfy the same MPC with respect to Ẏn;a, no matter
what the coefficients C̃(r)s,s′ are. Similarly, both sides of the Z̈ equation in (3-15) are
C̈-recursive and satisfy the same MPC with respect to Ẏn;a. By (3-10), (3-12), (3-9),
(3-21), (3-19), (3-17), and (3-16),

s∑
r=0

s−r∑
s′=0

C̃(r)s−`−(a),s′−`−(a)(q) h̄s−r−s′Ds′Żn;a(x, h̄, q)∼= xs (mod h̄−1),

s∑
r=0

s−r∑
s′=0

C̃(r)s−`+(a),s′−`+(a)(q) h̄s−r−s′Ds′Z̈n;a(x, h̄, q)∼= xs (mod h̄−1). 6

(5-3)

Thus, (3-15) follows from (Mb).
The proof of (3-11) follows the same principle, which we apply to a multiple of

(3-11). For each i = 1, 2, . . . , n, let

(5-4) φi ≡
∏
k 6=i

(x−αk) ∈ H∗T(P
n−1).

By [Atiyah and Bott 1984, localization theorem], φi is the equivariant Poincaré
dual of the fixed point Pi ∈ Pn−1; see [Zinger 2009, Section 3.1]. Since x|Pi = αi ,

(5-5) Żn;a(αi , α j , h̄1, h̄2, q)

=

∫
Pi×Pj

Żn;a(x1, x2, h̄1, h̄2, q)

=

∫
Pn−1×Pn−1

Żn;a(x1, x2, h̄1, h̄2, q)φi ×φ j

=
1

h̄1+ h̄2

∏
k 6=i

(α j −αk)+

∞∑
d=1

qd
∫

Q0,2(Pn−1,d)

e(V̇ (d)n;a) ev∗1φi ev∗2φ j

(h̄1−ψ1)(h̄2−ψ2)
;

the last equality holds by the defining property of the cohomology push-forward
[Zinger 2009, Equation (3.11)]. By Lemmas 6.5 and 6.6, Żn;a(x1, x2, h̄1, h̄2, q) is
Ċ-recursive and satisfies the same MPC as Żn;a with respect to Żn;a(x, h̄, q) for
(x, h̄) = (x1, h̄1) and x2 = α j fixed.7 It is also C̈-recursive and satisfies the same
MPC as Z̈n;a with respect to Żn;a(x, h̄, q) for (x, h̄)= (x2, h̄2) and x1 = αi fixed.

6The left-hand side of (3-21) with s replaced by s−`−(a) is the coefficient of h̄sx−r (x/h̄)s
′
+`−(a)

in the first identity in (5-3) if s ≥ `−(a); The left-hand side of (3-21) with s replaced by s− `+(a) is
the coefficient of h̄sx−r (x/h̄)s

′
+`+(a) in the second identity in (5-3) if s ≥ `+(a).

7In other words, the coefficient of every power of h̄−1
2 in Żn;a(x, α j , h̄, h̄2, q) is Ċ-recursive and

satisfies the same MPC as Żn;a(x, h̄, q) with respect to Żn;a(x, h̄, q).
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By (Ma) and (Mb), it is thus sufficient to compare

(5-6) (h̄1+ h̄2)Żn;a(x1, x2, h̄1, h̄2, q) and∑
s1,s2,r≥0

s1+s2+r=n−1

(−1)r sr Ż(s1)
n;a (x1, h̄1, q)Z̈(s2)

n;a (x2, h̄2, q)

for all x1 = αi and x2 = α j with i, j = 1, 2, . . . , n modulo h̄−1
1 :

(h̄1+ h̄2)Żn;a(αi , α j , h̄1, h̄2, q)

∼=

∑
s1,s2,r≥0

s1+s2+r=n−1

(−1)r srα
s1
i α

s2
j +

∞∑
d=1

qd
∫

Q0,2(Pn−1,d)

e(V̇ (d)n;a)ev∗1φi ev∗2φ j

h̄2−ψ2
;

∑
s1,s2,r≥0

s1+s2+r=n−1

(−1)r sr Ż(s1)
n;a (αi , h̄1, q)Z̈(s2)

n;a (α j , h̄2, q)

∼=

∑
s1,s2,r≥0

s1+s2+r=n−1

(−1)r srα
s1
i Z̈(s2)

n;a (α j , h̄2, q).

In order to see that the two right-hand side power series are the same, it is sufficient
to compare them modulo h̄−1

2 :

∑
s1,s2,r≥0

s1+s2+r=n−1

(−1)r srα
s1
i α

s2
j +

∞∑
d=1

qd
∫

Q0,2(Pn−1,d)

e(V̇ (d)n;a)ev∗1φi ev∗2φ j

h̄2−ψ2

∼=

∑
s1,s2,r≥0

s1+s2+r=n−1

(−1)r srα
s1
i α

s2
j ;

∑
s1,s2,r≥0

s1+s2+r=n−1

(−1)r srα
s1
i Z̈(s2)

n;a (α j , h̄2, q)∼=
∑

s1,s2,r≥0
s1+s2+r=n−1

(−1)r srα
s1
i α

s2
j .

From this we conclude that the two expressions in (5-6) are the same; this proves
(3-11).

By Proposition 6.3 and Lemmas 6.5 and 6.6, the stable quotients analogue of
triple Givental’s J -function is determined by the primary three-point SQ invariants.
Since all such invariants are related to the corresponding GW invariants by [Ciocan-
Fontanine and Kim 2013, Theorem 1.2.2 and Corollaries 1.4.1, 1.4.2], a version
of (3-14) can be proved by comparing it to its GW analogue provided by [Zinger
2014, Theorem B]. We instead prove (3-14) directly in Section 10 by reducing the
computation to the two-point formulas of Theorem 3 and the mirror formula for
Hurwitz numbers in Propositions 4.1. In the process, we obtain a precise description
of the equivariant structure coefficients appearing in (3-14), which is not done in
[Zinger 2014].
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6. Recursivity, polynomiality, and admissible transforms

This section describes the algebraic observations used in the proof of Theorem 3. It
is based on [Zinger 2009, Sections 2.1, 2.2] and [Popa and Zinger 2014, Section 4.1].
Let

[n] = {1, 2, . . . , n}.

Definition 6.1. Let C ≡ (C j
i (d))d,i, j∈Z+ be any collection of elements of Qα. A

power series F ∈H∗T(P
n−1)Vh̄WJqK is C-recursive if the following holds: if d∗∈Z≥0

is such that

JF(x= αi , h̄, q)Kq;d∗−d ∈Qα(h̄)⊂QαVh̄W for all d ∈ [d∗], i ∈ [n],

and JF(αi , h̄, q)Kq;d is regular at h̄ = (αi −α j )/d for all d < d∗ and i 6= j , then

(6-1) JF(αi , h̄, q)Kq;d∗−

d∗∑
d=1

∑
j 6=i

C j
i (d)

h̄− (α j −αi )/d
JF(α j , z, q)Kq;d∗−d

∣∣
z=(α j−αi )/d

∈Qα[h̄, h̄−1
] ⊂QαVh̄W.

Thus, if F ∈ H∗T(P
n−1)Vh̄WJqK is C-recursive, for any collection C , then

F(x= αi , h̄, q) ∈Qα(h̄)JqK⊂QαVh̄WJqK for all i ∈ [n],

as can be seen by induction on d, and

(6-2) F(αi , h̄, q)

=

∞∑
d=0

Nd∑
r=−Nd

F r
i (d)h̄

r qd
+

∞∑
d=1

∑
j 6=i

C j
i (d)q

d

h̄− (α j −αi )/d
F(α j , (α j−αi )/d, q)

for all i ∈ [n], for some F r
i (d)∈Qα . The nominal issue with defining C-recursivity

by (6-2), as is normally done, is that a priori the evaluation of F(α j , h̄, q) at
h̄ = (α j −αi )/d need not be well defined, since F(α j , h̄, q) is a power series with
coefficients in QαVh̄−1W; a priori they may not converge anywhere. However, taking
the coefficient of each power of q in (6-2) shows by induction on the degree d that
this evaluation does make sense; this is the substance of Definition 6.1.

Definition 6.2. Let η ∈ Qα(x) be such that η(x = αi ) ∈ Qα is well defined
and nonzero for every i ∈ [n]. For any F ≡ F(x, h̄, q),F ′ ≡ F ′(x, h̄, q) ∈
H∗T(P

n−1)Vh̄WJqK, let

(6-3) 8
η

F ,F ′(h̄, z, q)

≡

n∑
i=1

η(αi )eαi z∏
k 6=i (αi −αk)

F(αi , h̄, qeh̄z)F ′(αi ,−h̄, q) ∈QαVh̄WJz, qK.
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If F ,F ′ ∈ H∗T(P
n−1)Vh̄WJqK, the pair (F ,F ′) satisfies the η mutual polynomiality

condition (η-MPC) if 8ηF ,F ′ ∈Qα[h̄]Jz, qK.

If F ,F ′ ∈ H∗T(P
n−1)Vh̄WJqK and

(6-4) F(x= αi , h̄, q),F ′(x= αi , h̄, q) ∈Qα(h̄)JqK for all i ∈ [n],

then the pair (F ,F ′) satisfies the η-MPC if and only if the pair (F ′,F) does; see
[Zinger 2009, Lemma 2.2] for the η = 1, `+(a) = 1, `−(a) = 0 case (the proof
readily carries over to the general case). Thus, if (6-4) holds, the statement that F
and F ′ satisfy the MPC is unambiguous.

Proposition 6.3. Let η ∈ Qα(x) be such that η(x = αi ) ∈ Qα is well defined and
nonzero for every i ∈ [n]. If F ,F ′ ∈ H∗T(P

n−1)Vh̄WJqK,

F(x= αi , h̄, q) ∈Q∗α + q ·Qα(h̄)JqK⊂QαVh̄WJqK for all i ∈ [n],

F ′ is recursive, and F and F ′ satisfy the η-MPC, then F ′ ∼= 0 (mod h̄−1) if and
only if F ′ = 0.

This is essentially [Zinger 2009, Proposition 2.1], with the assumptions corrected
in [Popa and Zinger 2014, Footnote 3]. The proof in [Zinger 2009], which treats
the η= 1 case, readily extends to the general case; see also the paragraph following
[Popa and Zinger 2014, Proposition 4.3].

Lemma 6.4. Let C ≡ (C j
i (d))d,i, j∈Z+ be any collection of elements of Qα and

η ∈Qα(x) be such that η(x= αi ) ∈Qα is well defined and nonzero for every i ∈ [n].
If F ,F ′ ∈ H∗T(P

n−1)Vh̄WJqK,

F(x= αi , h̄, q) ∈Qα(h̄)JqK⊂QαVh̄WJqK for all i ∈ [n],

F ′ is C-recursive (and satisfies the η-MPC with respect to F), then

(i) {x+ h̄ q d/dq}F ′ is C-recursive (and satisfies the η-MPC with respect to F);

(ii) if f ∈Qα[h̄]JqK, then f F ′ is C-recursive (and satisfies the η-MPC with respect
to F).

This lemma is essentially contained in [Zinger 2009, Lemma 2.3]. The proof in
[Zinger 2009], which treats the η = 1 case, readily extends to the general case; see
also the paragraph following [Popa and Zinger 2014, Lemma 4.4].

The next two sections establish Lemmas 6.5 and 6.6 below, the m = 2 cases of
which complete the proofs of (3-11), the second statement in (3-12), and (3-15).
The m = 3 cases of these lemmas are used in the proof of Proposition 3.1 and 4.1
in Section 9. If m ≥ m′ ≥ 2, let

(6-5) fm′,m : Q0,m(P
n−1, d)→ Q0,m′(P

n−1, d)
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denote the forgetful morphism dropping the last m−m′ points; this morphism is
defined if m′ > 2 or d > 0. With the bundles

V̇ (d)n;a, V̈
(d)
n;a→ Q0,m′(P

n−1, d)

defined by (2-1), let

(6-6) V̇ (d)n;a;m′ = f ∗m′,mV̇
(d)
n;a, V̈

(d)
n;a;m′ = f ∗m′,mV̈

(d)
n;a→ Q0,m(P

n−1, d).

For b≡ (b2, . . . , bm) ∈ (Z
≥0)m−1 and $ ≡ ($2, . . . ,$m) ∈ H∗T(P

n−1)m−1, let

Ż(b,$)
n;a;m′(x, h̄, q)≡

∞∑
d=0

qdev1∗

[e(V̇ (d)n;a;m′)

h̄−ψ1

j=m∏
j=2

(ψ
b j
j ev∗j$ j )

]
∈ H∗T(P

n−1)[h̄−1
]JqK,

Z̈(b,$)
n;a;m′(x, h̄, q)≡

∞∑
d=0

qdev1∗

[e(V̈ (d)n;a;m′)

h̄−ψ1

j=m∏
j=2

(ψ
b j
j ev∗j$ j )

]
∈ H∗T(P

n−1)[h̄−1
]JqK,

(6-7)

where ev j : Q0,m(P
n−1, d)→ Pn−1 is the evaluation map at the j-th marked point

and the degree-0 terms in the m′ = 2 case are defined by

e(V̇ (0)n;a;2),e(V̈
(0)
n;a;2)= 1 if m ≥ 3,

ev1∗

[e(V̇ (0)n;a;2)

h̄−ψ1
(ψ

b2
2 ev∗2$2)

]
,ev1∗

[e(V̈ (0)n;a;2)

h̄−ψ1
(ψ

b2
2 ev∗2$2)

]
= (−h̄)b2$2 if m = 2.

Lemma 6.5. Let l ∈ Z≥0, m,m′, n ∈ Z+ with m ≥ m′ ≥ 2, and a ∈ (Z∗)l . For all
b ∈ (Z≥0)m−1 and$ ∈ H∗T(P

n−1)m−1, the power series Ż(b,$)
n;a;m′ and Z̈(b,$)

n;a;m′ defined
by (6-7) are Ċ and C̈-recursive, respectively.

Lemma 6.6. Let l ∈ Z≥0, m,m′, n ∈ Z+ with m ≥ m′ ≥ 2, a ∈ (Z∗)l ,

η̇(x)= 〈a〉x`(a), η̈(x)= 1.

For all b ∈ (Z≥0)m−1 and $ ∈ H∗T(P
n−1)m−1, the power series

h̄m−2 Ż(b,$)
n;a;m′(x, h̄, q) and h̄m−2 Z̈(b,$)

n;a;m′(x, h̄, q)

satisfy the η̇ and η̈-MPC, respectively, with respect to the power series Żn;a(x, h̄, q)
defined by (3-3).

By Lemma 6.5, the power series Ż(s)
n;a and Z̈(s)

n;a defined by (3-4) are Ċ- and
C̈-recursive, respectively. Furthermore, the power series Żn;a defined by (3-7) is
Ċ-recursive for (x, h̄)= (x1, h̄1) and x2 = α j fixed and is C̈-recursive for (x, h̄)=
(x2, h̄2) and x1 = α j fixed. By Lemma 6.6, Ż(s)

n;a and Z̈(s)
n;a satisfy the η̇- and η̈-

MPC, respectively, with respect to the power series Żn;a(x, h̄, q) defined by (3-3).
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Furthermore, the power series Żn;a defined by (3-7) satisfies the η̇-MPC with respect
to Żn;a(x, h̄, q) for (x, h̄)= (x1, h̄1) and x2 = α j fixed and the η̈-MPC with respect
to Żn;a(x, h̄, q) for (x, h̄)= (x2, h̄2) and x1 = α j fixed.

In the case of products of projective spaces and concavex sheaves (1-13), the
above Definition 6.1 becomes inductive on the total degree d1+· · ·+dp of qd1

1 · · · q
dp
p .

The power series F is evaluated at (x1, . . . , xp)= (α1;i1, . . . , αp;i p) for the purposes
of the C-recursivity condition (6-1) and (6-2). The relevant structure coefficients,
extending (5-1), are given by

Ċ
j
i1...i p

(s; d)

≡

∏
ak;1≥0

ak;sd∏
r=1

( p∑
t=1

ak;tαt;it + r αs; j−αs;is
d

)∏
ak;1<0

−ak;sd−1∏
r=0

( p∑
t=1

ak;tαt;it − r αs; j−αs;is
d

)

d
d∏

r=1

ns∏
k=1

(r,k) 6=(d, j)

(
αs;is −αs;k + r αs; j−αs;is

d

) ,

C̈
j
i1...i p

(s; d)

≡

∏
ak;1≥0

ak;sd−1∏
r=0

( p∑
t=1

ak;tαt;it + r αs; j−αs;is
d

)∏
ak;1<0

−ak;sd∏
r=1

( p∑
t=1

ak;tαt;it − r αs; j−αs;is
d

)

d
d∏

r=1

ns∏
k=1

(r,k)6=(d, j)

(
αs;is −αs;k + r αs; j−αs;is

d

) ,

with s ∈ [p] and j 6= is . The double sums in these equations are then replaced by
triple sums over s ∈ [p], j ∈ [ns] − is , and d ∈ Z+, and with F evaluated at

xt =

{
αs; j if t = s;
αt;it if t 6= s;

z =
αs; j −αs;is

d
.

The secondary coefficients F r
i (d) in (6-2) now become F r

i1...i p
(d1, . . . , dp), with

is ∈ [ns] and ds ∈ Z≥0. In the analogue of Definition 6.2, η ∈ R(x1, . . . , xp) is
such that the evaluation of η at (α1;i1, . . . , αp;i p) for all elements (i1, . . . , i p) of
[n1]× · · · × [n p] is well defined and not zero, 8F is a power series in z1, . . . , z p

and q1, . . . , qp, the sum is taken over all elements (i1, . . . , i p) of [n1]× · · ·× [n p],
the leading fraction is replaced by

η(α1;i1, . . . , αp;i p)e
α1;i1 z1+···+αp;i p z p∏p

s=1
∏

k 6=is
(αs;is −αs;k)

,

and the qeh̄z-insertion in the first power series is replaced by q1eh̄z1, . . . , qpeh̄z p .
Lemma 6.6 holds with

η̇(x1, . . . , xp)=

∏
ak;1≥0

∑p
s=1 ak;sxs∏

ak;1<0
∑p

s=1 ak;sxs
.
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7. Recursivity for stable quotients

In this section, we use the classical localization theorem [Atiyah and Bott 1984] to
show that the generating functions Ż(b,$)

n;a;m′ and Z̈(b,$)
n;a;m′ defined in (6-7) are recursive.

The argument is similar to the proof in [Cooper and Zinger 2014, Section 6] of
recursivity for the generating function Żn;a defined by (3-3), but requires some
modifications.

If T acts smoothly on a smooth compact oriented manifold M , there is a well-
defined integration-along-the-fiber homomorphism∫

M
: H∗T(M)→ H∗T

for the fiber bundle B M → BT. The classical localization theorem of [Atiyah
and Bott 1984] relates it to integration along the fixed locus of the T-action. The
latter is a union of smooth compact orientable manifolds F ; T acts on the normal
bundle N F of each F . Once an orientation of F is chosen, there is a well-defined
integration-along-the-fiber homomorphism∫

F
: H∗T(F)→ H∗T .

The localization theorem states that

(7-1)
∫

M
η =

∑
F

∫
F

η|F

e(N F)
∈Qα for all η ∈ H∗T(M),

where the sum is taken over all components F of the fixed locus of T. Part of the
statement of (7-1) is that e(N F) is invertible in H∗T(F)⊗Q[α1,...,αn]Qα . In the case
of the standard action of T on Pn−1, (7-1) implies that

(7-2) η|Pi =

∫
Pn−1

ηφi ∈Qα

for all η ∈ H∗T(P
n−1), i = 1, 2, . . . , n, with φi as in (5-4).

7A. Fixed locus data. The proof of Lemma 6.5 involves a localization computation
on Q0,m(P

n−1, d). Thus, we need to describe the fixed loci of the T-action on
Q0,m(P

n−1, d), their normal bundles, and the restrictions of the relevant cohomology
classes to these fixed loci.

As in the case of stable maps described in [Hori et al. 2003, Section 27.3], the
fixed loci of the T-action on Q0,m(P

n−1, d) are indexed by decorated graphs,

(7-3) 0 = (Ver,Edg;µ, d, ϑ),
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where (Ver,Edg) is a connected graph that has no loops, with Ver and Edg denoting
its sets of vertices and edges, and

µ : Ver→ [n], d : VertEdg→ Z≥0, and ϑ : [m] → Ver

are maps such that

µ(v1) 6= µ(v2) if {v1, v2} ∈ Edg, d(e) 6= 0 for all e ∈ Edg,(7-4)

val(v)≡ |ϑ−1(v)| + |{e ∈ Edg : v ∈ e}| + d(v)≥ 2 for all v ∈ Ver.

In Figure 1, the vertices of a decorated graph 0 are indicated by dots. The values
of the map (µ, d) on some of the vertices are indicated next to those vertices.
Similarly, the values of the map d on some of the edges are indicated next to them.
The elements of the sets [m] are shown in bold face; they are linked by line segments
to their images under ϑ . By (7-4), no two consecutive vertices have the same first
label and thus j 6= i .

With 0 as in (7-3), let

|0| ≡
∑
v∈Ver

d(v)+
∑

e∈Edg

d(e)

be the degree of 0. For each v ∈ Ver, let

Ev = {e ∈ Edg : v ∈ e}

be the set of edges leaving from v. There is a unique partial order ≺ on Ver that
has a unique minimal element vmin such that vmin = ϑ(1) and v ≺ w if there exist
distinct vertices v1, . . . , vk ∈ Ver such that

v ∈ {vmin, v1, . . . , vk−1}, w = vk, and

{vmin, v1}, {v1, v2}, . . . , {vk−1, vk} ∈ Edg,

in other words, v lies between vmin and w in (Ver,Edg). If e = {v1, v2} ∈ Edg is
any edge in 0 with v1 ≺ v2, let

0e ≡
(
{v1, v2}, {e};µe, de, ϑe

)
,

be the decorated graph as in (7-3) given by

µe =µ|e, de(e)= d(e), de|e = 0, ϑe : {1, 2}→ e, ϑe(1)= v1, ϑe(2)= v2;

see Figure 2.
With m′ ≤ m as in Lemmas 6.5 and 6.6, let

Verm′ =
{
v ∈ Ver : v � ϑ(i) for some i ∈ [m′]

}
,

Edgm′ =
{
{v1, v2} ∈ Edg : v1, v2 ∈ Verm′

}
.
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(i, d0)

d0 ∈ Z+
( j, 0) (k, 5)

Figure 1. Two trees with val(vmin)= 2 and a tree with val(vmin)≥ 3.

1
d

2

( j, 0)(i, 0)

1
d ′

2

(k, 0)( j, 0)

Figure 2. The subtrees corresponding to the edges of the last graph
in Figure 1.

In particular, the graph (Verm′,Edgm′) is a tree; it is obtained from the original
graph (Ver,Edg) by discarding the branches that do not end at a vertex with a
marked point labeled by i ≤ m′. For each v ∈ Verm′ , define

rm′;v : Ev −Edgm′→ Z+ by rm′;v({v, v
′
})=

∑
{v1,v2}∈Edg
v′�v2

d({v1, v2})+
∑
w∈Ver
v′�w

d(w),

dm′(v)= d(v)+
∑

e∈Ev−Edgm′

rm;′v(e).

This construction increases the degree d(v) of a vertex v ∈Verm′ by the total degree
of all branches of 0 cut off at v to form the graph (Verm′,Edgm′). The motivation
for this construction is described at the end of the next paragraph.

As is described in [Marian et al. 2011, Section 7.3], the fixed locus Q0 of
Q0,m(P

n−1, |0|) corresponding to a decorated graph 0 consists of the stable quo-
tients

(C, y1, . . . , ym; S ⊂ Cn
⊗OC)

over quasistable rational m-marked curves that satisfy the following conditions. The
components of C on which the corresponding quotient is torsion free are rational and
correspond to the edges of 0; the restriction of S to any such component corresponds
to a morphism to Pn−1 of the opposite degree to that of the subsheaf. Furthermore,
if e = {v1, v2} is an edge, the corresponding morphism fe is a degree-d(e) cover of
the line

P1
µ(v1),µ(v2)

⊂ Pn−1

passing through the fixed points Pµ(v1) and Pµ(v2); it is ramified only over Pµ(v1) and
Pµ(v2). In particular, fe is unique up to isomorphism. The remaining components
of C are indexed by the vertices v ∈ Ver of valence val(v) ≥ 3. The restriction
of S to such a component Cv of C (or possibly a connected union of irreducible
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components) is a subsheaf of the trivial subsheaf Pµ(v)⊂Cn
⊗OCv of degree−d(v);

thus, the induced morphism takes Cv to the fixed point Pµ(v) ∈ Pn−1. Each such
component Cv also carries |ϑ−1(v)| + |Ev| marked points, corresponding to the
marked points and/or the nodes of C; we index these points by the set ϑ−1(v)tEv
in the canonical way. Thus, as stacks,

Q0 ≈

∏
v∈Ver

val(v)≥3

Q0,|ϑ−1(v)|+|Ev |(P
0, d(v))×

∏
e∈Edg

Q0e

≈

∏
v∈Ver

val(v)≥3

M0,|ϑ−1(v)|+|Ev ||d(v)/Sd(v)×

∏
e∈Edg

Q0e

≈

( ∏
v∈Ver

val(v)≥3

M0,|ϑ−1(v)|+|Ev ||d(v)/Sd(v)

)/ ∏
e∈Edg

Zd(e),

(7-5)

with each cyclic group Zd(e) acting trivially. For example, in the case of the last
diagram in Figure 1,

Q0 ≈
(
M0,2|d0/Sd0 ×M0,2|5/S5

)/
Zd ×Zd ′

is a fixed locus in Q0,2(P
n−1, d0+ 5+ d + d ′). If m′ ≤ m is as in Lemmas 6.5 and

6.6, the morphism fm′,m in (6-5) sends the locus Q0 of Q0,m(P
n−1, d) to (a subset

of) the locus Q0m′
of Q0,m′(P

n−1, d), where

0m′ =
(
Verm′,Edgm′;µ|Verm′

, dm′, ϑ |[m′]
)
,

as fm′,m contracts the ends of the elements of Q0,m′(P
n−1, d) that do not carry any

of the marked points indexed by the set [m′].
If v∈Ver and val(v)≥3, for the purposes of definitions (4-4) and (4-5) we identify
[|ϑ−1(v)|+|Ev|] with the set ϑ−1(v)tEv indexing the marked points on Cv so that
the element 1 in the former is identified with 1∈ [m] if ϑ(1)= v and with the unique
edge e−v = {v−, v} with v− ≺ v separating v from the marked point 1 otherwise.
Similarly, if v � ϑ(2), we associate the element 2 of [|ϑ−1(v)|+ |Ev|] with 2 ∈ [m]
if ϑ(2) = v and with the unique edge e+v = {v, v+} with v+ � ϑ(2) separating v
from the marked point 2 otherwise. Finally, if m′ ≤ m is as in Lemmas 6.5 and 6.6
and v ∈ Verm′ , we associate the |Ev −Edgm′ | largest elements of [|ϑ−1(v)| + |Ev|]
with the subset Ev −Edgm′ of ϑ−1(v)tEv.

If 0 is a decorated graph as above and e = {v1, v2} ∈ Edg with v1 ≺ v2, let

πe : Q0→ Q0e ⊂ Q0,2(P
n−1, d(e))

be the projection in the decomposition (7-5) and

ωe;v1 =−π
∗

eψ1, ωe;v2 =−π
∗

eψ2 ∈ H 2(Q0).
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Similarly, for each v ∈ Ver such that val(v)≥ 3, let

πv : Q0→M0,|ϑ−1(v)|+|Ev ||d(v)/Sd(v)

be the corresponding projection and

ψv;e = π
∗

vψe ∈ H 2(Q0) for all v ∈ Ev.

By [Hori et al. 2003, Section 27.2],

(7-6) ωe;vi =
αµ(vi )−αµ(v3−i )

d(e)
i = 1, 2.

By [Marian et al. 2011, Section 7.4], the Euler class of the normal bundle of Q0 in
Q0,m(P

n−1, |0|) is described by

(7-7)
e(N Q0)

e(Tµ(vmin)P
n−1)

=

∏
v∈Ver

val(v)≥3

∏
k 6=µ(v)

π∗v e
(
V̇ (d(v))1 (αµ(v)−αk)

)∏
e∈Edg

π∗e e
(
H 0( f ∗e T Pn

⊗O(−y1))/C
)

×

∏
v∈Ver

val(v)=2,ϑ−1(v)=∅

(∑
e∈Ev

ωe;v

) ∏
v∈Ver

val(v)≥3

(∏
e∈Ev

(ωe;v −ψv;e)

)
,

where C⊂ H 0( f ∗e T Pn
⊗O(−y1)) denotes the trivial T-representation. The terms

on the first line correspond to the deformations of the sheaf without changing the
domain, while the terms on the second line correspond to the deformations of the
domain. By (6-6), (2-1), (4-4), and (4-5),

(7-8)

e(V̇ (|0|)n;a;m′)
∣∣

Q0
=

∏
v∈Verm′
val(v)≥3

π∗v e
(
V̇ (d(v))a;rm′;v

(αµ(v))
)
·

∏
e∈Edgm′

π∗e e
(
V̇d(e)

n;a
)
,

e(V̈ (|0|)n;a;m′)
∣∣

Q0
=

∏
v∈Ver2

val(v)≥3

π∗v e
(
V̈ (d(v))a;rm′;v

(αµ(v))
)
·

∏
e∈Edg2

π∗e e
(
V̈d(e)

n;a
)

×

∏
v∈Verm′−Ver2

val(v)≥3

π∗v e
(
V̇ (d(v))a;rm′;v

(αµ(v))
)
·

∏
e∈Edgm′−Edg2

π∗e e
(
V̇d(e)

n;a
)
.

By [Hori et al. 2003, Section 27.2], for all e = {v1, v2} with v1 ≺ v2

(7-9)

∫
Q0e

e(V̇d(e)
n;a )

e
(
H 0( f ∗e T Pn ⊗O(−y1))/C

) = Ċ
µ(v2)
µ(v1)

(d(e)),

∫
Q0e

e(V̈d(e)
n;a )

e
(
H 0( f ∗e T Pn ⊗O(−y1))/C

) = C̈
µ(v2)
µ(v1)

(d(e)),
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with Ċ
µ(v2)
µ(v1)

(d(e)) and C̈
µ(v2)
µ(v1)

(d(e)) given by (5-1).

7B. Proof of Lemma 6.5. We apply the localization theorem to

(7-10)

Ż(b,$)
n;a;m′(αi , h̄, q)=

∞∑
d=0

qd
∫

Q0,m(Pn−1,d)

e(V̇ (d)n;a;m′)ev∗1φi

h̄−ψ1

m∏
j=2

(ψ
b j
j ev∗j$ j ),

Z̈(b,$)
n;a;m′(αi , h̄, q)=

∞∑
d=0

qd
∫

Q0,m(Pn−1,d)

e(V̈ (d)n;a;m′)ev∗1φi

h̄−ψ1

m∏
j=2

(ψ
b j
j ev∗j$ j ),

where φi is the equivariant Poincaré dual of the fixed point Pi ∈ Pn−1, as in (5-4),
and the degree-0 terms in the m = 2 case are defined by∫

Q0,2(Pn−1,0)

e(V̇ (d)n;a;m′)ev∗1φi

h̄−ψ1
(ψ

b2
2 ev∗2$2)≡ (−h̄)b2$2|Pi ,∫

Q0,2(Pn−1,0)

e(V̈ (d)n;a;m′)ev∗1φi

h̄−ψ1
(ψ

b2
2 ev∗2$2)≡ (−h̄)b2$2|Pi .

Since φi |Pj = 0 unless j = i , a decorated graph as in (7-3) contributes to the
two expressions in (7-10) only if the first marked point is attached to a vertex
labeled i , that is, µ(vmin) = i for the smallest element vmin ∈ Ver. We show that,
just as for Givental’s J -function, the (d, j)-summand in (6-2) with C = Ċ, C̈ and
F = Ż(b,$)

n;a;m′, Z̈
(b,$)
n;a;m′ , that is,

(7-11)

Ċ
j
i (d)q

d

h̄− (α j −αi/d)
Ż(b,$)

n;a;m′(α j , (α j −αi )/d, q) and

C̈
j
i (d)q

d

h̄− (α j −αi/d)
Z̈(b,$)

n;a;m′(α j , (α j −αi )/d, q),

respectively, is the sum over all graphs such that µ(vmin) = i , that is, the first
marked point is mapped to the fixed point Pi ∈ Pn−1, vmin is a bivalent vertex, that
is, d(vmin) = 0, ϑ−1(vmin) = {1}, the only edge leaving this vertex is labeled d,
and the other vertex of this edge is labeled j . We also show that the first sum on
the right-hand side of (6-2) is the sum over all graphs such that µ(vmin) = i and
val(vmin)≥ 3.

If 0 is a decorated graph with µ(vmin)= i as above,

(7-12) ev∗1φi
∣∣

Q0
=

∏
k 6=i

(αi −αk)= e(Tµ(vmin)P
n−1).

Suppose in addition that val(vmin) = 2 and |Evmin | = 1. Let v1 ≡ (vmin)+ be the
immediate successor of vmin in 0 and e1 = {vmin, v1} be the edge leaving vmin. If
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Figure 3. The two subgraphs of the second graph in Figure 1.

|Edg| > 1 or val(v1) > 2, that is, 0 is not as in the first diagram in Figure 1, we
break 0 at v1 into two “subgraphs”:

(i) 01 = 0e1 consisting of the vertices vmin ≺ v1, the edge {vmin, v1}, with the
d-value of 0 at both vertices, and a marked point at v and v1;

(ii) 02 consisting of all vertices, edges, and marked points of 0, other than the
vertex vmin and the edge {vmin, v1}, and with the marked point 1 attached at v1;

see Figure 3. By (7-5),

(7-13) Q0 ≈ Q01 × Q02 .

Let π1, π2 : Q0 → Q01, Q02 be the component projection maps. By (7-7) and
(7-8),

e(N Q0)

e(TPi P
n−1)
= π∗1

(
e(N Q01)

e(TPi P
n−1)

)
·π∗2

(
e(N Q02)

e(TPµ(v1)P
n−1)

)
· (ωe;v1 −π

∗

2ψ1),

e
(
V̇ (|0|)n;a;m′

)∣∣
Q0
= π∗1 e

(
V̇ (|01|)

n;a
)
·π∗2 e

(
V̇ (|02|)

n;a;m′
)
,

e
(
V̈ (|0|)n;a;m′

)∣∣
Q0
= π∗1 e

(
V̈ (|01|)

n;a
)
·π∗2 e

(
V̈ (|02|)

n;a;m′
)
.

Combining the above splittings with (7-6), (7-9), and (7-12), we find that

q |0|
∫

Q0

e(V̇ (|0|)n;a;m′)ev∗1φi

h̄−ψ1

j=m∏
j=2

(ψ
b j
j ev∗j$ j )

∣∣∣
Q0

1
e(N Q0)

=
Ċ
µ(v1)
i (d(e1))qd(e1)

h̄− (αµ(v1)−αi )/d(e1)

×

(
q |02|

{∫
Q02

e(V̇ (|02|)

n;a;m′)ev∗1φµ(v1)

h̄−ψ1

j=m∏
j=2

(ψ
b j
j ev∗j$ j )

1
e(N Q02)

}∣∣∣∣
h̄=

αµ(v1)
−αi

d(e1)

)
;

the same identity holds with V̇ replaced by V̈ and Ċ
µ(v1)
i (d(e1)) by C̈

µ(v1)
i (d(e1)).

By the first equation in (7-10) with i replaced by µ(v1) and the localization formula
(7-1), the sum of the last factor above over all possibilities for 02, with 01 held
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fixed, is

Ż(b,$)
n;a;m′

(
αµ(v1), (αµ(v1)−αi )/d(e1), q

)
− δm,2

(
αi −αµ(v1)

d(e1)

)b2

$2|Pµ(v1);

if V̇ is replaced by V̈ , then the sum becomes

Z̈(b,$)
n;a;m′

(
αµ(v1), (αµ(v1)−αi )/d(e1), q

)
− δm,2

(
αi −αµ(v1)

d(e1)

)b2

$2|Pµ(v1) .

In the m = 2 case, the contributions of the one-edge graph 0iµ(v1)(d(e1)) such as
d(v1)= 0, as in the first diagram in Figure 1, to the two expressions in (7-10) are

Ċ
µ(v1)
i (d(e1))qd(e1)

h̄1− (αµ(v1)−αi )/d(e1)

(
αi −αµ(v1)

d(e1)

)b2

$2|Pµ(v1) and

C̈
µ(v1)
i (d(e1))qd(e1)

h̄1− (αµ(v1)−αi )/d(e1)

(
αi −αµ(v1)

d(e1)

)b2

$2|Pµ(v1),

respectively. Thus, the contributions to the two expressions in (7-10) from all graphs
0 such that d(vmin)= 0, µ(v1)= j , and d(e1)= d are given by (7-11), that is, they
are the (d, j)-summands in the recursions (6-2) for Ż(b,$)

n;a;m′ and Z̈(b,$)
n;a;m′ .

Suppose next that 0 is a graph such that µ(vmin) = i and val(vmin) ≥ 3. If
|Ver| > 1, that is, 0 is not as in the first diagram in Figure 4, we break 0 at vmin

into “subgraphs”:

(i) 00 consisting of the vertex {vmin} only, with the same µ and d-values as in 0,
with the same marked points as before, along with a marked point e for each
edge e ∈ Evmin from vmin;

(ii) for each e ∈ Evmin , 0c;e consisting of the branch of 0 beginning with the edge
e at vmin, with the d-value of vmin replaced by 0, and with one marked point at
vmin;

see Figure 4 and 8. By (7-5),

Q0 ≈ Q00 ×

∏
e∈Evmin

Q0c;e = (M0,m0|d(vmin)/Sd(vmin))×
∏

e∈Evmin

Q0c;e ,(7-14)

where m0 = |ϑ
−1(vmin)| + |Evmin |.

Let π0, πc;e be the component projection maps in (7-14). Since ψ1|Q0
= π∗0ψ1, T

acts trivially on M0,m0|d(vmin),

ψ1 = 1×ψ1 ∈ H∗T(M0,m0|d(vmin))= H∗T ⊗ H∗(M0,m0|d(vmin)),
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Figure 4. The two subgraphs of the last graph in Figure 1.

that is, T acts trivially on the universal cotangent line bundle for the first marked
point on M0,m0|d(vmin), and the dimension of M0,m0|d(vmin) is m0+ d(vmin)− 3,

1
h̄−ψ1

∣∣
Q0
=

m0+d(vmin)−3∑
r=0

h̄−(r+1)π∗0ψ
r
1 .

Since m0+d(vmin)≤m+|0| and 0 contributes to the coefficient of q |0| in (7-10), it
follows that (6-2) holds with F replaced by Ż(b,$)

n;a;m′ and Z̈(b,$)
n;a;m′ with Nd =m+d−2,

C j
i (d)= Ċ

j
i (d) in the first case, and C j

i (d)= C̈
j
i (d) in the second case.

The argument in this section extends to products of projective spaces and concavex
sheaves (1-13) as described in [Cooper and Zinger 2014, Section 6].

8. Polynomiality for stable quotients

In this section, we use the classical localization theorem [Atiyah and Bott 1984] to
show that the generating functions h̄m−2Ż(b,$)

n;a;m′ and h̄m−2Z̈(b,$)
n;a;m′ defined in (6-7)

satisfy specific mutual polynomiality conditions of Definition 6.2 with respect to
the generating function Żn;a defined in (3-3). The argument is similar to the proof
in [Cooper and Zinger 2014, Section 7] of self-polynomiality for the generating
function Żn;a defined in (3-3), but requires some modifications.

8A. Proof of Lemma 6.6. The proof involves applying the classical localization
theorem [Atiyah and Bott 1984] with (n+ 1)-torus

T̃ ≡ C∗×T,

where T = (C∗)n as before. We denote the weight of the standard action of the
one-torus C∗ on C by h̄. Thus, by Section 3A,

H∗C∗ ≈Q[h̄], H∗
T̃
≈Q[h̄, α1, . . . , αn].

Throughout this section, V = C⊕ C denotes the representation of C∗ with the
weights 0 and −h̄. The induced action on PV has two fixed points:

q1 ≡ [1, 0], q2 ≡ [0, 1].

With γ1→ PV denoting the tautological line bundle,

(8-1) e(γ ∗1 )
∣∣
q1
= 0, e(γ ∗1 )

∣∣
q2
=−h̄, e(Tq1PV )= h̄, e(Tq2PV )=−h̄;
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this follows from our definition of the weights in [Cooper and Zinger 2014, Sec-
tion 3].

For each d ∈ Z≥0, the action of T̃ on Cn
⊗Symd V ∗ induces an action on

Xd ≡ P(Cn
⊗Symd V ∗).

It has (d + 1)n fixed points:

Pi (r)≡
[
P̃i ⊗ ud−rvr ], i ∈ [n], r ∈ {0} ∪ [d],

if (u, v) are the standard coordinates on V and P̃i ∈Cn is the i-th coordinate vector
(so that [P̃i ] = Pi ∈ Pn−1). Let

�≡ e(γ ∗) ∈ H∗
T̃
(Xd)

denote the equivariant hyperplane class.
For all i ∈ [n] and r ∈ {0} ∪ [d],

(8-2) �|Pi (r) = αi + r h̄, e(TPi (r)Xd)=

{ d∏
s=0

n∏
k=1

(s,k) 6=(r,i)

(�−αk − sh̄)
}∣∣∣∣
�=αi+r h̄

.

Since

BXd = P(B(Cn
⊗Symd V ∗))→ BT̃ and

c(B(Cn
⊗Symd V ∗))=

d∏
s=0

n∏
k=1

(1− (αk + sh̄)) ∈ H∗(BT̃),

the T̃-equivariant cohomology of Xd is given by

H∗
T̃
(Xd)≡ H∗(BXd)= H∗(BT̃)[�]

/ d∏
s=0

n∏
k=1

(�− (αk + sh̄))

≈Q[�, h̄, α1, . . . , αn]

/ d∏
s=0

n∏
k=1

(�−αk − sh̄)

⊂Qα[h̄, �]
/ d∏

s=0

n∏
k=1

(�−αk − sh̄).

In particular, every element of H∗
T̃
(Xd) is a polynomial in � with coefficients in

Qα[h̄] of degree at most (d + 1)n− 1.
For each d ∈ Z≥0, let

(8-3)
X′d =

{
b ∈ Q0,m(PV ×Pn−1, (1, d)) : ev1(b) ∈ q1×Pn−1, ev2(b) ∈ q2×Pn−1}.
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A general element of b of X′d determines a morphism

( f, g) : P1
→ (PV,Pn−1),

up to an automorphism of the domain P1. Thus, the morphism

g ◦ f −1
: PV → Pn−1

is well defined and determines an element θ(b) ∈Xd . By [Cooper and Zinger 2014,
Section 7], this morphism extends to a T̃-equivariant morphism

θ = θd : X
′

d → Xd .
8

If d ∈ Z+, there is also a natural forgetful morphism

F : X′d → Q0,m(P
n−1, d),

which drops the first sheaf in the pair and contracts one component of the domain if
necessary. If in addition m ≥m′ ≥ 2, fm′,m is as in (6-5), and V (d)n;a is as in (1-3), let

V (d)n;a;m′ = f ∗m′,mV
(d)
n;a→ Q0,m(P

n−1, d).

From the usual short exact sequence for the restriction along σ1, we find that

(8-4) e(V (d)n;a;m′)= 〈a〉ev∗1x`(a)e(V̇ (d)n;a;m′) ∈ H∗T(Q0,m(P
n−1, d)).

In the case d = 0, we set

F∗e(V (0)n;a;m′)= 〈a〉ev∗1(1× x`(a)) ∈ H∗
(
Q0,m(PV ×Pn−1, (1, 0))

)
,

F∗e(V̈ (0)n;a;m′)= 1 ∈ H∗
(
Q0,m(PV ×Pn−1, (1, 0))

)
.

Lemma 8.1. Let l ∈ Z≥0, m,m′, n ∈ Z+ with m ≥ m′ ≥ 2, and a ∈ (Z∗)l . With
Żn;a, Ż(b,$)

n;a;m′, Z̈
(b,$)
n;a;m′ as in (3-3) and (6-7),

(8-5) (− h̄)m−28
η̌

Żn;a;m′ ,Ž
(b,$)
n;a;m′

(h̄, z, q)

=

∞∑
d=0

qd
∫
X′d

e(θ
∗�)z F∗e(V̌ (d)n;a;m′) ψ

b2
2 ev∗2$2

m∏
j=3

ψ
b j
j ev∗j (e(γ

∗

1 )$ j ).

with (Ž, V̌, η̌)= (Ż,V, η̇), (Z̈, V̈, η̈).

Since the right-hand sides of the above expressions lie in H∗
T̃
Jz, qK⊂Qα[h̄]Jz, qK,

this lemma is a more precise version of Lemma 6.6.

8This morphism is the composition of the morphism θd defined in [Cooper and Zinger 2014] in
the m = 2 case with the forgetful morphism

Q0,m(PV ×Pn−1, (1, d))→ Q0,2(PV ×Pn−1, (1, d)).
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1

2 4

2

6

3

(1, 4) (i, 0) (i, 2) (3, 0) (1, 3)

Figure 5. A graph representing a fixed locus in X′d ; i 6= 1, 3.

8B. Proof of Lemma 8.1. We apply the localization theorem of [Atiyah and Bott
1984] to the T̃-action on X′d . We show that each fixed locus of the T̃-action on
X′d contributing to the right-hand sides in (8-5) corresponds to a pair (01, 02) of
decorated graphs as in (7-3), with 01 and 02 contributing to the two generating
functions in the subscript of the corresponding correlator 8 evaluated at x = αi for
some i ∈ [n].

Similarly to Section 7, the fixed loci of the T̃-action on Q0,m(PV×Pn−1, (d ′, d))
correspond to decorated graphs 0 with m marked points distributed between the
ends of 0. The map d should now take values in pairs of nonnegative integers,
indicating the degrees of the two subsheaves. The map µ should similarly take
values in the pairs (i, j) with i ∈ [2] and j ∈ [n], indicating the fixed point (qi , Pj )

to which the vertex is mapped. The µ-values on consecutive vertices must differ by
precisely one of the two components.

The situation for the T̃-action on

X′d ⊂ Q0,m(PV ×Pn−1, (1, d))

is simpler, however. There is a unique edge of positive PV -degree; we draw it as a
thick line in Figure 5. The first component of the value of d on all other edges and
on all vertices must be 0; so we drop it. The first component of the value of µ on
the vertices changes only when the thick edge is crossed. Thus, we drop the first
components of the vertex labels as well, with the convention that these components
are 1 on the left side of the thick edge and 2 on the right. In particular, the vertices
to the left of the thick edge (including the left endpoint) lie in q1×Pn−1 and the
vertices to its right lie in q2×Pn−1. Thus, by (8-3), the marked point 1 is attached
to a vertex to the left of the thick edge and the marked point 2 is attached to a vertex
to the right. By the localization formula (7-1) and the first equation in (8-1), 0 does
not contribute to the right-hand sides in (8-5) unless the marked points indexed
by j ≥ 3 are also attached to vertices to the right of the thick edge. Finally, the
remaining, second component of µ takes the same value i ∈ [n] on the two vertices
of the thick edge.

Let Ai denote the set of graphs as above so that the µ-value on the two endpoints
of the thick edge is labeled i ; see Figure 5. We break each graph 0 ∈Ai into three
subgraphs:

(i) 01 consisting of all vertices of 0 to the left of the thick edge, including its left
vertex v1 with its d-value, and a new marked point attached to v1;
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1 2
2

(1, 4) (i, 0)
01

1 2

(i, 0) (i, 0)
00

1 2 3
4 6

(i, 2) (3, 0) (1, 3)
02

Figure 6. The three subgraphs of the graph in Figure 5.

(ii) 00 consisting of the thick edge e0, its two vertices v1 and v2, with d-values set
to 0, and new marked points 1 and 2 attached to v1 and v2, respectively;

(iii) 02 consisting of all vertices to the right of the thick edge, including its right
vertex v2 with its d-value, and a new marked point attached to v2;

see Figure 6. From (7-5), we then obtain a splitting of the fixed locus in X′d
corresponding to 0:
(8-6)
Q0 ≈ Q01 × Q00 × Q02 ⊂ Q0,2(P

n−1, |01|)× Q0,2(PV, 1)× Q0,m(P
n−1, |02|).

The exceptional cases are |01| = 0 and m = 2, |02| = 0; the above isomorphism
then holds with the corresponding component replaced by a point.

Let π1, π0, and π2 denote the three component projection maps in (8-6). By
(7-7),

(8-7) e(N Q0)

e(TPi P
n−1)

=π∗1

(
e(N Q01)

e(TPi P
n−1)

)
·π∗2

(
e(N Q02)

e(TPi P
n−1)

)
·(ωe0;v1−π

∗

1ψ2)(ωe0;v2−π
∗

2ψ1).

Since for every j = m′+ 1, . . . ,m the closest vertex of Verm′ lies to the right of
the thick edge, by (7-8) and (8-4),

F∗e
(
V (|0|)n;a;m′

)∣∣
Q0
= η̇(αi )π

∗

1 e
(
V̈ (|01|)

n;a
)
π∗2 e

(
V̇ (|02|)

n;a;m′
)
,

F∗e
(
V̈ (|0|)n;a;m′

)∣∣
Q0
= η̈(αi )π

∗

1 e
(
V̈ (|01|)

n;a
)
π∗2 e

(
V̈ (|02|)

n;a;m′
)
.

(8-8)

Since Q00 consists of a degree-1 map, by the last two identities in (8-1)

(8-9) ωe0;v1 = h̄, ωe0;v2 =−h̄.

The morphism θ takes the locus Q0 to a fixed point Pk(r) ∈ Xd . It is immediate
that k = i . By continuity considerations, r = |01|. Thus, by the first identity in
(8-2),

(8-10) θ∗�
∣∣

Q0
= αi + |01|h̄.

Combining (8-7)–(8-10) and the second equation in (8-1), we obtain
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(8-11) q |0|
∫

Q0

e(θ
∗�)z F∗e(V (|0|)n;a;m′) ψ

b2
2 ev∗2$2

∏m
j=3 ψ

b j
j ev∗j (e(γ

∗

1 )$ j )

e(N Q0)

=
(−h̄)m−2η̇(αi )eαi z∏

k 6=i (αi −αk)

{
e|01|h̄zq |01|

∫
Q01

e(V̈ (|01|)

n;a )ev∗2φi

h̄−ψ2

∣∣∣
Q01

1
e(N Q01)

}

×

{
q |02|

∫
Q02

e(V̇ (|02|)

n;a;m′)ev∗1φi
∏m

j=2(ψ
b j
j ev∗j$ j )

(−h̄)−ψ1

∣∣∣
Q02

1
e(N Q02)

}
.

This identity remains valid with |01| = 0 and/or m = 2, |02| = 0 if we set the
corresponding integral to 1 or to h̄b2$2|Pi , respectively.

We now sum up the last identity over all 0 ∈Ai . This is the same as summing
over all pairs (01, 02) of decorated graphs such that

(1) 01 is a 2-pointed graph of degree d1 ≥ 0 such that the marked point 2 is
attached to a vertex labeled i ;

(2) 02 is an m-pointed graph of degree d2 ≥ 0 such that the marked point 1 is
attached to a vertex labeled i .

By the localization formula (7-1) and symmetry,

1+
∑
01

(qeh̄z)|01|

{∫
Q01

e(V̈ (|01|)

n;a )ev∗2φi

(h̄−ψ2)e(N Q01)

}

= 1+
∞∑

d=1

(qeh̄z)d
∫

Q0,2(Pn−1,d)

e(V̈ (d)n;a)ev∗2φi

h̄−ψ2
= Żn;a(αi , h̄, qeh̄z);

δm,2h̄b2$2|Pi +

∑
02

q |02|

{∫
Q02

e(V̇ (|02|)

n;a;m′)ev∗1φi
∏m

j=2(ψ
b j
j ev∗j$ j )

e(N Q02)(−h̄−ψ1)

}

= δm,2h̄b2$2|Pi +

∞∑
d=max(3−m,0)

qd
∫

Q0,m(Pn−1,d)

e(V̇ (|02|)

n;a;m′)ev∗1φi
∏m

j=2(ψ
b j
j ev∗j$ j )

(−h̄−ψ1)

= Ż(b,$)
n;a;m′(αi ,−h̄, q).

Combining with this with (7-1), we obtain
∞∑

d=0

qd
∫
X′d

e(θ
∗�)z F∗e(V (d)n;a;m′)ψ

b2
2 ev∗2$2

m∏
j=3

ψ
b j
j ev∗j (e(γ

∗

1 )$ j )

= (−h̄)m−2
n∑

i=1

η̇(αi )eαi z∏
k 6=i (αi −αk)

Żn;a(αi , h̄, qeh̄z)Ż(b,$)
n;a;m′(αi ,−h̄, q)

= (−h̄)m−28
η̇

Żn;a,Ż(b,$)
n;a;m′

(h̄, z, q),
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as claimed in the Ż identity in (8-5).
From (8-7)–(8-10), we also find that (8-11) holds with V and V̇ replaced by

V̈ and η̇ by η̈, with the same conventions in the |01| = 0 and m = 2, |02| = 0
cases. We then sum up the resulting identity over all pairs (01, 02) of decorated
graphs as in the previous paragraph. The sum of the terms in the first curly brackets
over all possibilities for 01 is exactly the same as before, while the sum of the
terms in the second curly brackets over all possibilities for 02 is described by the
same expression as before with V̇ (|02|)

n;a;m′ and Ż(b,$)
n;a;m′ replaced by V̈ (|02|)

n;a;m′ and Z̈(b,$)
n;a;m′ ,

respectively. Thus,

∞∑
d=0

qd
∫
X′d

e(θ
∗�)z F∗e(V̈ (d)n;a;m′) ψ

b2
2 ev∗2$2

m∏
j=3

ψ
b j
j ev∗j (e(γ

∗

1 )$ j )

= (−h̄)m−2
n∑

i=1

η̈(αi )eαi z∏
k 6=i (αi −αk)

Żn;a(αi , h̄, qeh̄z)Z̈(b,$)
n;a;m′(αi ,−h̄, q)

= (−h̄)m−28
η̈

Żn;a,Z̈(b,$)
n;a;m′

(h̄, z, q),

as claimed in the Z̈ identity in (8-5).
In the case of products of projective spaces and concavex sheaves (1-13), the

spaces

Q0,m(PV ×Pn−1, (1, d)) and Xd = P(Cn
⊗Symd V ∗)

are replaced by

Q0,m(PV ×Pn1−1
× · · ·×Pn p−1, (1, d1, . . . , dp)) and

P(Cn1 ⊗Symd1 V ∗)× · · ·×P(Cn p ⊗Symdp V ∗),

respectively. Lemma 8.1 extends to this situation by replacing z and q in (8-5)
with z1, . . . , z p and q1, . . . , qp, qd with qd1

1 · · · q
dp
p , X′d with X′d1,...,dp

, e(θ
∗�z) with

e(θ
∗�1)z1+···+(θ

∗�p)z p , and the indices d and n on the bundles V, V̈ with (d1, . . . , dp)

and (n1, . . . , n p), and summing over d1, . . . , dp ≥ 0 instead of d ≥ 0. The vertices
of the thick edge in Figure 5 are now labeled by a tuple (i1, . . . , i p) with is ∈ [ns],
as needed for the extension of Definition 6.2 described at the end of Section 6. The
relation (8-10) becomes

θ∗�s
∣∣

Q0
= αs;is + |01|s h̄,

where |01|s is the sum of the s-th components of the values of d on the vertices
and edges of 01 (corresponding to the degree of the maps to Pns−1). Otherwise,
the proof is identical.
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9. Stable quotients vs. Hurwitz numbers

Our proof of Propositions 4.1 and 4.2 that describe twisted Hurwitz numbers on
M0,3|d is analogous to the proof of [Cooper and Zinger 2014, Theorem 4], which
describes similar integrals on M0,2|d . In particular, we show that it is sufficient
to verify the statements of Propositions 4.1 and 4.2 for each fixed a and for all n
sufficiently large (compared to |a|). For νn(a) > 0, we obtain the statements of
Propositions 4.1 and 4.2 by analyzing the secondary (middle) terms in the recursion
(6-2) for the three-point generating functions Ż(0,1)

n;a;3 and Ż(0,1)
n;a;2 defined in (3-32) and

(3-34), respectively. We also use (3-35) and (3-33). The latter is the string equation
for stable quotients invariants; in Proposition 9.3, we show that it is equivalent
to Proposition 4.2 whenever νn(a) ≥ 0. In Proposition 9.2, we show that (3-33)
is equivalent to Proposition 4.1 whenever νn(a)≥ 0. We confirm Proposition 4.1
whenever νn(a) > 0 using Proposition 6.3; see Corollary 9.1. Since it is sufficient
to verify the statement of Proposition 4.1 with νn(a) > 0, the νn(a) = 0 case of
Proposition 4.1 then concludes the proof of (3-33).

9A. Proof of Propositions 3.1, 4.1, and 4.2. With n and a as in Propositions 4.1
and 4.2 and b1, b2, b3, r ∈ Z≥0, let

F (b1,b2,b3)
n;a (αi , q)=

∞∑
d=0

qd

d!

∫
M0,3|d

e(V̇ (d)a (αi ))ψ
b1
1 ψ

b2
2 ψ

b3
3∏

k 6=i e(V̇ (d)1 (αi −αk))
,

F (b1,b2,b3)
n;a;r (αi , q)=

∞∑
d=0

qd

d!

∫
M0,3|d

e(V̇ (d)a;r (αi ))ψ
b1
1 ψ

b2
2 ψ

b3
3∏

k 6=i e(V̇ (d)1 (αi −αk))
.

By [Cooper and Zinger 2014, Remark 8.5],

(9-1) F (b1,b2,b3)
n;a (αi , q)=

ξn;a(αi , q)b1+b2+b3

b1!b2!b3!
F (0,0,0)

n;a (αi , q);

thus, it is sufficient to show that

(9-2) F (0,0,0)
n;a (αi , q)=

1

8̇
(0)
n;a(αi , q)

.

By the same reasoning as in [Cooper and Zinger 2014, Remarks 8.4, 8.5],

F (b1,b2,b3)
n;a;r (αi , q)=

ξn;a(αi , q)b1+b2

b1!b2!
F (0,0,b3)

n;a;r (αi , q);

thus, it is sufficient to show that

(9-3)
∞∑

b=0

∞∑
r=0

F (0,0,b)
n;a;r (αi , q) R

h̄=0

{
(−1)b

h̄b+1 JẎn;∅(αi , h̄, q)Kq;r qr
}
= 1.
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Corollary 9.1. Let l ∈ Z≥0, n ∈ Z+, and a ∈ (Z∗)l . If νn(a) > 0,

Ż(0,1)
n;a;3(x, h̄, q)= h̄−1 Żn;a(x, h̄, q) ∈ H∗T(P

n−1)Jh̄−1, qK.

Proof. By Lemma 6.4(ii) and Lemmas 6.5 and 6.6, the series h̄Ż(0,1)
n;a;3(x, h̄, q) and

Żn;a(x, h̄, q) are C-recursive and satisfy the η̇-MPC with respect to Żn;a(x, h̄, q),
no matter what n and a are. It is immediate that

Żn;a(x, h̄, q)∼= 1 (mod h̄−1).

If νn(a) > 0 and d ∈ Z+,

dim Q0,3(P
n−1, d)− rkV̇ (d)n;a;3 = νn(a)d + (n− 1) > n− 1= dim Pn−1.

Thus,
h̄ Ż(0,1)

n;a;3(x, h̄, q)∼= 1 (mod h̄−1),

whenever νn(a) > 0. The claim now follows from Proposition 6.3. �

Proposition 9.2. If l ∈ Z≥0, n ∈ Z+, and a ∈ (Z∗)l are such that νn(a)≥ 0, then

(9-4) Ż(0,1)
n;a;3(x, h̄, q)= h̄−1 Żn;a(x, h̄, q)

İ0(q)
∈ (H∗T(P

n−1))Jh̄−1, qK

if and only if (9-2) holds for all i ∈ [n].

Proposition 9.3. If l ∈ Z≥0, n ∈ Z+, and a ∈ (Z∗)l are such that νn(a)≥ n, then

(9-5) Ż(0,1)
n;a;2(x, h̄, q)= h̄−1 Żn;a(x, h̄, q) ∈ (H∗T(P

n−1))Jh̄−1, qK

if and only if (9-3) holds for all i ∈ [n].

For any t, t ′ ∈ [d] with t 6= t ′, let 1t t ′ ∈ H 2(M0,m|d) denote the class of the
diagonal divisor{

[C, y1, . . . , ym; ŷ1, . . . , ŷd ] ∈Mg,m|d : ŷt = ŷt ′
}
.

For any t ∈ [d], let
1t =

∑
t ′>t

1t t ′ .

We denote by s1, s2, . . . the elementary symmetric polynomials in

{βk} =
{
(αi −αk)

−1
: k 6= i

}
for any given number of formal variables βk . Let

Aa(αi )=
∏
ak>0

(aak
k α

ak
i )

∏
ak<0

(a−ak
k α

−ak
i ), An;a(αi )=

Aa(αi )∏
k 6=i (αi −αk)

.
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Proof of (9-2). By (1) in the proof of [Cooper and Zinger 2014, Proposition 8.3],

(9-6)
JF (0,0,0)

n;a (αi , q)Kq;d

Ad
n;a(αi )

=

∫
M0,3|d

∏
ak>0

d∏
t=1

ak∏
λ=1

(
1− λψ̂t

akαi
+
1t
αi

) ∏
ak<0

d∏
t=1

−ak−1∏
λ=0

(
1+ λψ̂t

akαi
+
1t
αi

)
∏
k 6=i

d∏
t=1

(
1− ψ̂t

αi−αk
+

1t
αi−αk

)
=Ha;d(α

−1
i , s1, . . . , sd)

for some Ha;d ∈ Q[y, s1, . . . , sd ] dependent only on a and d, but not on n.9

Similarly, for any d, d ′ ∈ Z≥0 there exists Ẏa;d,d ′ ∈Q[y, s1, . . . , sd ′], independent
of n, such that

(9-7) Jh̄dJẎn;a(αi , h̄, q)Kq;dKh̄;d ′ = Ad
n;a(αi )Ẏa;d,d ′(y, s1, . . . , sd ′).

Thus, by (4-9), there exist ξa;d , 8̇
(0)
a;d ∈ Q[y, s1, . . . , sd ], independent of n, such

that

Jξn;a(αi , q)Kq;d ≡ R
h̄=0

Jlog Ẏn;a(αi , h̄, q)Kq;d = Ad
n;a(αi )ξa;d(α

−1
i , s1, . . . , sd−1),

J8̇(0)n;a(αi , q)Kq;d ≡ R
h̄=0

1
h̄
Je−ξn;a(αi ,q)/h̄ Ẏn;a(αi , h̄, q)Kq;d

= Ad
n;a(αi )8̇

(0)
a;d(α

−1
i , s1, . . . , sd).

We conclude that (9-2) is equivalent to∑
d1,d2≥0

d1+d2=d

Ha;d18̇
(0)
a;d2
= δd,0 for all d ∈ Z≥0.

By Corollary 9.1 and Proposition 9.2, these relations hold whenever νn(a) > 0;
since they do not involve n, they thus hold for all pairs (n, a). �

Proof of (9-3). For t ∈ [d + 1] and r ∈ Z≥0, we define ψ̂ ′t ,1
′

t;r ∈ H 2(M0,3|d) by

ψ̂ ′t = f ∗2;3ψ̂t , 1t;r = f ∗2;31t +

{
(r − 1) f ∗2;31t,d+1 if t ≤ d;
0 if t = d + 1.

9Whatever polynomial works for n > d works for all n; this can be seen by setting the extra βk ’s
to 0.
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Similarly to (1) in the proof of [Cooper and Zinger 2014, Proposition 8.3],

ak > 0 ⇒ e(V̇ (d)ak ;r (αi ))=

d∏
t=1

ak∏
λ=1

(akαi − λψ̂
′

t + ak1
′

t;r ) ·

rak∏
λ=1

(akαi − λψ̂
′

d+1);

ak < 0 ⇒ e(V̇ (d)ak ;r (αi ))=

d∏
t=1

−ak−1∏
λ=0

(akαi + λψ̂
′

t + ak1
′

t;r ) ·

−rak−1∏
λ=0

(akαi + λψ̂
′

d+1).

Thus, similarly to (9-6),

JF (0,0,b)
n;a;r (αi , q)Kq;d

An;a(αi )d Aa(αi )r
=H(b)

a;r;d(α
−1
i , s1, . . . , sd)

for some H(b)
a;r;d ∈Q[y, s1, . . . , sd ] dependent only on a, r , b, and d, but not on n.

Thus, by (9-7) with a=∅, (9-3) is equivalent to∑
d1,d2≥0

d1+d2=d

∞∑
b=0

(−1)bH(b)
a;d2;d1

Ẏ∅;d2,d2+b = δd,0 for all d ∈ Z≥0.

By (3-35) and Proposition 9.3, these relations hold whenever νn(a)≥ 0; since they
do not involve n, they thus hold for all pairs (n, a). �

9B. Proof of Proposition 9.2. We study the secondary (middle) terms in the recur-
sions (6-2) for

Z̃n;a(x, h̄, q)≡ h̄−1 Żn;a(x, h̄, q)
İ0(q)

and Ż(0,1)
n;a;3(x, h̄, q).

We show that (9-4) implies (9-2) by considering the r =−1 coefficients in these
recursions. Conversely, if (9-2) holds, we show that the r = −1 coefficients
in these recursions are described in the same degree-recursive way in terms of
the corresponding power series; Proposition 6.3 and Lemma 6.5 then imply that
Ż(0,1)

n;a;3 = Z̃n;a. 10

By Lemmas 6.4 and 6.5,
(9-8)
Żn;a(αi , h̄,q)

=

∞∑
d=0

Nd−1∑
r=0

{Żn;a}
r
i (d)h̄

−rqd
+

∞∑
d=1

∑
j 6=i

Ċ
j
i (d)q

d

h̄− (α j −αi )/d
Żn;a(α j , (α j −αi )/d,q),

10The same argument, with slightly more notation, can be used to show that all secondary
coefficients are described in the same degree-recursive way, thus bypassing Proposition 6.3 and
Lemma 6.5.
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Z̃n;a(αi , h̄,q)

=

∞∑
d=0

Nd∑
r=1

{Z̃n;a}
r
i (d)h̄

−rqd
+

∞∑
d=1

∑
j 6=i

Ċ
j
i (d)q

d

h̄− (α j −αi )/d
Z̃n;a(α j , (α j −αi )/d,q),

for some Nd ∈ Z+ and {Żn;a}
r
i (d), {Z̃n;a}

r
i (d) ∈Qα. It is immediate that

İ0(q)
∞∑

d=0

{Z̃n;a}
1
i (d)q

d
−

∞∑
d=0

{Żn;a}
0
i (d)q

d

=−

∞∑
d=1

∑
j 6=i

Ċ
j
i (d)q

d

(α j −αi )/d
Żn;a(α j , (α j −αi )/d, q)

=−

∞∑
d=1

∑
j 6=i

R
h̄=(α j−αi )/d

{h̄−1 Żn;a(αi , h̄, q)}

= R
h̄=0,∞

{h̄−1 Żn;a(αi , h̄, q)} = R
h̄=0
{h̄−1Żn;a(αi , h̄, q)}− 1;

the first and second equalities above follow from the first equation in (9-8), while
the third from the residue theorem on P1 and (9-8) again, which implies that the
coefficients of qd in Żn;a(αi , h̄, q) are regular in h̄ away from h̄ = (α j − αi )/d
with d ∈ Z+ and j 6= i and h̄ = 0,∞. Combining the last identity with the first
statement in (3-12), and (4-9), we obtain

(9-9)
∞∑

d=0

{Z̃n;a}
1
i (d)q

d
=
8̇
(0)
n;a(q)

İ0(q)2
−

∞∑
b=1

ξn;a(q)b

b!
R

h̄=0

{
(−1)b

h̄b Z̃n;a(αi , h̄, q)
}
.

By Lemma 6.5,

Ż(0,1)
n;a;3(αi , h̄,q)

=

∞∑
d=0

Nd∑
r=1

{Ż(0,1)
n;a;3}

r
i (d)h̄

−rqd
+

∞∑
d=1

∑
j 6=i

Ċ
j
i (d)q

d

h̄− (α j−αi )/d
Ż(0,1)

n;a;3(α j , (α j−αi )/d,q),

for some Nd ∈Z+ and {Ż(0,1)
n;a;3}

r
i (d)∈Qα . By Section 7B, the secondary coefficients

{Ż(0,1)
n;a;3}

r
i (d) arise from the contributions of decorated graphs 0 as in (7-3) such

that the vertex vmin to which the first marked point is attached is of valence 3 or
higher. In this case, there are four types of such graphs, as shown in Figure 7:

(i) single-vertex graphs;

(ii) graphs with either marked point 2 or 3, but not both, attached to vmin, that is,
|ϑ−1(vmin)| = 2;

(iii) graphs with two edges leaving vmin, that is, |Evmin | = 2;

(iv) graphs with |ϑ−1(vmin)|, |Evmin | = 1, but d(vmin) > 0.
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1

3

(i, d0)

1

(i, d0)

2

d

( j, ∗)

3

1

(i, d0)

( j2, ∗)

d2

d3

( j3, ∗)

2

3

1
d

2

3
( j, ∗)(i, d0)

d0 ∈ Z+

Figure 7. The four types of graphs determining the secondary
coefficients {Ż(0,1)

n;a;3}
r
i (d).

By (7-7), (7-8), and (7-12), the contribution of the graphs of type (i) to the sum∑
∞

d=0{Ż
(0,1)
n;a;3}

1
i (d)q

d is

(9-10)
∞∑

d=0

qd

d!

∫
M0,3|d

e(V̇ (d)a (αi ))∏
k 6=i e(V̇ (d)1 (αi −αk))

= F (0,0,0)
n;a (αi , q).

In the three remaining cases, we split each decorated graph 0 into subgraphs as on
page 485; see Figure 8. Let π0, πc;e denote the projection maps in the decomposition
(7-14). By (7-7) and (7-8),

e(N Q0)

e(TPi P
n−1)
=

∏
k 6=i

π∗0 e
(
V̇ (|00|)

1 (αi −αk)
)
·

∏
e∈Evmin

(
π∗c;e

e(N Q0c;e)

e(TPi P
n−1)

(ωe;vmin −π
∗

0ψe)

)
,

e
(
V̇ (|0|)n;a

)∣∣
Q0
= π∗0 e

(
V̇ (|00|)

a (αi )
)
·

∏
e∈Evmin

π∗c;ee
(
V̇ (|0c;e|)

n;a
)
.

(9-11)

Thus, the contribution of 0 to
∑
∞

d=0{Ż
(0,1)
n;a;3}

1
i (d)q

d is

(9-12) q |0|
∫

Q0

e(V̇ (|0|)n;a )ev∗1φi |Q0

e(N Q0)

=

∑
b∈(Z≥0)

Evmin

(
qd0

d0!

∫
M0,m0|d0

e(V̇ (d0)
a (αi ))

∏
e∈Evmin

ψ
be
e∏

k 6=i e(V̇ (d0)
1 (αi −αk))

×

∏
e∈Evmin

q |0c;e|ω
−(be+1)
e;vmin

∫
Q0c;e

e(V̇ (|0c;e|)

n;a )ev∗1φi

e(N Q0c;e)

)
,

where m0 = |ϑ
−1(vmin)| + |Evmin | (which equals 3 if 0 is of type (ii) or (iii), or 2 if

0 is of type (iv) above) and d0 = d(vmin).
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3

(i, d0)
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3
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2

3

(i, d0)

1
d2

2
(i, 0) ( j2, ∗)

1
d3

3
(i, 0) ( j3, ∗)

Figure 8. The subgraphs of the second and third graphs in Figure 7.

We now sum up (9-12) over all possibilities for 0 of each of the three types. For
each e ∈ Evmin , let ve ∈ Ver denote the vertex of e other than vmin. By (7-6) and
Section 7B, the sum of the factor corresponding to e ∈ Evmin over all possibilities
for 0e with d(e)= de and µ(ve)= je fixed is

(−1)be+1 R
h̄=(α je−αi/de)

{
h̄−(be+1) Ż(αi , h̄, q)

}
,

where Ż = Żn;a in cases (ii) and (iii) and Ż = Ż(1,0)
n;a;3 in case (iv). Thus, by the

residue theorem on P1 and Lemma 6.5, the sum of the factors corresponding to
e ∈ Evmin over all possibilities for 0e is
(9-13)

(−1)be R
h̄=0,∞

{
Ż(αi , h̄, q)

h̄be+1

}
= (−1)be R

h̄=0

{
Ż(αi , h̄, q)

h̄be+1

}
−

{
δbe,0 in cases (ii), (iii);
0 in case (iv).

Combining (9-12) and (9-13) with (9-1), the first equation in (3-12), and (4-9), we
find that the contribution to

∑
∞

d=0{Ż
(0,1)
n;a;3}

1
i (d)q

d from all graphs 0 of types (ii)
and (iii) above is given by

F (0,0,0)
n;a (αi , q)

∑
b∈(Z≥0)

Evmin

(−ξn;a(αi , q))|b|

b!

∏
e∈Evmin

(
R

h̄=0

{
1

h̄be+1 Żn;a(αi , h̄, q)
}
−δbe,0

)

= F (0,0,0)
n;a (αi , q)

(
R

h̄=0

{
1
h̄

e−
ξn;a(αi ,q)

h̄ Żn;a(αi , h̄, q)
}
− 1

)|Evmin |

= F (0,0,0)
n;a (αi , q)

(
8̇
(0)
n;a(αi , q)

İ0(q)
− 1

)|Evmin |

,

with |Evmin | = 1 in (ii) and |Evmin | = 2 in (iii). Using [Cooper and Zinger 2014,
Theorem 4] instead of (9-1), we find that the contribution to

∑
∞

d=0{Ż
(0,1)
n;a;3}

1
i (d)q

d

from all graphs 0 of type (iv) above is given by

−

∞∑
b=0

(−ξn;a(αi , q))b+1

(b+ 1)!
R

h̄=0

{
1

h̄b+1 Ż
(0,1)
n;a;3(αi , h̄, q)

}

=−

∞∑
b=1

ξn;a(αi , q)b

b!
R

h̄=1

{
(−1)b

h̄b Ż(0,1)
n;a;3(αi , h̄, q)

}
.
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Putting this all together and taking into account that there are two flavors of type (ii)
graphs, we conclude that

(9-14)
∞∑

d=0

{Ż(0,1)
n;a;3}

1
i (d)q

d
= F (0,0,0)

n;a (αi , q)
8̇
(0)
n;a(αi , q)2

İ0(q)2

−

∞∑
b=1

ξn;a(αi , q)b

b!
R

h̄=0

{
(−1)b

h̄b Ż(0,1)
n;a;3(αi , h̄, q)

}
.

This is the same degree-recursive relation as (9-9) if and only if (9-2) holds.

9C. Proof of Proposition 9.3. We next apply the same argument to the power
series

Z̃n;a(x, h̄, q)≡ h̄−1 Żn;a(x, h̄, q) and Ż(0,1)
n;a;2(x, h̄, q).

In this case, (9-9) becomes

(9-15)
∞∑

d=0

{Z̃n;a}
1
i (d)q

d
=
8̇
(0)
n;a(q)

İ0(q)
−

∞∑
b=1

ξn;a(q)b

b!
R

h̄=0

{
(−1)b

h̄b Z̃n;a(αi , h̄, q)
}
.

The graphs contributing to {Żn;a}
r
i (d) are the same as before, as are the decom-

position (7-14) and the first splitting in (9-11). However, the second splitting in
(9-11) changes. For graphs 0 of type (i) and (ii) with ϑ(3)= vmin, it becomes

e
(
V̇ (|0|)n;a;2

)∣∣
Q0
= π∗0 e

(
V̇ (|00|)

a;0 (αi )
)
·π∗c;ee

(
V̇ (|0c;e|)

n;a
)

with the second factor being 1 for the graphs of type (i) and e ∈ Evmin denoting the
unique element for the graphs of type (ii). For graphs of type (ii) with ϑ(2)= vmin,
graphs of type (iii), and graphs of type (iv), it becomes

e
(
V̇ (|0|)n;a;2

)∣∣
Q0
= π∗0 e

(
V̇ (|00|)

a;|0c;e|
(αi )

)
,

e
(
V̇ (|0|)n;a;2

)∣∣
Q0
= π∗0 e

(
V̇ (|00|)

a;|0c;e3 |
(αi )

)
·π∗c;e2

e
(
V̇ (|0c;e2 |)

n;a
)
,

e
(
V̇ (|0|)n;a;2

)∣∣
Q0
= π∗0 e

(
V̇ (|00|)

a (αi )
)
·π∗c;ee

(
V̇ (|0c;e|)

n;a;2
)
,

respectively.
Thus, like (9-10), the contribution of the graphs of type (i) to

∞∑
d=0
{Ż(0,1)

n;a;2}
1
i (d)q

d

is
∞∑

d=0

qd

d!

∫
M0,3|d

e(V̇ (d)a;0(αi ))∏
k 6=i e(V̇ (d)1 (αi −αk))

=

∞∑
b=0

F (0,0,b)
n;a;0 (αi , q) R

h̄=0

{
(−1)b

h̄b+1 JŻn;∅(αi , h̄, q)Kq;0q0
}
.
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Similarly to (9-13), the sum of the factor corresponding to an edge e ∈ Evmin in the
analogue of (9-12) over all possibilities for 0e is

(−1)be


R

h̄=0

{
Żn;a(αi ,h̄,q)

h̄be+1

}
− δbe,0 in case (ii) with ϑ(3)= vmin, (iii) with e = e2;

R
h̄=0

{
Żn;∅(αi ,h̄,q)

h̄be+1

}
− δbe,0 in case (ii) with ϑ(2)= vmin, (iii) with e = e3;

R
h̄=0

{ Ż(0,1)
n;a;2(αi ,h̄,q)

h̄be+1

}
in case (iv).

Thus, the contribution to
∑
∞

d=0{Ż
(0,1)
n;a;3}

1
i (d)q

d from all graphs 0 of types (ii) with
ϑ(3)= vmin and ϑ(2)= vmin is

F (0,0,0)
n;a;0 (αi , q)

∞∑
b=0

(−ξn;a(αi , q))b

b!

(
R

h̄=0

{
Żn;a(αi , h̄, q)

h̄b+1

}
− δb,0

)

=

(
8̇
(0)
n;a(αi , q)

İ0(q)
− 1

)
F (0,0,0)

n;a;0 (αi , q)

and
∞∑

b=0

∞∑
r=1

F (0,0,b)
n;a;r (αi , q) R

h̄=0

{
(−1)b

h̄b+1 JŻn;∅(αi , h̄, q)Kq;r qr
}
,

respectively. Similarly, the contribution from all graphs 0 of type (iii) is

∞∑
b2,b3≥0

∞∑
r=1

F (0,0,b3)
n;a;r (αi , q)

(
(−ξn;a(αi , q))b2

b2!

(
R

h̄=0

{
Żn;a(αi , h̄, q)

h̄b2+1

}
− δb2,0

)

× R
h̄=0

{
(−1)b3

h̄b3+1 JŻn;∅(αi , h̄, q)Kq;r qr
})

=

(
8̇
(0)
n;a(αi , q)

İ0(q)
− 1

) ∞∑
b=0

∞∑
r=1

F (0,0,b)
n;a;r (αi , q) R

h̄=0

{
(−1)b

h̄b+1 JŻn;∅(αi , h̄, q)Kq;r qr
}
.

Finally, the contribution from all graphs 0 of type (iv) is given by

−

∞∑
b=1

ξn;a(αi , q)b

b!
R

h̄=1

{
(−1)b

h̄b Ż(0,1)
n;a;2(αi , h̄, q)

}
.

Putting this all together and using the first equation in (3-12), but now with a=∅
and thus İ0 = 1, we conclude that
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∞∑
d=0

{Ż(0,1)
n;a;2}

1
i (d)q

d

=
8̇
(0)
n;a(αi , q)

İ0(q)

∞∑
b=0

∞∑
r=0

F (0,0,b)
n;a;r (αi , q) R

h̄=0

{
(−1)b

h̄b+1 JẎn;∅(αi , h̄, q)Kq;r qr
}

−

∞∑
b=1

ξn;a(αi , q)b

b!
R

h̄=0

{
(−1)b

h̄b Ż(0,1)
n;a;2(αi , h̄, q)

}
.

This is the same degree-recursive relation as (9-15) if and only if (9-3) holds.

10. Proof of (3-14)

The equivariant cohomology of Pn−1
×Pn−1

×Pn−1 is given by

H∗T(P
n−1
×Pn−1

×Pn−1)

=Q[α1, . . . , αn, x1, x2, x3]

/{ n∏
k=1

(x1−αk),

n∏
k=1

(x2−αk),

n∏
k=1

(x3−αk)

}
.

Thus, by the defining property of the cohomology pushforward [Zinger 2009,
Equation (3.11)], the three-point power series Żn;a in (3-3) is completely determined
by the n3 power series

(10-1) Żn;a(αi1, αi2, αi3, h̄1, h̄2, h̄3, q)

=

∞∑
d=0

qd
∫

Q0,3(Pn−1,d)

e(V̇d
n;a) ev∗1φi1 ev∗2φi2 ev∗3φi3

(h̄1−ψ1)(h̄2−ψ2)(h̄3−ψ3)
.

The localization formula (7-1) reduces this expression to a sum over decorated
trees as in Section 7. Each of these trees has a unique special vertex v0: the vertex
where the branches from the three marked points come together (one or more of the
marked points may be attached to this vertex). We compute this sum by breaking
each such tree 0 at v0 into up to 4 “subgraphs”:

(i) 00 consisting of the vertex v0 only, with 3 marked points and with the same µ
and d-values as in 0;

(ii) for each marked point t = 1, 2, 3 of 0 with ϑ(t) 6= v0, 0t consisting of the
branch of 0 running between the vertices ϑ(t) and v0, with the d-value of v0

replaced by 0 and with one new marked point attached to v0;

see Figure 9. The contribution of the vertex graphs (i) is accounted for by the
Hurwitz numbers of Proposition 4.1, while the contribution of each of the strands
is accounted for by the SQ analogue of the double Givental’s J -function computed
by (3-11), (3-12), and (3-15). Putting these contributions together, we will obtain
(3-14).
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Figure 9. The four subgraphs of the second graph in Figure 1,
with label i replaced by i1.

Let i =µ(v0) and d0= d(v0). For each t = 1, 2, 3 with ϑ(t) 6= v0, let et ={v0, vt }

be the edge leaving v0 in the direction of ϑ(t). By (7-5),

(10-2) Q0 ≈ Q00 ×

3∏
t=1

Q0t = (M0,3|d0/Sd0)×

3∏
t=1

Q0t ,

where the t-th factor is defined to be a point if ϑ(t) = v0. Let π0, . . . , π3 be the
component projection maps in (10-2). By (7-7) and (7-8),
(10-3)

e(N Q0)

e(TPi P
n−1)
=

∏
k 6=i

π∗0 e
(
V̇ (d0)

1 (αi −αk)
)
·

3∏
t=1

(
π∗t

e(N Q0t )

e(TPi P
n−1)

(ωet ;v0 −π
∗

0ψt)

)
,

e
(
V̇ (|0|)n;a

)∣∣
Q0
= π∗0 e

(
V̇ (d0)

a (αi )
)
·

3∏
t=1

π∗t e
(
V̇ (|0t |)

n;a
)
,

with the t-factor defined to be 1 if ϑ(t)= v0. Thus, the contribution of 0 to (10-1)
is

1∏
k 6=i (αi −αk)

∑
b1,b2,b3≥0

(
qd0

d0!

∫
M0,3|d0

e(V̇ (d0)
a (αi ))

∏3
t=1ψ

bt
t∏

k 6=i e(V̇ (d0)
1 (αi −αk))

× q |01|ω
−(b1+1)
e1;v0

∫
Q01

e(V̇ (|01|)

n;a )ev∗1φi1ev∗2φi

e(N Q01)(h̄1−ψ1)

3∏
t=2

q |0t |ω
−(bt+1)
et ;v0

∫
Q0t

e(V̇ (|0t |)

n;a )ev∗1φi ev∗t φit

e(N Q0t )(h̄t −ψt)

)
,

(10-4)

where the t-th factor on the second line is defined to be h̄−(bt+1)
t if ϑ(t)= v0.

We next sum up (10-4) over all possibilities for 0. Let

Żi (h̄, αit , h̄t , q)=
{
Żn;a(αi1, αi , h̄1, h̄, q) if t = 1;
Żn;a(αi , αit , h̄, h̄t , q) if t = 2, 3.
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By (7-6) and Section 7B, the sum of the factor in (10-4) corresponding to each
t = 1, 2, 3 over all possibilities for 0t with d(et)= dt and µ(vt)= jt fixed is

(−1)bt+1 R
h̄=(α jt−αi )/dt

{
h̄−(bt+1)Żi (h̄, αit , h̄t , q)

}
.

Thus, by the residue theorem on P1 and Lemma 6.5, the sum of the factor in (10-4)
corresponding to each t = 1, 2, 3 over all possibilities for 0t nontrivial is

(−1)bt R
h̄=0,∞,−h̄t

{
Żi (h̄, αit , h̄t , q)

h̄bt+1

}
= (−1)bt R

h̄=0

{
Zi (h̄, αit , h̄t , q)

h̄bt+1

}
− h̄−(bt+1)

t

∏
k 6=i

(αit −αk).

Since the last term above is the contribution from the trivial subgraph 0t , the sum
of the factor in (10-4) corresponding to each t = 1, 2, 3 over all possibilities for 0t

with µ(v0)= i fixed is

(10-5)
∑
0t

[
t-factor in (10-4)

]
= (−1)bt R

h̄=0

{
Żi (h̄, αit , h̄t , q)

h̄bt+1

}
;

this takes into account the graphs 0 with ϑ(t)= i .
By (10-4), (10-5), and Proposition 4.1,

(10-6) Żn;a(αi1, αi2, αi3, h̄1, h̄2, h̄3, q)

=

n∑
i=1

1

sn−1(αi )8̇
(0)
n;a(αi , q)

3∏
t=1

R
h̄=0

{
1
h̄

e−ξn;a(αi ,q)/h̄ Żi (h̄, αit , h̄t , q)
}
.

By (3-11), (3-15), (3-12), and (4-9),

R
h̄=0

{
1
h̄

e−ξn;a(αi ,q)/h̄ Żi (h̄, αit , h̄t , q)
}
=

∑
s′t ,st ,r ′t≥0

s′t+st+r ′t=n−1

(
(−1)r

′
t sr ′t

×

s′t∑
r ′′t =0

C̃(r
′′
t )

s′t−`−(a),s′t−r ′′t −`−(a)
(q)

8̇
(0)
n;a(αi , q)Ln;a(αi , q)s

′
t−r ′′t

İ0(q) · · · İs′t−r ′′t (q)
Z̈(st )

n;a (αit , h̄t , q)
)

for t = 2, 3. Combining this with (3-26), [Popa 2013, Proposition 4.4], and (2-16),
we find that

(10-7) R
h̄=0

{1
h̄

e−ξn;a(αi ,q)/h̄ Żi (h̄, αit , h̄t , q)
}

=

n−1∑
st=0

ŝt∑
rt=0

Ċ(rt )

ŝt
(q)

8̇
(0)
n;a(αi , q)Ln;a(αi , q)ŝt−rt

Ïc
st+rt

(q)
Z̈(st )

n;a (αit , h̄t , q)
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for t = 2, 3. By the same reasoning,

(10-8) R
h̄=0

{1
h̄

e−ξn;a(αi ,q)/h̄ Żi (h̄, αi1, h̄1, q)
}

=

n−1∑
s1=0

ŝ1∑
r1=0

C̈(r1)

ŝ1
(q)

8̈
(0)
n;a(αi , q)Ln;a(αi , q)ŝ1−r1

İc
s1+r1

(q)
Ż(s1)

n;a (αi1, h̄1, q),

where

(10-9) 8̈
(0)
n;a(αi , q)=

(
Ln;a(αi , q)

αi

)−`(a)
8̇
(0)
n;a(αi , q).

On the other hand, by (4-10) and (4-8),

n∑
i=1

8̇
(0)
n;a(αi , q)3Ln;a(αi , q)s

sn−1(αi )8̇
(0)
n;a(αi , q)

(
Ln;a(αi , q)

αi

)−`(a)
=

1
aa

n∑
i=1

Ln;a(αi , q)s−|a| dL
dq

=
1
aa

d
dq

{
ln
∏n

i=1 Ln;a(αi , q) if s = |a| − 1;
1

s+1−|a|
∑n

i=1 Ln;a(αi , q)s+1−|a| otherwise.

The collection {Ln;a(αi , q)−1
} is the set of n roots y of the equation

1− s1y+ · · ·+ (−1)nsnyn
− aaqyνn(a) = 0.

Thus, if s ≥ 0 and s+ 1< |a|,

d
dq

n∑
i=1

Ln;a(αi , q)s+1−|a|

=
d

dq
H(|a|−s−1)

(
−

sn−1

sn
,

sn−2

sn
, . . . , (−1)|a|−s−1 sνn(a)+s+1

sn

)
= 0,

where H(r) is as in (3-22). If |a| = n, {Ln;a(αi , q)} is the set of n roots y of the
equation

yn
− (1− aaq)−1s1yn−1

+ (1− aaq)−1s2yn−2
− · · ·+ (−1)n(1− aaq)−1sn = 0.

Thus, if s+ 1≤ |a| = n,

(10-10)
n∑

i=1

Ln;a(αi , q)s−|a| dL
dq
= aaH(s+1−n)

νn(a) (aaq),
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where H(r)
ν is as in (3-23). If |a| < n, {Ln;a(αi , q)} is the set of n roots y of the

equation

yn
−s1yn−1

+·· ·+(−1)νn(a)−1sνn(a)−1y|a|+1
+(−1)νn(a)

(
sνn(a)−(−1)νn(a)aaq

)
y|a|

+(−1)νn(a)+1sνn(a)+1y|a|−1
+·· ·+(−1)nsn = 0.

Thus, if s + 1 ≤ |a| < n, (10-10) still holds. Combining the equations in this
paragraph, we find that

n∑
i=1

8̇
(0)
n;a(αi , q)3Ln;a(αi , q)s

sn−1(αi )8̇
(0)
n;a(αi , q)

(
Ln;a(αi , q)

αi

)−`(a)
=

{
H(s+1−n)
νn(a) (aaq) if s ≥ n− 1;

0 if 0≤ s < n− 1.

Combining this with (10-6)–(10-9) and (3-25), we obtain (3-14).
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