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# MARGINALLY TRAPPED SUBMANIFOLDS IN SPACE FORMS WITH ARBITRARY SIGNATURE 

Henri Anciaux<br>Dedicated to the memory of Franki Dillen (1963-2013).


#### Abstract

We give explicit representation formulas for marginally trapped submanifolds of codimension two in pseudo-Riemannian spaces with arbitrary signature and constant sectional curvature.


## Introduction

Let $(\mathcal{N}, g)$ be a pseudo-Riemannian manifold and $\mathscr{S}$ a submanifold of $(\mathcal{N}, g)$ with nondegenerate induced metric. We shall say that $\mathscr{S}$ is marginally trapped if its mean curvature vector is null, that is, $g(\vec{H}, \vec{H})$ vanishes. When $(\mathcal{N}, g)$ is a Lorentzian fourmanifold and $\mathscr{S}$ is spacelike, the marginally trapped condition has an interpretation in terms of general relativity: it describes the horizon of a black hole [Penrose 1965; Chruściel et al. 2010]. The equation $g(\vec{H}, \vec{H})=0$ is nevertheless interesting in whole generality from the geometric viewpoint, being actually the simplest curvature equation which is purely pseudo-Riemannian: in the Riemannian case this equation implies minimality.

In [Anciaux and Godoy 2012], marginally trapped submanifolds with codimension two have been locally characterized in several simple Lorentzian spaces: the Minkowski space $\mathbb{R}^{n+2}$, the Lorentzian space forms $d \mathbb{S}^{n+2}$ and $\operatorname{Ad} \mathbb{S}^{n+2}$, and the Lorentzian products $\mathbb{S}^{n+1} \times \mathbb{R}$ and $\mathbb{H}^{n+1} \times \mathbb{R}$. Little has been done about marginally trapped surfaces in the case of a manifold with a non Lorentzian metric. In [Chen 2009], flat marginally trapped surfaces of $\mathbb{R}^{4}$ endowed with the neutral metric $d x_{1}^{2}+d x_{2}^{2}-d x_{3}^{2}-d x_{4}^{2}$ have been studied, while Lagrangian marginally trapped surfaces of complex space forms of complex dimension two were characterized in [Chen and Dillen 2007]. Recently marginally trapped surfaces of certain spaces of oriented geodesics have been investigated [Georgiou and Guilfoyle 2014].

The purpose of the present paper is to extend the results of [Anciaux and Godoy 2012] to the case of codimension-two submanifolds in constant curvature spaces

[^0]with arbitrary signature, that is, (i) in the pseudo-Euclidean space $\mathbb{R}_{p+1}^{n+2}$ equipped with the inner product of signature $(p+1, q+1)$, and (ii) in the space form $\mathbb{S}_{p+1}^{n+2}$ of signature $(p+1, q+1)$ and sectional curvature 1 (see next section for more precise definition and notation). As in [Anciaux and Godoy 2012], we rely on the use of the contact structure of the set of null geodesics of the ambient space. The congruence of null lines which are normal to a submanifold of codimension two is a Legendrian submanifold with respect to this contact structure. Conversely, given a null line congruence $\mathscr{L}$ which is Legendrian, there exists an infinite-dimensional family of submanifolds, parametrized by the set of real maps $\tau \in C^{2}(\mathscr{L})$, such that the congruence is normal to them. In order to obtain our characterization results, we prove that, given a Legendrian, null line congruence $\mathscr{L}$, the submanifold parametrized by $\tau$ is marginally trapped if and only if the real map $\tau \in C^{2}(\mathscr{L})$ is a root of certain polynomial map with coefficients valued in $C^{2}(\mathscr{L})$.

The paper is organized as follows: Section 1 introduces some notation and gives the precise statements of the results; Section 2 gives a characterization of those submanifolds whose second fundamental tensor is null (Theorem 1), while Section 3 provides a local representation formula which is similar to that of [Anciaux and Godoy 2012] (Theorem 2). In Section 4, an alternative, more global representation formula is given, under certain maximal rank assumption (Theorems 3 and 4). Finally Section 5 attempts to shed light on the ideas in this paper by providing an interpretation of the general construction in terms of contact geometry and explains also the relation between Theorems 2 and 3 in the Lorentzian case.

## 1. Statement of results

We fix throughout three integers $p, q$ and $n$ such that $p+q=n \geq 1$. We shall denote by $\mathbb{R}_{p+1}^{n+2}$ the $(n+2)$-dimensional real vector space equipped with the inner product of signature $(p+1, q+1)$ given by

$$
\langle\cdot, \cdot\rangle=\sum_{i=1}^{p+1} d x_{i}^{2}-\sum_{i=p+2}^{n+2} d x_{i}^{2}
$$

A nonvanishing vector $v$ of $\mathbb{R}_{p+1}^{n+2}$ is said to be null if $\langle v, v\rangle=0$. We furthermore introduce the hyperquadric

$$
\mathbb{S}_{p+1}^{n+2}:=\left\{x \in \mathbb{R}_{p+2}^{n+3}\langle x, x\rangle=1\right\}
$$

The induced metric of $\mathbb{S}_{p+1}^{n+2}$, still denoted by $\langle\cdot, \cdot\rangle$, has signature $(p+1, q+1)$ and constant sectional curvature 1 . Conversely it is well known (see [Kriele 1999]) that a simply connected $(n+2)$-dimensional manifold endowed with a pseudoRiemannian metric with signature $(p+1, q+1)$ and constant sectional curvature
is, up to isometries and scaling, $\mathbb{R}_{p+1}^{n+2}$ or $\mathbb{S}_{p+1}^{n+2}$. We shall call these spaces pseudoRiemannian space forms.

We shall be concerned with submanifolds $\Sigma$ of $\mathbb{R}_{p+1}^{n+2}$ and $\mathbb{S}_{p+1}^{n+2}$ with nondegenerate induced metric $g$ and whose normal bundle $N \Sigma$ (i) is two-dimensional (so that $\Sigma$ has dimension $n$ ), and (ii) has indefinite (Lorentzian) metric (so that the induced metric on $\Sigma$ has signature $(p, q)$ ). We recall that the second fundamental form $h$ of $\Sigma$ is the symmetric tensor $h: T \Sigma \times T \Sigma \rightarrow N \Sigma$ defined by $h(X, Y):=\left(D_{X} Y\right)^{\perp}$, where $(\cdot)^{\perp}$ denotes the projection onto the normal space $N \Sigma$ and $D$ is the LeviCivita connection of ambient space. If $v$ is a normal vector field along $\Sigma$, we define the shape operator of $\Sigma$ with respect to $v$ to be the endomorphism of $T \Sigma$ defined by $A_{\nu} X=-\left(D_{X} v\right)^{\top}$, where $(\cdot)^{\top}$ denotes the projection onto $T \Sigma$. The relation $\langle h(X, Y), v\rangle=\left\langle A_{v} X, Y\right\rangle$ shows that the second fundamental form and the shape operator carry the same information.

The mean curvature vector $\vec{H}$ of the immersion is the trace of $h$ with respect to the induced metric of $\Sigma$ divided by $n$. Our first result is the characterization of n-dimensional submanifolds of space forms with null second fundamental form, that is, such that $h(X, Y)$ is null for all $X, Y \in T \Sigma$ :

Theorem 1. Let $v$ be a constant, null vector of $\mathbb{R}_{p+1}^{n+2}$ and $\Sigma$ an n-dimensional submanifold with nondegenerate induced metric which is contained in the hyperplane $v^{\perp}$. Then $\Sigma$ has null second fundamental form and is therefore marginally trapped. Moreover both the tangent and the normal bundles of $\Sigma$ are flat.

Analogously let v be a constant, null vector of $\mathbb{R}_{p+2}^{n+3}$ and $\Sigma$ an n-dimensional submanifold of $\mathbb{S}_{p+1}^{n+2}$ with nondegenerate induced metric which is contained in the hypersurface $\nu^{\perp} \cap \mathbb{S}_{p+1}^{n+2}$. Then $\Sigma$ has null second fundamental form and is therefore marginally trapped. Moreover $\Sigma$ has constant scalar curvature and flat normal bundle.

Conversely any submanifold of $\mathbb{R}_{p+1}^{n+2}$ or $\mathbb{S}_{p+1}^{n+2}$ with null second fundamental form is locally described in this way.

Quite surprisingly, the method introduced in [Anciaux and Godoy 2012] in the Lorentzian case can be used here, in the case of marginally trapped submanifolds whose second fundamental form is not null, providing local parametrizations:

Theorem 2. Let $\sigma$ be an immersion of class $C^{4}$ of an $n$-dimensional manifold $\mathcal{M}$ into $\mathbb{R}_{p+1}^{n+1}$ (respectively, $\mathbb{S}_{p+1}^{n+1}$ ) whose induced metric is nondegenerate and has signature $(p, q)$. Denote by $v$ the Gauss map of $\sigma$, which is therefore $\mathbb{S}_{p}^{n}$-valued (respectively, $\mathbb{S}_{p+1}^{n+1}$-valued), by $A=-d v$ the corresponding shape operator, and by $\tau_{i}$ the roots of the polynomial of degree $n-1$

$$
P(\tau):=\operatorname{tr}(\operatorname{Id}-\tau A)^{-1}
$$

Then the immersions $\varphi_{i}: \mathcal{M} \rightarrow \mathbb{R}_{p+1}^{n+2}=\mathbb{R}_{p+1}^{n+1} \times \mathbb{R}$ (respectively, $\left.\mathbb{S}_{p+1}^{n+2} \subset \mathbb{R}_{p+2}^{n+2} \times \mathbb{R}\right)$
defined by

$$
\varphi_{i}=\left(\sigma+\tau_{i} v, \tau_{i}\right)
$$

are marginally trapped.
Conversely any n-dimensional marginally trapped submanifold of $\mathbb{R}_{p+1}^{n+2}$ (respectively, $\mathbb{S}_{p+1}^{n+1}$ ) whose second fundamental form is not null is locally congruent to the image of such an immersion.
Remark 1. If the shape operator $A$ of $\sigma$ is diagonalizable (which is not always the case since the induced metric on $\sigma$ is not definite) the polynomial $P$ takes the form

$$
P(\tau):=\sum_{i=1}^{p} m_{i} \prod_{j \neq i}^{p}\left(\kappa_{j}^{-1}-\tau\right)
$$

where $\kappa_{1}, \ldots, \kappa_{p}, p \geq 2$ are the $p$ distinct, nonvanishing principal curvatures of $\sigma$ with multiplicity $m_{i}$.

In order to state the next theorem, we introduce some more notation: writing $x=\left(x^{\prime}, x^{\prime \prime}\right) \in \mathbb{R}^{n+2}=\mathbb{R}^{p+1} \times \mathbb{R}^{q+1}$, where $x^{\prime} \in \mathbb{R}^{p+1}$ and $x^{\prime \prime} \in \mathbb{R}^{q+1}$, we introduce the conjugation map $\overline{\left(x^{\prime}, x^{\prime \prime}\right)}:=\left(x^{\prime},-x^{\prime \prime}\right)$, as well as the $n \times n$ diagonal matrix $\overline{\operatorname{Id}}_{n}$ whose $(p, q)$-block decomposition is $\overline{\operatorname{Id}}_{n}=\left(\begin{array}{cc}\mathrm{Td}_{p} & 0 \\ 0 & -\mathrm{Id}_{q}\end{array}\right)$.

Since the normal spaces $N \Sigma$ are assumed to be two-dimensional and Lorentzian, the marginally trapped assumption $\langle\vec{H}, \vec{H}\rangle=0$ is equivalent to the fact that $\vec{H}$ is contained in one of the two null lines of $N \Sigma$. We shall call mean Gauss map, and denote by $v=\left(v^{\prime}, v^{\prime \prime}\right)$, the null vector which is collinear to $\vec{H}$ and normalized by the condition $v \in \mathbb{S}^{p} \times \mathbb{S}^{q} \subset \mathbb{R}^{p+1} \times \mathbb{R}^{q+1}$. The next two theorems give a global description of those marginally trapped submanifolds whose mean Gauss map has maximal rank. We observe that this is a generic property and that it is a stronger assumption than requiring the mean curvature vector $\vec{H}$ to have itself maximal rank.

Theorem 3. Let $\Omega$ be an open subset of the universal covering of $\mathbb{S}^{p} \times \mathbb{S}^{q}$ and $\sigma \in C^{4}(\Omega)$. Denote by $\tau_{i}$ the roots of the polynomial of degree $n-1$

$$
P(\tau)=\operatorname{tr}\left(\left(\tau \operatorname{Id}_{n}+\sigma \overline{\mathrm{Id}}_{n}+2 \operatorname{Hess}(\sigma)\right)^{-1}\right)
$$

Then the immersions

$$
\varphi_{i}: \Omega \rightarrow \mathbb{R}_{p+1}^{n+2}, \quad v \mapsto \tau_{i} \nu+\sigma \bar{v}+2 \nabla \sigma
$$

are marginally trapped.
Conversely any connected, marginally trapped n-dimensional submanifold of $\mathbb{R}_{p+1}^{n+2}$ whose mean Gauss map $v$ has maximal rank is the image of such an immersion.

When $n=2$, the condition of maximal rank on $v$ is equivalent to the fact that the second fundamental form is not null. Hence Theorems 1 and 3 provide a complete characterization of marginally trapped surfaces of $\mathbb{R}^{4}$ with arbitrary signature. Since
the Minkowski case has already been discussed in [Anciaux and Godoy 2012], we detail the case $(p, q)=(1,1)$, that is, of a Lorentzian surface in $\mathbb{R}_{2}^{4}$. Observe first that $\mathbb{R}_{2}^{4}$ is endowed with
(i) a natural pseudo-Kähler structure, with complex structure $J\left(x_{1}, x_{2}, x_{3}, x_{4}\right):=$ $\left(-x_{2}, x_{1},-x_{4}, x_{3}\right)$ and symplectic form $\omega=\langle J \cdot, \cdot\rangle=d x_{1} \wedge d x_{2}-d x_{3} \wedge d x_{4}$; this corresponds to the identification of $\mathbb{R}_{2}^{4}$ with $\mathbb{C}^{2}$ through the formula $\left(z_{1}, z_{2}\right)=\left(x_{1}+i x_{2}, x_{3}+i x_{4}\right) ;$
(ii) a natural para-Kähler structure, with paracomplex ${ }^{1}$ structure

$$
K\left(x_{1}, x_{2}, x_{3}, x_{4}\right):=\left(x_{3}, x_{4}, x_{1}, x_{2}\right)
$$

and symplectic form $\omega^{\prime}=\langle K \cdot, \cdot\rangle=d x_{1} \wedge d x_{3}+d x_{2} \wedge d x_{4}$; this corresponds to the identification of $\mathbb{R}_{2}^{4}$ with $\mathbb{D}^{2}$, where $\mathbb{D}=\left\{a+e b \mid(a, b) \in \mathbb{R}^{2}\right\}$ is the ring of paracomplex numbers, through the formula $\left(w_{1}, w_{2}\right)=\left(x_{1}+e x_{3}, x_{2}+e x_{4}\right)$;

Corollary 1. Let $\Omega$ be an open subset of $\mathbb{R}^{2}$ endowed with the Lorentzian metric $d u^{2}-d v^{2}$ and $\sigma \in C^{4}(\Omega)$. Denote by subscript $u$ or $v$ the partial derivative with respect to the corresponding variable. Then the immersion
$\varphi: \Omega \rightarrow \mathbb{R}_{2}^{4} \simeq \mathbb{C}^{2}, \quad(u, v) \mapsto\left(\left(\sigma-\sigma_{u u}+\sigma_{v v}+2 i \sigma_{u}\right) e^{i u},\left(-\sigma-\sigma_{u u}+\sigma_{v v}-2 i \sigma_{v}\right) e^{i v}\right)$,
is weakly conformal and its null points are characterized by $\sigma+\sigma_{u u}+\sigma_{v v}= \pm 2 \sigma_{u v}$. Moreover, away from its null points, $\varphi$ is marginally trapped.

Conversely any connected, marginally trapped surface of $\mathbb{R}_{2}^{4}$ whose second fundamental form is not null is the image of such an immersion.

In [Chen 2009] and [Chen and Dillen 2007], marginally trapped surfaces of $\mathbb{R}_{2}^{4}$ which are in addition, respectively, flat and Lagrangian with respect to $\omega$ have been characterized. These additional conditions may be readily seen in terms of the formula given above:

Corollary 2. The marginally trapped immersion $\varphi$ of Corollary 1 is in addition
(i) flat if and only if $\left(\partial_{u u}-\partial_{v v}\right)\left(\left(\sigma+\sigma_{u u}+\sigma_{v v}\right)^{2}-4 \sigma_{u v}^{2}\right)=0$;
(ii) Lagrangian with respect to the symplectic form $\omega$ if and only if

$$
\sigma_{u}+\sigma_{v}+\sigma_{v v v}-\sigma_{u u v}-\sigma_{u v v}+\sigma_{u u u}=0 .
$$

Moreover there is no marginally trapped surface which is in addition Lagrangian with respect to the symplectic form $\omega^{\prime}$.

In the next theorem we give a characterization of marginally trapped submanifolds whose mean Gauss map has maximal rank in $\mathbb{S}_{p+1}^{n+2}$.

[^1]Theorem 4. Let $\sigma: \mathcal{M} \rightarrow \mathbb{S}^{p+1} \times \mathbb{S}^{q}$ be an immersed, oriented hypersurface of class $C^{4}$ whose induced metric has signature ( $p, q$ ). Denote by vits Gauss map (hence a $\mathbb{S}_{p+1}^{n+2}$-valued map) and by $A=-d v$ the corresponding shape operator. Denote by $\tau_{i}$ the roots of the polynomial of degree $n-1$

$$
P(\tau)=\operatorname{tr}(\tau \mathrm{Id}-A)^{-1} .
$$

Then the immersions $\varphi_{i}: \mathcal{M} \rightarrow \mathbb{S}_{p+1}^{n+2}$ defined by $\varphi_{i}:=v+\tau_{i} \sigma$ are marginally trapped.

Conversely any connected, marginally trapped n-dimensional submanifold of $\mathbb{S}_{p+1}^{n+2}$ whose mean Gauss map has maximal rank is the image of such an immersion.

Like in the flat case $\mathbb{R}_{2}^{4}$, a marginally trapped surface of $\mathbb{S}_{2}^{4}$ has either null second fundamental form, or a mean Gauss map with maximal rank. Therefore Theorems 1 and 4 provide a complete characterization in this case. It enjoys, moreover, a more explicit description:
Corollary 3. Let $\sigma$ be an immersion of class $C^{4}$ of a surface $\mathcal{M}$ into $\mathbb{S}^{2} \times \mathbb{S}^{1}$ with Lorentzian induced metric. Denote by v the Gauss map of $\sigma$ (hence a $\mathbb{S}_{2}^{4}$-valued map) and by $H$ the (scalar) mean curvature of $\sigma$ with respect to $v$. Then the immersion $\varphi: \mathcal{M} \rightarrow \mathbb{S}_{2}^{4}$ defined by

$$
\varphi=v+H \sigma
$$

is marginally trapped.
Conversely any connected marginally trapped surface of $\mathbb{S}_{2}^{4}$ whose second fundamental form is not null is the image of such an immersion.

## 2. Submanifolds with null second fundamental form: proof of Theorem 1

Let $\Sigma$ be an $n$-dimensional submanifold of $\mathbb{R}_{p+1}^{n+2}$ such that the induced metric on the normal bundle $N \Sigma$ is Lorentzian. Since the intersection of the light cone of $\mathbb{R}_{p+1}^{n+2}$ with $N \Sigma$ is made of two null lines, there exists a null normal frame, that is, a pair of normal, null vector fields along $\Sigma$ such that $\langle\nu, \nu\rangle=\langle\xi, \xi\rangle=0$ and $\langle\nu, \xi\rangle=2$. So, given a normal vector $N$, we have

$$
N=\frac{1}{2}(\langle N, \xi\rangle v+\langle N, v\rangle \xi) .
$$

Lemma 1. The second fundamental form $h$ is collinear to $v$ (so in particular it is null) if and only if the mean curvature vector $\vec{H}$ is collinear to $v$ and $v$ has rank at most 1.

Proof. We denote by $\left(e_{1}, \ldots, e_{n}\right)$ a local, orthonormal, tangent frame along $\Sigma$ and we set

$$
h_{i j}^{1}:=\left\langle h\left(e_{i}, e_{j}\right), \nu\right\rangle=-\left\langle d \nu\left(e_{i}\right), e_{j}\right\rangle .
$$

Then we have, taking into account that $\langle d \nu, \nu\rangle=0$,

$$
d \nu\left(e_{i}\right)=-\sum_{i=1}^{n} h_{i j}^{1} e_{j}+\frac{1}{2}\left\langle d \nu\left(e_{i}\right), \xi\right\rangle \nu .
$$

Assume first that $h$ is collinear to $v$. Then clearly its trace $n \vec{H}$ is collinear to $v$ as well. Moreover all the coefficients $h_{i j}^{1}$ vanish, so by the equation above, for all $i$, $1 \leq i \leq n$, the vector $d \nu\left(e_{i}\right)$ is collinear to $\nu$, and hence $d \nu$ has rank at most 1 .

Conversely, if $d \nu$ has rank 1, then $d \nu\left(e_{i}\right)$ and $d \nu\left(e_{j}\right)$ are proportional for any pair $(i, j), i \neq j$. Taking into account the symmetry of the tensor $h_{i j}^{1}$, an elementary calculation implies that there exist $n+1$ real constants $c, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ such that $h_{i j}^{1}=c \lambda_{i} \lambda_{j}$. If in addition $\Sigma$ is marginally trapped, that is, $\langle n \vec{H}, v\rangle=$ $\operatorname{tr}\left[h_{i j}^{1}\right]_{1 \leq i, j \leq n}=c \sum_{i=1}^{n} \lambda_{i}^{2}=0$, then either $c=0$ or $\left(\lambda_{1}, \ldots, \lambda_{n}\right)=(0, \ldots, 0)$ and in both cases the whole tensor $h_{i j}^{1}$ vanishes, that is, $h$ is collinear to $\nu$.

We come back to the proof of Theorem 1, observing that under the assumption of the lemma above, $d v$ is collinear to $v$. This implies the existence of a map $\lambda \in C^{1}(\Sigma)$ such that $v=e^{\lambda} \nu_{0}$, where $\nu_{0}$ is a constant, null vector of $\mathbb{R}_{p+1}^{n+2}$ or $\mathbb{R}_{p+2}^{n+3}$. We conclude that $\Sigma \subset \nu_{0}^{\perp}$.

We now write the Gauss and the Ricci equations in the flat case:

$$
\begin{aligned}
& \langle R(X, Y) Z, W\rangle+\langle h(X, Z), h(Y, W)\rangle-\langle h(X, W), h(Y, Z)\rangle=0, \\
& \left\langle R^{\perp}(X, Y) \nu, \xi\right\rangle-\left\langle\left[A_{\nu}, A_{\xi}\right] X, Y\right\rangle=0,
\end{aligned}
$$

If $h$ is collinear to $v$, both terms $\langle h(X, Z), h(Y, W)\rangle$ and $\langle h(X, W), h(Y, Z)\rangle$ vanish, hence the curvature of the tangent bundle vanishes. Moreover, if $h$ is collinear to $v$, then $A_{v}$ vanishes as well and the normal bundle is flat.

In the case of $\mathbb{S}_{p+1}^{n+2}$, the Gauss and the Ricci equations become

$$
\begin{aligned}
&\langle R(X, Y) Z, W\rangle+\langle h(X, Z), h(Y, W)\rangle-\langle h(X, W), h(Y, Z)\rangle \\
&=\langle X, Z\rangle\langle Y, W\rangle-\langle X, W\rangle\langle Y, Z\rangle \\
&\left\langle R^{\perp}(X, Y) v, \xi\right\rangle-\left\langle\left[A_{\nu}, A_{\xi}\right] X, Y\right\rangle=0 .
\end{aligned}
$$

Again, if $h$ is collinear to $v$, the terms $\langle h(X, Z), h(Y, W)\rangle$ and $\langle h(X, W), h(Y, Z)\rangle$ vanish. It follows that the scalar curvature of the induced metric is constant and equal to 1 . Analogously, the fact that $h$ is collinear to $v$ implies the vanishing of $A_{v}$ and therefore the flatness of the normal bundle.

## 3. Parametrizations by hypersurfaces: proof of Theorem 2

3.1. The flat case. Let $\varphi=(\psi, \tau)$ be an immersion of an $n$-dimensional manifold $\mathcal{M}$ into $\mathbb{R}_{p+1}^{n+2}$ whose induced metric $\tilde{g}:=\varphi^{*}\langle\cdot, \cdot\rangle$ has signature $(p, q)$. In particular the induced metric on the normal space of $\bar{\varphi}$ is Lorentzian. Let $\tilde{v}$ be one of the two
normalized, null normal fields along $\varphi$. Since the discussion is local, there is no loss of generality in assuming that, modulo congruence, its last component $v_{n+3}$ does not vanish, so that we may normalize $\tilde{v}=(\nu, 1)$.
Lemma 2. We set $\sigma:=\psi-\tau \nu$. Then the map $(\sigma, \nu): \mathcal{M} \rightarrow \mathbb{R}_{p+1}^{n+1} \times \mathbb{S}_{p}^{n}$ is an immersion.

Proof. Suppose $(\varphi, \nu)$ is not an immersion, so that there exists a nonvanishing vector $v \in T \mathcal{M}$ such that $(d \varphi(v), d \nu(v))=(0,0)$. Since $d \psi=d \sigma+\tau d v+d \tau v$, it follows that

$$
d \varphi(v)=(d \psi(v), d \tau(v))=(d \tau(v) v, d \tau(v))=d \tau(v) \tilde{v},
$$

which is a normal to $\varphi$. However the immersion $\varphi$ is pseudo-Riemannian and therefore a vector cannot be tangent and normal at the same time, so we get the required contradiction.

## Lemma 3. <br> $$
\langle d \sigma, \nu\rangle=0 .
$$

Proof. Using again that $d \psi=d \sigma+\tau d \nu+d \tau v$ and observing that $\langle\nu, d \nu\rangle=0$, we have

$$
0=\langle d \varphi, \tilde{v}\rangle=\langle(d \psi, d \tau),(\nu, 1)\rangle=\langle d \psi, \nu\rangle-d \tau=\langle d \sigma, \nu\rangle .
$$

Lemma 4. Given $\epsilon>0$, there exists $t_{0} \in(-\epsilon, \epsilon)$ such that $\sigma+t_{0} \nu$ is an immersion, and $\nu$ is its Gauss map.

Proof. This follows from the fact that the set $\{t \in \mathbb{R} \mid \sigma+t v$ is not an immersion $\}$ contains at most $n$ elements. To see this, observe that given a pair of distinct real numbers $\left(t, t^{\prime}\right)$, we have

$$
\operatorname{Ker}(d \sigma+t d \nu) \cap \operatorname{Ker}\left(d \sigma+t^{\prime} d \nu\right)=\{0\}
$$

(otherwise we would have a contradiction with the fact that $(\sigma, \nu)$ is an immersion). Hence there cannot be more than $n$ distinct values $t$ such that $\operatorname{Ker}(d \sigma+t d \nu) \neq\{0\}$. The fact that $v$ is the Gauss map of $\sigma+t_{0} v$ comes from Lemma 3:

$$
\left\langle d\left(\sigma+t_{0} \nu\right), \nu\right\rangle=\langle d \sigma, \nu\rangle+t_{0}\langle d \nu, \nu\rangle=0 .
$$

Lemma 4 shows that there is no loss of generality in assuming that $\sigma$ is an immersion: if it is not the case, we may translate the immersion $\varphi$ along the vertical direction, setting $\varphi_{t_{0}}:=\varphi-\left(0, t_{0}\right)$. Of course $\varphi$ is marginally trapped if and only if $\varphi_{t_{0}}$ is so, and moreover the vector field $\tilde{v}$ is still normal to $\varphi_{t_{0}}$. Finally observe that the map $\sigma_{t_{0}}: \mathcal{M} \rightarrow \mathbb{R}_{p+1}^{n+1}$ associated to $\varphi_{t_{0}}$ is

$$
\sigma_{t_{0}}=\psi-\left(\tau-t_{0}\right) \nu=\psi-\tau \nu+t_{0} \nu=\sigma+t_{0} \nu,
$$

hence an immersion.

We now describe the first fundamental form of $\varphi$ and its second fundamental form with respect to $\tilde{v}$, both in terms of the geometry of the immersion $\sigma$ :

Lemma 5. Denote by $g:=\sigma^{*}\langle\cdot, \cdot\rangle$ the metric induced on $\mathcal{M}$ by $\sigma$ and $A$ the shape operator associated to $v$.

Then the metric $\tilde{g}:=\varphi^{*}\langle\cdot, \cdot\rangle$ induced on $\mathcal{M}$ by $\varphi$ is given by the formula

$$
\tilde{g}=g(\cdot, \cdot)-2 \tau g(A \cdot, \cdot)+\tau^{2} g(A \cdot, A \cdot) .
$$

In particular, the nondegeneracy assumption on $\tilde{g}$ implies that $\tau^{-1}$ is not equal to any principal curvature of $\varphi$. Moreover the second fundamental form of $\varphi$ with respect to $\tilde{v}$ is given by

$$
\tilde{h}_{\tilde{v}}:=\langle\tilde{h}(\cdot, \cdot), \tilde{v}\rangle=g(\cdot, A \cdot)-\tau g(A \cdot, A \cdot)
$$

Proof. Since $\langle d \sigma, v\rangle=\langle d v, v\rangle=0$, given $v_{1}, v_{2} \in T \mathcal{M}$, we have

$$
\begin{aligned}
\tilde{g}\left(v_{1}, v_{2}\right)= & \left\langle d \varphi\left(v_{1}\right), d \varphi\left(v_{2}\right)\right\rangle \\
= & \left\langle d \sigma\left(v_{1}\right), d \sigma\left(v_{2}\right)\right\rangle+\tau\left\langle d \sigma\left(v_{1}\right), d v\left(v_{2}\right)\right\rangle+\tau\left\langle d v\left(v_{1}\right), d \sigma\left(v_{2}\right)\right\rangle \\
& \quad+\tau^{2}\left\langle d v\left(v_{1}\right), d v\left(v_{2}\right)\right\rangle+d \tau\left(v_{1}\right) d \tau\left(v_{2}\right)\langle v, v\rangle-d \tau\left(v_{1}\right) d \tau\left(v_{2}\right) \\
= & g\left(v_{1}, v_{2}\right)-\tau\left(g\left(v_{1}, A v_{2}\right)+g\left(A v_{1}, v_{2}\right)\right)+\tau^{2} g\left(A v_{1}, A v_{2}\right) \\
= & g\left(v_{1}, v_{2}\right)-2 \tau g\left(A v_{1}, v_{2}\right)+\tau^{2} g\left(A v_{1}, A v_{2}\right)
\end{aligned}
$$

We calculate the second fundamental form of $\varphi$ with respect to $\tilde{v}=(\nu, 1)$ :

$$
\begin{aligned}
\tilde{h}_{\tilde{v}} & =-\langle d \varphi, d \tilde{v}\rangle \\
& =-\langle d \sigma+\tau d v+d \tau v, d v\rangle=-\langle d \sigma, d v\rangle-\tau\langle d v, d v\rangle \\
& =g(\cdot, A \cdot)-\tau g(A \cdot, A \cdot)
\end{aligned}
$$

The proof of Theorem 2 follows easily: denoting by $\tilde{A}_{\tilde{v}}$ the shape operator of $\varphi$ with respect to $\tilde{v}$, we have from Lemma 5

$$
g\left(\tilde{A}_{\tilde{\nu}}(\operatorname{Id}-\tau A) \cdot,(\operatorname{Id}-\tau A) \cdot\right)=g(\cdot,(\operatorname{Id}-\tau A) \cdot)
$$

It follows that

$$
\tilde{A}_{\tilde{v}}:=(\operatorname{Id}-\tau A)^{-1}
$$

and that $\vec{H}$ is collinear to $\tilde{v}$ if and only if $\tilde{A}_{\tilde{v}}$ is trace-free, that is, $\tau$ is the root of the polynomial $P(\tau)=\operatorname{tr}(\operatorname{Id}-\tau A)^{-1}$.

Remark 2. If $\varphi$ is minimal, $\tau=0$ is a root of $P(\tau)$. The corresponding immersion $\varphi=(\sigma, 0)$ is not only marginally trapped but minimal.
3.2. The $\mathbb{S}_{\boldsymbol{p + 1}}^{\boldsymbol{n + 2}}$ case. Let $\varphi=(\psi, \tau): \mathcal{M} \rightarrow \mathbb{S}_{p+1}^{n+2}$ an immersion such that the induced metric $\tilde{g}:=\varphi^{*}\langle\cdot, \cdot\rangle$ has signature $(p, q)$. Let $\tilde{v}$ be one of the two normalized, null normal fields along $\varphi$. Since the discussion is local, there is no loss of generality to assume that, modulo congruence, its last component $v_{n+3}$ does not vanish, so that we may normalize $\tilde{v}=(\nu, 1)$.

We define the null projection of $\varphi$ to be $\sigma:=\psi-\tau \nu$. The fact that $(\nu, 1) \in T_{\varphi} \mathbb{S}_{p+1}^{n+2}$, that is, $0=\langle(\psi, \tau),(v, 1)\rangle=\langle\psi, v\rangle-\tau$, implies that $\langle\psi, v\rangle=\tau$. Hence

$$
\begin{aligned}
\langle\sigma, \sigma\rangle & =\langle\psi, \psi\rangle-2 \tau\langle\psi, v\rangle+\tau^{2}\langle v, v\rangle \\
& =\langle\psi, \psi\rangle-\tau^{2} \\
& =\langle\varphi, \varphi\rangle \\
& =1
\end{aligned}
$$

which shows that $\sigma$ is $\mathbb{S}_{p}^{n+1}$-valued. The proofs of the next two lemmas are omitted, since they are similar to the flat case:

Lemma 6. The map $(\sigma, v): \mathcal{M} \rightarrow \mathbb{S}_{p+1}^{n+1} \times \mathbb{S}_{p+1}^{n+1}$ is an immersion.
Lemma 7.

$$
\langle\sigma, v\rangle=0 \quad \text { and } \quad\langle d \sigma, v\rangle=0
$$

Unlike the flat case, there is no vertical translation in $\mathbb{S}_{p+1}^{n+2}$. We may however, up to an arbitrarily small perturbation, assume that $\sigma$ is an immersion.

Lemma 8. Given $\epsilon>0$, there exists $\alpha \in(-\epsilon, \epsilon)$ and a hyperbolic rotation $R^{\alpha}$ of angle $\alpha$ such that the null projection $\sigma^{\alpha}$ of $\varphi^{\alpha}:=R^{\alpha} \varphi$ is an immersion.

Proof. Set

$$
R^{\alpha}=\left(\begin{array}{ccc}
\cosh \alpha & & \sinh \alpha \\
& \text { Id } & \\
\sinh \alpha & & \cosh \alpha
\end{array}\right) \in \operatorname{SO}(p+2, q+1)
$$

and $\varphi^{\alpha}:=R^{\alpha} \varphi, \tilde{v}^{\alpha}:=R^{\alpha} \tilde{v}$. Observe that $\tilde{v}^{\alpha}:=\left(v^{\alpha}, v_{n+3}^{\alpha}\right)$ is no longer normalized a priori, since its last component $v_{n+3}^{\alpha}$ is equal to $\cosh (\alpha)+\sinh (\alpha) \nu_{1}$, where $\nu_{1}$ is the first component of the vector $\tilde{v}$.

Nevertheless the null geodesic passing through the point $\varphi^{\alpha}$ and directed by the vector $\tilde{v}^{\alpha}$ crosses the slice $d \mathbb{S}_{p+2}^{n+2} \cap\left\{x_{n+3}=0\right\}$ at the point

$$
\left(\sigma^{\alpha}, 0\right):=\left(\psi^{\alpha}-\frac{\tau^{\alpha}}{v_{n+3}^{\alpha}} v^{\alpha}, 0\right)
$$

Clearly $\sigma^{\alpha}$ is an immersion if and only if

$$
R^{-\alpha} \sigma^{\alpha}=\psi-\tau^{\alpha} \nu / v_{n+3}^{\alpha}=\varphi+\left(\tau-\tau^{\alpha} / v_{n+3}^{\alpha}\right) v
$$

is so. Observe that

$$
\begin{aligned}
\tau-\frac{\tau^{\alpha}}{v_{n+3}^{\alpha}} & =\tau-\frac{\cosh (\alpha) \tau+\sinh (\alpha) \psi_{1}}{\cosh (\alpha)+\sinh (\alpha) v_{1}} \\
& =\tanh (\alpha)\left(\psi_{1}-\tau \nu_{1}\right)+o(\alpha) \\
& =\sigma_{1} \alpha+o(\alpha)
\end{aligned}
$$

Now assume that $R^{-\alpha} \sigma^{\alpha}$ is not an immersion for $\alpha \in(-\epsilon, \epsilon)$. Hence there exists a one-parameter family of unit tangent vectors $v^{\alpha}$ such that

$$
0=d\left(R^{-\alpha} \sigma^{\alpha}\right)\left(v^{\alpha}\right)=d \sigma\left(v^{\alpha}\right)+\left(d \sigma_{1}\left(v^{\alpha}\right) v+\sigma_{1} d v\left(v^{\alpha}\right)\right) \alpha+o(\alpha)
$$

for all $\alpha \in(-\epsilon, \epsilon)$. Thus

$$
\left\{\begin{array}{l}
d \sigma\left(v^{\alpha}\right)=0 \\
d \sigma_{1}\left(v^{\alpha}\right) v+\sigma_{1} d v\left(v^{\alpha}\right)=\sigma_{1} d v\left(v^{\alpha}\right)=0
\end{array}\right.
$$

By Lemma $6, d v\left(v^{\alpha}\right)$ and $d \sigma\left(v^{\alpha}\right)$ cannot vanish simultaneously, therefore $\sigma_{1}$ vanishes. Repeating the argument with suitable rotations yields that all the other coordinates of $\sigma$ vanish, a contradiction since $\sigma \in \mathbb{S}_{p+1}^{n+1}$.

By the previous lemma we may assume that $\sigma$ is an immersion. The remainder of the proof follows the lines of that of the flat case; in particular, Lemma 5 still holds.

## 4. Parametrization by the mean Gauss map

4.1. The flat case: proof of Theorem 3. In this section $\Sigma$ denotes an $n$-dimensional submanifold of $\mathbb{R}_{p+1}^{n+2}$ whose induced metric has signature $(p, q)$ and such that the normalized vector $v \in \mathbb{S}^{p} \times \mathbb{S}^{q} \subset \mathbb{R}^{n+2}$ has rank $n$. We may therefore parametrize $\Sigma$ locally by $\nu$, that is, by a map $\varphi: \Omega \rightarrow \mathbb{R}_{p+1}^{n+2}$, where $\Omega$ is an open subset of the universal covering of $\mathbb{S}^{p} \times \mathbb{S}^{q}$. We set $\sigma(v):=\frac{1}{2}\langle\varphi(\nu), v\rangle$ and $\tau(v):=\frac{1}{2}\langle\varphi(\nu), \bar{v}\rangle .{ }^{2}$

Lemma 9. We have

$$
\varphi=\tau \nu+\sigma \bar{v}+2 \nabla \sigma
$$

where $\nabla$ is the gradient with respect to the induced metric on $\mathbb{S}^{p} \times \mathbb{S}^{q}$ (that is, $\nabla \sigma=\left(\nabla^{\prime} \sigma,-\nabla^{\prime \prime} \sigma\right)$, where $\nabla^{\prime}$ and $\nabla^{\prime \prime}$ are respectively the gradients on $\mathbb{S}^{p}$ and $\left.\mathbb{S}^{q}\right)$.

Proof. Since $\nu$ and $\bar{\nu}$ are null and $\langle\nu, \bar{\nu}\rangle=2$, we clearly have $\varphi=\tau \nu+\sigma \bar{\nu}+V$, where $V \in T_{\nu}\left(\mathbb{S}^{p} \times \mathbb{S}^{q}\right)=T_{\bar{\nu}}\left(\mathbb{S}^{p} \times \mathbb{S}^{q}\right)=T_{\nu^{\prime}} \mathbb{S}^{p} \times T_{\nu^{\prime \prime}} \mathbb{S}^{q}$. In order to determine $V$, we use the assumption $\langle d \varphi, v\rangle=0$. Taking into account that

$$
d \varphi=d \tau \nu+\tau d \nu+d \sigma \bar{v}+\sigma d \bar{v}+d V
$$

[^2]and that $\langle v, v\rangle,\langle d v, v\rangle$ and $\langle d \bar{v}, v\rangle$ vanish, we have
$$
\langle d \varphi, v\rangle=d \sigma\langle\bar{v}, v\rangle+\langle d V, v\rangle=2 d \sigma+\langle d V, v\rangle
$$

On the other hand, from $0=d(\langle V, v\rangle)=\langle d V, v\rangle+\langle V, d \nu\rangle$, we conclude, observing that $d v=\mathrm{Id}$,

$$
\langle V, W\rangle=\langle V, d v(W)\rangle=-\langle d V(W), v\rangle=2 d \sigma(W) \quad \text { for all } W \in T_{\nu}\left(\mathbb{S}^{p} \times \mathbb{S}^{q}\right)
$$

which, by the very definition of the gradient, proves that $V=2 \nabla \sigma$.
We now complete the proof of Theorem 3: define the endomorphism $A_{v}$ on $T_{\nu}\left(\mathbb{S}^{p} \times \mathbb{S}^{q}\right)$ by

$$
\left\langle A_{v} \cdot, \cdot\right\rangle=h_{v}
$$

Hence, using that $d v$ is the identity map of $T_{\nu}\left(\mathbb{S}^{p} \times \mathbb{S}^{q}\right)$, we have

$$
\left\langle d \varphi \circ A_{v} \cdot, d \varphi \cdot\right\rangle=-\langle d \nu \cdot, d \varphi \cdot\rangle=-\langle\Pi \cdot, d \varphi \cdot\rangle
$$

where $\Pi$ is the restriction to $T_{\nu}\left(\mathbb{S}^{p} \times \mathbb{S}^{q}\right)$ of the normal projection $\mathbb{R}_{p+1}^{n+2} \rightarrow T_{\varphi(\nu)} \mathscr{P}$. It follows that

$$
d \varphi \circ A_{\nu}=-\Pi
$$

and therefore

$$
A_{v}^{-1}=-\Pi^{-1} \circ d \varphi
$$

(the maximal rank assumption on $v$ implies that $\Pi$ is one-to-one). In order to calculate the trace of $A_{v}$ we introduce an orthonormal basis $\left(e_{1}, \ldots, e_{n}\right)$ of $T_{v}\left(\mathbb{S}^{p} \times \mathbb{S}^{q}\right)$, such that $\left\langle e_{i}, e_{i}\right\rangle=1$ if $1 \leq i \leq p$ and $\left\langle e_{i}, e_{i}\right\rangle=-1$ if $p+1 \leq i \leq n$. We define the coefficients $a_{i j}$ by

$$
d \varphi\left(e_{i}\right)=\sum_{j=1}^{n} a_{i j} \Pi e_{j}
$$

Clearly

$$
A_{v}^{-1}=\left[a_{i j}\right]_{1 \leq i, j \leq n}
$$

To determine the coefficients $a_{i j}$ explicitly, we calculate

$$
\begin{equation*}
d \varphi=d \tau \nu+\tau d \nu+d \sigma \bar{v}+\sigma d \bar{v}+2 d \nabla \sigma \tag{1}
\end{equation*}
$$

Then we introduce a null, normal vector field $\xi$ along $\mathscr{S}$ such that $(v, \xi)$ is a null frame of $N \Sigma=T \Sigma^{\perp}$, which is in addition normalized, that is, $\langle v, \xi\rangle=2$. Then the projection of a vector $V$ of $\mathbb{R}_{p+1}^{n+2}$ onto $N \Sigma$ is given by the formula

$$
\frac{1}{2}(\langle V, \xi\rangle v+\langle V, v\rangle \xi)
$$

It follows that

$$
\begin{equation*}
\Pi V=V-\frac{1}{2}(\langle V, \xi\rangle v+\langle V, v\rangle \xi) \tag{2}
\end{equation*}
$$

For $1 \leq i \leq p$, using (1) and observing that $d \nu\left(e_{i}\right)=d \bar{\nu}\left(e_{i}\right)=e_{i}$, we have

$$
d \varphi\left(e_{i}\right)=(\tau+\sigma) e_{i}+d \tau\left(e_{i}\right) v+d \sigma\left(e_{i}\right) \bar{v}+2 d(\nabla \sigma)\left(e_{i}\right)
$$

Using (2) and the fact that $\left\langle d(\nabla \sigma)\left(e_{i}\right), e_{j}\right\rangle=\operatorname{Hess}(\sigma)\left(e_{i}, e_{j}\right)$, we conclude that, for $1 \leq i \leq p$,

$$
a_{i j}=\delta_{i j}(\tau+\sigma)+2 \operatorname{Hess}(\sigma)\left(e_{i}, e_{j}\right) .
$$

Analogously we get, if $p+1 \leq i \leq n$,

$$
a_{i j}=\delta_{i j}(\tau-\sigma)+2 \operatorname{Hess}(\sigma)\left(e_{i}, e_{j}\right) .
$$

The conclusion of the proof of Theorem 3 follows easily.
4.2. The case $(p, q)=(1,1)$ : proof of Corollaries 1 and 2 . We use the natural identification $\mathbb{R}_{2}^{4} \simeq \mathbb{C}^{2}$ and denote by $(u, v)$ the natural coordinates on $\mathbb{S}^{1} \times \mathbb{S}^{1}$, so that $v:=\left(e^{i u}, e^{i v}\right)$. In particular, the metric on $\mathbb{S}^{1} \times \mathbb{S}^{1}$ is $d u^{2}-d v^{2}$. Hence

$$
A_{v}=-\left(\begin{array}{cc}
\tau+\sigma+2 \sigma_{u u} & 2 \sigma_{u v} \\
-2 \sigma_{u v} & \tau-\sigma-2 \sigma_{v v}
\end{array}\right)^{-1}
$$

whose trace is $2 / \operatorname{det} A_{v}\left(\tau+\sigma_{u u}-\sigma_{v v}\right)$. Hence $\varphi$ is marginally trapped if and only if $\tau=\sigma_{v v}-\sigma_{u u}$.

We now study the induced metric $\varphi^{*}\langle\cdot, \cdot\rangle$. Since

$$
\varphi=\tau\left(e^{i u}, e^{i v}\right)+\sigma\left(e^{i u},-e^{i v}\right)+2\left(i \sigma_{u} e^{i u},-i \sigma_{v} e^{i v}\right),
$$

we have

$$
\begin{aligned}
\varphi_{u} & =\left(\left((\tau-\sigma)_{u}+i\left(2 \sigma_{u u}+\tau+\sigma\right)\right) e^{i u},\left((\tau-\sigma)_{u}-2 i \sigma_{u v}\right) e^{i v}\right), \\
\varphi_{v} & =\left(\left((\tau+\sigma)_{v}+2 i \sigma_{u v}\right) e^{i u},\left((\tau+\sigma)_{v}+i\left(-2 \sigma_{v v}+\tau-\sigma\right)\right) e^{i v}\right) .
\end{aligned}
$$

By a straightforward calculation the coefficients of the first fundamental form $\varphi^{*}\langle\cdot, \cdot\rangle$ are

$$
\begin{aligned}
& E:=\left(2 \sigma_{u u}+\tau+\sigma\right)^{2}-4 \sigma_{u v}^{2}, \\
& F:=4 \sigma_{u v}\left(\sigma_{u u}-\sigma_{v v}+2 \tau\right), \\
& G:=-\left(2 \sigma_{v v}-\tau+\sigma\right)^{2}+4 \sigma_{u v}^{2} .
\end{aligned}
$$

The marginally trapped assumption $\tau=\sigma_{v v}-\sigma_{u u}$ implies

$$
E=-G=\left(2 \sigma_{u u}+\tau+\sigma\right)^{2}-4 \sigma_{u v}^{2}=\left(\sigma+\sigma_{u u}+\sigma_{v v}\right)^{2}-4 \sigma_{u v}^{2}
$$

and the vanishing of $F$, so that $\varphi$ is weakly conformal (and conformal whenever $E$ does not vanish).

It is well known that the induced metric of a surface with isothermic coordinates is flat if and only if its conformal factor is harmonic. Here we are dealing with the

Lorentzian metric $d u^{2}-d v^{2}$, whose Laplacian operator is $\partial_{u u}-\partial_{v v}$. Hence the induced metric is flat if and only if

$$
\left(\partial_{u u}-\partial_{v v}\right) E=\left(\partial_{u u}-\partial_{v v}\right)\left(\left(\sigma+\sigma_{u u}+\sigma_{v v}\right)^{2}-4 \sigma_{u v}^{2}\right) .
$$

Marginally trapped Lagrangian surfaces. We recall that $J\left(z_{1}, z_{2}\right)=\left(i z_{1}, i z_{2}\right)$, so

$$
J \varphi_{u}=\left(-\left(2 \sigma_{u u}+\tau+\sigma+i(\tau-\sigma)_{u}\right) e^{i u},\left(2 \sigma_{u v}+i(\tau-\sigma)_{u}\right) e^{i v}\right) .
$$

Hence, using the usual formula $\omega=\langle J \cdot, \cdot\rangle$,

$$
\begin{aligned}
\omega\left(\varphi_{u}, \varphi_{v}\right)= & \left\langle J \varphi_{u}, \varphi_{v}\right\rangle \\
= & -\left(2 \sigma_{u u}+\tau+\sigma\right)(\tau+\sigma)_{v}+2 \sigma_{u v}(\tau-f)_{u}-2 \sigma_{u v}(\tau+\sigma)_{v} \\
& \quad-(\tau-\sigma)_{u}\left(-2 \sigma_{v v}+\tau-\sigma\right) \\
= & -(\tau+\sigma)_{v}\left(\sigma+\sigma_{u u}+\sigma_{v v}+2 \sigma_{u v}\right)+(\tau-\sigma)_{u}\left(\sigma+\sigma_{u u}+\sigma_{v v}+2 \sigma_{u v}\right) \\
= & \left(\sigma+\sigma_{u u}+\sigma_{v v}+2 \sigma_{u v}\right)\left(-\sigma_{v}-\sigma_{u}-\sigma_{v v v}+\sigma_{u u v}+\sigma_{u v v}-\sigma_{u u u}\right) .
\end{aligned}
$$

The first factor does not vanish except at degenerate points, so $\varphi$ is Lagrangian with respect to $\omega$ if and only if $\sigma_{v}+\sigma_{u}+\sigma_{v v v}-\sigma_{u u v}-\sigma_{u v v}+\sigma_{u u u}=0$.

Recalling that the paracomplex structure is given by

$$
K\left(x_{1}, x_{2}, x_{3}, x_{4}\right):=\left(x_{3}, x_{4}, x_{1}, x_{2}\right),
$$

we have

$$
K \varphi_{u}=\left(\left((\tau-\sigma)_{u}-2 i \sigma_{u v}\right) e^{i v},\left((\tau-\sigma)_{u}+i\left(2 \sigma_{u u}+\tau+\sigma\right)\right) e^{i u}\right),
$$

and so

$$
\begin{aligned}
\omega^{\prime}\left(\varphi_{u}, \varphi_{v}\right) & =\left\langle K \varphi_{u}, \varphi_{v}\right\rangle \\
& =\cos (u-v)\left(-4 \sigma_{u v}^{2}-\left(\tau-\sigma-2 \sigma_{v v}\right)\left(2 \sigma_{u u}+\tau+\sigma\right)\right) \\
& =\cos (u-v)\left(\left(-4 \sigma_{u v}^{2}+\left(\sigma+\sigma_{u u}+\sigma_{v v}\right)\right)^{2}\right. \\
& =\cos (u-v) E
\end{aligned}
$$

Hence $\varphi$ is Lagrangian with respect to $\omega^{\prime}$ if and only if the induced metric is totally null, which is incompatible with the marginally trapped assumption.
4.3. The case of $\mathbb{S}_{p+1}^{n+2}$ : proof of Theorem 4. Let $\varphi: \mathcal{M} \rightarrow \mathbb{S}_{p+1}^{n+2}$ be an immersed submanifold of codimension two of $\mathbb{S}_{p+1}^{n+2}$. Let $\sigma$ be a normal, null vector field along $\varphi$ which is normalized in such way that $\sigma \in \mathbb{S}^{p+1} \times \mathbb{S}^{q}$. We moreover assume that $\sigma$ has maximal rank, that is, $\sigma: \mathcal{M} \rightarrow \mathbb{S}^{p+1} \times \mathbb{S}^{q}$ is an immersed hypersurface.

Lemma 10 [Godoy and Salvai 2013]. There exists a unique pair $(\nu, \tau)$, where $\nu: \mathcal{M} \rightarrow \mathbb{S}_{p+1}^{n+2}$ and $\tau \in C^{2}(\mathcal{M})$ are such that

$$
\varphi=\nu+\tau \sigma
$$

Moreover the map $v: \mathcal{M} \rightarrow \mathbb{S}_{p+1}^{n+2}$ is the Gauss map of $\sigma$; that is, $v \in T_{\sigma}\left(\mathbb{S}^{p+1} \times \mathbb{S}^{q}\right)$ and $\langle d \sigma, \nu\rangle=0$.
Proof. For an arbitrary $\tau \in C^{2}(\mathcal{M})$, we have $\nu:=\varphi-\tau \sigma \in \mathbb{S}_{p+1}^{n+2}$. Hence we shall determine $\tau \in C^{2}(\mathcal{M})$ by the condition $v \in T_{\nu}\left(\mathbb{S}^{p+1} \times \mathbb{S}^{q}\right)$. Recalling the decomposition $\mathbb{R}^{n+3}=\mathbb{R}^{p+2} \times \mathbb{R}^{q+1}$, and writing $\nu=\left(v^{\prime}, \nu^{\prime \prime}\right), \sigma=\left(\sigma^{\prime}, \sigma^{\prime \prime}\right)$ accordingly, this condition amounts to $\left\langle\nu^{\prime}, \sigma^{\prime}\right\rangle_{p+2}=0$ and $\left\langle\nu^{\prime \prime}, \sigma^{\prime \prime}\right\rangle_{q+1}=0$, where $\langle\cdot, \cdot\rangle_{p+2}$ and $\langle\cdot, \cdot\rangle_{q+1}$ denote the Euclidean inner products of $\mathbb{R}^{p+2}$ and $\mathbb{R}^{q+1}$, respectively. These two equations yield $\tau=\left\langle v^{\prime}, \sigma^{\prime}\right\rangle_{p+1}$ and $\tau=\left\langle v^{\prime \prime}, \sigma^{\prime \prime}\right\rangle_{q+1}$, which are actually two equivalent requirements since $\langle\varphi, \sigma\rangle=\left\langle\varphi^{\prime}, \sigma^{\prime}\right\rangle_{p+2}-\left\langle\varphi^{\prime \prime}, \sigma^{\prime \prime}\right\rangle_{q+1}$ vanishes. Therefore $\tau$ is uniquely determined by the condition $v \in T_{\sigma}\left(\mathbb{S}^{p+1} \times \mathbb{S}^{q}\right)=T_{\sigma^{\prime}} \mathbb{S}^{p+1} \times \mathbb{T}_{\sigma^{\prime \prime}} \mathbb{S}^{q}$.

It remains to check that $v$ is the Gauss map of $\sigma$. For this purpose we differentiate $\varphi=\nu+\tau \sigma$ and remember that $\sigma$ is normal to $\varphi$, so that

$$
0=\langle d \varphi, \sigma\rangle=\langle d \nu, \sigma\rangle+d \tau\langle\sigma, \sigma\rangle+\tau\langle d \sigma, \sigma\rangle=\langle d \nu, \sigma\rangle .
$$

Hence $\langle d \nu, \sigma\rangle$ vanishes. Since $0=d(\langle\nu, \sigma\rangle)=\langle d \nu, \sigma\rangle+\langle\nu, d \sigma\rangle$, we deduce that $\langle d \sigma, \nu\rangle$ vanishes as well.

Observe that the lemma above implies furthermore that the induced metric $g:=\sigma^{*}\langle\cdot, \cdot\rangle$ is nondegenerate, since $\sigma(\mathcal{M})$ is a hypersurface and admits a unit normal vector field.

Lemma 11. Denote by $g:=\sigma^{*}\langle\cdot, \cdot\rangle$ the metric induced on $\mathcal{M}$ by $\sigma$, and by $A$ the shape operator associated to $v$, so $A(v):=-d \nu(v)$ for all $v \in T \mathcal{M}$. Then the metric $\tilde{g}:=\varphi^{*}\langle\cdot, \cdot\rangle$ induced on $\mathcal{M}$ by $\varphi$ is given by the formula

$$
\tilde{g}=\tau^{2} g(\cdot, \cdot)-2 \tau g(A \cdot, \cdot)+g(A \cdot, A \cdot) .
$$

In particular, the nondegeneracy assumption on $\tilde{g}$ implies that $\tau$ is not equal to any principal curvature of $\nu$. Moreover the second fundamental form of $\varphi$ with respect to $\sigma$ is given by

$$
h_{\sigma}:=\langle h(\cdot, \cdot), \sigma\rangle=g(A \cdot, \cdot)-\tau g(\cdot, \cdot) .
$$

Proof. Taking into account that $d \varphi=d \nu+d \tau \sigma+\tau d \sigma$, we have

$$
\begin{aligned}
\tilde{g} & =\langle d \varphi, d \varphi\rangle=\langle d \nu, d \nu\rangle+2 \tau\langle d \nu, d \sigma\rangle+\tau^{2}\langle d \sigma, d \sigma\rangle \\
& =g(A \cdot, A \cdot)-2 \tau g(A \cdot, \cdot)+\tau^{2} g(\cdot, \cdot)
\end{aligned}
$$

and

$$
h_{\sigma}=-\langle d \varphi, d \sigma\rangle=-\langle d v, d \sigma\rangle-\tau\langle d \sigma, d \sigma\rangle=g(A \cdot, \cdot)-\tau g(\cdot, \cdot) .
$$

The proof of Theorem 4 is now straightforward: if $\varphi$ is marginally trapped, we may assume without loss of generality that its mean curvature vector $\vec{H}$ is collinear to $\sigma$. By the maximal rank assumption on $\sigma$ we may use Lemmas 10 and 11 .

Denote by $\tilde{A}_{\sigma}$ the shape operator of $\varphi$ with respect to $\sigma$. Then, from Lemma 11 above, we have

$$
g\left(\tilde{A}_{\sigma}(\tau \operatorname{Id}-A) \cdot,(\tau \operatorname{Id}-A) \cdot\right)=g(\cdot,(\tau \operatorname{Id}-A) \cdot) .
$$

It follows that $\tilde{A}_{\sigma}:=(\tau \mathrm{Id}-A)^{-1}$ and that $\vec{H}$ is collinear to $v$ if and only if $A_{\nu}$ is trace-free, that is, $\tau$ is the root of the polynomial $P(\tau)=\operatorname{tr}(\tau \mathrm{Id}-A)^{-1}$.
4.4. The case $(p, q)=(1,1)$ : proof of Corollary 3. It is straightforward that if $M$ is a $2 \times 2$ matrix, then $\operatorname{tr} M^{-1}=(\operatorname{det} M)^{-1} \operatorname{tr} M$. Hence $\operatorname{tr}(\tau \operatorname{Id}-A)^{-1}$ vanishes if and only if $\operatorname{tr}(\tau \mathrm{Id}-A)=2 \tau-\operatorname{tr} A$ does. Hence $\varphi$ is marginally trapped if and only if $\tau=\operatorname{tr} A / 2:=H$, the (scalar) mean curvature of the immersion $\sigma$. This proves Corollary 3 .

## 5. Further remarks

5.1. Interpretation of the result in terms of contact geometry. The constructions in the previous sections come from the natural contact structure enjoyed by the spaces of null geodesics of the ambient spaces and from the fact that the set of null geodesics which are normal to a submanifold of codimension two is Legendrian with respect to this contact structure.

The proof of Theorem 2 is based on the following fact: Let $\because$ be the dense, open subset of null geodesics of $\mathbb{R}_{p+1}^{n+2}$ that cross the horizontal hyperplane $\left\{x_{n+2}=0\right\}$ (in the Minkowski case $(p, q)=(n, 0)$, all null geodesics cross the horizontal hyperplane). Then the correspondence $\{(\sigma, 0)+t(\nu, 1) \mid t \in \mathbb{R}\} \mapsto(\sigma, \nu)$ defines a contactomorphism between $U$ and the unit tangent bundle $T^{1} \mathbb{R}_{p}^{n+1}$. The canonical contact structure $\alpha$ of the unit tangent of a pseudo-Riemannian manifold ( $\mathcal{M}, g$ ) is given by the expression $\alpha=g(d \sigma, \nu)$, where $v$ is a unit vector tangent to $\mathcal{M}$ at the point $\sigma$. Hence, given an immersion $x \mapsto(\sigma(x), \nu(x))$ of an $n$-dimensional manifold such that $x \mapsto \sigma(x)$ is an immersion as well (a generic assumption), the Legendre condition $g\left(d \sigma_{x}, v(x)\right)=0$ simply means that $v$ is the Gauss map of $\sigma$ or, equivalently, $\nu$ is a unit vector field normal to the immersed hypersurface $\sigma$.

The interpretation of the proof of Theorem 3 in terms of contact geometry is as follows: The space of null geodesics of $\mathbb{R}_{p+1}^{n+2}$ may be identified with space of one-jets on $\mathbb{S}^{p} \times \mathbb{S}^{q}$, that is, the space $T\left(\mathbb{S}^{p} \times \mathbb{S}^{q}\right) \times \mathbb{R}$ such that to the triple $(\nu, V, z) \in T\left(\mathbb{S}^{p} \times \mathbb{S}^{q}\right) \times \mathbb{R}$, we associate the null line $\{V+z \bar{v}+t v \mid t \in \mathbb{R}\} \subset \mathbb{R}_{p+1}^{n+2}$. The natural contact structure on the space of one-jets $T \mathcal{M} \times \mathbb{R}$, where $(\mathcal{M}, g)$ is a pseudo-Riemannian manifold, is given by $\alpha:=\psi-d z$, where $\psi$ is the Liouville form $^{3}$ or tautological form on TM. Moreover a generic Legendrian immersion

[^3]in $T \mathcal{M} \times \mathbb{R}$ is locally a section and takes the form $v \mapsto(\nu, \nabla \sigma(v), \sigma(v))$, where $\sigma \in C^{2}(\mathcal{M})$ and $\nabla$ denotes the gradient of the metric $g$. It follows, in the case $\mathcal{M}=\mathbb{S}^{p} \times \mathbb{S}^{q}$, that a generic Legendrian congruence of null lines of $\mathbb{R}_{p+1}^{n+2}$ takes the form
$$
\nu \mapsto\{\nabla \sigma(\nu)+\sigma(\nu) \bar{v}+t \nu \mid t \in \mathbb{R}\},
$$
where $\sigma \in C^{2}\left(\mathbb{S}^{p} \times \mathbb{S}^{q}\right)$. The choice of real function $\tau \in C^{2}\left(\mathbb{S}^{p} \times \mathbb{S}^{q}\right)$ determines an $n$-dimensional submanifold parametrized by $\nu \mapsto \nabla \sigma(v)+\sigma(v) \bar{v}+\tau(v) \nu$, one of whose null normals is $\nu$. These observations inspired the proof of Theorem 3.

Finally the proof of Theorem 4 comes from the fact, proved in [Godoy and Salvai 2013], that the space of null geodesics of $\mathbb{S}_{p+1}^{n+2}$ can be identified with $T^{1}\left(\mathbb{S}^{p} \times \mathbb{S}^{q}\right)$, the unit tangent bundle of $\mathbb{S}^{p} \times \mathbb{S}^{q}$, as follows: to the pair $(v, \psi) \in T^{1}\left(\mathbb{S}^{p} \times \mathbb{S}^{q}\right)$, we associate the null line $\{\psi+t \nu \mid t \in \mathbb{R}\} \subset \mathbb{S}_{p+1}^{n+2}$.
5.2. Relation between Theorems 2 and 3 in the case $(p, q)=(n, 0)$. In the Lorentzian case $(p, q)=(n, 0)$, it is easy to relate the formulas of Theorems 2 and 3. To avoid confusion, all mathematical quantities from Theorem 2 will be written with subscript 2 , and those from Theorem 3 with subscript 3 . We start by writing $\nu_{3}=\left(\nu_{2}, 1\right) \in \mathbb{S}^{n} \times \mathbb{S}^{0} \simeq \mathbb{S}^{n} \times\{1,-1\}$, so that $\bar{\nu}_{3}=\left(\nu_{2},-1\right)$. Hence the main formula of Theorem 3 becomes

$$
\varphi=\left(\left(\tau_{3}+\sigma_{3}\right) \nu_{2}+2 \nabla \sigma_{3}, \tau_{3}-\sigma_{3}\right),
$$

where $\sigma_{3} \in C^{4}\left(\mathbb{S}^{n} \times \mathbb{S}^{0}\right) \simeq C^{4}\left(\mathbb{S}^{n}\right)$ and $\tau_{3}$ depends on the second derivatives of $\sigma_{3}$. Introducing $\sigma_{2}:=2 \sigma_{3} \nu_{2}+2 \nabla \sigma_{3}$ and $\tau_{2}:=\tau_{3}-\sigma_{3}$, we obtain

$$
\varphi=\left(\sigma_{2}+\tau_{2} \nu_{2}, \tau_{2}\right)
$$

which is exactly the main formula of Theorem 2. Observe that $\left\langle d \sigma_{2}, \nu_{2}\right\rangle$ vanishes, that is, $\nu_{2}$ is normal to the immersion $\sigma_{2}$, which is therefore parametrized by its Gauss map. Moreover $\left\langle\sigma_{2}, \nu_{2}\right\rangle=2 \sigma_{3}$, that is, $2 \sigma_{3}$ is the support function of the immersion $\sigma_{2}$.
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# ONE LINE COMPLEX KLEINIAN GROUPS 

Waldemar Barrera, Angel Cano and Juan Pablo Navarrete


#### Abstract

We give an algebraic description of those subgroups of $\operatorname{PGL}(3, \mathbb{C})$ acting on $\mathbb{P}_{\mathbb{C}}^{2}$ with Kulkarni limit set equal to one complex projective line. Conversely, we prove that the Kulkarni limit set of a group $\boldsymbol{G} \leq \operatorname{PGL}(\mathbf{3}, \mathbb{C})$ acting properly and discontinuously on the complement of one line in $\mathbb{P}_{\mathbb{C}}^{2}$ is equal to one or two lines.


## 1. Introduction

The Kleinian groups are discrete subgroups of $\operatorname{PSL}(2, \mathbb{C})$ acting on $\mathbb{S}^{2} \cong \mathbb{P}_{\mathbb{C}}^{1}$ in such way that its limit set is not all of $\mathbb{S}^{2}$. They are classified in elementary and nonelementary groups. The elementary groups are those Kleinian groups whose limit set is equal to zero, one or two points, and they are classified (see [Maskit 1988]). The nonelementary groups are those Kleinian groups whose limit set contains more than two points and in this case its limit set is a perfect set.

Our interest relies on the study of complex Kleinian groups. These are discrete subgroups of $\operatorname{PGL}(3, \mathbb{C})$ acting properly and discontinuously on some open subset of $\mathbb{P}_{\mathbb{C}}^{2}$. In this setting, there is no standard definition of limit set, however, in [Barrera Vargas et al. 2011] it is proved that under some mild hypothesis on the dynamics of the group, Kulkarni's definition of limit set is an appropriate definition (see Definition 2.1).

In [Cano and Seade 2014] it is proved that the Kulkarni limit set of a complex Kleinian group contains a complex projective line whenever the group is infinite. Moreover, in [Barrera Vargas et al. 2011] it is proved that under some mild hypothesis on the group, the Kulkarni limit set is a union of complex projective lines. The definition of elementary group in this case is that the Kulkarni limit set consists of a finite union of complex projective subspaces (see [Cano et al. 2013]).

An interesting problem consists of classifying all elementary complex Kleinian groups, and one natural step consists of classifying those discrete subgroups of $\operatorname{PGL}(3, \mathbb{C})$ whose Kulkarni limit set consists of one complex projective line. In

[^4]this paper we prove that the complex Kleinian group $G \leq \operatorname{PGL}(3, \mathbb{C})$ is virtually nilpotent whenever its Kulkarni limit set is equal to one complex projective line. In fact we prove the following:

Theorem 1.1. If $G$ is a subgroup of $\operatorname{PGL}(3, \mathbb{C})$ such that its Kulkarni limit set $\Lambda(G)$ consists of precisely one complex projective line $\ell$, then:
(i) If $G$ contains a loxoparabolic element then $G$ is a finite cyclic extension of order $1,2,3,4$ or 6 of $\mathbb{Z} \oplus \mathbb{Z} \oplus \mathbb{Z}_{n_{0}}$, where $n_{0} \in \mathbb{N}$ is arbitrary. The $\mathbb{Z} \oplus \mathbb{Z}$ is a group of rank two generated by a loxoparabolic element and another element which can be loxoparabolic or parabolic. Also, the $\mathbb{Z}_{n_{0}}$ is a group of complex reflections.
(ii) If $G$ does not contain any loxoparabolic elements and the group $G$ does not contain any element which acts as a parabolic element on the complex line $\Lambda(G)=\ell$, then $G$ is a group of isometries of $\mathbb{C}^{2}$ and it contains a free abelian normal subgroup of finite index and of rank less than or equal to four.
(iii) If $G$ does not contain any loxoparabolic elements but it does contain an element which acts as a parabolic element on the complex line $\Lambda(G)=\ell$, then $G$ does not contain any irrational ellipto-parabolic elements and it is a finite extension of a unipotent subgroup (this subgroup consists of unipotent parabolic maps). Hence it is a finite extension of a group of the form $\mathbb{Z}, \mathbb{Z}^{2}, \mathbb{Z}^{3}, \mathbb{Z}^{4}, \Delta_{k}$ or $\Gamma_{k}$, where

$$
\Delta_{k}=\left\langle A, B, C, D: C, D \text { are central and }[A, B]=C^{k}\right\rangle, \quad k \in \mathbb{N},
$$

and

$$
\Gamma_{k}=\left\langle A, B, C: C \text { is central and }[A, B]=C^{k}\right\rangle, \quad k \in \mathbb{N} .
$$

The outline of the proof of Theorem 1.1 is as follows: Since the group acts properly and discontinuously on the complement of one complex projective line in $\mathbb{P}_{\mathbb{C}}^{2}$, the dynamics of each element in the group are restricted in some way; see Remark 2.4. In fact, the elements in the group are elliptic, parabolic or loxoparabolic according to the classification given in [Navarrete 2008].

If the group contains a loxoparabolic element, then there are restrictions on the group $G$, as shown in Lemma 3.1. The proof of Theorem 1.1(i) follows from the fact that there exists an invariant complex projective line where the action of the group is properly discontinuous except in one point. Hence the group acts as a Euclidean group on this line.

If the group does not contain any loxoparabolic elements, then we consider the following two cases:

If $G$ acts on the limit set $\ell \cong \hat{\mathbb{C}} \cong \mathbb{S}^{2}$ without parabolic elements then $G$ can be considered as a group of Euclidean isometries of $\mathbb{R}^{4}$.

If some element in $G$ acts on the limit set $\ell$ as parabolic element then the group can be identified with a group of triangular matrices (see Proposition 5.2). The existence of irrational ellipto-parabolic elements in the group is ruled out by Propositions 5.6 and 5.7. Finally, there exists a unipotent subgroup of finite index (see Proposition 5.8.)

We remark that not every finite extension of those nilpotent groups given in Theorem 1.1(ii) and (iii) can occur as a group with Kulkarni limit set equal to one line. Which of them can occur is a more delicate question. However, Theorem 1.1 gives a qualitative description according to the dynamics of the kind of elements contained in the group.

We are not restricting here to the case where the quotient space $\mathbb{P}_{\mathbb{C}}^{2} \backslash \ell$ by the group $G$ is compact. The case where the action of $G \leq \operatorname{PGL}(3, \mathbb{C})$ on $\mathbb{P}_{\mathbb{C}}^{2} \backslash \ell$ is free, properly discontinuous and the quotient is compact is handled in [Fillmore and Scheuneman 1973; Scheuneman 1974; Suwa 1975].

Finally, if $G \leq \operatorname{PGL}(3, \mathbb{C})$ satisfies $\Lambda(G)$ is equal to one line, then $G$ acts properly and discontinuously on the complement of one line in $\mathbb{P}_{\mathbb{C}}^{2}$, so $G$ can be considered as a discrete subgroup of $\operatorname{Aff}\left(\mathbb{C}^{2}\right)$ acting properly and discontinuously on $\mathbb{C}^{2}$. The converse statement is not true as we show in the following:

Theorem 1.2. Let $G \leq \operatorname{PGL}(3, \mathbb{C})$ be an infinite group which acts properly and discontinuously on the complement of the line $\ell \subset \mathbb{P}_{\mathbb{C}}^{2}$.
(i) If $G$ contains a loxoparabolic element then,

- the Kulkarni limit set $\Lambda(G)$ is equal to the union of $\ell$ and another line whenever $G$ contains a cyclic subgroup of finite index generated by a loxoparabolic element, or
- the Kulkarni limit set $\Lambda(G)$ is equal to $\ell$ whenever $G$ contains a finite-index free abelian subgroup of rank two generated by a loxoparabolic element and another element, which can be either loxoparabolic or parabolic.
(ii) If $G$ does not contain any loxoparabolic elements then $\Lambda(G)=\ell$.


## 2. Preliminaries

2.1. Projective geometry. Recall that the complex projective plane $\mathbb{P}_{\mathbb{C}}^{2}$ is defined as

$$
\mathbb{P}_{\mathbb{C}}^{2}:=\left(\mathbb{C}^{3} \backslash\{\mathbf{0}\}\right) / \mathbb{C}^{*}
$$

where $\mathbb{C}^{*}=\mathbb{C} \backslash\{0\}$ acts on $\mathbb{C}^{3} \backslash\{\boldsymbol{0}\}$ by the usual scalar multiplication. This is a compact connected complex 2-dimensional manifold. Let $[\cdot]: \mathbb{C}^{3} \backslash\{\boldsymbol{0}\} \rightarrow \mathbb{P}_{\mathbb{C}}^{2}$ be the quotient map. If $\beta=\left\{e_{1}, e_{2}, e_{3}\right\}$ is the standard basis of $\mathbb{C}^{3}$, we write $\left[e_{j}\right]=e_{j}$ and if $\mathbf{z}=\left(z_{1}, z_{2}, z_{3}\right) \in \mathbb{C}^{3} \backslash\{\boldsymbol{0}\}$ then we write $[\mathbf{z}]=\left[z_{1}: z_{2}: z_{3}\right]$. Also, $\ell \subset \mathbb{P}_{\mathbb{C}}^{2}$ is said to be a complex line if $[\ell]^{-1} \cup\{\boldsymbol{0}\}$ is a complex linear subspace of dimension two.

Given distinct points $[\mathbf{z}],[\mathbf{w}] \in \mathbb{P}_{\mathbb{C}}^{2}$, there is a unique complex projective line passing through $[\mathbf{z}]$ and $[\mathbf{w}]$. Such a complex projective line is called a line, for short, and it is denoted by $\overleftarrow{[\mathbf{z}],[\mathbf{w}]}$. Consider the action of $\mathbb{C}^{*}$ on $\operatorname{GL}(3, \mathbb{C})$ given by the usual scalar multiplication. Then

$$
\operatorname{PGL}(3, \mathbb{C})=\operatorname{GL}(3, \mathbb{C}) / \mathbb{C}^{*}
$$

is a Lie group. The elements of this Lie group are called projective transformations. Let $[[\cdot]]: \operatorname{GL}(3, \mathbb{C}) \rightarrow \operatorname{PGL}(3, \mathbb{C})$ be the quotient map, $g \in \operatorname{PGL}(3, \mathbb{C})$ and $\mathbf{g} \in \operatorname{GL}(3, \mathbb{C})$. We say that $\mathbf{g}$ is a lift of $g$ if $[[\mathbf{g}]]=g$. One can show that $\operatorname{PGL}(3, \mathbb{C})$ is a Lie group that acts transitively, effectively and by biholomorphisms on $\mathbb{P}_{\mathbb{C}}^{2}$ by $[[\mathbf{g}]]([\mathbf{w}])=[\mathbf{g}(\mathbf{w})]$, where $\mathbf{w} \in \mathbb{C}^{3} \backslash\{\mathbf{0}\}$ and $\mathbf{g} \in \mathrm{GL}(3, \mathbb{C})$.

The Fubini-Study metric on $\mathbb{P}_{\mathbb{C}}^{2}$ is a useful tool in the computation of the Kulkarni limit set of cyclic subgroups of $\operatorname{PGL}(3, \mathbb{C})$ acting on $\mathbb{P}_{\mathbb{C}}^{2}$ (see [Navarrete 2008]). The Fubini-Study distance $d([\mathbf{z}],[\mathbf{w}])$ between $[\mathbf{z}],[\mathbf{w}] \in \mathbb{P}_{\mathbb{C}}^{2}$ satisfies the equation

$$
\begin{equation*}
\cos ^{2}(d([\mathbf{z}],[\mathbf{w}]))=\frac{\left|z_{1} \bar{w}_{1}+z_{2} \bar{w}_{2}+z_{3} \bar{w}_{3}\right|^{2}}{\left(\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}+\left|z_{3}\right|^{2}\right)\left(\left|w_{1}\right|^{2}+\left|w_{2}\right|^{2}+\left|w_{3}\right|^{2}\right)} . \tag{1}
\end{equation*}
$$

We denote by $M_{3 \times 3}(\mathbb{C})$ the space of all $3 \times 3$ matrices with entries in $\mathbb{C}$ equipped with the standard topology. The quotient space

$$
\left(M_{3 \times 3}(\mathbb{C}) \backslash\{\boldsymbol{0}\}\right) / \mathbb{C}^{*}
$$

is called the space of pseudo-projective maps of $\mathbb{P}_{\mathbb{C}}^{2}$ and it is naturally identified with the projective space $\mathbb{P}_{\mathbb{C}}^{8}$. Since $\operatorname{GL}(3, \mathbb{C})$ is an open, dense, $\mathbb{C}^{*}$-invariant set of $M_{3 \times 3}(\mathbb{C}) \backslash\{\boldsymbol{0}\}$, we obtain that the space of pseudo-projective maps of $\mathbb{P}_{\mathbb{C}}^{2}$ is a compactification of $\operatorname{PGL}(3, \mathbb{C})$. As in the case of projective maps, if $\mathbf{s}$ is an element in $M_{3 \times 3}(\mathbb{C}) \backslash\{\boldsymbol{0}\}$, then $[\mathbf{s}]$ denotes the equivalence class of the matrix $\mathbf{s}$ in the space of pseudo-projective maps of $\mathbb{P}_{\mathbb{C}}^{2}$. Also, we say that $\mathbf{s} \in M_{3 \times 3}(\mathbb{C}) \backslash\{\mathbf{0}\}$ is a lift of the pseudo-projective map $S$ whenever $[\mathbf{s}]=S$.

Let $S$ be an element in $\left(M_{3 \times 3}(\mathbb{C}) \backslash\{\mathbf{0}\}\right) / \mathbb{C}^{*}$ and $\mathbf{s}$ a lift to $M_{3 \times 3}(\mathbb{C}) \backslash\{\mathbf{0}\}$ of $S$. The matrix $\mathbf{s}$ induces a nonzero linear transformation $s: \mathbb{C}^{3} \rightarrow \mathbb{C}^{3}$, which is not necessarily invertible. Let $\operatorname{Ker} s \subsetneq \mathbb{C}^{3}$ be its kernel and let $\operatorname{Ker} S$ denote its projectivization to $\mathbb{P}_{\mathbb{C}}^{2}$, taking into account that $\operatorname{Ker} S:=\varnothing$ whenever $\operatorname{Ker} s=$ $\{(0,0,0)\}$. We refer to [Cano and Seade 2010] for more details about this subject.
2.2. Complex Kleinian groups. We recall that a point $z \in \hat{\mathbb{C}} \cong \mathbb{S}^{2} \cong \mathbb{P}_{\mathbb{C}}^{1}$ is a limit point of the discrete subgroup $G$ of $\operatorname{PSL}(2, \mathbb{C})$ if it is a cluster point of some orbit $\{g x: g \in G\}$, where $x \in \hat{\mathbb{C}}$. The set $\Lambda(G)=\{z \in \hat{\mathbb{C}}: z$ is a limit point of $G\}$ is called the limit set of $G$ (see [Marden 2007]).

It is a known fact that the action of $G$ on the complement of the limit set $\hat{\mathbb{C}} \backslash \Lambda(G)$ is properly discontinuous. However, when working on higher dimensions, this is no longer valid. See Example 2.3 below.

Kulkarni considers a very general setting of discrete group actions on a topological space $X$, and the Kulkarni limit set provides a canonical choice of a closed $G$-invariant set in $X$ such that the $G$-action on its complement is properly discontinuous.

Definition 2.1. Let $G \subset \operatorname{PGL}(n+1, \mathbb{C})$ be a subgroup. The set $L_{0}(G)$ is defined as the closure of the points in $\mathbb{P}_{\mathbb{C}}^{n}$ with infinite isotropy group. In other words, $L_{0}(G)=\overline{\left\{x \in \mathbb{P}_{\mathbb{C}}^{n}: \operatorname{Stab}_{G}(x) \text { is an infinite group }\right\}}$ (see [Kulkarni 1978]). The set $L_{1}(G)$ is the closure of the set of cluster points of the $G$-orbit of $z$, where $z$ runs over $\mathbb{P}_{\mathbb{C}}^{n} \backslash L_{0}(G)$. Recall that $q$ is a cluster point of the family of sets $\{g(K): g \in G\}$, where $K \subset \mathbb{P}_{\mathbb{C}}^{n}$ is a nonempty set, if there is a sequence $\left(k_{m}\right)_{m \in \mathbb{N}} \subset K$ and a sequence of distinct elements $\left(g_{m}\right)_{m \in \mathbb{N}} \subset G$ such that $g_{m}\left(k_{m}\right) \underset{m \rightarrow \infty}{ } q$. The set $L_{2}(G)$ is defined as the closure of the union of cluster points of $\{g(K): g \in G\}$, where $K$ runs over all the compact sets in $\mathbb{P}_{\mathbb{C}}^{n} \backslash\left(L_{0}(G) \cup L_{1}(G)\right)$. The Kulkarni limit set for $G$ is defined as the $G$-invariant closed set

$$
\Lambda(G)=L_{0}(G) \cup L_{1}(G) \cup L_{2}(G)
$$

The discontinuity region in the sense of Kulkarni of $G$ is defined as

$$
\Omega(G)=\mathbb{P}_{\mathbb{C}}^{n} \backslash \Lambda(G) .
$$

If $\Omega(G) \neq \varnothing$ then we say that $G$ is a complex Kleinian group.
In the case of a cyclic group $\langle g\rangle$, we write $L_{0}(g), L_{1}(g)$, etc. instead of $L_{0}(\langle g\rangle)$, $L_{1}(\langle g\rangle)$, etc.

The following lemma is a useful tool for the computation of Kulkarni limit sets, and we include it here for reader's convenience. See [Navarrete 2008] for a proof.
Lemma 2.2. Let $G$ be a subgroup of PGL(3, $\mathbb{C})$. If C is a closed set such that for every compact set $K \subset \mathbb{P}_{\mathbb{C}}^{2} \backslash C$, the cluster points of the family of compact sets $\{g(K)\}_{g \in G}$ are contained in $L_{0}(G) \cup L_{1}(G)$, then $L_{2}(G) \subset C$.
Example 2.3. If $g \in \operatorname{PGL}(3, \mathbb{C})$ is induced by the matrix

$$
\mathbf{g}=\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & \lambda & 0 \\
0 & 0 & 1
\end{array}\right), \quad \lambda \in \mathbb{C}^{*},|\lambda|<1,
$$

then:
(i) $L_{0}(g)=\left\{e_{1}, e_{2}\right\}$.
(ii) $g^{-n}(\cdot) \xrightarrow[n \rightarrow \infty]{ } e_{2}$ uniformly on compact subsets of $\mathbb{P}_{\mathbb{C}}^{2} \backslash\left(\overleftrightarrow{e_{1}, e_{2}} \cup \overleftrightarrow{e_{1}, e_{3}}\right)$.
(iii) $g^{n}(\cdot) \xrightarrow[n \rightarrow \infty]{\longrightarrow} e_{1}$ uniformly on compact subsets of $\mathbb{P}_{\mathbb{C}}^{2} \backslash\left(\overleftrightarrow{e_{1}, e_{2}} \cup \overleftrightarrow{e_{1}, e_{3}}\right)$.
(iv) $L_{1}(g)=\left\{e_{1}, e_{2}\right\}$.
(v) $L_{2}(g)=\overleftrightarrow{e_{1}, e_{2}} \cup \overleftrightarrow{e_{1}, e_{3}}$.
(vi) The action of the cyclic group generated by $g$ on $\mathbb{P}_{\mathbb{C}}^{2} \backslash\left\{e_{1}, e_{2}\right\}$ is not properly discontinuous.
(vii) The cyclic group generated by $g$ acts properly and discontinuously on $\mathbb{P}_{\mathbb{C}}^{2} \backslash \overleftrightarrow{e_{1}, e_{2}}$.

## Proof.

(i) The proof follows straightforwardly from the fact that $\left\{\left(z_{1}, 0,0\right): z_{1} \in \mathbb{C}\right\}$ and $\left\{\left(0, z_{2}, 0\right): z_{2} \in \mathbb{C}\right\}$ are the only possible eigenspaces for each matrix of the form

$$
\mathbf{g}^{n}=\left(\begin{array}{ccc}
1 & 0 & n \\
0 & \lambda^{n} & 0 \\
0 & 0 & 1
\end{array}\right), \quad n \in \mathbb{Z} \backslash\{0\} .
$$

(ii) If $K$ is a compact subset of $\mathbb{P}_{\mathbb{C}}^{2} \backslash\left(\overleftrightarrow{e_{1}, e_{2}} \cup \overleftrightarrow{e_{1}, e_{3}}\right)$, then every point in $K$ can be written as $[\mathbf{z}]=\left[z_{1}: z_{2}: z_{3}\right]$, where $\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}+\left|z_{3}\right|^{2}=1,\left|z_{2}\right| \geq \epsilon$ and $\left|z_{3}\right| \geq \epsilon$ for some fixed $\epsilon>0$. If $d\left(g^{-n}[\mathbf{z}], e_{2}\right)$ denotes the Fubini-Study distance between $g^{-n}[\mathbf{z}]$ and $e_{2}$, then

$$
\begin{aligned}
\cos ^{2}\left(d\left(g^{-n}([\mathbf{z}]), e_{2}\right)\right) & =\frac{\left|\lambda^{-n} z_{2}\right|^{2}}{\left|z_{1}-n z_{3}\right|^{2}+\left|\lambda^{-n} z_{2}\right|^{2}+\left|z_{3}\right|^{2}} \\
& \geq \frac{\left|\lambda^{-n} z_{2}\right|^{2}}{(n \epsilon+1)^{2}+\left|\lambda^{-n} z_{2}\right|^{2}+1} \\
& \geq \frac{|\lambda|^{-2 n} \epsilon^{2}}{(n \epsilon+1)^{2}+|\lambda|^{-2 n} \epsilon^{2}+1},
\end{aligned}
$$

and the last expression goes to 1 as $n \rightarrow \infty$. Therefore, $g^{-n}(\cdot) \underset{n \rightarrow \infty}{ } e_{2}$ uniformly on compact subsets of $\mathbb{P}_{\mathbb{C}}^{2} \backslash\left(\overleftrightarrow{e_{1}, e_{2}} \cup \overleftrightarrow{e_{1}, e_{3}}\right)$.
(iii) The proof is analogous to (ii)
(iv) Since $g$ acts on the invariant line $\overleftrightarrow{e_{1}, e_{2}}$ as a loxodromic element of $\operatorname{PGL}(2, \mathbb{C})$ with fixed points $e_{1}$ and $e_{2}$, the orbits of the points in $\overleftrightarrow{e_{1}, e_{2}} \backslash\left\{e_{1}, e_{2}\right\}$ accumulate at $e_{1}$ and $e_{2}$.

Also, $g$ acts on the invariant line $\overleftrightarrow{e_{1}, e_{3}}$ as a parabolic element of $\operatorname{PGL}(2, \mathbb{C})$ with fixed point at $e_{1}$, so the orbits of the points in $\overleftrightarrow{e_{1}, e_{3}} \backslash\left\{e_{1}\right\}$ accumulate at $e_{1}$.

Finally, by (ii) and (iii), the set of cluster points of the orbits of points in $\mathbb{P}_{\mathbb{C}}^{2} \backslash\left(\overleftrightarrow{e_{1}, e_{2}} \cup \overleftrightarrow{e_{1}, e_{3}}\right)$ is equal to $\left\{e_{1}, e_{2}\right\}$.
(v) By (ii) and (iii), for every compact set $K \subset \mathbb{P}_{\mathbb{C}}^{2} \backslash\left(\overleftrightarrow{e_{1}, e_{2}} \cup \overleftrightarrow{e_{1}, e_{3}}\right)$, the cluster points of the family of compact sets $\left\{g^{n}(K)\right\}_{n \in \mathbb{Z}}$ is equal to $\left\{e_{1}, e_{2}\right\} \subset L_{0}(g) \cup L_{1}(g)$. It follows, by Lemma 2.2, that $L_{2}(g) \subset \overleftrightarrow{e_{1}, e_{2}} \cup \overleftrightarrow{e_{1}, e_{3}}$.

Conversely, for every $z \in \mathbb{C}^{*}$, the compact set

$$
K_{z}=\left\{\left.\left[z+\lambda^{n}-\frac{1}{n}: 1:-\frac{z}{n}\right] \right\rvert\, n \in \mathbb{N}\right\} \cup\{[z: 1: 0]\}
$$

is contained in $\mathbb{P}_{\mathbb{C}}^{2} \backslash\left\{e_{1}, e_{2}\right\}=\mathbb{P}_{\mathbb{C}}^{2} \backslash\left(L_{0}(g) \cup L_{1}(G)\right)$. Since

$$
\begin{aligned}
g^{n}\left(\left[z+\lambda^{n}-\frac{1}{n}: 1:-\frac{z}{n}\right]\right) & =\left[\lambda^{n}-\frac{1}{n}: \lambda^{n}:-\frac{z}{n}\right] \\
& =\left[n \lambda^{n}-1: n \lambda^{n}:-z\right] \underset{n \rightarrow \infty}{ }[1: 0: z],
\end{aligned}
$$

it follows that $\overleftrightarrow{e_{1}, e_{3}} \subset L_{2}(g)$.
Similarly, for every $z \in \mathbb{C}^{*}$, consider the compact set

$$
\left\{\left[n: n z:-\lambda^{-n}\right] \mid n \in \mathbb{N}\right\} \cup\left\{e_{3}\right\} \subset \mathbb{P}_{\mathbb{C}}^{2} \backslash\left(L_{0}(g) \cup L_{1}(G)\right)
$$

Since $g^{-n}\left(\left[n: n z:-\lambda^{-n}\right]\right)=\left[\lambda^{n}+1: z:-1 / n\right] \xrightarrow[n \rightarrow \infty]{\longrightarrow}[1: z: 0]$, it follows that $\overleftrightarrow{e_{1}, e_{2}} \subset L_{2}(g)$.
(vi) If $K_{z}$ is as in the proof of (v), then $g^{n}\left(K_{z}\right)$ intersects any compact neighborhood of $[1: 0: z]$ for infinitely many values of $n \in \mathbb{Z}$.
(vii) The set $\mathbb{P}_{\mathbb{C}}^{2} \backslash \overleftrightarrow{e_{1}, e_{2}}$ is naturally identified with $\mathbb{C}^{2}$ by the map $\left[z_{1}: z_{2}: 1\right] \mapsto$ $\left(z_{1}, z_{2}\right)$, and the action is now $g\left(z_{1}, z_{2}\right)=\left(z_{1}+1, \lambda z_{2}\right)$.

If for some fixed $R>0,\left(z_{1}, z_{2}\right) \in \mathbb{C}^{2}$ satisfies

$$
\begin{equation*}
\left\|\left(z_{1}, z_{2}\right)\right\|_{1}=\left|z_{1}\right|+\left|z_{2}\right| \leq R, \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|g^{n}\left(z_{1}, z_{2}\right)\right\|_{1}=\left|z_{1}+n\right|+\left|\lambda^{n} z_{2}\right| \leq R, \tag{3}
\end{equation*}
$$

then $|n| \leq\left|z_{1}+n\right|+\left|z_{1}\right| \leq 2 R$. Hence (2) and (3) are satisfied for finitely many values of $n \in \mathbb{Z}$. Therefore the cyclic group $\langle g\rangle$ acts properly discontinuously on $\mathbb{P}_{\mathbb{C}}^{2} \backslash \overleftrightarrow{e_{1}, e_{2}}$.

By conformal properties, we have that the Kulkarni limit set of a discrete subgroup of $\operatorname{PGL}(2, \mathbb{C})$ acting on $\hat{\mathbb{C}}$ agrees with its classical limit set. In fact, $L_{0}=L_{1}=L_{2}=\Lambda$ in that case. However, when working in higher dimensional projective geometry, the sets $L_{0}, L_{1}$ and $L_{2}$ can be quite different amongst themselves. Moreover, the set $\Omega(G)$ is not always the maximal open subset where the action is properly discontinuous, as illustrated in Example 2.3(vii). Nevertheless, when $G$ acts on $\mathbb{P}_{\mathbb{C}}^{2}$ without fixed points nor invariant lines, it is possible to show that $\Omega(G)$ is the maximal open set where the action is properly discontinuous (see [Barrera Vargas et al. 2011]).
2.3. Classification of automorphisms of $\mathbb{P}_{\mathbb{C}}^{2}$. The nontrivial elements of $\operatorname{PGL}(3, \mathbb{C})$ can be classified as elliptic, parabolic or loxodromic (see [Navarrete 2008]).

The elliptic elements in $\operatorname{PGL}(3, \mathbb{C})$ are those elements $g$ that have a lift to $\mathrm{GL}(3, \mathbb{C})$ whose Jordan canonical form is

$$
\left(\begin{array}{ccc}
e^{2 \pi i \theta_{1}} & 0 & 0 \\
0 & e^{2 \pi i \theta_{2}} & 0 \\
0 & 0 & e^{2 \pi i \theta_{3}}
\end{array}\right), \quad \text { where } \theta_{1}, \theta_{2}, \theta_{3} \in \mathbb{R} .
$$

The limit set $\Lambda(g)$ for an elliptic element $g$ is $\varnothing$ or all of $\mathbb{P}_{\mathbb{C}}^{2}$ according to whether the order of $g$ is finite or infinite. Those subgroups of $\operatorname{PGL}(3, \mathbb{C})$ containing an elliptic element of infinite order cannot be discrete.

The parabolic elements in $\operatorname{PGL}(3, \mathbb{C})$ are those elements $g$ such that the limit set $\Lambda(g)$ is equal to a single complex line. If $g$ is parabolic then it has a lift to $\operatorname{GL}(3, \mathbb{C})$ whose Jordan canonical form is one of the following matrices:

$$
\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{ccc}
e^{2 \pi i \theta} & 1 & 0 \\
0 & e^{2 \pi i \theta} & 0 \\
0 & 0 & e^{-4 \pi i \theta}
\end{array}\right), \quad \theta \in \mathbb{R} \backslash \mathbb{Z} .
$$

In the first case, $\Lambda(g)$ is the complex line consisting of all the fixed points of $g$. In the second case, $\Lambda(g)$ is the unique $g$-invariant complex line. In the last case, $\Lambda(g)$ is the complex line determined by the two fixed points of $g$.

There are four kinds of loxodromic elements in $\operatorname{PGL}(3, \mathbb{C})$ :

- The complex homotheties are those elements $g \in \operatorname{PGL}(3, \mathbb{C})$ that have a lift to $\mathrm{GL}(3, \mathbb{C})$ whose Jordan canonical form is

$$
\left(\begin{array}{ccc}
\lambda & 0 & 0 \\
0 & \lambda & 0 \\
0 & 0 & \lambda^{-2}
\end{array}\right), \quad \lambda \in \mathbb{C}, \quad|\lambda| \neq 1,
$$

and its limit set $\Lambda(g)$ is the set of fixed points of $g$, consisting of one line $\ell$ and a point not lying in $\ell$. Moreover, in this case, $L_{0}(g) \cup L_{1}(g)=\Lambda(g)$ is not contained in one line.

- The screws are those elements $g \in \operatorname{PGL}(3, \mathbb{C})$ that have a lift to $\operatorname{GL}(3, \mathbb{C})$ whose Jordan canonical form is

$$
\left(\begin{array}{ccc}
\lambda & 0 & 0 \\
0 & \mu & 0 \\
0 & 0 & (\lambda \mu)^{-1}
\end{array}\right), \quad \lambda, \mu \in \mathbb{C}, \quad \lambda \neq \mu, \quad|\lambda|=|\mu| \neq 1,
$$

and its limit set $\Lambda(g)$ consists of the line $\ell$ on which $g$ acts as an elliptic transformation of $\operatorname{PSL}(2, \mathbb{C})$ and the fixed point of $g$ not lying in $\ell$. In this case, $L_{0}(g) \cup L_{1}(g)=\Lambda(g)$ is not contained in one line.

- The loxoparabolic elements $g \in \operatorname{PGL}(3, \mathbb{C})$ have a lift to $\operatorname{GL}(3, \mathbb{C})$ whose Jordan canonical form is

$$
\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & \lambda & 0 \\
0 & 0 & 1
\end{array}\right), \quad \lambda \in \mathbb{C}, \quad|\lambda| \neq 1,
$$

and the limit set $\Lambda(g)$ consists of two $g$-invariant complex lines. The element $g$ acts on one of these complex lines as a parabolic element of $\operatorname{PSL}(2, \mathbb{C})$ and on the other as a loxodromic element of $\operatorname{PSL}(2, \mathbb{C})$. In this case $L_{0}(g) \cup L_{1}(g)$ is contained in one line.

- The strongly loxodromic elements $g \in \operatorname{PGL}(3, \mathbb{C})$ have a lift to $\operatorname{GL}(3, \mathbb{C})$ whose Jordan canonical form is

$$
\left(\begin{array}{ccc}
\lambda_{1} & 0 & 0 \\
0 & \lambda_{2} & 0 \\
0 & 0 & \lambda_{3}
\end{array}\right), \quad \lambda_{1}, \lambda_{2}, \lambda_{3} \in \mathbb{C}, \quad\left|\lambda_{1}\right|<\left|\lambda_{2}\right|<\left|\lambda_{3}\right| .
$$

This kind of transformation has three fixed points: one of them is attracting, another is repelling and the last one is a saddle. The limit set $\Lambda(g)$ is equal to the union of the complex line determined by the attracting and saddle points and the complex line determined by the saddle and repelling points. In this case $L_{0}(g) \cup L_{1}(g)$ consists of three points in general position, so $L_{0}(g) \cup L_{1}(g)$ is not contained in one line.

Remark 2.4. If $g \in \operatorname{PGL}(3, \mathbb{C})$ satisfies that $L_{0}(g) \cup L_{1}(g)$ is contained in one line then $g$ is elliptic, parabolic or loxoparabolic.
2.4. Groups acting properly and discontinuously on $\mathbb{P}_{\mathbb{C}}^{2} \backslash \ell$. If $G$ is a subgroup of $\operatorname{PGL}(3, \mathbb{C})$ acting properly and discontinuously on $\mathbb{P}_{\mathbb{C}}^{2} \backslash \ell$, where $\ell \subset \mathbb{P}_{\mathbb{C}}^{2}$ is a line, then we can assume, from now on, that $\ell=\overleftrightarrow{e_{1}, e_{2}}$. So every element $g \in G$ can be induced by a matrix of the form

$$
\left(\begin{array}{lll}
a & b & v  \tag{4}\\
c & d & w \\
0 & 0 & 1
\end{array}\right) .
$$

When convenient, we shall write $a(g), b(g), c(g), \ldots$ instead of $a, b, c, \ldots$
We can regard $\mathbb{P}_{\mathbb{C}}^{2} \backslash \ell$ as $\mathbb{C}^{2}$, and (4) means that $g$ can be considered as the affine automorphism

$$
\mathbf{z} \mapsto A \mathbf{z}+\mathbf{v},
$$

where

$$
A=\left(\begin{array}{ll}
a & b  \tag{5}\\
c & d
\end{array}\right), \quad \mathbf{v}=\binom{v}{w} .
$$

The projection onto the linear part of the affine map above is denoted by

$$
\begin{gather*}
\phi: G \rightarrow \operatorname{PGL}(2, \mathbb{C}),  \tag{6}\\
\phi(g)=A,
\end{gather*}
$$

and it is a group homomorphism.
On the other hand, the map

$$
\begin{gather*}
\psi: G \rightarrow \operatorname{PGL}(2, \mathbb{C})  \tag{7}\\
\psi(g)=\left(\begin{array}{ll}
a & v \\
0 & 1
\end{array}\right)
\end{gather*}
$$

is not necessarily a group homomorphism. However, it will be useful in Section 3.
Given that $G$ acts properly discontinuously on $\mathbb{P}_{\mathbb{C}}^{2} \backslash \ell$, then for every $g \in G$, the cyclic group $\langle g\rangle$ acts properly and discontinuously on $\mathbb{P}_{\mathbb{C}}^{2} \backslash \ell$. So one has $L_{0}(g) \cup L_{1}(g) \subset \ell$. By Remark 2.4, $G$ contains only elliptic, parabolic or loxoparabolic elements.

In Section 3, we assume that $G$ contains a loxoparabolic element and we prove Theorem 1.1(i) together with some other results that will be useful for the proof of Theorem 1.2 in Section 4.

When $G$ does not contain any loxoparabolic elements, the group $\phi(G)$ contains only elliptic or parabolic elements. In the first part of Section 5, we consider the case when $G$ acts on $\ell$ without parabolic elements. In other words, $\phi(G)$ does not contain any parabolic element, and we prove Theorem 1.1(ii). Finally, in the last part of the same section, we consider the case when $\phi(G)$ contains a parabolic element, and we finish the proof of Theorem 1.1.

## 3. $\boldsymbol{G}$ contains a loxoparabolic element

Lemma 3.1. Let $\ell$ be a line in $\mathbb{P}_{\mathbb{C}}^{2}$. If $G$ is a discrete subgroup of $\operatorname{PGL}(3, \mathbb{C})$ acting properly and discontinuously on $\mathbb{P}_{\mathbb{C}}^{2} \backslash \ell$ and $G$ contains a loxoparabolic element, then there exists a conjugate of $G$ such that every element in this conjugate group has a representative in $\mathrm{GL}(3, \mathbb{C})$ of the form

$$
\left(\begin{array}{lll}
a & 0 & v  \tag{8}\\
0 & d & 0 \\
0 & 0 & 1
\end{array}\right),
$$

where a is a root of unity of order 1, 2, 3, 4 or 6 . Moreover, this conjugate group acts properly and discontinuously on $\mathbb{P}_{\mathbb{C}}^{2} \backslash \overleftrightarrow{e_{1}, e_{2}}$.

Proof. Every element $g \in G$ has a representative matrix of the form (4) and we can assume that the matrix that induces a loxoparabolic element $h_{0}$ in $G$ has the form

$$
\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & \lambda & 0 \\
0 & 0 & 1
\end{array}\right), \quad 0<|\lambda|<1
$$

The commutator $g_{n}=\left[h_{0}^{n}, g\right]$ and its inverse are induced by matrices of determinant one and their traces are equal to

$$
\tau_{n}=\frac{-3 a d+b c\left(1+\lambda^{-n}+\lambda^{n}\right)}{(b c-a d)}
$$

If $b c \neq 0$ then, by Theorem 6.3 in [Navarrete 2008], $g_{n} \in G$ is a strongly loxodromic element for all sufficiently large $n$. Hence, for every $g \in G, b(g)=0$ or $c(g)=0$. It is not hard to check that $b(g)=0$ for every $g \in G$ or $c(g)=0$ for every $g \in G$. Therefore we can assume, conjugating if necessary, that $c(g)=0$ for every $g \in G$.

If $g \in G$ satisfies that $a(g)=1$ then, by Lemma 3.3 in [Fillmore and Scheuneman 1973], $g$ commutes with $h_{0}$. It follows that for every $h$ in the normal subgroup $H=\{g \in G: a(g)=1\}$, one has $b(h)=w(h)=0$.

Let $g$ be an arbitrary element in $G$. Then

$$
g h_{0} g^{-1}=\left(\begin{array}{ccc}
1 & \frac{b(-1+\lambda)}{d \lambda} & a-\frac{d+b w(-1+\lambda)}{d} \\
0 & d & w-w \lambda \\
0 & 0 & 1
\end{array}\right) \in H
$$

It follows that $b(-1+\lambda) /(d \lambda)=0=w-w \lambda$. Hence $b=0=w$.
The line $\overleftrightarrow{e_{1}, e_{3}}$ is $G$-invariant because $b(g)=c(g)=w(g)=0$. Moreover, $G$ acts on it as a classic elementary group with limit point $e_{1}$. In fact, the action of $G$ on this line is the action on $\mathbb{P}_{\mathbb{C}}^{1}$ of the group

$$
\psi(G)=\left\{\left(\begin{array}{cc}
a(g) & v(g) \\
0 & 1
\end{array}\right): g \in G\right\}
$$

where $\psi$ is defined as in (7). It follows, by well-known facts on Euclidean groups (see [Maskit 1988]), that $a(g)$ is a root of unity of order $1,2,3,4$ or 6 .

Lemma 3.2. If $G \leq \operatorname{PGL}(3, \mathbb{C})$ acts properly and discontinuously on the complement of the line $\ell \subset \mathbb{P}_{\mathbb{C}}^{2}$ and $G$ contains a loxoparabolic element then $G$ contains a normal abelian subgroup $H$ isomorphic to $\mathbb{Z} \oplus \mathbb{Z}_{n_{0}}$ or to $\mathbb{Z} \oplus \mathbb{Z} \oplus \mathbb{Z}_{n_{0}}$ for some $n_{0} \in \mathbb{N}$. Moreover, the index of $H$ in $G$ is equal to $1,2,3,4$ or 6 .

Proof. We can assume that every element of $G$ is induced by a matrix of the form (8). In this case, the map $\psi: G \rightarrow \operatorname{PGL}(2, \mathbb{C})$, defined as in (7), is a homomorphism and
its image is a Euclidean group of $\operatorname{PGL}(2, \mathbb{C})$. The kernel of this homomorphism consists of all those transformations in $G$ induced by a matrix of the form

$$
\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & d & 0 \\
0 & 0 & 1
\end{array}\right),
$$

but these transformations are necessarily elliptic or the identity. Hence Ker $\psi$ is a finite group (because it is discrete and every element has finite order). Moreover, it is a cyclic group of some order $n_{0}$. Let us denote by

$$
\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & d_{0} & 0 \\
0 & 0 & 1
\end{array}\right)
$$

the generator of $\operatorname{Ker} \psi$.
Let $H$ be the normal abelian subgroup of $G$ consisting of those elements $g \in G$ induced by a matrix of the form

$$
\left(\begin{array}{lll}
1 & 0 & v  \tag{9}\\
0 & d & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

We notice that $H / \operatorname{Ker} \psi$ is a free abelian subgroup of the Euclidean group $G / \operatorname{Ker} \psi$, consisting of all parabolic elements. Furthermore, $H / \operatorname{Ker} \psi$ has rank equal to one or two.

Since $H / \operatorname{Ker} \psi$ has index equal to $1,2,3,4$ or 6 in $G / \operatorname{Ker} \psi$, it follows that $H$ has index equal to $1,2,3,4$ or 6 in $G$.

Lemma 3.3. Let $G \leq \operatorname{PGL}(3, \mathbb{C})$ be a group that acts properly and discontinuously on $\mathbb{P}_{\mathbb{C}}^{2} \backslash \ell$. If $G$ contains a loxoparabolic element and the abelian normal subgroup $H$ has rank equal to one (where $H$ is as in Lemma 3.2), then $L_{0}(G)=L_{1}(G)$ consists of two points in $\ell$ and $L_{2}(G)$ is equal to the union of $\ell$ and one other line. In particular, the Kulkarni limit set of $G$ is equal to the union of two lines.

Proof. Let $\psi$ be as in (7) and $H$ be defined as the subgroup of $G$ induced by matrices of the form (9). There are two possible cases:

- If $H / \operatorname{Ker} \psi=G / \operatorname{Ker} \psi$, then we can assume that $G$ is generated by the two elements induced by the matrices

$$
\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & \lambda & 0 \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & d_{0} & 0 \\
0 & 0 & 1
\end{array}\right),
$$

where $0<|\lambda|<1$ and $d_{0}$ is an $n_{0}$-th root of unity.

- If $H / \operatorname{Ker} \psi \subsetneq G / \operatorname{Ker} \psi$, then we can assume that $G$ is generated by three elements induced by the matrices

$$
\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & \lambda & 0 \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & d_{0} & 0 \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{rcc}
-1 & 0 & 0 \\
0 & d_{0}^{m} & 0 \\
0 & 0 & 1
\end{array}\right),
$$

where $0<|\lambda|<1, d_{0}$ is an $n_{0}$-th root of unity and $m$ is an integer. (If the parabolic subgroup of a Euclidean group $E$ has rank one and it is not equal $E$, then $E$ is the dihedral infinite group $\{z \mapsto \pm z+n, n \in \mathbb{Z}\}$.)

In any case, the subgroup $N$ of $G$ generated by

$$
\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & \lambda & 0 \\
0 & 0 & 1
\end{array}\right), \quad 0<|\lambda|<1,
$$

is normal and it has finite index in $G$. Moreover, $L_{0}(N)=L_{0}(G)=\left\{e_{1}, e_{2}\right\}$ and $L_{1}(G)=\bigcup_{i=1}^{m} g_{i}\left(L_{1}(N)\right)$, where $\left\{g_{1} N, \ldots, g_{m} N\right\}$ are all the cosets of $N$ in $G$, but $L_{1}(N)=\left\{e_{1}, e_{2}\right\}$ and each $g_{i}, i=1, \ldots, m$ fixes $e_{1}$ and $e_{2}$. Hence, $L_{1}(G)=\left\{e_{1}, e_{2}\right\}$.

Since $L_{0}(G)=L_{0}(N)=\left\{e_{1}, e_{2}\right\}=L_{1}(N)=L_{1}(G)$, it follows that

$$
L_{2}(G)=\bigcup_{i=1}^{m} g_{i}\left(L_{2}(N)\right)=\bigcup_{i=1}^{m} g_{i}\left(\overleftrightarrow{e_{1}, e_{2}} \cup \stackrel{\longrightarrow}{e_{1}, e_{3}}\right)
$$

We conclude that $L_{2}(G)=\overleftrightarrow{e_{1}, e_{2}} \cup \overleftrightarrow{e_{1}, e_{3}}$ because $\overleftrightarrow{e_{1}, e_{2}} \cup \overleftrightarrow{e_{1}, e_{3}}$ is $G$-invariant.
The proof of Theorem 1.1(i) follows immediately from Lemmas 3.2 and 3.3. Now we prove the converse.

Lemma 3.4. Let $G \leq \operatorname{PGL}(3, \mathbb{C})$ be a group that acts properly and discontinuously on $\mathbb{P}_{\mathbb{C}}^{2} \backslash \ell$. If $G$ contains a loxoparabolic element and the abelian normal subgroup $H$ has rank equal to two (where $H$ is as in Lemma 3.2), then $L_{0}(G) \cup L_{1}(G)=\ell$ and $L_{2}(G) \subset \ell$. In particular, the Kulkarni limit set of $G$ is equal to $\ell$.

Proof. We can assume that the two transformations induced by
$\gamma_{1}=\left(\begin{array}{lll}1 & 0 & 1 \\ 0 & \lambda & 0 \\ 0 & 0 & 1\end{array}\right), \quad 0<|\lambda|<1, \quad$ and $\quad \gamma_{2}=\left(\begin{array}{lll}1 & 0 & \nu \\ 0 & \delta & 0 \\ 0 & 0 & 1\end{array}\right), \quad v \in \mathbb{C} \backslash \mathbb{R}, \delta \in \mathbb{C}^{*}$,
generate a subgroup $N$ of finite index in the abelian group $H$. Hence, $L_{0}(N)=$ $L_{0}(H)=L_{0}(G)$ and $L_{1}(G)=\bigcup_{i=1}^{m} g_{i} L_{1}(N)$, where $\left\{g_{1} N, \ldots, g_{m} N\right\}$ are all distinct left cosets of $N$ in $G$. It follows that $L_{0}(G) \cup L_{1}(G)=\ell$ whenever $L_{0}(N) \cup L_{1}(N)=\ell$ because $\ell$ is $G$-invariant.

Now we consider all possible cases:

If $|\delta|=1$, let us say $\delta=e^{2 i \pi \theta}, \theta \in \mathbb{R}$, then $L_{0}\left(\gamma_{2}\right)=\ell$ whenever $\theta \in \mathbb{Q}$ or $L_{1}\left(\gamma_{2}\right)=\ell$ whenever $\theta \notin \mathbb{Q}$. In any case, $L_{0}(N) \cup L_{1}(N)=\ell$.

If $|\delta| \neq 1$ then there are two cases depending on whether $\log |\lambda|$ and $\log |\delta|$ are rationally independent or not. In the first case, the action of $N$ on $\ell$ is not discrete. Hence $L_{0}(N) \cup L_{1}(N)=\ell$. In the second case, there exists an element $\gamma \in N$ such that $L_{0}(\gamma) \cup L_{1}(\gamma)=\ell$. Thus $L_{0}(N) \cup L_{1}(N)=\ell$.

Since $G$ acts properly and discontinuously on $\mathbb{P}_{\mathbb{C}}^{2} \backslash \ell$ and $L_{0}(G) \cup L_{1}(G)=\ell$, it follows (by Lemma 2.2) that $L_{2}(G) \subset \ell$.

We notice that the proof of Theorem 1.2(i) follows from Lemmas 3.3 and 3.4.
Examples. In these examples, $\lambda$ is a fixed complex number such that $0<|\lambda|<1$.
(i) The abelian group $G_{1}$, generated by the projective transformations

$$
\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & \lambda & 0 \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{lll}
1 & 0 & i \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right),
$$

acts properly and discontinuously on $\mathbb{C}^{2}=\mathbb{P}_{\mathbb{C}}^{2} \backslash \overleftrightarrow{e_{1}, e_{2}}$, and, by Lemma 3.4, $\Lambda\left(G_{1}\right)=\overleftrightarrow{e_{1}, e_{2}}$.
(ii) Let $\theta$ be a fixed real number. The abelian group $G_{2}$, generated by the projective transformations

$$
\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & \lambda & 0 \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{ccc}
1 & 0 & i \\
0 & e^{2 \pi i \theta} & 0 \\
0 & 0 & 1
\end{array}\right),
$$

acts properly and discontinuously on $\mathbb{C}^{2}=\mathbb{P}_{\mathbb{C}}^{2} \backslash \overleftrightarrow{e_{1}, e_{2}}$ and, by Lemma 3.4, $\Lambda\left(G_{2}\right)=\overleftrightarrow{e_{1}, e_{2}}$.
(iii) Let $\theta$ be a fixed real number and $n_{0} \in \mathbb{N}$ a fixed natural number. Denote by $G_{3}$ the abelian group $G_{3}$ generated by the projective transformations

$$
\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & \lambda & 0 \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{ccc}
1 & 0 & i \\
0 & e^{2 \pi i \theta} & 0 \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & e^{2 \pi i / n_{0}} & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

Since $G_{2}$ is a finite-index subgroup of $G_{3}$, it follows that $G_{3}$ acts properly and discontinuously on $\mathbb{C}^{2}=\mathbb{P}_{\mathbb{C}}^{2} \backslash \overleftrightarrow{e_{1}, e_{2}}$. By Lemma $3.4, \Lambda\left(G_{3}\right)=\overleftrightarrow{e_{1}, e_{2}}$.
(iv) In an analogous way, the group generated by $G_{3}$ and the projective transformation

$$
\left(\begin{array}{lll}
i & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

is a group whose Kulkarni limit set is equal to the line $\overleftrightarrow{e_{1}, e_{2}}$.
(v) If $\theta \in \mathbb{R}$ and $n_{0} \in \mathbb{N}$ are fixed numbers, the reader can check that the group generated by the projective transformations

$$
\left(\begin{array}{ccc}
e^{\pi i / 3} & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & \lambda & 0 \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{ccc}
1 & 0 & e^{\pi i / 3} \\
0 & e^{2 \pi i \theta} & 0 \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & e^{2 \pi i / n_{0}} & 0 \\
0 & 0 & 1
\end{array}\right)
$$

is a group whose Kulkarni limit set is equal to the line $\overleftrightarrow{e_{1}, e_{2}}$.

## 4. Proof of Theorem 1.2

The main purpose of this section is to prove Theorem 1.2. First, we prove some technical results in order to achieve our goal. In what follows we assume that $G$ does not contain any loxoparabolic elements.

Lemma 4.1. Let $G$ be a subgroup of $\operatorname{PGL}(3, \mathbb{C})$ acting properly and discontinuously on $\mathbb{P}_{\mathbb{C}}^{2} \backslash \ell$. If $G$ does not contain any loxoparabolic elements and $L_{0}(G) \cup L_{1}(G) \subsetneq \ell$, then $L_{2}(G)=\ell$.

Proof. Since $L_{0}(G) \cup L_{1}(G) \subsetneq \ell$, it follows that the group $\phi(G)$, where $\phi$ is defined as in (6), is a classical Kleinian group containing only parabolic or elliptic elements. Hence it acts as an elementary group on $\ell$. It follows that this group has a fixed point in $\ell$, so we can assume this fixed point is $e_{1}$, and it implies that every element in $G$ can be represented by a matrix of the form

$$
\left(\begin{array}{ccc}
a & b & v \\
0 & d & w \\
0 & 0 & 1
\end{array}\right) .
$$

The kernel of the homomorphism $\phi: G \rightarrow \operatorname{PGL}(2, \mathbb{C})$ consists of all the transformations in $G$ induced by matrices of the form

$$
\left(\begin{array}{ccc}
a & 0 & v \\
0 & a & w \\
0 & 0 & 1
\end{array}\right) .
$$

Since $L_{0}(G) \cup L_{1}(G) \subsetneq \ell$, every infinite order element in $G$ has canonical form

$$
\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right) .
$$

It follows that every element in $\operatorname{Ker} \phi$ is elliptic, and so $\operatorname{Ker} \phi$ is finite. Moreover, it is cyclic because it is isomorphic to a finite subgroup of $\mathbb{S}^{1}$. This isomorphism is
given by

$$
\left(\begin{array}{ccc}
a & 0 & v \\
0 & a & w \\
0 & 0 & 1
\end{array}\right) \mapsto a
$$

Lemma 4.2. Let $G$ be a subgroup of $\operatorname{PGL}(3, \mathbb{C})$ acting properly and discontinuously on $\mathbb{P}_{\mathbb{C}}^{2} \backslash \ell$. If $G$ does not contain any loxoparabolic elements and $L_{0}(G) \cup L_{1}(G) \subsetneq \ell$, then the matrix

$$
Q=\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

induces the only pseudo-projective limit of the group $G$, also denoted by $Q$. In consequence, by Lemma 2.2, $L_{2}(G) \subset \ell$.

Proof. Let $g_{n}$ be a sequence of distinct elements in $G$ such that $g_{n} \rightarrow R$ when $n \rightarrow \infty$ ( where $R$ is a pseudo-projective transformation)

Case 1. The sequence contains a subsequence which consists only of parabolic elements.

In this case, we can assume that the elements are induced by matrices of the form

$$
\left(\begin{array}{ccc}
1 & b_{n} & v_{n} \\
0 & 1 & w_{n} \\
0 & 0 & 1
\end{array}\right)
$$

but the set of all these transformations lying in $G$ form a subgroup of $G$ which is abelian because the commutator of two such elements is equal to the identity or to a parabolic element having a line of fixed points (and the group $G$ does not contain this kind of parabolic elements). Moreover, the restriction of the homomorphism $\phi$ to this abelian subgroup is an isomorphism onto the "parabolic subgroup" of the Euclidean group $\{A(g): g \in G\}$. Hence, this free abelian subgroup has rank at most two. If the group has rank one, then we can assume (conjugating by an upper triangular matrix) that this group is generated by an element induced by a matrix of the form

$$
\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right)
$$

and it is not hard to check that the pseudo-projective limit $R$ is induced by the matrix $Q$.

If the rank is equal to two, then we can assume (conjugating by an upper triangular matrix) that the parabolic group is generated by

$$
A=\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right), \quad B=\left(\begin{array}{ccc}
1 & \beta & v \\
0 & 1 & \beta \\
0 & 0 & 1
\end{array}\right), \quad \beta \in \mathbb{C} \backslash \mathbb{R} .
$$

It is not hard to check, by means of an analysis of the general element $A^{m} B^{n}$ that any pseudo-projective limit must be induced by the matrix $Q$.
Case 2. The sequence $\left(g_{n}\right)$ consists (except for finitely many values of $n$ ) of elliptic elements.

Since $G / \operatorname{Ker} \phi$ is a Euclidean group and $\operatorname{Ker} \phi$ is finite, there is an $n_{0} \in \mathbb{N}$ such that for every elliptic element in $G, g^{n_{0}}=\mathrm{Id}$. Therefore, there exists a subsequence of $\left(g_{n}\right)$, still denoted $\left(g_{n}\right)$, and a diagonal matrix $h$ such that $\left(h^{-1} g_{n}\right)$ is a sequence of distinct parabolic elements (because these transformations are represented by upper triangular matrices with ones in the diagonal entries). By Case 1 above, it follows that the pseudo-projective limit of $h^{-1} g_{n}$ is induced by the matrix $Q$. Therefore, the pseudo-projective limit of the sequence $g_{n}$ is induced by the same matrix.

Finally, if $\ell_{0}$ is a line not intersecting $L_{0}(G) \cup L_{1}(G)$ and $g \in G$ is a parabolic element, then the family of compact sets $\left\{g^{n}\left(\ell_{0}\right)\right\}$ accumulates in $\ell$. Therefore, $\ell \subset L_{2}(G)$.

Proof of Theorem 1.2. The proof of (i) follows from Lemmas 3.3 and 3.4.
Now, for (ii), the group $G$ contains a parabolic element of infinite order. Since $G$ acts properly and discontinuously on $\mathbb{P}_{\mathbb{C}}^{2} \backslash \ell$, it follows that $L_{0}(G) \cup L_{1}(G) \subset \ell$.

Then, we consider two cases according to whether $L_{0}(G) \cup L_{1}(G)=\ell$ or $L_{0}(G) \cup L_{1}(G) \subsetneq \ell$.

If $L_{0}(G) \cup L_{1}(G)=\ell$, then, by Lemma 2.2, $L_{2}(G) \subset \ell$. Therefore, $\ell=\Lambda(G)$.
If $L_{0}(G) \cup L_{1}(G) \subsetneq \ell$, then by Lemma 4.1, $L_{2}(G)=\ell$.
The next corollary follows from Lemma 4.2.
Corollary 4.3. If $G \subset \operatorname{PGL}(3, \mathbb{C})$ acts properly and discontinuously on $\mathbb{P}_{\mathbb{C}}^{2} \backslash \ell$ and $G$ does not contain any loxoparabolic elements, then one and only one of the following statements is verified:

- $L_{0}(G) \cup L_{1}(G)=\ell$ and $L_{2}(G) \subset \ell$, or
- $L_{0}(G)=L_{1}(G)$ is a point in $\ell$ and $L_{2}(G)=\ell$.

Proposition 4.4. If $G \subset \operatorname{PGL}(3, \mathbb{C})$ is a discrete subgroup such that $\Lambda(G)$ is equal to a line $\ell$ and $G$ does not contain loxoparabolic elements, then for any finite extension $G_{1}$ of $G$ (i.e., $G$ is a finite-index normal subgroup of $G_{1} \leq \operatorname{PGL}(3, \mathbb{C})$ ), $\Lambda\left(G_{1}\right)=\Lambda(G)=\ell$.

Proof. (a) Since $G$ is a finite-index normal subgroup of $G_{1}$, we have $L_{0}(G)=$ $L_{0}\left(G_{1}\right)$ and $L_{1}\left(G_{1}\right)=g_{1}\left(L_{1}(G)\right) \cup \cdots \cup g_{k}\left(L_{1}(G)\right)$, where $\left[g_{1}\right], \ldots,\left[g_{k}\right]$ are all the distinct cosets in $G_{1} / G$.
(b) If $L_{0}\left(G_{1}\right)=L_{0}(G)$ and $L_{1}\left(G_{1}\right)=L_{1}(G)$ then

$$
L_{2}\left(G_{1}\right)=g_{1}\left(L_{2}(G)\right) \cup \cdots \cup g_{k}\left(L_{2}(G)\right),
$$

where $\left[g_{1}\right], \ldots,\left[g_{k}\right]$ are all the distinct cosets in $G_{1} / G$.
(c) If $L_{0}(G) \cup L_{1}(G)=\ell$ then we consider two cases.

Case 1. The set $L_{0}(G)$ consists of a single point, called $p$. In this case, $L_{0}\left(G_{1}\right) \cup$ $L_{1}\left(G_{1}\right)$ is a $G_{1}$-invariant set and it is a finite union of lines passing through $p$ (the line $\ell$ is one of such lines). Let $g \in G_{1}$ be a parabolic element with $p$ as its only fixed point. Then there exists $n_{0} \in \mathbb{N}$ such that every line in $L_{0}\left(G_{1}\right) \cup L_{1}\left(G_{1}\right)$ is $g^{n_{0}}$-invariant. Since $g^{n_{0}}$ is parabolic with a single fixed point, it has a single invariant line. Hence $L_{0}\left(G_{1}\right) \cup L_{1}\left(G_{1}\right)=\ell$.
Case 2. The set $L_{0}(G)$ contains more than one point. In this case, the set $L_{0}\left(G_{1}\right)=$ $L_{0}(G)$ determines the line $\ell$ and is $G_{1}$-invariant. Then $\ell$ is $G_{1}$-invariant and

$$
L_{0}\left(G_{1}\right) \cup L_{1}\left(G_{1}\right)=g_{1}\left(L_{0}(G) \cup L_{1}(G)\right) \cup \cdots \cup g_{k}\left(L_{0}(G) \cup L_{1}(G)\right)=\ell .
$$

In any case, it is not hard to check that $G_{1}$ acts properly and discontinuously on $\mathbb{P}_{\mathbb{C}}^{2} \backslash \ell$, and by Lemma 2.2 we obtain that $L_{2}\left(G_{1}\right) \subset \ell$.
(d) If $L_{0}(G) \cup L_{1}(G) \subsetneq \ell$, then by Corollary 4.3, $L_{0}(G)=L_{1}(G)$ is equal to one point. Thus we can assume that $L_{2}(G)=\ell$ and $L_{0}(G)=L_{1}(G)=\left\{e_{1}\right\}$. In this case, $L_{0}\left(G_{1}\right)=L_{0}(G)=\left\{e_{1}\right\}$ and it follows that every element in $G_{1}$ fixes $e_{1}$. Hence (by item (a)), $L_{1}\left(G_{1}\right)=L_{1}(G)=\left\{e_{1}\right\}$. It follows (by item (b)) that $L_{2}\left(G_{1}\right)=g_{1}(\ell) \cup \cdots \cup g_{k}(\ell)$, where $\left[g_{1}\right], \ldots,\left[g_{k}\right]$ are all distinct cosets in $G_{1} / G$. Therefore, $\Lambda\left(G_{1}\right)=\ell_{1} \cup \cdots \cup \ell_{k}$, but there exists a parabolic element $g_{0} \in G \subset G_{1}$ with Jordan canonical form equal to

$$
\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right) .
$$

Thus, every line $\ell_{j}, j=1, \ldots, k$, is invariant under some fixed power of $g_{0}$, but every power of $g_{0}$ has a single invariant line, and this line is equal to $\ell$. We conclude that $\Lambda\left(G_{1}\right)=\ell$.

## 5. Proof of Theorem 1.1

We recall that the proof of Theorem 1.1(i) follows from Lemmas 3.2 and 3.3.

Proof of Theorem 1.1(ii). Since $G$ does not contain any element which acts as a parabolic element on $\ell$, it follows that $\phi(G) \backslash\{\mathrm{Id}\}$ induces only elliptic elements, where $\phi$ is defined as in (6). We notice that the determinant of the matrix

$$
A=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)
$$

has modulus equal to one. Hence, every element in $\phi(G)$ can be written as a matrix of the form

$$
\lambda\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right), \quad \lambda \in \mathbb{S}^{1} \quad \text { and } \quad a d-b c=1
$$

Since $\phi(G)$ induces a purely elliptic group acting on $\hat{\mathbb{C}}$, there is a global fixed point for the action of $\phi(G)$ on $\mathbb{H}_{\mathbb{R}}^{3}$. We can assume that this global fixed point is $(0,0,1)$ (in the upper half-space model). Then every element in $\phi(G)$ can be written as a matrix of the form

$$
\lambda\left(\begin{array}{rr}
a & b \\
-\bar{b} & \bar{a}
\end{array}\right), \quad \lambda \in \mathbb{S}^{1} \quad \text { and } \quad|a|^{2}+|b|^{2}=1
$$

Therefore, every element $g \in G$ can be written in the form

$$
g=\left(\begin{array}{cc}
A & \mathbf{v} \\
0 & 1
\end{array}\right), \quad \text { where } A \in U(2) \quad \text { and } \quad \mathbf{v}, 0^{\mathrm{T}} \in \mathbb{C}^{2}
$$

Hence, $G$ is a discrete subgroup of isometries of $\mathbb{R}^{4}$. By Theorem 5.4.5 in [Ratcliffe 1994], $G$ contains a normal finite-index free abelian subgroup of rank less than or equal to four.
Remark 5.1. If $\phi(G) \backslash\{\mathrm{Id}\}$ induces only elliptic elements, then $G$ is conjugate in $\operatorname{PGL}(3, \mathbb{C})$ to some group such that every element in a finite-index subgroup is induced by an upper triangular matrix.

Examples. (i) Let $G$ be the group generated by the two matrices

$$
\left(\begin{array}{ccc}
1 & 0 & 1 \\
0 & e^{2 \pi i \theta_{1}} & 0 \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{ccc}
1 & 0 & i \\
0 & e^{2 \pi i \theta_{2}} & 0 \\
0 & 0 & 1
\end{array}\right)
$$

where $\theta_{1}, \theta_{2}$ are fixed real numbers. It is not hard to check that $G$ acts properly and discontinuously on $\mathbb{P}_{\mathbb{C}}^{2} \backslash \overleftrightarrow{e_{1}, e_{2}}$. It follows from Theorem 1.2(ii) that $\Lambda(G)=\overleftrightarrow{e_{1}, e_{2}}$. In this case $\phi(G)$ does not contain any parabolic elements.
(ii) Let $G_{1}$ be the group generated by the matrices

$$
\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{lll}
1 & 0 & i \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & i \\
0 & 0 & 1
\end{array}\right)
$$

It is not hard to check that $G_{1}$ acts properly and discontinuously on $\mathbb{P}_{\mathbb{C}}^{2} \backslash \overleftrightarrow{e_{1}, e_{2}}$. It follows from Theorem 1.2(ii) that $\Lambda\left(G_{1}\right)=\overleftrightarrow{e_{1}, e_{2}}$. In this case $\phi\left(G_{1}\right)$ consists of the identity element.
(iii) If $k$ is a fixed natural number, then the group $G_{2}$ generated by the matrices

$$
\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & k \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{rrr}
1 & -1 & 0 \\
0 & 1 & i \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), \quad\left(\begin{array}{lll}
1 & 0 & i \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

acts properly and discontinuously on $\mathbb{P}_{\mathbb{C}}^{2} \backslash \overleftrightarrow{e_{1}, e_{2}}$ and the Kulkarni limit set $\Lambda\left(G_{2}\right)$ is equal to $\overleftrightarrow{e_{1}, e_{2}}$ by Theorem 1.2(ii). In this case, $\phi\left(G_{2}\right)$ is a cyclic group generated by a parabolic element. We notice that $G_{2}$ is a 2 -step nilpotent group, so it is a uniform lattice of $H_{3} \times \mathbb{R}$, where $H_{3}$ is the 3-dimensional real Heisenberg group (see [Dekimpe 1996, Corollary 6.2.5]). If $\Gamma$ is a subgroup of $G_{2}$ such that $0<\operatorname{rank} \Gamma<4$ then $\Lambda(\Gamma)=\overleftrightarrow{e_{1}, e_{2}}$. However, the quotient of $\mathbb{P}_{\mathbb{C}}^{2} \backslash \overleftrightarrow{e_{1}, e_{2}}$ by $\Gamma$ is not compact.

In what follows we develop some tools that will be useful in the proof of Theorem 1.1(iii).

Proposition 5.2. If $G \subset \operatorname{PGL}(3, \mathbb{C})$ is a discrete subgroup such that $\Lambda(G)$ is equal to a line $\ell, G$ does not contain any loxoparabolic elements and $G$ contains an element which acts as a parabolic element on $\ell$, then $G$ is conjugate in $\operatorname{PGL}(3, \mathbb{C})$ to some group such that every element in it is induced by a matrix of the form

$$
\left(\begin{array}{ccc}
a & b & v  \tag{10}\\
0 & d & w \\
0 & 0 & 1
\end{array}\right), \quad|a|=|d|=1 .
$$

(If the group $G$ does contain any loxoparabolic elements, then the statement is still valid with the exception that the eigenvalues are not unitary complex numbers. See Lemma 3.1)

Proof. Since the set $\phi(G)$ contains a parabolic element, we can assume (conjugating, if needed, by an element that preserves the line $\ell$ ) that such parabolic element is induced by a matrix of the form

$$
A_{1}=\mu\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right) \quad \text { for some } \mu \in \mathbb{C}
$$

If we assume there is a matrix

$$
A_{2}=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \quad \text { such that } c \neq 0
$$

which induces an element in $\phi(G)$, then $\operatorname{Tr}^{2}\left(A_{1}^{n} A_{2} A_{1}^{-n} A_{2}^{-1}\right)=\left(2+(c n)^{2}\right)^{2}$. Thus, $A_{1}^{n} A_{2} A_{1}^{-n} A_{2}^{-1}$ is a loxodromic element for $n$ large enough, and it contradicts that $\phi(G)$ contains only elliptic or parabolic elements.

Lemma 5.3. Let $V$ be an abelian subgroup of $\mathbb{C}^{2}$ of rank $r=1,2,3$ or 4 and $u$ an $m$-th root of unity that generates a cyclic group of order $m$. Assume that $u v \in V$ whenever $v \in V$. Then $\varphi(m) \leq r$ (where $\varphi$ denotes the Euler's totient function). Hence, $m \leq 12$.

Proof. This proof is contained in the proof of Theorem 4.1 in [Fillmore and Scheuneman 1973], and we include it here for reader's convenience. Let $\nu_{1}, \ldots, v_{r}$ be a basis of $V$. Expressing $u \nu_{i}$ in terms of this basis and taking a determinant, we obtain a polynomial of degree $r$ with integer coefficients which is satisfied by $u$. Hence the field generated by $u$ over the rationals is of degree at most $r$. This field is generated by a primitive $m$-th root of unity, so it has degree $\varphi(m)$, where $\varphi$ is Euler's totient. Thus $\varphi(m) \leq r$. It follows that $m=1,2,3,4,5,6,8,10$ or 12 .

The hypothesis in the lemma above can be slightly modified to obtain the following:

Lemma 5.4. Let $V$ be an abelian subgroup of $\mathbb{C}^{2}$ of rank $r=1,2$ or 3 and $u \in \mathbb{S}^{1}$. Assume $u v \in V$ whenever $v \in V$. Then $u$ is a root of unity of order $1,2,3,4$ or 6 .

The proof is almost the same as the one given for Lemma 5.3. One just uses the fact that $u \in \mathbb{S}^{1}$ is a root of unity whenever there is a monic polynomial of degree $r \leq 3$ with integer coefficients which is satisfied by $u$.

Remark 5.5. Lemmas 5.3 and 5.4 can be applied to abelian subgroups of

$$
(\mathbb{C},+) \cong(\{0\} \times \mathbb{C},+) \cong(\mathbb{C} \times\{0\},+)
$$

If we assume that every element in $G$ can be represented by an upper triangular matrix of the form (10) and $G$ contains an irrational ellipto-parabolic element then we can assume that it is induced by one of the following two upper triangular matrices:

$$
E_{1}=\left(\begin{array}{ccc}
1 & 0 & 1 \\
0 & d_{0} & 0 \\
0 & 0 & 1
\end{array}\right), E_{2}=\left(\begin{array}{ccc}
a_{0} & 0 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right), \quad a_{0}=d_{0}=e^{2 \pi i \theta}, \theta \in \mathbb{R} \backslash \mathbb{Q} .
$$

Proposition 5.6. Let $G$ be a discrete subgroup of $\operatorname{PGL}(3, \mathbb{C})$ such that every element can be induced by a matrix of the form (10) and $\Lambda(G)=\ell$. If $G$ contains the irrational ellipto-parabolic element induced by $E_{1}$, then the normal subgroup $N_{1}$
consisting of the elements of the form

$$
\left(\begin{array}{ccc}
1 & b & v \\
0 & d & w \\
0 & 0 & 1
\end{array}\right)
$$

is a (finitely generated) finite-index abelian subgroup. In fact, $b=w=0$ for every element in $N_{1}$.

Proof. Every element in the subgroup $N_{1}$ commutes with $E_{1}$ (by Lemma 3.3 in [Fillmore and Scheuneman 1973]), and hence it has the form

$$
h=\left(\begin{array}{ccc}
1 & 0 & v(h)  \tag{11}\\
0 & d(h) & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

Therefore, $N_{1}$ is a finitely generated abelian subgroup. Moreover, the set

$$
V=\left\{v \in \mathbb{C} \mid \exists h \in N_{1} \text { with } v(h)=v\right\}
$$

is an abelian subgroup of $(\mathbb{C},+)$.
Now, let $g$ be any element in $G$. By considering the upper right entry of $g h g^{-1}$, it is possible to check that $a(g) v \in V$ whenever $v \in V$. It follows, by Lemma 5.4, that $a(g)$ is a root of unity of order $1,2,3,4$ or 6 . Therefore $N_{1}$ has finite index in $G$. Since every element in the discrete abelian group $N_{1}$ has the form (11), it is not hard to check that $N_{1}$ is finitely generated and its rank is less or equal to two.

Proposition 5.7. Let $G$ be a discrete subgroup of $\operatorname{PGL}(3, \mathbb{C})$ such that every element can be induced by a matrix of the form (10) and $\Lambda(G)=\ell$. If $G$ contains the irrational ellipto-parabolic element induced by $E_{2}$, then the normal subgroup $N_{2}$ consisting of those elements of the form

$$
\left(\begin{array}{ccc}
a & b & v \\
0 & 1 & w \\
0 & 0 & 1
\end{array}\right)
$$

is $a$ (finitely generated) finite-index abelian subgroup. In fact, $b=v=0$ for every element in $N_{2}$.

Proof. Let us denote by $L$ the set consisting of those $(\beta, \nu) \in \mathbb{C}^{2}$ for which there exists an element in $G$ of the form

$$
\left(\begin{array}{lll}
1 & \beta & \nu  \tag{12}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

It is not hard to check that $L$ is a discrete subgroup of $\left(\mathbb{C}^{2},+\right)$. If we assume that $b \neq 0$ for some

$$
f=\left(\begin{array}{ccc}
a & b & v \\
0 & 1 & w \\
0 & 0 & 1
\end{array}\right) \in N_{2},
$$

then $L \neq \mathbf{0}$ because the commutator of $E_{2}$ and $f$ is equal to

$$
\left[E_{2}, f\right]=\left(\begin{array}{ccc}
1 & \left(a_{0}-1\right) b & \left(a_{0}-1\right) v-\left(a_{0}-1\right) b w-a_{0} b \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

If $(\beta, \nu) \in L$ then $\left(a_{0} \beta, a_{0} \nu-a_{0} \beta\right) \in L$ (conjugate the element of the form (12) by $E_{2}$ ). In other words, the $\mathbb{C}$-linear map induced by

$$
\left(\begin{array}{rr}
a_{0} & 0 \\
-a_{0} & a_{0}
\end{array}\right)
$$

preserves $L$. If we assume $\operatorname{rank} L=4$, then $a_{0}$ is a root of a polynomial with integer coefficients of the form $p(x)=\left(x^{2}-2 x \cos (2 \pi \theta)+1\right)^{2}$ and it implies that $a_{0}$ is a root of unity, which is a contradiction. Therefore, $\operatorname{rank} L \leq 3$. Hence, applying Lemma 5.4 to the abelian group $L$ and to the unitary complex number $a_{0}$, we obtain that $a_{0}$ is a root of unity, a contradiction. It follows that $b=0$ for all $f \in N_{2}$.

Analogously, it can be proved that $v=0$ for all $f \in N_{2}$. Thus every $f \in N_{2}$ has the form

$$
\left(\begin{array}{ccc}
a & 0 & 0 \\
0 & 1 & w \\
0 & 0 & 1
\end{array}\right),
$$

and it follows that $N_{2}$ is an abelian group of rank less than or equal to two.
Let $W$ denote the subset of $\mathbb{C}$ consisting of those $\omega \in \mathbb{C}$ such that there exist $f \in N_{2}$ of the form

$$
f=\left(\begin{array}{lll}
a & 0 & 0 \\
0 & 1 & \omega \\
0 & 0 & 1
\end{array}\right) .
$$

We notice that $W$ is an abelian discrete subgroup of $\mathbb{C}$ and $W \neq 0$ because $E_{2} \in N_{2}$.
If $g \in G$ is an arbitrary element, then it is not hard to check that $d(g) \omega \in W$ whenever $\omega \in W$. It follows, by Lemma 5.4, that $d(g)$ is a root of unity of order $1,2,3,4$ or 6 . Therefore $N_{2}$ has finite index in $G$.

Proposition 5.8. Let $G$ be a discrete subgroup of $\operatorname{PGL}(3, \mathbb{C})$ such that $\Lambda(G)=\ell$ and every element $g \in G$ is induced by a matrix of the form (10). Assume that for every $g \in G$, there exists $n \in \mathbb{N}$, depending on $g$, such that $a(g), d(g)$ are n-th roots
of unity. If $N$ denotes the subset of $G$ consisting of those elements in $G$ induced by matrices of the form

$$
\left(\begin{array}{ccc}
1 & b & v \\
0 & 1 & w \\
0 & 0 & 1
\end{array}\right),
$$

then $N$ is a finite-index torsion free normal subgroup of $G$ (it is also finitely generated).

Proof. Let $B$ be the abelian subgroup of $\mathbb{C}$ that consists of all those $\beta \in \mathbb{C}$ for which there exists an element in $N$ of the form

$$
\left(\begin{array}{ccc}
1 & \beta & v \\
0 & 1 & w \\
0 & 0 & 1
\end{array}\right) .
$$

Analogously, let $W$ be the abelian subgroup of $\mathbb{C}$ consisting of those $\omega \in \mathbb{C}$ such that exists an element in $N$ of the form

$$
\left(\begin{array}{ccc}
1 & b & v \\
0 & 1 & \omega \\
0 & 0 & 1
\end{array}\right) .
$$

Finally, let $V$ be the subset of $\mathbb{C}$ (it is not necessarily a subgroup) consisting of those $v \in \mathbb{C}$ such that there exists an element in $G$ of the form

$$
\left(\begin{array}{ccc}
1 & b & v \\
0 & 1 & w \\
0 & 0 & 1
\end{array}\right) .
$$

Since $G$ acts properly and discontinuously on $\mathbb{C}^{2}$, so does $N$. Moreover, the nilpotent group $N$ acts freely on $\mathbb{C}^{2}$, so $N$ is generated by at most four elements (see [Cartan and Eilenberg 1999] and [Fillmore and Scheuneman 1973]). It follows that rank $B \leq 4$ and rank $W \leq 4$. Moreover, when $V$ is an abelian group, rank $V \leq 4$.

We consider the following cases:
Case 1. $B \neq 0$ and $W \neq 0$.
In this case, by Lemma 5.3 applied to $W$ and to the root of unity $d(g)$, there exists $n_{1} \in \mathbb{N}$ (not depending on $g$ ) such that for every $g \in G, d(g)^{n_{1}}=1$.

Similarly, by Lemma 5.3 applied to $B$ and to the root of unity $a(g) / d(g)$, there exists $n_{2} \in \mathbb{N}$ (not depending on $g$ ) such that for every $g \in G,(a(g) / d(g))^{n_{2}}=1$.

Therefore, there exists $n_{0} \in \mathbb{N}$ such that $g^{n_{0}} \in N$ for every $g \in G$.
Case 2. $B \neq 0, W=0$ and $V \neq 0$.
In this case, by Lemma 5.3 applied to the abelian group $V$ and to the root of unity $a(g) / d(g)$, there exists $n_{1} \in \mathbb{N}$ such that $(a(g) / d(g))^{n_{1}}=1$ for every $g \in G$.

Let us fix an element

$$
g_{0}=\left(\begin{array}{ccc}
a_{0} & b_{0} & v_{0} \\
0 & d_{0} & w_{0} \\
0 & 0 & 1
\end{array}\right) \in G
$$

with $d_{0} \neq 1$ (if such an element does not exist then the proof ends). If $g \in G$ is an arbitrary element, then the commutator $\left[g_{0}, g\right]$ has the form

$$
\left(\begin{array}{ccc}
1 & \beta & v \\
0 & 1 & \left(d_{0}-1\right) w-(d-1) w_{0} \\
0 & 0 & 1
\end{array}\right)
$$

Then $\left(d_{0}-1\right) w-(d-1) w_{0}=0$. Therefore, conjugating $G$ by the projective transformation induced by

$$
h=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & d_{0}-1 & w_{0} \\
0 & 0 & 1
\end{array}\right)
$$

we can assume that $w=0$ for all $g \in G$.
Now, if $v \in V$ and $g$ is an arbitrary element in $G$ as above, then $a v \in V$ (just conjugate

$$
\left(\begin{array}{lll}
1 & \beta & v \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

by $g$ ). It follows, by Lemma 5.3, that there exists $n_{2} \in \mathbb{N}$ such that $a^{n_{2}}=1$ for every $g \in G$. Therefore, there exists $n_{0} \in \mathbb{N}$ such that $g^{n_{0}} \in N$ for every $g \in G$.

Case 3. $B \neq 0, W=0$ and $V=0$.
This case cannot happen, otherwise the Kulkarni limit set of $N$ (and the Kulkarni limit set of $G$ ) would be equal to $\overleftrightarrow{e_{1}, e_{3}}$.

Case 4. $B=0, W \neq 0$ and $V \neq 0$.
In this case, $V$ is an abelian subgroup of $\mathbb{C}$. By Lemma 5.3, there exists $n_{1} \in \mathbb{N}$ such that $d^{n_{1}}=1$ for every $g \in G$. Let us fix an element

$$
g_{0}=\left(\begin{array}{ccc}
a_{0} & b_{0} & v_{0} \\
0 & d_{0} & w_{0} \\
0 & 0 & 1
\end{array}\right) \in G
$$

with $a_{0} \neq d_{0}$ (if such element does not exist then the proof ends).

If $g \in G$ is an arbitrary element, then the commutator $\left[g_{0}, g\right]$ has the form

$$
\left(\begin{array}{ccc}
1 & \frac{b\left(a_{0}-d_{0}\right)-b_{0}(a-d)}{d d_{0}} & v \\
0 & 1 & \omega \\
0 & 0 & 1
\end{array}\right)
$$

Then $\left[g_{0}, g\right] \in N$, so $b\left(a_{0}-d_{0}\right)-b_{0}(a-d)=0$.
Hence, we can assume, conjugating $G$ by

$$
h=\left(\begin{array}{ccc}
a_{0}-d_{0} & b_{0} & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right),
$$

that $b=0$ for all $g \in G$.
It is not hard to check that if $g \in G$, and $v \in V$, then $a v \in V$ (just conjugate by $g$ ). Lemma 5.3 implies that there exists $n_{2} \in \mathbb{N}$ such that $a^{n_{2}}=1$ for every $g \in G$.

Case 5. $B=0, W \neq 0$ and $V=0$.
In this case, $W$ is an abelian subgroup of $\mathbb{C}$ and it is not hard to check that there exists $n_{1} \in \mathbb{N}$ such that $d^{n_{1}}=1$ for every $g \in G$. Now we consider the normal subgroup $N_{1}$ consisting of all those elements in $G$ of the form

$$
\left(\begin{array}{ccc}
a & b & v \\
0 & 1 & w \\
0 & 0 & 1
\end{array}\right) .
$$

It is easy to check by straightforward computation that the commutator of any two elements in $G$ has the form

$$
\left(\begin{array}{lll}
1 & \beta & \nu \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

Since $B=V=0$, it follows that $N_{1}$ is an abelian group.
We can assume, conjugating by a suitable matrix, that every element in $N_{1}$ has the form

$$
\left(\begin{array}{ccc}
a & 0 & 0 \\
0 & 1 & w \\
0 & 0 & 1
\end{array}\right) .
$$

It follows that $N_{1}$ is a (finitely generated) finite-index abelian subgroup of $G$.
Case 6. $B=0, W=0$ and $V \neq 0$.
In this case, $V \neq 0$ is an abelian subgroup of $\mathbb{C}$ and there is a fixed natural number $n_{1} \in \mathbb{N}$ such that $a^{n_{1}}=1$ for every $g \in G$.

Now, let us denote by $N_{2}$ the normal subgroup of $G$ consisting of those elements of the form

$$
\left(\begin{array}{ccc}
1 & b & v \\
0 & d & w \\
0 & 0 & 1
\end{array}\right) .
$$

Let us fix an element

$$
h_{0}=\left(\begin{array}{ccc}
1 & b_{0} & v_{0} \\
0 & d_{0} & w_{0} \\
0 & 0 & 1
\end{array}\right) \in N_{2}, \quad d_{0} \neq 1,
$$

(if $d=1$ for every element in $N_{2}$, then the proof ends). If

$$
h=\left(\begin{array}{lll}
1 & b & v \\
0 & d & w \\
0 & 0 & 1
\end{array}\right) \in N_{2},
$$

then $\left[h, h_{0}\right] \in N$. Hence

$$
(1-d) b_{0}+\left(1-d_{0}\right) b=0=(1-d) w_{0}+\left(1-d_{0}\right) w .
$$

Thus, conjugating by

$$
\left(\begin{array}{ccc}
1 & b_{0} /\left(1-d_{0}\right) & 0 \\
0 & d_{0}-1 & w_{0} \\
0 & 0 & 1
\end{array}\right),
$$

we can assume that every element in $N_{2}$ has the form

$$
h=\left(\begin{array}{lll}
1 & 0 & v \\
0 & d & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

It follows that $N_{2}$ is a (finitely generated) finite-index abelian subgroup of $G$.
Case 7. $B=0, W=0$ and $V=0$.
In this case, every element in $G$ is of finite order, so $G$ is finite.

## Proof of Theorem 1.1(iii).

If $G$ contains the ellipto-parabolic element $E_{1}$ then Proposition 5.6 implies the group $N_{1}$ is a finite-index normal abelian subgroup, and no element in $N_{1}$ acts on $\ell$ as a parabolic element. If we assume that there exists $g \in G$ such that $\phi(g)$ acts on $\ell$ as a parabolic element then for some $n_{0} \in \mathbb{N}$, we have that $\phi(g)^{n_{0}} \in \phi\left(N_{1}\right)$ acts as a parabolic element on $\ell$, which is a contradiction. A similar argument, using Proposition 5.6, shows that $G$ cannot contain the ellipto-parabolic element $E_{2}$.

The second part is analogous to the proof of Theorem 4.1 in [Fillmore and Scheuneman 1973], and we include it here for reader's convenience. By Proposition 5.8,
$G$ is a finite extension of a discrete unipotent group $N$, and by Theorem 5.4.3 in [Corwin and Greenleaf 1990], there exists a unique Lie unipotent group $H$ such that $H / N$ is compact (in consequence, $N$ is finitely generated). This group $H$ is necessarily simply connected, and in fact it is a Euclidean space.

Since $N$ acts properly discontinuously (and freely) on $\mathbb{C}^{2}$, it follows that the projective dimension of the integer group ring of $N$ is less or equal to four (see [Cartan and Eilenberg 1999]). Moreover, the dimension of $H$ is less or equal to four.

The nilpotent simply connected Lie groups of dimension four are $\mathbb{R}^{4}$ and $H_{3} \times \mathbb{R}$, where $H_{3}$ denotes the real Heisenberg group. The nilpotent simply connected Lie groups of dimension three are $H_{3}$ and $\mathbb{R}^{3}$. Finally, those nilpotent simply connected Lie groups of dimension two and one are $\mathbb{R}^{2}$ and $\mathbb{R}$.

The discrete subgroups with compact quotient of $H_{3} \times \mathbb{R}$ are of the form

$$
\Delta_{k}=\left\langle A, B, C, D: C, D \text { are central and }[A, B]=C^{k}\right\rangle
$$

where $k \in \mathbb{N}$. The discrete subgroups of $H_{3}$ with compact quotient are of the form

$$
\Gamma_{k}=\left\langle A, B, C: C \text { is central and }[A, B]=C^{k}\right\rangle
$$

where $k \in \mathbb{N}$.
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# A NOTE ON FLUX INTEGRALS OVER SMOOTH REGULAR DOMAINS 

Ido Bright and John M. Lee


#### Abstract

We provide new bounds on a flux integral over the portion of the boundary of one regular domain contained inside a second regular domain, based on properties of the second domain rather than the first one. This bound is amenable to numerical computation of a flux through the boundary of a domain, for example, when there is a large variation in the normal vector near a point. We present applications of this result to occupational measures and two-dimensional differential equations, including a new proof that all minimal invariant sets in the plane are trivial.


## 1. Introduction

A regular domain in $\mathbb{R}^{d}$ is a closed, embedded $d$-dimensional smooth submanifold with boundary, such as a closed ball or a closed half-space. (Throughout this paper, smooth means infinitely differentiable.) If $D \subset \mathbb{R}^{d}$ is a regular domain, its interior $D$ is an open subset of $\mathbb{R}^{d}$, and its boundary $\partial D$ is a closed, embedded, codimension- 1 smooth submanifold (without boundary) which is the common topological boundary of the open sets $\stackrel{D}{D}$ and $\mathbb{R}^{d} \backslash D$. For this reason, the boundary of a regular domain is often called a space-separating hypersurface. The Jordan-Brouwer separation theorem (see, for example, [Guillemin and Pollack 1974, p. 89]) shows that if $S \subset \mathbb{R}^{d}$ is any compact, connected, embedded hypersurface, then the complement of $S$ has two connected components, one bounded (the interior of $S$ ) and another unbounded (the exterior of $S$ ), with $S$ as their common boundary; thus $S \cup \operatorname{Int} S$ and $S \cup \operatorname{Ext} S$ are both regular domains. But in general, the boundary of a regular domain need not be connected (for example, an annulus in the plane).

Surface integrals computing the flux through boundaries of regular domains are ubiquitous in physics and engineering. We present two bounds for surface integrals on a portion of the boundary of one domain contained inside a second domain. The results are presented for regular domains in Euclidean space for simplicity, but Theorems 1.1 and 1.2 extend to regular domains in Riemannian manifolds. See Theorem 3.3. For more details about the notation in these theorems, see Section 2.

[^5]Theorem 1.1. Suppose $D_{1}, D_{2} \subset \mathbb{R}^{d}$ are regular domains, such that $D_{1} \cap D_{2}$ is compact and $D_{2}$ has finite volume and surface area. Suppose $f$ is a smooth vector field defined on a neighborhood of $D_{2}$ such that $|f|$ and $|\nabla \cdot f|$ are bounded. Then the absolute value of the flux of $f$ across the portion of $\partial D_{1}$ inside $D_{2}$ satisfies

$$
\begin{equation*}
\left|\int_{\partial D_{1} \cap D_{2}} f \cdot \boldsymbol{n}_{\partial D_{1}} d A\right| \leq \operatorname{Area}\left(\partial D_{2}\right)\|f\|_{\infty}+\operatorname{Vol}\left(D_{2}\right)\|\nabla \cdot f\|_{\infty} . \tag{1-1}
\end{equation*}
$$

When the vector field is divergence-free, we have the following much better bound.
Theorem 1.2. Suppose $D_{1}, D_{2} \subset \mathbb{R}^{d}$ are regular domains with compact intersection and finite surface areas, and $f$ is a smooth bounded vector field on $\mathbb{R}^{d}$ satisfying $\nabla \cdot f \equiv 0$. Then

$$
\begin{equation*}
\left|\int_{\partial D_{1} \cap D_{2}} f \cdot \boldsymbol{n}_{\partial D_{1}} d A\right| \leq \frac{1}{2} \operatorname{Area}\left(\partial D_{2}\right)\|f\|_{\infty} . \tag{1-2}
\end{equation*}
$$

A surprising corollary to Theorem 1.2 bounds the integral of the normal vector of the portion of a hypersurface contained inside a second regular domain.

Corollary 1.3. Suppose $D_{1}, D_{2} \subset \mathbb{R}^{d}$ are regular domains with compact intersection and finite surface areas. The following inequality holds:

$$
\begin{equation*}
\left|\int_{\partial D_{1} \cap D_{2}} \boldsymbol{n}_{\partial D_{1}} d A\right| \leq \frac{1}{2} \operatorname{Area}\left(\partial D_{2}\right) . \tag{1-3}
\end{equation*}
$$

When $D_{2}$ is convex we have the following alternative bound, which is an improvement in some cases.
Theorem 1.4. Suppose $D_{1}, D_{2} \subset \mathbb{R}^{d}$ are regular domains. If $D_{2}$ is compact and convex with diameter $\delta$, then

$$
\begin{equation*}
\left|\int_{\partial D_{1} \cap D_{2}} \boldsymbol{n}_{\partial D_{1}} d A\right| \leq \frac{1}{2} \operatorname{Vol}\left(B^{d-1}(\delta / 2)\right), \tag{1-4}
\end{equation*}
$$

where $B^{d-1}(\delta / 2)$ denotes the ball in $\mathbb{R}^{d-1}$ of radius $\delta / 2$.
The significance of these results is that, although the integration is with respect to the portion of $\partial D_{1}$ inside $D_{2}$, which might have arbitrarily large surface area (see Figure 1), the bound depends only on $D_{2}$. This is due to the cancellations of the normal vector that occur in hypersurfaces that bound regular domains, and would not hold for images of general immersions of codimension 1 (see Example 4.2).

Theorem 1.1 is applicable to the numerical computation of the flux on the surface of a regular domain when there is a large variation of the normal vector near a point, resulting in a large surface area contained in a region of small volume. Indeed, the flux over the problematic part can be estimated by finding a domain containing it, avoiding direct computation. We provide an application of Corollary 1.3 in


Figure 1. The setup for Theorems 1.1 and 1.2.
Section 5, for limits of sequences of regular domains with surface area increasing without bound; there we use the bound to show that in the limit, the average normal vector, say in a ball, is zero. Such a result is applied in the case $d=2$, in [Artstein and Bright 2010], to obtain a new Poincaré-Bendixson type result for planar infinite-horizon optimal control.

Corollary 1.3 generalizes a previous result, for $d=2$, established by Artstein and Bright [2010; 2013]. This topological result has proved fruitful in applications, providing new Poincaré-Bendixson type results, in an optimal-control setting [Artstein and Bright 2010; Bright 2012], and in the context of dynamics with no differentiability assumptions by Bright [2012]. The proofs of the planar result in [Artstein and Bright 2010; 2013] employ a dynamical argument, which is similar to the one used in the textbook proof of the Poincaré-Bendixson theorem. In this paper, we generalize the results to boundaries of open sets, restricting ourselves in this presentation to regular domains; however the results hold for more general sets and vector fields. The results in their fullest generality for nonsmooth domains and fluxes are presented in [Bright and Torres 2014].

Remark 1.5. The requirement that $D_{1} \cap D_{2}$ be compact is essential, as it implies that $\partial D_{1} \cap D_{2}$ is compact, so that the integrals in (1-1)-(1-3) are finite.
Remark 1.6. Theorem 1.1 can be extended, by replacing the smooth vector field $f$ with a smooth matrix-valued function $\Pi$, using the induced norm.
Remark 1.7. For simplicity, Theorem 1.2 is stated under the assumption that $f$ is defined on all of $\mathbb{R}^{d}$; but as the proof will show, if $D_{2}$ has finite volume it is only necessary that $f$ be defined on some neighborhood of $D_{2}$.

The structure of this paper is as follows. Section 2 presents notation and lemmas used in the paper. In Section 3 we prove Theorems 1.1 and 1.2, and describe how our results extend to regular domains in a Riemannian manifold. In Section 4 we prove Corollary 1.3 and Theorem 1.4, and also provide examples showing the tightness of the bound. In the last section we provide three applications of Corollary 1.3: an
application to limits of sequences of regular domains; an extension when $d=2$; and a simplified proof of a theorem on invariant sets for dynamical systems.

## 2. Notation and lemmas

Throughout this paper, we denote the characteristic function of a set $A \subset \mathbb{R}^{d}$ by $\chi_{A}$. The $d$-dimensional volume is denoted by $\operatorname{Vol}(A)$, and the $(d-1)$-dimensional surface area of its boundary by $\operatorname{Area}(\partial A)$. Given two submanifolds $S_{1}, S_{2} \subset \mathbb{R}^{d}$, the notation $S_{1} \pitchfork S_{2}$ means that $S_{1}$ and $S_{2}$ intersect transversally. The Euclidean norm on $\mathbb{R}^{d}$ is denoted by $|\cdot|$, and the supremum norm on functions by $\|\cdot\|_{\infty}$. The divergence of a smooth vector field $f=\left(f^{1}, f^{2}, \ldots, f^{d}\right)$ at the point $x=$ $\left(x^{1}, x^{2}, \ldots, x^{d}\right) \in \mathbb{R}^{d}$ is denoted by

$$
\nabla \cdot f(x)=\frac{\partial}{\partial x^{1}} f^{1}(x)+\frac{\partial}{\partial x^{2}} f^{2}(x)+\cdots+\frac{\partial}{\partial x^{d}} f^{d}(x) .
$$

The following is a simple lemma we need for the proof of the main theorems.
Lemma 2.1. Suppose $(X, \mu)$ is a measure space, $U, V \subset X$, and $U$ has finite measure. For every real-valued function $f \in L^{\infty}(X)$, we have

$$
\begin{aligned}
& \left|\int_{U \backslash V} f(x) \mu(d x)\right| \leq \frac{1}{2}\left(\mu(U)\|f\|_{\infty}+\left|\int_{U} f(x) \mu(d x)\right|\right), \\
& \left|\int_{U \cap V} f(x) \mu(d x)\right| \leq \frac{1}{2}\left(\mu(U)\|f\|_{\infty}+\left|\int_{U} f(x) \mu(d x)\right|\right) .
\end{aligned}
$$

Proof. The first inequality follows from the triangle inequality:

$$
\begin{aligned}
\int_{U}|f(x)| \mu(d x) & \geq\left|\int_{U \backslash V} f(x) \mu(d x)\right|+\left|\int_{U \cap V} f(x) \mu(d x)\right| \\
& =\left|\int_{U \backslash V} f(x) \mu(d x)\right|+\left|\int_{U \backslash V} f(x) \mu(d x)-\int_{U} f(x) \mu(d x)\right| \\
& \geq 2\left|\int_{U \backslash V} f(x) \mu(d x)\right|-\left|\int_{U} f(x) \mu(d x)\right|
\end{aligned}
$$

The second inequality follows by replacing $V$ with $X \backslash V$.
The proofs of the main theorems are based on the divergence theorem for certain domains in $\mathbb{R}^{d}$. Let us say a regular domain with corners in $\mathbb{R}^{d}$ is a closed subset $D \subset \mathbb{R}^{d}$ such that for each point $p \in D$, there exist an open set $U \subset \mathbb{R}^{d}$ containing $p$ and a smooth coordinate chart $\varphi: U \rightarrow \mathbb{R}^{d}$ such that $\varphi(U \cap D)$ is the intersection of $\varphi(U)$ with $\overline{\mathbb{R}}_{+}^{d}=\left\{x \in \mathbb{R}^{d} \mid x^{1} \geq 0, \ldots, x^{d} \geq 0\right\}$. Some typical examples are closed simplices and rectangular solids. Every regular domain is a regular domain with corners, and a regular domain with corners is a $d$-dimensional smooth manifold with corners in the sense defined in [Lee 2013].

Here is the version of the divergence theorem we will use.
Lemma 2.2. Suppose $D \subset \mathbb{R}^{d}$ is a regular domain with corners, having finite volume and surface area. If $f$ is a smooth vector field defined on $D$ such that both $|f|$ and $|\nabla \cdot f|$ are bounded, then

$$
\int_{\partial D} f \cdot \boldsymbol{n}_{\partial D} d A=\int_{D} \nabla \cdot f d V .
$$

Proof. If $D$ is compact, or more generally if $f$ is compactly supported, this follows immediately from Stokes's theorem applied to the ( $d-1$ )-form $f\lrcorner\left(d x^{1} \wedge \cdots \wedge d x^{d}\right)$, where $\lrcorner$ denotes interior multiplication. (For Stokes's theorem on manifolds with corners, see, for example, [Lee 2013, Theorem 16.25, p. 419].) In the general case, we argue as follows. Let $\varphi:[0, \infty) \rightarrow[0,1]$ be a smooth function that is equal to 1 on $\left[0, \frac{1}{2}\right]$ and supported in $[0,1]$, and for each $r>0$ let $\varphi_{r}(x)=\varphi\left(|x|^{2} / r^{2}\right)$. Then the vector field $\varphi_{r} f$ is compactly supported, so the divergence theorem implies

$$
\begin{equation*}
\int_{\partial D} \varphi_{r} f \cdot \boldsymbol{n}_{\partial D} d A=\int_{D} \nabla \cdot\left(\varphi_{r} f\right) d V \tag{2-1}
\end{equation*}
$$

As $r \rightarrow \infty$, the integral on the left-hand side of (2-1) converges to $\int_{\partial D} f \cdot \boldsymbol{n}_{\partial D} d A$ by the dominated convergence theorem. On the other hand, for each $r>0$,

$$
\begin{aligned}
\left|\nabla \cdot\left(\varphi_{r} f\right)(x)\right| & =\left|\varphi_{r}(x) \nabla \cdot f(x)+\frac{2}{r^{2}} \sum_{i=1}^{d} \varphi^{\prime}\left(\frac{|x|^{2}}{r^{2}}\right) x^{i} f^{i}(x)\right| \\
& \leq\|\nabla \cdot f\|_{\infty}+\frac{2}{r}\left\|\varphi^{\prime}\right\|_{\infty}\|f\|_{\infty}
\end{aligned}
$$

because $|x| \leq r$ on the support of $\varphi^{\prime}\left(|x|^{2} / r^{2}\right)$. Since $\nabla \cdot\left(\varphi_{r} f\right)$ converges pointwise to $\nabla \cdot f$ and $D$ has finite volume, it follows from the dominated convergence theorem that the right-hand side of (2-1) converges to $\int_{D} \nabla \cdot f d V$.

The next proposition is used in the proof of the main theorems.
Proposition 2.3. Suppose $D_{1}$ and $D_{2}$ are regular domains in $\mathbb{R}^{d}$, with $D_{1} \cap D_{2}$ compact and with $D_{2}$ of finite volume and surface area. Suppose further that $f$ is a smooth bounded vector field defined on a neighborhood of $D_{2}$. There exists a sequence of regular domains $D_{2, i}$ such that $\partial D_{2, i}$ is transverse to $\partial D_{1}$, and the following limits hold as $i \rightarrow \infty$ :
(a) $\operatorname{Vol}\left(D_{2, i}\right) \rightarrow \operatorname{Vol}\left(D_{2}\right)$;
(b) $\operatorname{Area}\left(\partial D_{2, i}\right) \rightarrow \operatorname{Area}\left(\partial D_{2}\right)$;
(c) $\int_{\partial D_{2, i}} f \cdot \boldsymbol{n}_{\partial D_{2, i}} d A \rightarrow \int_{\partial D_{2}} f \cdot \boldsymbol{n}_{\partial D_{2}} d A$.

The domains can be chosen so that $D_{2, i}$ is either a decreasing sequence of domains whose intersection is $D_{2}$, or an increasing sequence of domains whose union is $D_{2}$.


Figure 2. Defining a domain $D_{2}^{\eta}$ containing $D_{2}$.

Proof. As a smooth embedded hypersurface, $\partial D_{2}$ has a tubular neighborhood $N$, and there exists a smooth embedding $E: \partial D_{2} \times(-\delta, \delta) \rightarrow N$ such that $E(\cdot, 0)$ is the identity on $\partial D_{2}$. It can be chosen such that $E\left(\partial D_{2} \times(0, \delta)\right) \cap D_{2}=\varnothing$ and $E\left(\partial D_{2} \times(-\delta, 0]\right) \subset D_{2}$.

Let $W \subset \mathbb{R}^{d}$ be a precompact neighborhood of $D_{1} \cap D_{2}$ contained in the set on which $f$ is defined, and let $\varphi: \mathbb{R}^{d} \rightarrow[0,1]$ be a smooth compactly supported function that is equal to 1 on $\bar{W}$. For each $\eta$ such that $\delta>\eta>0$, define

$$
\begin{gathered}
V_{\eta}=\{E(x, s): 0 \leq s \leq \eta \varphi(x)\} \\
D_{2}^{\eta}=D_{2} \cup V_{\eta}
\end{gathered}
$$

(See Figure 2.) Then $D_{2}^{\eta}$ is a regular domain containing $D_{2}$, which agrees with $D_{2}$ outside the support of $\varphi$. Its boundary $\partial D_{2}^{\eta}$ is the image of the embedding $\iota_{\eta}$ : $\partial D_{2} \rightarrow \mathbb{R}^{d}$ given by $\iota_{\eta}(x)=E(x, \eta \varphi(x))$, which is equal to the inclusion map $\partial D_{2} \hookrightarrow \mathbb{R}^{d}$ outside supp $\varphi$. The map $E$ has full rank in $\left(\partial D_{2} \cap W\right) \times(-\delta, \delta)$, and $\varphi \equiv 1$ there, so by the parametric transversality theorem (see, for example, [Lee 2013, Theorem 6.35, p. 145]), $\partial D_{2}^{\eta}$ is transverse to $\partial D_{1}$ for almost every $\eta \in(-\delta, \delta)$.

Now let $\eta_{i}$ be a sequence of positive numbers that decreases to zero, chosen so that $\partial D_{2}^{\eta_{i}}$ is transverse to $\partial D_{1}$ for each $i$, and set $D_{2, i}=D_{2}^{\eta_{i}}$. Then $D_{2, i}$ decreases to $D_{2}$ and $\operatorname{Vol}\left(D_{2, i}\right)$ decreases to $\operatorname{Vol}\left(D_{2}\right)$. Moreover, because the embeddings $\iota_{\eta_{i}}$ converge uniformly with all derivatives to the inclusion map $\partial D_{2} \hookrightarrow \mathbb{R}^{d}$, the surface area of $\partial D_{2, i}$ converges to that of $\partial D_{2}$. Further, the function $\boldsymbol{n}_{\partial D_{2, i}} \circ \iota_{\eta_{i}}: \partial D_{2} \rightarrow \mathbb{R}^{d}$ converges to $\boldsymbol{n}_{\partial D_{2}}$. Combining these two arguments, we conclude that (c) is satisfied.

To obtain a sequence of domains that increase to $\check{D}_{2}$, we proceed instead as follows. For each $\eta$ such that $-\delta<\eta<0$, define

$$
V_{\eta}=\{E(x, s) \mid \eta \varphi(x)<s \leq 0\}, \quad D_{2}^{\eta}=D_{2} \backslash V_{\eta}
$$

In this case, we can choose a sequence of negative numbers $\eta_{i}$ increasing to zero such that $\partial D_{2}^{\eta_{i}}$ is transverse to $\partial D_{1}$. The rest of the proof proceeds as before.

## 3. Proof of Theorems $\mathbf{1 . 1}$ and 1.2

In this section, we prove Theorems 1.1 and 1.2. We start with a more general result that implies both theorems; first, we prove it when the boundaries of the domains intersect transversally, then, employing an approximation argument, we prove the general case.

Theorem 3.1. Suppose $D_{1}$ and $D_{2}$ are two regular domains in $\mathbb{R}^{d}$, such that $D_{1} \cap D_{2}$ is compact and $D_{2}$ has finite volume and surface area. Let $f$ be a smooth vector field defined on a neighborhood of $D_{2}$ such that both $|f|$ and $|\nabla \cdot f|$ are bounded. The absolute value of the flux of $f$ across the portion of $\partial D_{1}$ inside $D_{2}$ satisfies the following bound:

$$
\begin{equation*}
\left|\int_{\partial D_{1} \cap D_{2}} f \cdot \boldsymbol{n}_{\partial D_{1}} d A\right| \tag{3-1}
\end{equation*}
$$

$$
\leq \frac{1}{2}\left(\operatorname{Area}\left(\partial D_{2}\right)\|f\|_{\infty}+\left|\int_{\partial D_{2}} f \cdot \boldsymbol{n}_{\partial D_{2}} d A\right|+\operatorname{Vol}\left(D_{2}\right)\|\nabla \cdot f\|_{\infty}+\left|\int_{D_{2}} \nabla \cdot f d V\right|\right)
$$

The same estimate holds when $\partial D_{1} \cap D_{2}$ is replaced by $\partial D_{1} \cap \grave{D}_{2}$ on the lefthand side.

Proposition 3.2. Theorem 3.1 holds when $\partial D_{1} \pitchfork \partial D_{2}$.
Proof. Note that $\partial\left(D_{1} \cap D_{2}\right)$ is compact, and

$$
\begin{equation*}
\partial\left(D_{1} \cap D_{2}\right)=\left(\partial D_{1} \cap D_{2}\right) \cup\left(D_{1} \cap \partial D_{2}\right) \tag{3-2}
\end{equation*}
$$

Adding and subtracting $\int_{\partial D_{2} \cap D_{1}} f \cdot \boldsymbol{n}_{\partial D_{2}} d A$, we obtain

$$
\begin{aligned}
\int_{\partial D_{1} \cap D_{2}} f \cdot \boldsymbol{n}_{\partial D_{1}} d A & =\int_{\partial D_{1} \cap D_{2}} f \cdot \boldsymbol{n}_{\partial D_{1}} d A+\int_{\partial D_{2} \cap D_{1}} f \cdot \boldsymbol{n}_{\partial D_{2}} d A-\int_{\partial D_{2} \cap D_{1}} f \cdot \boldsymbol{n}_{\partial D_{2}} d A \\
& =\int_{\partial\left(D_{1} \cap D_{2}\right)} f \cdot \boldsymbol{n}_{\partial\left(D_{1} \cap D_{2}\right)} d A-\int_{\partial D_{2} \cap D_{1}} f \cdot \boldsymbol{n}_{\partial D_{2}} d A
\end{aligned}
$$

since $\partial D_{1} \cap \partial D_{2}$ is a smooth $(d-2)$-dimensional submanifold and thus has zero ( $d-1$ )-dimensional area.

The assumption $\partial D_{1} \pitchfork \partial D_{2}$ implies that $D_{1} \cap D_{2}$ is a smooth manifold with corners. To see this, we just need to show that each point is contained in the domain of an appropriate smooth coordinate chart. For points not in $\partial D_{1} \cap \partial D_{2}$, this follows easily from the fact that $D_{1}$ and $D_{2}$ are regular domains. If $x \in \partial D_{1} \cap \partial D_{2}$, we can find a local defining function $u^{1}$ for $D_{1}$ such that $D_{1}$ is locally given by the equation $u^{1} \geq 0$; and similarly we can find a local defining function $u^{2}$ for $D_{2}$. The assumption $\partial D_{1} \pitchfork \partial D_{2}$ ensures that $d u^{1}$ and $d u^{2}$ are linearly independent at $x$. Thus we can find smooth functions $u^{3}, \ldots, u^{d}$ such that $\left(u^{1}, \ldots, u^{d}\right)$ form the required local coordinates in a neighborhood of $x$.

Applying the divergence theorem, we get

$$
\int_{\partial D_{1} \cap D_{2}} f \cdot \boldsymbol{n}_{\partial D_{1}} d A=\int_{D_{2} \cap D_{1}} \nabla \cdot f d V-\int_{\partial D_{2} \cap D_{1}} f \cdot \boldsymbol{n}_{\partial D_{2}} d A .
$$

Applying Lemma 2.1 to both terms on the right hand side completes the proof for $\partial D_{1} \cap D_{2}$. The result for $\partial D_{1} \cap \circ_{2}$ is immediate in this case, because $\partial D_{1} \cap \partial D_{2}$ has zero surface area.

Proof of Theorem 3.1. Let $D_{2, i}$ be a sequence of regular domains decreasing to $D_{2}$ and satisfying the conclusions of Proposition 2.3. By Proposition 3.2, for every $i$ we have that $\left|\int_{\partial D_{1} \cap D_{2, i}} f \cdot \boldsymbol{n}_{\partial D_{1}} d A\right|$ is bounded by
$\frac{1}{2}\left(\operatorname{Area}\left(\partial D_{2, i}\right)\|f\|_{\infty}+\left|\int_{\partial D_{2, i}} f \cdot \boldsymbol{n}_{\partial D_{2, i}} d A\right|+\operatorname{Vol}\left(D_{2, i}\right)\|\nabla \cdot f\|_{\infty}+\left|\int_{D_{2, i}} \nabla \cdot f d V\right|\right)$.
Proposition 2.3 shows that the first three terms above converge to the first three terms on the right-hand side of (3-1). To complete the proof, we use the facts that the sets $D_{2, i}$ decrease to $D_{2}$ and the compact sets $\partial D_{1} \cap D_{2, i}$ decrease to $\partial D_{1} \cap D_{2}$ as $i$ goes to infinity, and thus the Lebesgue dominated convergence theorem yields

$$
\lim _{i \rightarrow \infty}\left|\int_{D_{2, i}} \nabla \cdot f d V\right|=\left|\int_{D_{2}} \nabla \cdot f d V\right|
$$

and

$$
\lim _{i \rightarrow \infty}\left|\int_{\partial D_{1} \cap D_{2, i}} f \cdot \boldsymbol{n}_{\partial D_{1}} d A\right|=\left|\int_{\partial D_{1} \cap D_{2}} f \cdot \boldsymbol{n}_{\partial D_{1}} d A\right| .
$$

This completes the proof for $\partial D_{1} \cap D_{2}$.
To prove the estimate for $\partial D_{1} \cap D_{2}$, we use the same argument, but with $D_{2, i}$ chosen to increase to $\stackrel{\circ}{D}_{2}$. Because $\partial D_{2}$ has $d$-dimensional measure zero, we have $\int_{\check{D}_{2}} \nabla \cdot f d V=\int_{D_{2}} \nabla \cdot f d V$, and the result follows.
Proof of Theorem 1.1. Inequality (1-1) follows immediately from (3-1) and obvious estimates for the integrals.
Proof of Theorem 1.2. We first assume that $\operatorname{Vol}\left(D_{2}\right)<\infty$, so that (3-1) holds. In this case, the last two terms in (3-1) are zero because $\nabla \cdot f=0$, and the second term is zero by the divergence theorem.

Now consider the case in which $D_{2}$ has infinite volume. Let $D_{2}^{\prime}$ denote the closure of $\mathbb{R}^{d} \backslash D_{2}$, which is a regular domain with interior $\stackrel{\circ}{2}_{2}^{\prime}=\mathbb{R}^{d} \backslash D_{2}$. Because $\operatorname{Area}\left(\partial D_{2}^{\prime}\right)=\operatorname{Area}\left(\partial D_{2}\right)<\infty$, the isoperimetric inequality (see [De Giorgi 1953]) implies that $D_{2}^{\prime}$ has finite volume. If $D_{1}$ also has finite volume, the divergence theorem gives

$$
\int_{\partial D_{1} \cap D_{2}} f \cdot \boldsymbol{n}_{\partial D_{1}} d A+\int_{\partial D_{1} \cap D_{2}^{\prime}} f \cdot \boldsymbol{n}_{\partial D_{1}} d A=\int_{\partial D_{1}} f \cdot \boldsymbol{n}_{\partial D_{1}} d A=\int_{D_{1}} \nabla \cdot f d V=0,
$$

and (1-2) follows from Theorem 3.1 applied to the second term on the left-hand side above. On the other hand, if $\operatorname{Vol}\left(D_{1}\right)=\infty$, we let $D_{1}^{\prime}$ be the closure of $\mathbb{R}^{d} \backslash D_{1}$ (which has finite volume), and apply the above argument with $D_{1}^{\prime}$ in place of $D_{1}$.

To conclude this section, we explain what modifications need to be made to Theorems 1.1 and 1.2 and their proofs to adapt them to the case of regular domains in Riemannian manifolds.

Suppose $M$ is a $d$-dimensional smooth Riemannian manifold with Riemannian metric $g$ and volume density $d V_{g}$. (If $M$ is oriented, $d V_{g}$ can be interpreted as a differential $d$-form; but otherwise it needs to be interpreted as a density. See [Lee 2013, pp. 427-434] for basic properties of densities.) A regular domain $D \subset M$ is defined just as in the case $M=\mathbb{R}^{d}$. If $D \subset M$ is a regular domain, it has a uniquely defined outward unit normal vector field $\boldsymbol{n}_{\partial D}$. For any such domain, we let $\tilde{g}$ denote the induced Riemannian metric on $\partial D$, and let $d A_{\tilde{g}}$ denote its volume density.

For any smooth vector field $f$ defined on an open subset of $M$, the divergence of $f$, denoted by $\nabla \cdot f$, is defined as follows. If $M$ is oriented, then $\nabla \cdot f$ is the unique vector field that satisfies $\left.(\nabla \cdot f) d V_{g}=d(f\lrcorner d V_{g}\right)$. On a nonorientable manifold, we define it locally by choosing an orientation and using the same formula; because $\nabla \cdot f$ is unchanged when the orientation is reversed, it is globally defined. The divergence theorem then holds in exactly the same form for smooth $d$-dimensional submanifolds with corners in $M$. Moreover, any compact smooth embedded hypersurface in $M$ has a tubular neighborhood in $M$. (See [Bredon 1993, Theorem 11.14, p. 100] for a proof. Although the proof there is for manifolds embedded in Euclidean space, it follows from the Whitney embedding theorem that it applies to all smooth manifolds.)

Using these facts, the proof of the following theorem is carried out exactly like the proofs of Theorems 1.1 and 1.2. To avoid complications, we restrict to the case in which $D_{2}$ is compact.
Theorem 3.3. If $D_{1}$ and $D_{2}$ are regular domains in a Riemannian manifold ( $M, g$ ) with $D_{2}$ compact, and $f$ is a smooth vector field defined on a neighborhood of $D_{2}$, then the conclusions of Theorems 1.1 and 1.2 hold, namely,

$$
\left|\int_{\partial D_{1} \cap D_{2}}\left\langle f, \boldsymbol{n}_{\partial D_{1}}\right\rangle_{g} d A_{\tilde{g}}\right| \leq \operatorname{Area}\left(\partial D_{2}\right)\|f\|_{\infty}+\operatorname{Vol}\left(D_{2}\right)\|\nabla \cdot f\|_{\infty},
$$

and if $\nabla \cdot f \equiv 0$,

$$
\left|\int_{\partial D_{1} \cap D_{2}}\left\langle f, \boldsymbol{n}_{\partial D_{1}}\right\rangle_{g} d A_{\tilde{g}}\right| \leq \frac{1}{2} \operatorname{Area}\left(\partial D_{2}\right)\|f\|_{\infty} .
$$

## 4. Bounding integrals of normal fields

In this section, we prove Corollary 1.3 and Theorem 1.4. We also provide examples on the tightness of the bound.

Proof of Corollary 1.3. Let $v=\int_{\partial D_{1} \cap D_{2}} \boldsymbol{n}_{\partial D_{1}} d A$. If $|v|=0$ there is nothing to prove, so we assume that $|v|>0$, and let $f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ be the constant vector field $f \equiv v /|v|$. Clearly, $|v|=v \cdot v /|v|=\int_{\partial D_{1} \cap D_{2}} f \cdot \boldsymbol{n}_{\partial D_{1}} d A$. Now, since $\nabla \cdot f \equiv 0$ and $\|f\|_{\infty}=1$, the proof follows from Theorem 1.2.

To prove Theorem 1.4, we begin with a lemma.
Lemma 4.1. Suppose $D \subset \mathbb{R}^{d}$ is a compact convex regular domain with diameter $\delta$ and $C$ is any measurable subset of $\partial D$. Then for any unit vector $v \in \mathbb{R}^{d}$, we have

$$
\begin{equation*}
\int_{C} v \cdot \boldsymbol{n}_{\partial D} d A \leq \frac{1}{2} \operatorname{Vol}\left(B^{d-1}(\delta / 2)\right) . \tag{4-1}
\end{equation*}
$$

Proof. First consider the case $v=e_{d}=(0, \ldots, 0,1)$. After applying a translation, we can assume that $D$ is contained in the set where $x^{d} \geq 0$. Its boundary is the union of the three subsets $\partial D_{+}, \partial D_{0}$, and $\partial D_{-}$, defined as the subsets of $\partial D$ where $v \cdot \boldsymbol{n}_{\partial D}$ is positive, zero, or negative, respectively.

Now, let $A$ be the following subset of $\mathbb{R}^{d}$ :

$$
A=\left\{\left(x^{1}, \ldots, x^{d-1}, t x^{d}\right) \mid\left(x^{1}, \ldots, x^{d}\right) \in D, 0 \leq t \leq 1\right\} .
$$

Then $A$ is a compact convex set, and its boundary is the union of the three subsets $\partial A_{+}, \partial A_{0}$, and $\partial A_{-}$, defined in the same way as above. (See Figure 3.)

The fact that $D$ is convex ensures that $\partial A_{+}=\partial D_{+}, \partial A_{0} \supset \partial D_{0}$, and $\partial A_{-}$is contained in the hyperplane where $x^{d}=0$. Moreover, $A$ is a $C^{1}$ manifold with corners. (Its boundary might not be smooth at points where $\partial A_{0}$ meets $\overline{\partial A}_{+}$, but it is at least $C^{1}$ there.)


Figure 3. Proof of Lemma 4.1.

Using the fact that $v \cdot \boldsymbol{n}_{\partial D}<0$ on $\partial D_{-}$and $v \cdot \boldsymbol{n}_{\partial D}=0$ on $\partial D_{0}$, we compute

$$
\begin{aligned}
\int_{C} v \cdot \boldsymbol{n}_{\partial D} d A & =\int_{C \cap \partial D_{+}} v \cdot \boldsymbol{n}_{\partial D} d A+\int_{C \cap \partial D_{0}} v \cdot \boldsymbol{n}_{\partial D} d A+\int_{C \cap \partial D_{-}} v \cdot \boldsymbol{n}_{\partial D} d A \\
& \leq \int_{C \cap \partial D_{+}} v \cdot \boldsymbol{n}_{\partial D} d A \leq \int_{\partial D_{+}} v \cdot \boldsymbol{n}_{\partial D} d A \\
& =\int_{\partial A_{+}} v \cdot \boldsymbol{n}_{\partial A} d A=-\int_{\partial A_{-}} v \cdot \boldsymbol{n}_{\partial A} d A
\end{aligned}
$$

where in the last line we have used the divergence theorem for the vector field $f \equiv v$ and the fact that $v \cdot \boldsymbol{n}_{\partial A}=0$ on $\partial A_{0}$. Since $\boldsymbol{n}_{\partial A}=-v$ on $\partial A_{-}$, the last integral is equal to the area of $\partial A_{-}$. Since $\partial A_{-}$is contained in a $(d-1)$-dimensional ball of radius $\delta / 2$, the result follows.

Finally, for the case of a general unit vector $v$, we just apply a rotation to $D$ and apply the above argument.

Proof of Theorem 1.4. Let $D_{1}$ and $D_{2}$ be as in the statement of the theorem. If $\int_{\partial D_{1} \cap D_{2}} \boldsymbol{n}_{\partial D_{1}} d A=0$, there is nothing to prove, so assume the integral is nonzero, and let $v$ be the unit vector in the direction of $\int_{\partial D_{1} \cap D_{2}} \boldsymbol{n}_{\partial D_{1}} d A$. Then

$$
\begin{aligned}
\left|\int_{\partial D_{1} \cap D_{2}} \boldsymbol{n}_{\partial D_{1}} d A\right| & =v \cdot \int_{\partial D_{1} \cap D_{2}} \boldsymbol{n}_{\partial D_{1}} d A \\
& =\int_{\partial D_{1} \cap D_{2}} v \cdot \boldsymbol{n}_{\partial D_{1}} d A,
\end{aligned}
$$

and the result follows from Lemma 4.1.
The following examples demonstrate the tightness of the bound for nonconvex sets, as well as the necessity of the condition that the hypersurface be the boundary of a regular domain.

Example 4.2. The main theorem explicitly uses the divergence theorem, which is applied to space-separating hypersurfaces. In fact, the bounds do not apply for images of general smooth immersions. To construct a counterexample in the plane (i.e., for $d=2$ ), start with a smooth Jordan curve in the plane, then cover it $m$ times, with small perturbations, making the integral on the left-hand side of (1-3) roughly $m$ times as large, while the right-hand side is fixed because it depends only on $\partial D_{2}$. Clearly, whenever the left-hand side of (1-3) is not zero, we can choose $m$ large enough that the inequality does not hold.

Example 4.3. To see that the bound obtained in Corollary 1.3 is tight, and cannot be replaced by a bound based only on the diameter of $D_{2}$ when $D_{2}$ is not convex, we consider comb-shaped subsets of $\mathbb{R}^{d}$, for $d \geq 2$, generated in the following manner. Fix $n>2$, and let $D_{n}$ be a closed nonsmooth comb-shaped set defined as


Figure 4. The domains of Example 4.3 in the case $n=4$ (before smoothing).
the union of the following rectangles:

$$
\begin{aligned}
R_{i, n} & =\left\{\left(x^{1}, \ldots, x^{d}\right) \in[0,1]^{d} \mid i / n \leq x^{2} \leq i / n+1 / n^{2}\right\}, \quad 0 \leq i \leq n-1 ; \\
R_{n, n} & =\left\{\left(x^{1}, \ldots, x^{d}\right) \in[0,1]^{d} \mid 0 \leq x^{1} \leq 1 / n^{2}\right\} .
\end{aligned}
$$

Applying a small perturbation we then smooth its corners, and set $D_{1, n}$ accordingly. Let $D_{2, n}$ be the translation of $D_{1, n}$ by the vector $\left(1 /\left(2 n^{2}\right), 1 /\left(2 n^{2}\right), 0, \ldots, 0\right) \in \mathbb{R}^{d}$. (See Figure 4.) By our construction, the surface area of each set $\partial D_{1, n}$ or $\partial D_{2, n}$ is roughly $2 n+2$, and the fraction of the boundary area where the normal vector of $\partial D_{1, n}$ is parallel to the $x^{2}$-axis is roughly $n /(n+1)$, approaching 1 when $n$ is large. Notice that by the choice of $D_{2, n}$, when we integrate the normal vector in the portion of $\partial D_{1, n}$ inside $D_{2, n}$ we capture only the part pointing in the positive direction of the $x^{2}$-axis. This shows that the integral of the normal vector has magnitude of roughly $n$, approaching half the surface area when we take $n$ to infinity.

## 5. Applications: limits of hypersurfaces \& planar results

In this section we provide two applications of Corollary 1.3, extending previous planar results in [Artstein and Bright 2010; 2013]. The first is for limits of regular domains whose surface areas increase without bound. The second is an application in the planar case.

Corollary 1.3 bounds the normal vector of the boundary of a regular domain in a second regular domain, by the surface area of the boundary of the second domain, and completely disregarding the surface area of the original hypersurface. This is now applied to surfaces with increasing surface area, establishing a new result on the limit.

We will denote by $\mathbb{S}^{d-1} \subset \mathbb{R}^{d}$ the unit ( $d-1$ )-sphere. For every hypersurface we define a corresponding probability measure using the following notation:

Definition 5.1. Suppose $S \subset \mathbb{R}^{d}$ is a smooth hypersurface endowed with a unit normal vector field $\boldsymbol{n}_{S}$. We define the empirical measure $\mu \in P\left(\mathbb{R}^{d} \times \mathbb{S}^{d-1}\right)$ corresponding to $S$ by

$$
\mu(U \times V)=\frac{1}{\operatorname{Area}(S)} \int_{S \cap U} \chi_{V}\left(\boldsymbol{n}_{S}\right) d A
$$

for all open sets $U \subset \mathbb{R}^{d}$ and $V \subset \mathbb{S}^{d-1}$.
A useful property of empirical measures is that, if $f: \mathbb{R}^{d} \times \mathbb{S}^{d-1} \rightarrow \mathbb{R}$ is continuous, we have

$$
\frac{1}{\operatorname{Area}(S)} \int_{S} f\left(x, \boldsymbol{n}_{S}\right) d A=\int_{\mathbb{R}^{d} \times \mathbb{S}^{d-1}} f(x, n) \mu(d x, d n)
$$

We endow the set of probability measures $P\left(\mathbb{R}^{d} \times \mathbb{S}^{d-1}\right)$ with the weak topology, namely, a sequence of measures $\mu_{1}, \mu_{2}, \ldots \in P\left(\mathbb{R}^{d} \times \mathbb{S}^{d-1}\right)$ converges to a measure $\mu_{0} \in P\left(\mathbb{R}^{d} \times \mathbb{S}^{d-1}\right)$ if for every bounded continuous function $g(x, n)$,

$$
\int_{\mathbb{R}^{d} \times \mathbb{S}^{d-1}} g(x, n) \mu_{0}(d x, d n)=\lim _{i \rightarrow \infty} \int_{\mathbb{R}^{d} \times \mathbb{S}^{d-1}} g(x, n) \mu_{i}(d x, d n)
$$

Another tool we need for the next theorem is disintegration of measures. Given a probability measure $\mu \in P\left(\mathbb{R}^{d} \times \mathbb{S}^{d-1}\right)$, we define its marginal measure, $p(d x)$, as the projection on $\mathbb{R}^{d}$, namely, $p(A)=\mu\left(A \times \mathbb{S}^{d-1}\right)$ for every measurable set $A \subset \mathbb{R}^{d}$. Also, we denote the measure valued function $\mu^{x}(d n)$, the disintegration of $\mu$ with respect to $p$, for $p$-almost every $x$. With this notation, for every pair of measurable sets $U \subset \mathbb{R}^{d}$ and $V \subset \mathbb{S}^{d-1}$, we have that

$$
\mu(U \times V)=\int_{U} \mu^{x}(V) p(d x)
$$

We now state the main result regarding the limits of regular domains.
Theorem 5.2. Let $D_{1}, D_{2}, \ldots \subset \mathbb{R}^{d}$ be a sequence of compact regular domains, such that the surface areas of their boundaries increases to infinity. If the empirical measures $\mu_{1}, \mu_{2}, \ldots$, corresponding to the sequence $\partial D_{1}, \partial D_{2}, \ldots$, converge weakly to $\mu_{0}$, then

$$
h(x)=\int_{\mathbb{S}^{d}-1} n \mu_{0}^{x}(x)(d n)=0
$$

for $p_{0}$-almost every $x$, where $\mu_{0}(d x, d n)=p_{0}(d x) \mu_{0}^{x}(d n)$ is the disintegration of $\mu_{0}$ with respect to its projection $p_{0}$.
Proof. Let $B=B(x, r) \subset \mathbb{R}^{d}$ be a ball centered at $x$ with radius $r>0$. By the definition of the empirical measures and by Corollary 1.3,

$$
\left|\int_{B \times \mathbb{S}^{d-1}} n d \mu_{i}(d x, d n)\right|=\left|\frac{1}{\operatorname{Area}\left(\partial D_{i}\right)} \int_{\partial D_{i} \cap B} \boldsymbol{n}_{\partial D_{i}} d A\right| \leq \frac{\operatorname{Area}(\partial B)}{2 \operatorname{Area}\left(\partial D_{i}\right)}
$$

Weak convergence of measures and the dominated convergence theorem imply that

$$
\begin{aligned}
\left|\int_{B \times \mathbb{S}^{d-1}} n d \mu_{0}(d x, d n)\right| & =\lim _{i \rightarrow \infty}\left|\int_{B \times \mathbb{S}^{d-1}} n d \mu_{i}(d x, d n)\right| \\
& \leq \lim _{i \rightarrow \infty} \frac{\operatorname{Area}(\partial B)}{2 \operatorname{Area}\left(\partial D_{i}\right)}=0
\end{aligned}
$$

for a set of values of $r>0$ of full measure for which $\mu_{i}\left(\partial B(x, r) \times \mathbb{S}^{d-1}\right)=0$, for all $i=0,1,2, \ldots$ Using the disintegration notation we obtain that

$$
\begin{aligned}
\left|\int_{B \times \mathbb{S}^{d-1}} n d \mu_{0}(d x, d n)\right| & =\left|\int_{B}\left(\int_{\mathbb{S}^{d-1}} n \mu_{0}^{x}(d n)\right) p_{0}(d x)\right| \\
& =\int_{B} h(x) p_{0}(d x)=0
\end{aligned}
$$

for almost every ball $B$. If the measure $p_{0}(d x)$ is Lebesgue measure, by the Lebesgue differentiation theorem we have $h(x)=0$ almost everywhere. The LebesgueBesicovitch differentiation theorem extends this result to Radon measures (see, for example, [Evans and Gariepy 1992, p. 43]).

Remark 5.3. Theorem 5.2 requires the convergence of the empirical measures. When the domains in the sequence are contained in some compact set $K$, the compactness of the space $K \times \mathbb{S}^{d-1}$ implies the compactness of $P\left(K \times \mathbb{S}^{d-1}\right)$, and, therefore, the existence of a converging subsequence [Billingsley 1999, p. 72].

In two dimensions, our result extends as follows.
Corollary 5.4. Suppose $x_{1}:\left[0, \tau_{1}\right] \rightarrow \mathbb{R}^{2}$ is a parametrized smooth Jordan curve and $D_{2} \subset \mathbb{R}^{2}$ is a regular domain. If the length of $\partial D_{2}$ is $L_{2}$, then

$$
\left|\int_{0}^{\tau_{1}} \chi_{D_{2}}\left(x_{1}(t)\right) \frac{d}{d t} x_{1}(t) d t\right| \leq \frac{L_{2}}{2}
$$

Proof. Let $T_{1}$ and $N_{1}$ be the unit tangent and normal vectors of $x_{1}$. Using the arc-length parametrization, we have that

$$
\left|\int_{0}^{\tau_{1}} \chi_{D_{2}}\left(x_{1}(t)\right) \frac{d}{d t} x_{1}(t) d t\right|=\left|\int_{0}^{L_{1}} \chi_{D_{2}}\left(x_{1}(s)\right) T_{1}(s) d s\right|
$$

where $L_{1}$ is the length of $x_{1}$. Expressing the tangent vector in terms of the normal vector, we reduce the previous expression to

$$
\left|\int_{0}^{L_{1}} \chi_{D_{2}}\left(x_{1}(s)\right)\left[\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right] N_{1}(s) d s\right|=\left|\int_{0}^{L_{1}} \chi_{D_{2}}\left(x_{1}(s)\right) N_{1}(s) d s\right|
$$

as the rotation matrix is orthogonal. Applying Corollary 1.3 completes the proof.

For our final application, we consider an ordinary differential equation in the plane defined by

$$
\begin{equation*}
\frac{d x}{d t}=f(x), \tag{5-1}
\end{equation*}
$$

where $f: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is a vector field (generally assumed at least Lipschitz continuous). An invariant set for $f$ is a subset of $\mathbb{R}^{2}$ that is invariant under the forward flow of $f$ and a minimal set is a nonempty closed invariant set that is minimal with respect to inclusions. A trivial minimal set is a set that is the image of either a stationary solution or a periodic solution.

We present a new short proof of the following well-known result.
Theorem 5.5. Suppose $f$ is a smooth vector field on $\mathbb{R}^{2}$. Then every minimal set for $f$ is trivial.

The textbook proof of this theorem (see [Verhulst 1996]) relies on the PoincaréBendixson theorem, and employs dynamical arguments. Here we present a simpler proof based on the divergence theorem, and specifically on Corollary 1.3. Note that the divergence theorem was used by Bendixson in the proof of the Bendixson criterion, which verifies that no periodic solutions exist.

Our proof uses the following well-known lemmas.
Lemma 5.6. Suppose $\Omega \subset \mathbb{R}^{2}$ is a minimal set for (5-1) and $x^{*}:[0, \infty) \rightarrow \mathbb{R}^{2}$ is a solution to (5-1) with trajectory contained in $\Omega$. For every $y_{0} \in \Omega, s \in[0, \infty)$, and $\delta>0$, there exists $t>s$ such that $\left|x^{*}(t)-y_{0}\right|<\delta$.

Proof. Suppose the lemma does not hold for some $y_{0}, s$, and $\delta$. Then the curve $y^{*}(t)=x^{*}(s+t)$ is a solution to (5-1) with trajectory contained in $\Omega \backslash B\left(y_{0}, \delta\right)$ for a suitable $\delta>0$, in contradiction to the minimality of $\Omega$.

The next lemma follows easily from Sard's theorem.
Lemma 5.7. Suppose $I \subset \mathbb{R}$ is a compact interval and $g: I \rightarrow \mathbb{R}$ is smooth. Then for almost every $r \in \mathbb{R}$, the set $g^{-1}(r)=\{t \in I \mid g(t)=r\}$ is finite.

Proof of Theorem 5.5. Clearly, $\Omega$ is a singleton if and only if it contains a point $y \in \Omega$ such that $f(y)=0$, so we may assume henceforth that $f$ does not vanish in $\Omega$ and $\Omega$ contains more than one point. Choose $D>0$ such that $\Omega \backslash B\left(x^{*}(0), 3 D\right) \neq \varnothing$. We construct sequences of real numbers $\left\{\delta_{i}\right\}$ and $\left\{t_{i}\right\}$, and a sequence of simple closed curves $\left\{\gamma_{i}\right\}$, as follows. Set $\delta_{0}=D$, and let $t_{0}$ be the first time where $x^{*}$ meets $\partial B\left(x^{*}(0), \delta_{0}\right)$. For $i=1,2, \ldots$ do the following:
(a) Choose $\delta_{i}<\delta_{i-1} / 2$ small enough that $\left|x^{*}(0)-x^{*}(t)\right|>\delta_{i}$ for all $t \in\left[t_{0}, t_{i-1}\right]$.
(b) Let $t_{i}$ be the first time after $t_{0}$ where the curve $x^{*}$ meets $\partial B\left(x^{*}(0), \delta_{i}\right)$. (Here we use Lemma 5.6.)


Figure 5. Proof of Theorem 5.5.
(c) Starting from $x^{*}\left(t_{i}\right)$, follow the line connecting it to $x^{*}(0)$, until that line first meets a point in $x^{*}\left(\left[0, t_{0}\right]\right)$. Let $x^{*}\left(s_{i}\right)$ be this point. (See Figure 5.)
(d) Let $\gamma_{i}$ be the parametrized piecewise smooth curve obtained by following the curve $x^{*}$ in the interval $\left[s_{i}, t_{i}\right]$, and then the line connecting its endpoints with unit speed.

Note that $t_{i}$ is an increasing sequence and that the uniqueness of the solution with respect to the initial condition implies that every $\gamma_{i}$ is a Jordan curve. Suppose first that the sequence $\left\{t_{i}\right\}$ is bounded above. Then $t_{i} \rightarrow t^{*} \in \mathbb{R}^{+}$and $x^{*}\left(t_{i}\right) \rightarrow x^{*}\left(t^{*}\right)$. According to our construction, $\left|x^{*}(0)-x^{*}\left(t_{i}\right)\right|=\delta_{i}<2^{-i} D$ for every $i$. Hence by continuity $x^{*}\left(t^{*}\right)=x^{*}(0)$, and $x^{*}$ is periodic. By the minimality of $\Omega$, the image of $x^{*}$ is $\Omega$.

The only remaining possibility is $t_{i} \nearrow \infty$. Fix $y_{0} \in \Omega$ such that $\left|y_{0}-x^{*}(0)\right|>2 D$. By Lemma 5.7, there exists arbitrarily small $r_{0}<D$ such that the set

$$
\left\{t \in[0, s]\left|\left|x^{*}(t)-y_{0}\right|=r_{0}\right\}\right.
$$

is finite for every $s>0$. (This follows from the fact that $g(t)=\left|x^{*}(t)-y_{0}\right|^{2}$ is a smooth function of $t$.) Note that this implies that the portion of $\gamma_{i}$ in $B_{0}=B\left(y_{0}, r_{0}\right)$ is part of the trajectory $x^{*}$, and that for every $i$ the Jordan curve $\gamma_{i}$ intersects $\partial B_{0}$ at a finite number of points.

For every $i$, we let $D_{i}$ denote the domain consisting of the Jordan curve $\gamma_{i}$ together with its interior. Although $D_{i}$ is not a regular domain, it is a regular domain with two corner points, which are outside of $\bar{B}_{0}$, and it is easy to see that Corollary 1.3 can be applied to $\partial D_{i} \cap B_{0}$. Thus by Corollary 5.4,

$$
\left|\int_{\left\{t \leq t_{i} \mid x^{*}(t) \in B_{0}\right\}} \frac{d}{d t} x^{*}(t) d t\right|=\left|\int_{\left\{t \leq t_{i} \mid x^{*}(t) \in B_{0}\right\}} f\left(x^{*}(t)\right) d t\right| \leq \pi r_{0} .
$$

Because $\Omega$ is minimal, Lemma 5.6 implies that the set $\left\{t \mid x^{*}(t) \in B_{0}\right\}$ has infinite measure. This implies that 0 is contained in the convex hull of the set

$$
\left\{f(y) \mid y \in \bar{B}_{0}\right\} .
$$

The radius $r_{0}$ can be chosen arbitrary small; therefore, the continuity of $f$ implies that $f\left(y_{0}\right)=0$, in contradiction.
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# ON STABLE COMMUTATOR LENGTH IN HYPERELLIPTIC MAPPING CLASS GROUPS 

Danny Calegari, Naoyuki Monden and Masatoshi Sato


#### Abstract

We give a new upper bound on the stable commutator length of Dehn twists in hyperelliptic mapping class groups and determine the stable commutator length of some elements. We also calculate values and the defects of homogeneous quasimorphisms derived from $\omega$-signatures and show that they are linearly independent in the mapping class groups of pointed 2 -spheres when the number of points is small.


## 1. Introduction

The aim of this paper is to investigate stable commutator length in hyperelliptic mapping class groups and in mapping class groups of pointed 2 -spheres. Given a group $G$ and an element $x \in[G, G]$, the commutator length of $x$, denoted by $\mathrm{cl}_{G}(x)$, is the smallest number of commutators in $G$ whose product is $x$, and the stable commutator length of $x$ is defined by the limit $\operatorname{scl}_{G}(x):=\lim _{n \rightarrow \infty} \operatorname{cl}_{G}\left(x^{n}\right) / n$ (see Definition 2.1 for details).

We investigate stable commutator length in two groups, $\mathcal{M}_{0}^{m}$ and $\mathscr{H}_{g}$. Let $m$ be a positive integer greater than 3. Choose $m$ distinct points $\left\{q_{i}\right\}_{i=1}^{m}$ in a 2 -sphere $S^{2}$. Let $\operatorname{Diff}_{+}\left(S^{2},\left\{q_{i}\right\}_{i=1}^{m}\right)$ denote the set of all orientation-preserving diffeomorphisms in $S^{2}$ which preserve $\left\{q_{i}\right\}_{i=1}^{m}$ setwise with the $C^{\infty}$-topology. We define the mapping class group of the $m$-pointed 2 -sphere by $\mathcal{M}_{0}^{m}=\pi_{0} \operatorname{Diff}_{+}\left(S^{2},\left\{q_{i}\right\}_{i=1}^{m}\right)$. Let $\Sigma_{g}$ be a closed connected oriented surface of genus $g \geq 1$. An involution $\iota: \Sigma_{g} \rightarrow \Sigma_{g}$ defined as in Figure 1 is called the hyperelliptic involution.


Figure 1. Hyperelliptic involution $\iota$ and the curves $s_{1}, \ldots, s_{g-1}$.

[^6]Let $\mathcal{M}_{g}$ denote the mapping class group of $\Sigma_{g}$, that is, the group of isotopy classes of orientation-preserving diffeomorphisms of $\Sigma_{g}$, and let $\mathscr{H}_{g}$ be the centralizer of the isotopy class of a hyperelliptic involution in $\mathcal{M}_{g}$, which is called the hyperelliptic mapping class group of genus $g$. Note that $\mathcal{M}_{g}=\mathscr{H}_{g}$ when $g=1,2$. Since there exists a surjective homomorphism $\mathscr{P}: \mathscr{H}_{g} \rightarrow \mathcal{M}_{0}^{2 g+2}$ with finite kernel (see Lemma 3.3 and the paragraph before Remark 3.7), these two groups have the same stable commutator length.

Let $s_{0}$ be a nonseparating curve on $\Sigma_{g}$ satisfying $\iota\left(s_{0}\right)=s_{0}$, and let $s_{h}$ be a separating curve in Figure 1 for $h=1, \ldots, g-1$. We denote by $t_{s_{j}}$ the Dehn twist about $s_{j}$ for $j=0,1, \ldots, g-1$. In general, it is difficult to compute stable commutator length, but those of some mapping classes are known. In the mapping class group of a compact oriented surface with connected boundary, Baykur, Korkmaz and the second author [Baykur et al. 2013] determined the commutator length of the Dehn twist about a boundary curve. In the mapping class group of a closed oriented surface, interesting lower bounds on scl of Dehn twists are obtained using gauge theory. Endo and Kotschick [2001], and Korkmaz [2004] proved that $1 /(18 g-6) \leq \operatorname{scl}_{\mathcal{M}_{g}}\left(t_{s_{j}}\right)$ for $j=0,1, \ldots, g-1$. For technical reasons, this result is stated in [Endo and Kotschick 2001] only for separating curves. This technical assumption is removed in [Korkmaz 2004]. The second author [Monden 2012] also showed that $1 /(8 g+4) \leq \operatorname{scl}_{\mathscr{H}_{g}}\left(t_{s_{0}}\right)$ and

$$
\frac{h(g-h)}{g(2 g+1)} \leq \operatorname{scl}_{\mathscr{H}_{g}}\left(t_{s_{h}}\right) \quad \text { for } h=1, \ldots, g-1 .
$$

Stable commutator length on a group is closely related to functions on the group called homogeneous quasimorphisms through Bavard's duality theorem. Homogeneous quasimorphisms are homomorphisms up to bounded error called the defect (see Definition 2.2 for details). By Bavard's theorem, if we obtain a homogeneous quasimorphism on the group and calculate its defect, we also obtain a lower bound on stable commutator length. Actually, Bestvina and Fujiwara [2002, Theorem 12] proved that the spaces of homogeneous quasimorphisms on $\mathcal{M}_{g}$ and $M_{0}^{m}$ are infinite-dimensional when $g \geq 2$ and $m \geq 5$, respectively. However it is hard to compute explicit values of these quasimorphisms and their defects. To compute stable commutator length, we consider computable quasimorphisms derived from $\omega$-signature in [Gambaudo and Ghys 2005] on symmetric mapping class groups.

In Section 3, we review symmetric mapping class groups, which are defined by Birman and Hilden as generalizations of hyperelliptic mapping class groups. We reconsider cobounding functions of $\omega$-signatures as a series of quasimorphisms $\phi_{m, j}$ on a symmetric mapping class group $\pi_{0} C_{g}(t)$. Since there exists a surjective homomorphism $\mathscr{P}: \pi_{0} C_{g}(t) \rightarrow \mathcal{M}_{0}^{m}$ with finite kernel, the homogenizations $\bar{\phi}_{m, j}$
induce homogeneous quasimorphisms on $\mathcal{M}_{0}^{m}$. Let $\sigma_{i} \in \mathcal{M}_{0}^{m}$ be a half twist which permutes the $i$-th point and the $(i+1)$-th point. We denote by $\tilde{\sigma}_{i} \in \pi_{0} C_{g}(t)$ a lift of $\sigma_{i}$, which will be defined on page 333 .

In Section 6, we calculate $\phi_{m, j}$ and their homogenizations $\bar{\phi}_{m, j}$.
Theorem 1.1. Let $r$ be an integer such that $2 \leq r \leq m$. Then:

$$
\begin{gather*}
\phi_{m, j}\left(\tilde{\sigma}_{1} \cdots \tilde{\sigma}_{r-1}\right)=\frac{2(r-1) j(m-j)}{m(m-1)} .  \tag{i}\\
\bar{\phi}_{m, j}\left(\sigma_{1} \cdots \sigma_{r-1}\right)=-\frac{2}{r}\left\{\frac{j r(m-j)(m-r)}{m^{2}(m-1)}+\left(\frac{r j}{m}-\left[\frac{r j}{m}\right]-\frac{1}{2}\right)^{2}-\frac{1}{4}\right\}, \tag{ii}
\end{gather*}
$$

where $[x]$ denotes the greatest integer $\leq x$.
Since this requires straightforward and lengthy calculations to prove, we leave it until the last section. A computer calculation shows that the $([m / 2]-1) \times([m / 2]-1)$ matrix whose $(i, j)$-entry is $\bar{\phi}_{m, j+1}\left(\sigma_{1} \cdots \sigma_{i}\right)$ is nonsingular when $4 \leq m \leq 30$. Thus we have:
Corollary 1.2. The set $\left\{\bar{\phi}_{m, j}\right\}_{j=2}^{[m / 2]}$ is linearly independent when $4 \leq m \leq 30$.
In Section 4, we calculate the defects of the homogenizations of these quasimorphisms. In particular, we determine the defect of $\bar{\phi}_{m, m / 2}$ when $m$ is even. Actually $\bar{\phi}_{m, m / 2}$ is the same as the homogenization of the Meyer function on the hyperelliptic mapping class group $\mathscr{H}_{g}$.
Theorem 1.3. Let $D\left(\phi_{m, j}\right)$ and $D\left(\bar{\phi}_{m, j}\right)$ be the defects of the quasimorphisms $\phi_{m, j}$ and $\bar{\phi}_{m, j}$, respectively.
(i) $\operatorname{For} j=1,2, \ldots,[m / 2]$,

$$
D\left(\bar{\phi}_{m, j}\right) \leq D\left(\phi_{m, j}\right) \leq m-2 .
$$

(ii) When $m$ is even and $j=m / 2$,

$$
D\left(\bar{\phi}_{m, m / 2}\right)=m-2 .
$$

Remark 1.4. If $\phi: G \rightarrow \mathbb{R}$ is a quasimorphism and $\bar{\phi}: G \rightarrow \mathbb{R}$ is its homogenization, they satisfy

$$
D(\bar{\phi}) \leq 2 D(\phi)
$$

(see [Calegari 2009] Corollary 2.59). We will claim in Lemma 4.1 that, when $\phi$ is antisymmetric and a class function, they satisfy the sharper inequality

$$
D(\bar{\phi}) \leq D(\phi) .
$$

Note that when $g=2$, the hyperelliptic mapping class group $\mathscr{H}_{2}$ coincides with $\mathcal{M}_{2}$. We may think of the lift of $\sigma_{i} \in \mathcal{M}_{0}^{6}$ for $i=1,2,3,4,5$ to $\mathcal{M}_{2}$ as the Dehn twist $t_{c_{i}}$ along the simple closed curve $c_{i}$ in Figure 2 (see page 333). Similarly
the Dehn twist $t_{s_{1}} \in \mathcal{M}_{2}$ can be considered as a lift of $\left(\sigma_{1} \sigma_{2}\right)^{6} \in \mathcal{M}_{0}^{6}$ by the chain relation (see Lemma 2.8). Since Theorem 1.1(ii) implies $\bar{\phi}_{6,2}\left(\left(\sigma_{1} \sigma_{2}\right)^{6}\right)=-8 / 5$ and Theorem 1.3(i) implies $D\left(\bar{\phi}_{6,2}\right) \leq 4$, by applying Bavard's duality theorem, we have:

Corollary 1.5.

$$
\frac{1}{5} \leq \operatorname{scl}_{\mathcal{M}_{2}}\left(t_{s_{1}}\right)
$$

To the best of our knowledge, for $g \geq 2$, there is not known an element $x$ in $\mathscr{H}_{g}$ (or $\mathcal{M}_{g}$ ) such that $\operatorname{scl}(x)$ is nonzero and can be computed explicitly. By Theorem 1.3(ii), we can determine the stable commutator length of the following element in $\mathscr{H}_{g}$.

Theorem 1.6. Let $d_{2}^{+}, d_{2}^{-}, \ldots, d_{g-1}^{+}, d_{g-1}^{-}$be simple closed curves in Figure 7. Let c be a nonseparating simple closed curve satisfying $\iota(c)=c$ which is disjoint from $d_{i}^{+}, d_{i}^{-}$and $s_{h}(i=1, \ldots, g, h=1, \ldots, g-1)$. For $g \geq 2$,

$$
\operatorname{scl}_{\mathscr{H}_{g}}\left(t_{c}^{2 g+8}\left(t_{d_{2}^{+}} t_{d_{2}^{-}} \cdots t_{d_{g-1}^{+}} t_{d_{g-1}^{-}}\right)^{2}\left(t_{s_{1}} \cdots t_{s_{g-1}}\right)^{-1}\right)=\frac{1}{2} .
$$

In particular, if $g=2$, then we have $\operatorname{scl}_{\mathscr{H}_{2}}\left(t_{c}^{12} t_{s_{1}}^{-1}\right)=1 / 2$.
Next we consider upper bounds on stable commutator length. Korkmaz [2004] also gave the upper bound $\operatorname{scl}_{\mathcal{M}_{g}}\left(t_{s_{0}}\right) \leq 3 / 20$ for $g \geq 2$. In the case of $g=2$, the second author [Monden 2012] showed $\operatorname{scl}_{\mathcal{M}_{2}}\left(t_{s_{0}}\right)<\operatorname{scl}_{\mathcal{M}_{2}}\left(t_{s_{1}}\right)$. However these upper bounds do not depend on $g$. On the other hand, Kotschick [2008] proved that there is an estimate $\operatorname{scl}_{\mathcal{M}_{g}}\left(t_{s_{0}}\right)=O(1 / g)$ by using the so-called "Munchhausen trick".

In Section 5, we give the following upper bounds.
Theorem 1.7. Let $s_{0}$ be a nonseparating curve on $\Sigma_{g}$, and let $G_{g}$ be either $\mathcal{M}_{g}$ or $\mathscr{H}_{g}$. For all $g \geq 1$, we have

$$
\operatorname{scl}_{G_{g}}\left(t_{s_{0}}\right) \leq \frac{1}{2\{2 g+3+(1 / g)\}} .
$$

## 2. Preliminaries

Stable commutator lengths and quasimorphisms. Let $G$ denote a group, and let $[G, G]$ denote the commutator subgroup, which is the subgroup of $G$ generated by all commutators $[x, y]=x y x^{-1} y^{-1}$ for $x, y \in G$.

Definition 2.1. For $x \in[G, G]$, the commutator length $\mathrm{cl}_{G}(x)$ of $x$ is the least number of commutators in $G$ whose product is equal to $x$. The stable commutator length of $x$, denoted $\operatorname{scl}(x)$, is the limit

$$
\operatorname{scl}_{G}(x)=\lim _{n \rightarrow \infty} \frac{\operatorname{cl}_{G}\left(x^{n}\right)}{n} .
$$

For each fixed $x$, the function $n \mapsto \operatorname{cl}_{G}\left(x^{n}\right)$ is nonnegative and

$$
\operatorname{cl}_{G}\left(x^{m+n}\right) \leq \operatorname{cl}_{G}\left(x^{m}\right)+\operatorname{cl}_{G}\left(x^{n}\right)
$$

Hence this limit exists. If $x$ is not in $[G, G]$ but has a power $x^{m}$ which is, define $\operatorname{scl}_{G}(x)=\operatorname{scl}_{G}\left(x^{m}\right) / m$. We also define $\operatorname{scl}_{G}(x)=\infty$ if no power of $x$ is contained in $[G, G]$ (we refer the reader to [Calegari 2009] for the details of the theory of the stable commutator length).

Definition 2.2. A quasimorphism is a function $\phi: G \rightarrow \mathbb{R}$ for which there is a least constant $D(\phi) \geq 0$ such that

$$
|\phi(x y)-\phi(x)-\phi(y)| \leq D(\phi),
$$

for all $x, y \in G$. We call $D(\phi)$ the defect of $\phi$. A quasimorphism is homogeneous if it satisfies the additional property $\phi\left(x^{n}\right)=n \phi(x)$ for all $x \in G$ and $n \in \mathbb{Z}$.

We recall the following basic facts. Let $\phi$ be a quasimorphism on $G$. For each $x \in G$, define

$$
\bar{\phi}(a):=\lim _{n \rightarrow \infty} \frac{\phi\left(x^{n}\right)}{n} .
$$

The limit exists and defines a homogeneous quasimorphism. Homogeneous quasimorphisms have the following properties, shown for example in [Calegari 2009, Section 5.5.2] and [Kotschick 2008, Lemma 2.1(1)].

Lemma 2.3. Let $\phi$ be a homogeneous quasimorphism on $G$. For all $x, y \in G$,
(i) $\phi(x)=\phi\left(y x y^{-1}\right)$,
(ii) $x y=y x \Rightarrow \phi(x y)=\phi(x)+\phi(y)$.

Theorem 2.4 (Bavard's duality theorem [1991]). Let $Q$ be the set of homogeneous quasimorphisms on $G$ with positive defects. For any $x \in[G, G]$, we have

$$
\operatorname{scl}_{G}(x)=\sup _{\phi \in Q} \frac{|\phi(x)|}{2 D(\phi)} .
$$

Mapping class groups. For $g \geq 1$, the abelianizations of the mapping class group $M_{g}$ of the surface $\Sigma_{g}$ and its subgroup $\mathscr{H}_{g}$ are finite (see [Powell 1978]). Therefore all elements of $\mathcal{M}_{g}$ and $\mathscr{H}_{g}$ have powers that are products of commutators. Dehn showed that the mapping class group $\mathcal{M}_{g}$ is generated by Dehn twists along nonseparating simple closed curves. We review some relations between them. Hereafter we do not distinguish a simple closed curve in $\Sigma_{g}$ and its isotopy class. The following relations are well known. See, for example, [Farb and Margalit 2012, Sections 3.3, 3.5.1, 5.1.4, and 4.4.1].


Figure 2. The curves $c_{1}, c_{2}, \ldots, c_{2 g+2}$.

Lemma 2.5. Let c be a simple closed curve in $\Sigma_{g}$ and $f \in \mathcal{M}_{g}$. Then we have

$$
t_{f(c)}=f t_{c} f^{-1}
$$

From this lemma, the values of scl and homogeneous quasimorphisms on the Dehn twists about nonseparating simple closed curves are constant.

Lemma 2.6. Let $c$ and $d$ be simple closed curves in $\Sigma_{g}$.
(i) If $c$ is disjoint from $d$, then $t_{c} t_{d}=t_{d} t_{c}$.
(ii) If $c$ intersects $d$ in one point transversely, then $t_{c} t_{d} t_{c}=t_{d} t_{c} t_{d}$.

Lemma 2.7 (hyperelliptic involution). Let $c_{1}, \ldots, c_{2 g+1}$ be nonseparating curves in $\Sigma_{g}$ as in Figure 2. We call the product

$$
\iota:=t_{c_{2 g+1}} t_{c_{2 g}} \cdots t_{c_{2}} t_{c_{1}} t_{c_{1}} t_{c_{2}} \cdots t_{c_{2 g}} t_{c_{2 g+1}}
$$

the hyperelliptic involution. For $g=1$, the hyperelliptic involution $\iota$ equals $t_{c_{1}} t_{c_{2}} t_{c_{1}} t_{c_{1}} t_{c_{2}} t_{c_{1}}$, where $c_{1}$ and $c_{2}$ are respectively the meridian and longitude of $\Sigma_{1}$.

Lemma 2.8 (chain relation). For a positive integer $n$, let $a_{1}, a_{2}, \ldots, a_{n}$ be a sequence of simple closed curves in $\Sigma_{g}$ such that $a_{i}$ and $a_{j}$ are disjoint if $|i-j| \geq 2$ and $a_{i}$ and $a_{i+1}$ intersect at one point.

When $n$ is odd, a regular neighborhood of $a_{1} \cup a_{2} \cup \cdots \cup a_{n}$ is a subsurface of genus $(n-1) / 2$ with two boundary components, denoted by $d_{1}$ and $d_{2}$. Then

$$
\left(t_{a_{n}} \cdots t_{a_{2}} t_{a_{1}}\right)^{n+1}=t_{d_{1}} t_{d_{2}}
$$

When $n$ is even, a regular neighborhood of $a_{1} \cup a_{2} \cup \cdots \cup a_{n}$ is a subsurface of genus $n / 2$ with connected boundary, denoted by $d$. Then

$$
\left(t_{a_{n}} \cdots t_{a_{2}} t_{a_{1}}\right)^{2(n+1)}=t_{d}
$$

Meyer's signature cocycle. Let $X$ be a compact oriented $(4 n+2)$-manifold for nonnegative integer $n$, and let $\Gamma$ be a local system on $X$ such that $\Gamma(x)$ is a finite-dimensional real or complex vector space for $x \in X$. If we are given a regular antisymmetric (respectively, skew-hermitian) form $\Gamma \otimes \Gamma \rightarrow \mathbb{R}$ (respectively, $\Gamma \otimes \Gamma \rightarrow \mathbb{C}$ ), we have a symmetric (respectively, hermitian) form on $H_{2 n+1}(X ; \Gamma)$
as in [Meyer 1972, p. 12]. For simplicity, we only explain the complex case. It is defined by

$$
\begin{aligned}
H_{2 n+1}(X ; \Gamma) \otimes H_{2 n+1}(X ; \Gamma) & \cong H^{2 n+1}(X, \partial X ; \Gamma) \otimes H^{2 n+1}(X, \partial X ; \Gamma) \\
& \cup H^{4 n+2}(X, \partial X ; \Gamma \otimes \Gamma) \\
& \rightarrow H^{4 n+2}(X, \partial X ; \mathbb{C}) \\
& \xrightarrow{[X, \partial X]} \mathbb{C},
\end{aligned}
$$

where the first row is defined by the Poincare duality, the second row is defined by the cup product of the base space, the third row comes from the skew-hermitian form of $\Gamma$ as above, and the fourth row is the evaluation by the fundamental class of $X$. Meyer showed additivity of signatures with respect to this hermitian form (more strongly, he showed Wall's nonadditivity formula for $G$-signatures of homology groups with local coefficients).

Theorem 2.9 [Meyer 1972, Satz I.3.2]. Let $X$ and $\Gamma$ be as above. Assume that $X$ is obtained by gluing two compact oriented $(4 n+2)$-manifold $X_{-}$and $X_{+}$along some boundary components.

Then we have

$$
\operatorname{Sign}\left(H_{2 n+1}(X ; \Gamma)\right)=\operatorname{Sign}\left(H_{2 n+1}\left(X_{-} ;\left.\Gamma\right|_{X_{-}}\right)\right)+\operatorname{Sign}\left(H_{2 n+1}\left(X_{+} ;\left.\Gamma\right|_{X_{+}}\right)\right) .
$$

Consider the case when $X$ is a pair of pants, which we denote by $P$. Let $\alpha$ and $\beta$ be loops in $P$ as in Figure 3, left.

For $\varphi, \psi \in \mathcal{M}_{g}$, there exists a $\Sigma_{g}$-bundle $E_{\varphi, \psi}$ on $P$ whose monodromies along $\alpha$ and $\beta$ are $\varphi$ and $\psi$, respectively. This is unique up to bundle isomorphism. In this setting, the intersection form on the local system $H_{1}\left(\Sigma_{g} ; \mathbb{R}\right)$ induces the symmetric form on $H_{1}\left(P ; H_{1}\left(\Sigma_{g} ; \mathbb{R}\right)\right)$. Meyer showed that the signature of this symmetric form on $H_{1}\left(P ; H_{1}\left(\Sigma_{g} ; \mathbb{R}\right)\right)$ coincides with that of $E_{\varphi, \psi}$. Moreover he explicitly described it in terms of the action of the mapping class group on $H_{1}\left(\Sigma_{g} ; \mathbb{R}\right)$ as


Figure 3. Left: loops in a pair of pants. Right: a symplectic basis of $H_{1}\left(\Sigma_{g} ; \mathbb{Z}\right)$.
follows. Fix the symplectic basis $\left\{A_{i}, B_{i}\right\}_{i=1}^{g}$ of $H_{1}\left(\Sigma_{g} ; \mathbb{Z}\right)$ as in Figure 3, right; then the action induces a homomorphism $\rho: \mathcal{M}_{g} \rightarrow \mathrm{Sp}(2 g ; \mathbb{Z})$. Let $I$ denote the identity matrix of rank $g$ and define

$$
J=\left(\begin{array}{rr}
0 & I \\
-I & 0
\end{array}\right) .
$$

For symplectic matrices $A$ and $B$ of rank $2 g$, define the vector space

$$
V_{A, B}=\left\{(v, w) \in \mathbb{R}^{2 g} \times \mathbb{R}^{2 g} \mid\left(A^{-1}-I\right) v+(B-I) w=0\right\} .
$$

Consider the symmetric bilinear form

$$
\langle,\rangle_{A, B}: V_{A, B} \times V_{A, B} \rightarrow \mathbb{R}
$$

on $V_{A, B}$ defined by

$$
\left\langle\left(v_{1}, w_{1}\right),\left(v_{2}, w_{2}\right)\right\rangle_{A, B}:=\left(v_{1}+w_{1}\right)^{T} J(I-B) w_{2} .
$$

Then, the space $V_{A, B}$ coincides with $H_{1}\left(P ; H_{1}\left(\Sigma_{g} ; \mathbb{R}\right)\right)$, and the above form $\langle,\rangle_{\rho(\varphi), \rho(\psi)}$ corresponds to the symmetric form on $H_{1}\left(P ; H_{1}\left(\Sigma_{g} ; \mathbb{R}\right)\right)$.

Meyer's signature cocycle $\tau_{g}: M_{g} \times \mathcal{M}_{g} \rightarrow \mathbb{Z}$ is the map defined by

$$
(\varphi, \psi) \mapsto \operatorname{Sign}\left(\langle,\rangle_{\rho(\varphi), \rho(\psi)}\right),
$$

which is known to be a bounded 2-cocycle by Theorem 2.9. When we restrict it to the hyperelliptic mapping class group $\mathscr{H}_{g}$, it represents the trivial cohomology class in $H^{2}\left(\mathscr{H}_{g} ; \mathbb{Q}\right)$. Since the first homology $H_{1}\left(\mathscr{H}_{g} ; \mathbb{Q}\right)$ is trivial, the cobounding function $\phi_{g}: \mathscr{H}_{g} \rightarrow \mathbb{Q}$ of $\tau_{g}$ is unique. It is a quasimorphism, called the Meyer function. Endo [2000] computed it to investigate signatures of fibered 4-manifolds called hyperelliptic Lefschetz fibrations. Morifuji [2003] relates it to the eta invariants of mapping tori and the Casson invariants of integral homology 3 -spheres.

## 3. Cobounding functions of the Meyer's signature cocycles on symmetric mapping class groups

As in the introduction, let $m$ be a positive integer greater than 3 and $\left\{q_{i}\right\}_{i=1}^{m}$ be $m$ distinct points in a 2 -sphere $S^{2}$. Choose a base point $* \in S^{2}-\left\{q_{i}\right\}_{i=1}^{m}$, and denote by $\alpha_{i} \in \pi_{1}\left(S^{2}-\left\{q_{i}\right\}_{i=1}^{m}, *\right)$ a loop which rounds the point $q_{i}$ clockwise as in Figure 4.

For an integer $d$ such that $d \geq 2$ and $d \mid m$, define a homomorphism

$$
\pi_{1}\left(S^{2}-\left\{q_{i}\right\}_{i=1}^{m}\right) \rightarrow \mathbb{Z} / d \mathbb{Z}
$$

by mapping each generator $\alpha_{i}$ to $1 \in \mathbb{Z} / d \mathbb{Z}$. This homomorphism induces a $d$-cyclic branched covering $p_{d}: \Sigma_{h} \rightarrow S^{2}$ with $m$ branched points, where $\Sigma_{h}$ is a closed oriented surface of genus $h$. Applying the Riemann-Hurwitz formula, we have
$h=(d-1)(m-2) / 2$. We denote by $t: \Sigma_{h} \rightarrow \Sigma_{h}$ the deck transformation which corresponds to the generator $1 \in \mathbb{Z} / d \mathbb{Z}$.

Let $\eta$ denote the $d$-th root of unity $\exp (2 \pi \boldsymbol{i} / d)$, where $\boldsymbol{i}$ is a square root of -1 . The first homology $H_{1}\left(\Sigma_{h} ; \mathbb{C}\right)$ decomposes into a direct sum $\bigoplus_{j=1}^{d-1} V^{\eta^{j}}$, where $V^{z}$ is an eigenspace whose eigenvalue is $z \in \mathbb{C}$. Note that $V^{1}$ is trivial since the quotient space $\Sigma_{g} /\langle t\rangle$ is a 2 -sphere, where $\langle t\rangle$ denotes the cyclic group generated by the deck transformation $t$. We also denote by $C_{h}(t)$ the centralizer of $t$ in the diffeomorphism group Diff $_{+} \Sigma_{h}$. We call the path-connected component $\pi_{0} C_{h}(t)$ the symmetric mapping class group of the covering $p$, which is defined by Birman and Hilden [1973].

In this section, we introduce 2-cocycles on the symmetric mapping class group $\pi_{0} C_{h}(t)$, derived from the nonadditivity formula for signatures. These are almost the same as the $\omega$-signatures defined in [Gambaudo and Ghys 2005].

Let us consider an oriented $\Sigma_{h}$-bundle $E_{\varphi, \psi}$ over $P$ whose structure group is contained in $C_{h}(t)$, and monodromies along $\alpha$ and $\beta$ are $\varphi$ and $\psi$ in $\pi_{0} C_{h}(t)$, respectively. Since coordinate transformations commute with the deck transformation $t$, we can define a fiberwise $\mathbb{Z} / d \mathbb{Z}$-action on $E_{\varphi, \psi}$. Since the structure group is in $C_{h}(t)$, not only $H_{1}\left(\Sigma_{h} ; \mathbb{C}\right)$ but also each eigenspace $V^{\eta^{j}}$ is a local system on $P$. We can extend the intersection form as a skew-hermitian form $H_{1}\left(\Sigma_{h} ; \mathbb{C}\right) \otimes H_{1}\left(\Sigma_{h} ; \mathbb{C}\right) \rightarrow \mathbb{C}$ defined by

$$
\left(x_{1}+x_{2} \boldsymbol{i}\right) \cdot\left(y_{1}+y_{2} \boldsymbol{i}\right)=x_{1} \cdot y_{1}+x_{2} \cdot y_{2}+\left(x_{1} \cdot y_{2}-x_{2} \cdot y_{1}\right) \boldsymbol{i} .
$$

For $v \in V^{\eta^{j}}$ and $w \in V^{\eta^{k}}(1 \leq j \leq d-1,1 \leq k \leq d-1)$,

$$
\begin{aligned}
& (t v) \cdot w=\left(\omega^{j} v\right) \cdot w=\omega^{-j}(v \cdot w), \\
& (t v) \cdot w=v \cdot\left(t^{-1} w\right)=v \cdot\left(\omega^{-k} w\right)=\omega^{-k}(v \cdot w) .
\end{aligned}
$$

Since $\omega^{-j}$ is not equal to $\omega^{-k}$, we have $v \cdot w=0$. Hence, $H_{1}\left(\Sigma_{h} ; \mathbb{C}\right)$ decomposes into an orthogonal sum of subspaces $\left\{V^{\omega^{j}}\right\}_{j=1}^{d-1}$. By restricting the intersection form on $H_{1}\left(\Sigma_{h} ; \mathbb{C}\right)$ to $V^{\eta^{j}}$, we can define a hermitian form on $H_{1}\left(P ; V^{\eta^{j}}\right)$. By Theorem 2.9, we have a 2 -cocycle on $\pi_{0} C_{h}(t)$ as follows.
Lemma 3.1. Let $j$ be an integer such that $1 \leq j \leq m-1$. The map

$$
\tau_{m, d, j}: \pi_{0} C_{h}(t) \times \pi_{0} C_{h}(t) \rightarrow \mathbb{Z}
$$



Figure 4. A loop $\alpha_{i}$.
defined by

$$
\tau_{m, d, j}(\varphi, \psi)=\operatorname{Sign}\left(H_{1}\left(P ; V^{\eta^{j}}\right)\right)
$$

is a 2-cocycle, where $V^{\eta^{j}}$ is the local system on $P$ induced from the oriented $\Sigma_{h}$-bundle $E_{\varphi, \psi} \rightarrow P$.

Proof. The proof is the same as for [Meyer 1972, p. 43, Equation (0)]. Applying additivity of signatures to two oriented $\Sigma_{h}$-bundles on $P$, we can see that $\tau_{m, d, j}$ satisfies

$$
\tau_{m, d, j}\left(\varphi_{1}, \varphi_{2}\right)+\tau_{m, d, j}\left(\varphi_{1} \varphi_{2}, \varphi_{3}\right)=\tau_{m, d, j}\left(\varphi_{1}, \varphi_{2} \varphi_{3}\right)+\tau_{m, d, j}\left(\varphi_{2}, \varphi_{3}\right)
$$

for $\varphi_{1}, \varphi_{2}, \varphi_{3} \in \pi_{0} C_{h}(t)$.
Since the deck transformation $t$ acts on $H^{1}\left(P, \partial P ; V^{\eta^{j}}\right)$ by multiplication of $\eta^{j}$, we can calculate $\mathbb{Z} / d \mathbb{Z}$-signature as

$$
\operatorname{Sign}\left(H_{1}\left(P ; V^{\eta^{j}}\right), t^{k}\right)=\eta^{k j} \operatorname{Sign}\left(H_{1}\left(P ; V^{\eta^{j}}\right)\right)=\eta^{k j} \tau_{m, d, j}(\varphi, \psi)
$$

for $0 \leq k \leq m-1$. Moreover Meyer [1972, Satz I.2.2] $\operatorname{proved} \operatorname{Sign}\left(E_{\varphi, \psi}, t^{k}\right)=$ $\operatorname{Sign}\left(H_{1}\left(P ; H^{1}\left(\Sigma_{h} ; \mathbb{C}\right)\right), t^{k}\right)$. Hence we have:

Lemma 3.2. For $0 \leq k \leq m-1$,

$$
\operatorname{Sign}\left(E_{\varphi, \psi}, t^{k}\right)=\sum_{j=1}^{d-1} \eta^{k j} \tau_{m, d, j}(\varphi, \psi)
$$

The symmetric mapping class groups. A diffeomorphism $f: \Sigma_{h} \rightarrow \Sigma_{h}$ in $C_{h}(t)$ induces a diffeomorphism $\bar{f}: S^{2} \rightarrow S^{2}$ which satisfies the commutative diagram


Moreover since $\bar{f}$ satisfies $p_{d}^{-1}(q)=p_{d}^{-1}(\bar{f}(q))$ for any $q \in S^{2}$, we have

$$
\bar{f} \in \operatorname{Diff}_{+}\left(S^{2},\left\{q_{i}\right\}_{i=1}^{m}\right)
$$

Therefore we have a natural homomorphism $\mathscr{P}: \pi_{0} C_{h}(t) \rightarrow \mathcal{M}_{0}^{m}$ which maps $[f]$ to $[\bar{f}]$. By a method similar to [Birman and Hilden 1971, Theorem 1] (see also [Birman and Hilden 1973, Section 5]), we have:

Lemma 3.3. Let $m \geq 4$. The sequence

$$
1 \longrightarrow \mathbb{Z} / d \mathbb{Z} \longrightarrow \pi_{0} C_{h}(t) \xrightarrow{\mathscr{P}} M_{0}^{m} \longrightarrow 1
$$

is exact.


Figure 5. The diffeomorphism $s_{i}$.

Let $s_{i}: S^{2} \rightarrow S^{2}$ be a half twist of the disk which exchanges the points $q_{i}$ and $q_{i+1}$ as in Figure 5.

We denote by $\sigma_{i} \in \mathcal{M}_{0}^{m}$ the mapping class represented by $s_{i}$. By lifting $s_{i}$, we have a unique diffeomorphism $\tilde{s}_{i}: \Sigma_{h} \rightarrow \Sigma_{h}$ which satisfies supp $\tilde{s}_{i}=p_{d}^{-1}\left(\operatorname{supp} s_{i}\right)$. Let us denote the mapping class of $\tilde{s}_{i}$ by $\tilde{\sigma}_{i} \in \pi_{0} C_{h}(t)$. Note that when $d=2$, $\tilde{\sigma}_{i}$ is the Dehn twist along a nonseparating simple closed curve.
Lemma 3.4. The set $\left\{\tilde{\sigma}_{i}\right\}_{i=1}^{m-1} \subset \pi_{0} C_{h}(t)$ generates the group $\pi_{0} C_{h}(t)$.
Proof. Since $\left\{\sigma_{i}\right\}_{i=1}^{m-1}$ generates the group $\mathcal{M}_{0}^{m}$, it suffices to represent $[t] \in \pi_{0} C_{h}(t)$ as a product of $\left\{\sigma_{i}\right\}_{i=1}^{m-1}$. Let $C_{h}^{(*)}(t)$ denote the subgroup of $C_{h}(t)$ defined by $C_{h}^{(*)}(t)=\left\{f \in C_{h}(t) \mid f\left(p_{d}^{-1}(*)\right)=p_{d}^{-1}(*)\right\}$. In this proof, by abuse of terminology, we use the term "Dehn twist" both for a diffeomorphism and for a mapping class. The diffeomorphism $s_{1} \cdots s_{m-2} s_{m-1}^{2} s_{m-2} \cdots s_{1}$ in $\operatorname{Diff}_{+}\left(S^{2},\left\{q_{i}\right\}_{i=1}^{m}\right)$ is isotopic to the product of Dehn twists $t_{c}^{-1} t_{c^{\prime}}$ in Figure 6, and it is also isotopic to the Dehn twist $t_{d}^{-1}$.

Therefore the lift $\tilde{s}_{1} \cdots \tilde{s}_{m-2} \tilde{s}_{m-1}^{2} \tilde{s}_{m-2} \cdots \tilde{s}_{1}$ is isotopic to some lift $\tilde{f}_{1}: \Sigma_{h} \rightarrow \Sigma_{h}$ of $t_{d}^{-1}$. Since we can choose the isotopy in $\operatorname{Diff}_{+}\left(S^{2},\left\{q_{i}\right\}_{i=1}^{m}\right)$ so that it does not move $*$, the lift $\tilde{f}_{1}$ fixes $p^{-1}(*)$ pointwise. Let $D$ be the closed disk which is bounded by $d$ and contains $*$, and let $\tilde{f}_{2}$ denote the lift of $t_{d}$ which satisfies $\operatorname{supp} \tilde{f}_{2} \subset p^{-1}(D)$. Since $f_{1} f_{2}$ is a lift of the identity map of $S^{2}$, and the action of $\tilde{f}_{2}$ on $p^{-1}(*)$ coincides with that of $t$, we have $\tilde{f}_{1} \tilde{f}_{2}=t \in \operatorname{Diff}_{+} \Sigma_{h}$. Since $t_{d}$ is isotopic to the identity map in $\operatorname{Diff}_{+} \Sigma_{h}$, we have $\left[\tilde{f}_{2}\right]=1 \in \pi_{0} C_{h}(t)$. Thus we obtain

$$
\tilde{\sigma}_{1} \cdots \tilde{\sigma}_{m-2} \tilde{\sigma}_{m-1}^{2} \tilde{\sigma}_{m-2} \cdots \tilde{\sigma}_{1}=\left[\tilde{f}_{1}\right]=\left[\tilde{f}_{1} \tilde{f}_{2}\right]=[t] \in \pi_{0} C_{h}(t)
$$



Figure 6. The curves $c, c^{\prime}, d$.

The cobounding function of the cocycles $\tau_{m, d, j}$. Recall that, for an integer $d$ with $d \mid m$, we have a covering space $p_{d}: \Sigma_{h} \rightarrow S^{2}$. Let $g=(m-1)(m-2) / 2$. If we consider the case when $d=m, p_{d}$ is the $m$-cyclic covering on $S^{2}$ whose genus of the covering surface is $g$. Thus we identify it with the surface $\Sigma_{g}$, and denote the covering by $p: \Sigma_{g} \rightarrow S^{2}$.

Since the quotient space $\Sigma_{g} /\left\langle t^{d}\right\rangle$ is also a $d$-cyclic covering of $S^{2}$ with $m$ branched points, we can identify $\Sigma_{h} \cong \Sigma_{g} /\left\langle t^{d}\right\rangle$. Since a diffeomorphism $f \in C_{g}(t)$ induces a diffeomorphism $\bar{f}$ on $\Sigma_{g} /\left\langle t^{d}\right\rangle$ which commutes with $t$, we have a natural homomorphism $\mathscr{P}: \pi_{0} C_{g}(t) \rightarrow \pi_{0} C_{h}(t)$ which maps $[f]$ to $[\bar{f}]$. Since $H^{*}\left(\pi_{0} C_{h}(t) ; \mathbb{Q}\right) \cong H^{*}\left(\mathcal{M}_{0}^{m} ; \mathbb{Q}\right)$, and $H^{*}\left(\mathcal{M}_{0}^{m} ; \mathbb{Q}\right)$ is trivial (see [Cohen 1987] Corollary 2.2), there exists a unique cobounding function of $\tau_{m, d, j}$. Denote it by $\phi_{m, d, j}: \pi_{0} C_{h}(t) \rightarrow \mathbb{Q}$. Since $\tau_{m, d, j}$ is bounded, the cobounding function $\phi_{m, d, j}$ is a quasimorphism.

Remark 3.5. Gambaudo and Ghys [2005] already constructed almost the same quasimorphisms on the mapping class groups of pointed disks, called $\omega$-signatures. They calculated the value of their quasimorphisms for an element similar to

$$
\tilde{\sigma}_{1} \tilde{\sigma}_{2} \cdots \tilde{\sigma}_{r-1} \in \pi_{0} C_{h}(t)
$$

in [Gambaudo and Ghys 2005, Proposition 5.2].
Remark 3.6. This construction is also similar to higher-order signature cocycles in Cochran, Harvey and Horn's paper [Cochran et al. 2012]. They considered von Neumann signatures of surface bundles whose fibers are nonfinite regular coverings on a surface with boundary.

Let us recall a natural homomorphism $\pi_{0} C_{h}(t) \rightarrow \mathcal{M}_{h}$ defined by forgetting symmetries of mapping classes. It maps a mapping class $[f] \in \pi_{0} C_{h}(t)$ to $[f] \in \mathcal{M}_{h}$, and is injective as shown in Birman and Hilden [1973, Theorem 1]. In particular, if we consider the case when $m$ is even and the double covering $p_{2}: \Sigma_{h} \rightarrow S^{2}$, this homomorphism induces isomorphism between $\pi_{0} C_{h}(t)$ and $\mathscr{H}_{h}$. In this case, the eigenspace $V^{-1}$ coincides with $H_{1}\left(\Sigma_{h} ; \mathbb{C}\right)$. Thus we have:

Remark 3.7. When $m$ is even, $\phi_{m, 2,1}: \pi_{0} C_{h}(t) \rightarrow \mathbb{Q}$ is equal to the Meyer function $\phi_{h}: \mathscr{H}_{h} \rightarrow \mathbb{Q}$ on the hyperelliptic mapping class group, under the natural isomorphism $\pi_{0} C_{h}(t) \cong \mathscr{H}_{h}$.

Lemma 3.8. For $1 \leq j \leq d-1$ and $\varphi \in \pi_{0} C_{g}(t)$,

$$
\phi_{m, m, m j / d}(\varphi)=\phi_{m, d, j}(\mathscr{P}(\varphi)) .
$$

Proof. Since $H_{1}\left(\pi_{0} C_{g}(t) ; \mathbb{Q}\right)$ is trivial, it suffices to show that

$$
\tau_{m, m, m j / d}(\varphi, \psi)=\tau_{m, d, j}(\mathscr{P}(\varphi), \mathscr{P}(\psi)) \quad \text { for } \varphi, \psi \in \pi_{0} C_{g}(t) .
$$

If $f: E \rightarrow P$ is an oriented $\Sigma_{g}$-bundle with structure group $C_{g}(t)$, the induced $\operatorname{map} \bar{f}: E /\left\langle t^{d}\right\rangle \rightarrow P$ is an oriented $\Sigma_{h}$-bundle with structure group $C_{h}(t)$. If we denote the monodromies of $f$ along $\alpha$ and $\beta$ by $\varphi$ and $\psi$, the ones of $\bar{f}$ are $\mathscr{P}(\varphi)$ and $\mathscr{P}(\psi)$.

Let $\omega$ be the $m$-th root of unity $\exp (2 \pi i / m)$, and let $q_{d}: \Sigma_{g} \rightarrow \Sigma_{g} /\left\langle t^{d}\right\rangle$ denote the projection. To distinguish eigenspaces of $H_{1}\left(\Sigma_{g} ; \mathbb{C}\right)$ and $H_{1}\left(\Sigma_{h} ; \mathbb{C}\right)$ of the action by $t$, we denote them by $\left(V_{g}\right)^{z}$ and $\left(V_{h}\right)^{z}$ instead of $V^{z}$, respectively. The projection $q_{d}$ induces the isomorphism $H_{1}\left(\Sigma_{g} ; \mathbb{C}\right)^{\left\langle t^{d}\right\rangle} \cong H_{1}\left(\Sigma_{h} ; \mathbb{C}\right)$. Moreover we have $\left(V_{g}\right)^{\omega^{m j / d}} \cong\left(V_{h}\right)^{\eta^{j}}$. Hence it also induces a natural isomorphism between $H_{1}\left(P ;\left(V_{g}\right)^{\omega^{m j / d}}\right)$ and $H_{1}\left(P ;\left(V_{h}\right)^{\eta^{j}}\right)$, where $\left(V_{g}\right)^{\omega^{m j / d}}$ and $\left(V_{h}\right)^{\eta^{j}}$ are local systems coming from $f$ and $\bar{f}$.

Let $\tilde{a}, \tilde{b}$ be loops in $\Sigma_{g}-\left\{q_{i}\right\}_{i=1}^{m}$. We may assume that $q_{d}(\tilde{a}) \cup q_{d}(\tilde{b})$ has no triple point. Then the intersection number $\left[q_{d}(\tilde{a})\right] \cdot\left[q_{d}(\tilde{b})\right]$ in $\Sigma_{h}$ coincides with $\left[q_{d}^{-1}\left(q_{d}(\tilde{a})\right)\right] \cdot[\tilde{b}]$ in $\Sigma_{g}$. Hence we have

$$
\begin{aligned}
\sum_{i=0}^{m / d-1}\left[\left(t^{d i}\right)_{*} \tilde{a}\right] \cdot \sum_{j=0}^{m / d-1}\left[\left(t^{d j}\right)_{*} \tilde{b}\right] & =\sum_{i=0}^{m / d-1} \sum_{j=0}^{m / d-1}\left[\left(t^{d i-d j}\right)_{*} \tilde{a}\right] \cdot[\tilde{b}] \\
& =\frac{m}{d}\left[q_{d}^{-1}\left(q_{d}(\tilde{a})\right)\right] \cdot[\tilde{b}]=\frac{m}{d}\left[q_{d}(\tilde{a})\right] \cdot\left[q_{d}(\tilde{b})\right] .
\end{aligned}
$$

Therefore the isomorphism $H_{1}\left(\Sigma_{g} ; \mathbb{C}\right)^{\left\langle t^{d}\right\rangle} \cong H_{1}\left(\Sigma_{h} ; \mathbb{C}\right)$ induced by the quotient map $q_{d}: \Sigma_{g} \rightarrow \Sigma_{h}$ preserves the intersection form up to constant multiple. Thus it also preserves the intersection forms on $H_{1}\left(P ;\left(V_{g}\right)^{\omega^{m j / d}}\right)$ and $H_{1}\left(P ;\left(V_{h}\right)^{\eta^{j}}\right)$, and we obtain

$$
\begin{aligned}
\tau_{m, m, m j / d}(\varphi, \psi) & =\operatorname{Sign}\left(H_{1}\left(P ;\left(V_{g}\right)^{\omega^{m j / d}}\right)\right) \\
& =\operatorname{Sign}\left(H_{1}\left(P ;\left(V_{h}\right)^{\eta^{j}}\right)\right) \\
& =\tau_{m, d, j}(\mathscr{P}(\varphi), \mathscr{P}(\psi))
\end{aligned}
$$

By Lemma 3.8, it suffices to consider the case when $d=m$. We shorten $\tau_{m, m, j}$ and $\phi_{m, m, j}$ to $\tau_{m, j}$ and $\phi_{m, j}$.

## Lemma 3.9.

$$
\phi_{m, j}(\varphi)=\phi_{m, m-j}(\varphi)
$$

Proof. By taking complex conjugates, we have an isomorphism $i: V^{\omega^{j}} \cong V^{\omega^{m-j}}$. Moreover it induces the isomorphism $i_{*}: H_{1}\left(P ; V^{\omega^{j}}\right) \cong H_{1}\left(P ; V^{\omega^{m-j}}\right)$.

Let us denote the hermitian form on $H_{1}\left(P ; V^{\omega^{j}}\right)$ by $\langle,\rangle_{j}$. By the definition
 where $\bar{z}$ is a complex conjugate of $z \in \mathbb{C}$. Thus the signatures of the hermitian forms $\langle,\rangle_{j}$ and $\langle,\rangle_{m-j}$ coincide, and the cobounding functions of $\tau_{m, j}$ and $\tau_{m, m-j}$ also coincide.

## 4. Defects of homogeneous quasimorphisms

In this section, we will prove Theorems 1.3 and 1.6. On page 336, we give an inequality between the defects of a quasimorphism and its homogenization when the quasimorphism is antisymmetric and a class function (Lemma 4.1) and prove Theorem 1.3(i). On page 337, we prove Theorem 1.3(ii) by giving a lower bound on the defect of $\phi_{m, m / 2}: \pi_{0} C_{g}(t) \rightarrow \mathbb{R}$, which is the cobounding function of the 2 -cocycle $\tau_{m, m / 2}$. On page 337, we prove Theorem 1.6.
Proof of Theorem 1.3(i). Endo [2000, Proposition 3.1] showed that the Meyer function $\phi_{g}: \mathscr{H}_{g} \rightarrow \mathbb{Q}$ satisfies the conditions in Lemma 4.1. The quasimorphisms $\bar{\phi}_{m, j}$ also satisfy these conditions.

Turaev [1985] defined another 2-cocycle on the symplectic group. Endo and Nagami [2005, Proposition A.3] showed that Turaev's cocycle coincides with the Meyer cocycle up to sign. Since Turaev's cocycle is defined by the signature on a vector space of rank less than or equal to $m-2$. A similar argument shows $D\left(\phi_{m, j}\right) \leq m-2$. Thus Theorem 1.3(i) follows from Lemma 4.1 below.

Lemma 4.1. Let $G$ be a group, and $\phi: G \rightarrow \mathbb{R}$ a quasimorphism satisfying

$$
\phi\left(x y x^{-1}\right)=\phi(y), \quad \phi\left(x^{-1}\right)=-\phi(x) .
$$

Then we have

$$
D(\bar{\phi}) \leq D(\phi),
$$

where $\bar{\phi}$ is the homogenization of $\phi$.
Proof of Lemma 4.1. Without loss of generality, we may assume that the quasimorphism $\phi: G \rightarrow \mathbb{R}$ is antisymmetric:

$$
\phi\left(x^{-1}\right)=-\phi(x) .
$$

Otherwise pass to the antisymmetrization $\phi^{\prime}: G \rightarrow \mathbb{R}$ defined by

$$
\phi^{\prime}(x)=\frac{\phi(x)-\phi\left(x^{-1}\right)}{2},
$$

which satisfies

$$
D\left(\phi^{\prime}\right) \leq D(\phi) \text {, and } \bar{\phi}^{\prime}=\bar{\phi} .
$$

For any $x, y \in G$, we have

$$
\begin{aligned}
\phi([x, y]) & =|\phi([x, y])-\phi(y)+\phi(y)| \\
& =\left|\phi\left(x y x^{-1} y^{-1}\right)-\phi\left(x y x^{-1}\right)-\phi\left(y^{-1}\right)\right| \leq D(\phi) .
\end{aligned}
$$

Thus for any $g \in[G, G]$,

$$
|\phi(g)| \leq(2 \operatorname{cl}(g)-1) D(\phi) .
$$

As observed by Bavard [1991, Lemma 3.6],

$$
\operatorname{cl}\left(x^{n} y^{n}(x y)^{-n}\right) \leq \frac{n}{2},
$$

for every $n \geq 0$. Therefore we have $\left|\phi\left(x^{n} y^{n}(x y)^{-n}\right)\right| \leq(n-1) D(\phi)$. Hence

$$
\begin{aligned}
|\delta \bar{\phi}(x, y)| & =\lim _{n \rightarrow \infty}\left|\frac{\phi\left(x^{n}\right)+\phi\left(y^{n}\right)-\phi\left(x^{n} y^{n}\right)}{n}\right| \\
& =\lim _{n \rightarrow \infty}\left|\frac{\phi\left(x^{n} y^{n}(x y)^{-n}\right)}{n}\right| \leq D(\phi) .
\end{aligned}
$$

Proof of Theorem 1.3(ii). Let $m$ be an even number greater than or equal to 4. By Remark 3.7, we consider the Meyer function $\phi_{g}$ on the hyperelliptic mapping class group $\mathscr{H}_{g}$ instead of $\phi_{m, m / 2}$.

Lemma 4.2 [Barge and Ghys 1992, Proposition 3.5]. For any $A \in \operatorname{Sp}(2 g ; \mathbb{Z})$,

$$
\operatorname{Sign}\left(\langle,\rangle_{A^{k}, A}\right)=\operatorname{Sign}\left(-J \sum_{i=1}^{k}\left(A^{i}-A^{-i}\right)\right)
$$

Let $c_{i}, d_{i}^{+}$, and $d_{i}^{-}$denote the simple closed curves in Figure 7. For simplicity, we also denote by $c_{i}, d_{i}^{+}$, and $d_{i}^{-}$the Dehn twists along these curves.

To prove Theorem 1.3(ii), it suffices to show the following.

## Lemma 4.3.

$$
\delta \bar{\phi}_{g}\left(c_{2}^{2} c_{4}^{2} \cdots c_{2 g}^{2}, d_{1}^{+} d_{1}^{-} d_{2}^{+} d_{2}^{-} \cdots d_{g}^{+} d_{g}^{-}\right)=-2 g .
$$

Proof of Lemma 4.3. Since the pairs $\left(c_{i}, c_{j}\right),\left(d_{i}^{+} d_{i}^{-}, d_{j}^{+} d_{j}^{-}\right)$, and $\left(c_{i}, d_{j}^{+} d_{j}^{-}\right)$ mutually commute when $i \neq j$, the expression in the lemma equals

$$
\begin{aligned}
\bar{\phi}_{g}\left(c_{2}^{2} c_{4}^{2} \cdots c_{2 g}^{2}\right)+\bar{\phi}_{g}\left(d_{1}^{+} d_{1}^{-} d_{2}^{+} d_{2}^{-} \cdots\right. & \left.d_{g}^{+} d_{g}^{-}\right)-\bar{\phi}_{g}\left(c_{2}^{2} d_{1}^{+} d_{1}^{-} c_{4}^{2} d_{2}^{+} d_{2}^{-} \cdots c_{2 g}^{2} d_{g}^{+} d_{g}^{-}\right) \\
& =\sum_{i=1}^{g}\left(\bar{\phi}_{g}\left(c_{2 i}^{2}\right)+\bar{\phi}_{g}\left(d_{i}^{+} d_{i}^{-}\right)-\bar{\phi}_{g}\left(c_{2 i}^{2} d_{i}^{+} d_{i}^{-}\right)\right)
\end{aligned}
$$

Hence it suffices to prove $\bar{\phi}_{g}\left(c_{2 i}^{2}\right)+\bar{\phi}_{g}\left(d_{i}^{+} d_{i}^{-}\right)-\bar{\phi}_{g}\left(c_{2 i}^{2} d_{i}^{+} d_{i}^{-}\right)=-2$ for $1 \leq i \leq g$.


Figure 7. Curves in $\Sigma_{g}$.

Since $\rho\left(d_{i}^{+}\right)=\rho\left(d_{i}^{-}\right)$, we have

$$
\begin{aligned}
& \bar{\phi}_{g}\left(c_{2 i}^{2}\right)+\bar{\phi}_{g}\left(d_{i}^{+} d_{i}^{-}\right)-\bar{\phi}_{g}\left(c_{2 i}^{2} d_{i}^{+} d_{i}^{-}\right) \\
& =-\lim _{n \rightarrow \infty} \frac{1}{n}\left\{\phi_{g}\left(\left(c_{2 i}^{2} d_{i}^{+} d_{i}^{-}\right)^{n}\right)-\phi_{g}\left(\left(c_{2 i}^{2}\right)^{n}\right)-\phi_{g}\left(\left(d_{i}^{+} d_{i}^{-}\right)^{n}\right)\right\} \\
& =\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n-1}\left\{\tau_{g}\left(\left(c_{2 i}^{2} d_{i}^{+} d_{i}^{-}\right)^{k}, c_{2 i}^{2} d_{i}^{+} d_{i}^{-}\right)-\tau_{g}\left(c_{2 i}^{2 i}, c_{2 i}^{2}\right)-\tau_{g}\left(\left(d_{i}^{+} d_{i}^{-}\right)^{i}, d_{i}^{+} d_{i}^{-}\right)\right\} \\
& \\
& \\
& +\tau_{g}\left(c_{2 i}^{2}, d_{i}^{+} d_{i}^{-}\right)
\end{aligned} \quad \begin{aligned}
& \lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n-1}\left\{\tau_{g}\left(\left(c_{2 i}^{2}\left(d_{i}^{+}\right)^{2}\right)^{k}, c_{2 i}^{2}\left(d_{i}^{+}\right)^{2}\right) \tau_{g}\left(c_{2 i}^{2 i}, c_{2 i}^{2}\right)-\tau_{g}\left(\left(d_{i}^{+}\right)^{2 i},\left(d_{i}^{+}\right)^{2}\right)\right\} \\
& \\
& \\
& +\tau_{g}\left(c_{2 i}^{2},\left(d_{i}^{+}\right)^{2}\right) .
\end{aligned}
$$

There exists a mapping class $\psi_{i}$ such that $\psi_{i} c_{2 i} \psi_{i}^{-1}=c_{2}$ and $\psi_{i} d_{i}^{+} \psi_{i}^{-1}=d_{i}^{+}$ for $i=2, \ldots, g$. Since the Meyer cocycle satisfies the property

$$
\tau_{g}\left(x y x^{-1}, x z x^{-1}\right)=\tau_{g}(y, z)
$$

for $x, y, z \in \mathcal{M}_{g}$, we have

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \sum_{k=1}^{n-1} \frac{1}{n}\left\{\tau_{g}\left(\left(c_{2 i}^{2}\left(d_{i}^{+}\right)^{2}\right)^{k}, c_{2 i}^{2}\left(d_{i}^{+}\right)^{2}\right)-\tau_{g}\left(c_{2 i}^{2 i}, c_{2 i}^{2}\right)-\tau_{g}\left(\left(d_{i}^{+}\right)^{2 i},\right.\right.\left.\left.\left(d_{i}^{+}\right)^{2}\right)\right\} \\
&+\tau_{g}\left(c_{2 i}^{2},\left(d_{i}^{+}\right)^{2}\right) \\
&=\lim _{n \rightarrow \infty} \sum_{k=1}^{n-1} \frac{1}{n}\left\{\tau_{g}\left(\left(c_{2}^{2}\left(d_{1}^{+}\right)^{2}\right)^{k}, c_{2}^{2}\left(d_{1}^{+}\right)^{2}\right)-\tau_{g}\left(c_{2}^{2 i}, c_{2}^{2}\right)-\tau_{g}\left(\left(d_{1}^{+}\right)^{2 i},\left(d_{1}^{+}\right)^{2}\right)\right\} \\
&+\tau_{g}\left(c_{2}^{2},\left(d_{1}^{+}\right)^{2}\right) .
\end{aligned}
$$

Let us consider the case when $g=1$. Since $\rho\left(c_{2}^{2}\right)=\left(\begin{array}{ll}1 & 2 \\ 0 & 1\end{array}\right), \rho\left(\left(d_{1}^{+}\right)^{2}\right)=\left(\begin{array}{cc}1 & 0 \\ -2 & 1\end{array}\right)$ and $\rho\left(c_{2}^{2}\left(d_{1}^{+}\right)^{2}\right)=\left(\begin{array}{cc}-3 & 2 \\ -2 & 1\end{array}\right)$, we have

$$
\begin{aligned}
-J \sum_{k=1}^{n}\left(\rho\left(c_{2}^{2 k}\right)-\rho\left(c_{2}^{-2 k}\right)\right) & =\left(\begin{array}{ll}
0 & 0 \\
0 & 2 n(n+1)
\end{array}\right), \\
-J \sum_{k=1}^{n}\left(\rho\left(d_{1}^{+}\right)^{2 k}-\rho\left(d_{1}^{+}\right)^{-2 k}\right) & =\left(\begin{array}{cc}
2 n(n+1) & 0 \\
0 & 0
\end{array}\right), \\
-J \sum_{k=1}^{n}\left(\rho\left(\left(c_{2}^{2}\left(d_{1}^{+}\right)^{2}\right)^{k}\right)-\rho\left(\left(c_{2}^{2}\left(d_{1}^{+}\right)^{2}\right)^{-k}\right)\right) & =\sum_{k=1}^{n} 4 k(-1)^{k}\left(\begin{array}{rr}
-1 & 1 \\
1 & -1
\end{array}\right) \\
& =\left\{(-1)^{n}(2 n+1)-1\right\}\left(\begin{array}{rr}
-1 & 1 \\
1 & -1
\end{array}\right) .
\end{aligned}
$$

By Lemma 4.2 we obtain

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \sum_{k=1}^{n-1} \frac{\tau_{g}\left(c_{2}^{2 k}, c_{2}^{2}\right)}{n}=\lim _{n \rightarrow \infty} \sum_{k=1}^{n-1} \frac{\tau_{g}\left(\left(d_{1}^{+}\right)^{2 k},\left(d_{1}^{+}\right)^{2}\right)}{n}=1  \tag{1}\\
& \lim _{n \rightarrow \infty} \sum_{k=1}^{n-1} \frac{\tau_{g}\left(\left(c_{2}^{2}\left(d_{1}^{+}\right)^{2}\right)^{k}, c_{2}^{2}\left(d_{1}^{+}\right)^{2}\right)}{n}=0 \tag{2}
\end{align*}
$$

When $g \geq 2$, the same calculation also shows (1). It is an easy calculation to show that

$$
\tau_{g}\left(c_{2}^{2}, d_{1}^{+} d_{1}^{-}\right)=0 .
$$

Therefore we obtain

$$
\bar{\phi}_{g}\left(c_{2 i}^{2}\right)+\bar{\phi}_{g}\left(d_{i}^{+} d_{i}^{-}\right)-\bar{\phi}_{g}\left(c_{2 i}^{2} d_{i}^{+} d_{i}^{-}\right)=-2 .
$$

In the same way as for (1), we have $\tau_{g}\left(s_{0}^{i}, s_{0}\right)=1$. Hence we obtain

$$
\bar{\phi}_{g}\left(s_{0}\right)=-\lim _{n \rightarrow \infty} \frac{\sum_{i=1}^{n-1} \tau_{g}\left(s_{0}^{i}, s_{0}\right)}{n}+\phi_{g}\left(s_{0}\right)=-1+\phi_{g}\left(s_{0}\right)
$$

and

$$
\bar{\phi}_{g}\left(s_{h}\right)=\phi_{g}\left(s_{0}\right) .
$$

By [Endo 2000, Lemmas 3.3 and 3.5], we have

$$
\bar{\phi}_{g}\left(t_{s_{0}}\right)=-\frac{g}{2 g+1}, \quad \text { and } \quad \bar{\phi}_{g}\left(t_{s_{h}}\right)=-\frac{4 h(g-h)}{2 g+1} .
$$

Remark 4.4. By Theorems 1.3 and 2.4, $\bar{\phi}_{g}$ gives the lower bounds for scl $\mathscr{H}_{g}\left(t_{s_{h}}\right)$ $(j=0, \ldots, g-1)$ corresponding to ones given in [Monden 2012].
Remark 4.5. By Theorems 1.7 and 2.4 and Remark 4.4, we have $\operatorname{scl}_{\mathcal{M}_{1}}\left(t_{c}\right)=\frac{1}{12}$. Let $\rho: \mathcal{M}_{1} \cong \mathrm{SL}(2, \mathbb{Z}) \rightarrow \operatorname{PSL}(2, \mathbb{Z})$ be the natural quotient map. It is easily seen that for all $x \in \mathcal{M}_{1}, \operatorname{scl}_{\mathcal{M}_{1}}(x)=\operatorname{scl}_{\operatorname{PSL}(2, \mathbb{Z})}(\rho(x))$. Louwsma [2011] determined $\operatorname{scl}_{\text {PSL }(2, \mathbb{Z})}(y)=\frac{1}{12}$ for $y=\rho\left(t_{c}\right)$.
Proof of Theorem 1.6. If $x \in \mathscr{H}_{g}$ satisfies $\left|\bar{\phi}_{g}(x)\right|=D\left(\bar{\phi}_{g}\right)$ and $|\phi(x)| \leq D(\phi)$ for any homogeneous quasimorphism $\phi: \mathscr{H}_{g} \rightarrow \mathbb{R}$, we obtain $\operatorname{scl}(x)=\frac{1}{2}$ by Bavard's duality theorem (Theorem 2.4). We will show that

$$
x=c^{2 g+8}\left(d_{2}^{+} d_{2}^{-} \cdots d_{g-1}^{+} d_{g-1}^{-}\right)^{2}\left(s_{1} \cdots s_{g-1}\right)^{-1}
$$

satisfies this property.
Firstly we will prove

$$
\sum_{j=1}^{g-1} \phi\left(s_{j}\right)=\sum_{i=1}^{g}\left(\phi\left(c_{2 i}^{2} d_{i}^{-} d_{i}^{+}\right)-\phi\left(d_{i}^{-} d_{i}^{+}\right)\right)
$$

for any homogeneous quasimorphism $\phi: \mathscr{H}_{g} \rightarrow \mathbb{R}$. By Lemma 2.8, we have

$$
\begin{aligned}
\left(d_{1}^{+} c_{2} d_{1}^{-}\right)^{4} & =s_{1}, \quad\left(d_{g}^{+} c_{2 g} d_{g}^{-}\right)^{4}=s_{g-1} \\
\left(d_{i}^{+} c_{2 i} d_{i}^{-}\right)^{4} & =s_{i-1} s_{i} \quad(i=2, \ldots, g-1)
\end{aligned}
$$

Since $c_{2 i}$ commutes with $s_{j},\left(c_{2} d_{1}^{-} d_{1}^{+} c_{2} d_{1}^{-} d_{1}^{+}\right)^{2}=s_{1},\left(c_{2 i} d_{i}^{-} d_{i}^{+} c_{2 i} d_{i}^{-} d_{i}^{+}\right)^{2}=s_{i-1} s_{i}$, and $\left(c_{2 g} d_{g}^{-} d_{g}^{+} c_{2 g} d_{g}^{-} d_{g}^{+}\right)^{2}=s_{g-1}$. By Lemma 2.6, $c_{2 i} d_{i}^{-} d_{i}^{+} c_{2 i}$ commutes with $d_{i}^{-} d_{i}^{+}$for $i=1, \ldots, g$, as is easy to check. Therefore $\left(c_{2} d_{1}^{-} d_{1}^{+} c_{2}\right)^{2}=s_{1}\left(d_{1}^{-} d_{1}^{+}\right)^{-2}$, $\left(c_{2 i} d_{i}^{-} d_{i}^{+} c_{2 i}\right)^{2}=s_{i-1} s_{i}\left(d_{i}^{-} d_{i}^{+}\right)^{-2}$, and $\left(c_{2 g} d_{g}^{-} d_{g}^{+} c_{2 g}\right)^{2}=s_{g-1}\left(d_{g}^{-} d_{g}^{+}\right)^{-2}$. These equations give

$$
\begin{aligned}
2 \phi\left(c_{2}^{2} d_{1}^{-} d_{1}^{+}\right) & =\phi\left(s_{1}\right)-2 \phi\left(d_{1}^{-} d_{1}^{+}\right) \\
2 \phi\left(c_{2 i}^{2} d_{i}^{-} d_{i}^{+}\right) & =\phi\left(s_{i-1}\right)+\phi\left(s_{i}\right)-2 \phi\left(d_{i}^{-} d_{i}^{+}\right) \\
2 \phi\left(c_{2 g}^{2} d_{g}^{-} d_{g}^{+}\right) & =\phi\left(s_{g-1}\right)-2 \phi\left(d_{g}^{-} d_{g}^{+}\right)
\end{aligned}
$$

Thus we obtain $\sum_{j=1}^{g-1} \phi\left(s_{j}\right)=\sum_{i=1}^{g}\left(\phi\left(c_{2 i}^{2} d_{i}^{-} d_{i}^{+}\right)-\phi\left(d_{i}^{-} d_{i}^{+}\right)\right)$.
Secondly we will prove $\bar{\phi}_{g}(x)=D\left(\bar{\phi}_{g}\right)$. The curves $c, s_{1}, \ldots, s_{g-1}, d_{2}^{+}, d_{2}^{-}, \ldots$, $d_{g-1}^{+}, d_{g-1}^{-}$are mutually disjoint, and $c_{i}$ is conjugate to $c$. Hence, by Lemma 2.3(i) and (ii), we have

$$
\begin{aligned}
\phi(x) & =(g+4) \phi\left(c^{2}\right)+2 \sum_{i=2}^{g-1} \phi\left(d_{i}^{+} d_{i}^{-}\right)-\sum_{j=1}^{g-1} \phi\left(s_{i}\right) \\
& =\sum_{i=1}^{g}\left(\phi\left(c_{2 i}^{2}\right)+\phi\left(d_{i}^{+} d_{i}^{-}\right)-\phi\left(c_{2 i}^{2} d_{i}^{-} d_{i}^{+}\right)\right)
\end{aligned}
$$

In the proof of Lemma 4.3, we showed

$$
\sum_{i=1}^{g}\left(\bar{\phi}_{g}\left(c_{2 i}^{2}\right)+\bar{\phi}_{g}\left(d_{i}^{+} d_{i}^{-}\right)-\bar{\phi}_{g}\left(c_{2 i}^{2} d_{i}^{-} d_{i}^{+}\right)\right)=-2 g=-D\left(\bar{\phi}_{g}\right)
$$

Thus we obtain $\left|\bar{\phi}_{g}(x)\right|=D\left(\bar{\phi}_{g}\right)$.
Lastly we prove $\phi(x) \leq D(\phi)$ for any homogeneous quasimorphism $\phi: \mathscr{H}_{g} \rightarrow \mathbb{R}$ :

$$
\begin{aligned}
D(\phi) & \geq\left|\delta\left(c_{2}^{2} \cdots c_{2 g}^{2}, d_{1}^{+} d_{1}^{-} \cdots d_{g}^{+} d_{g}^{-}\right)\right| \\
& =\left|\phi\left(c_{2}^{2} \cdots c_{2 g}^{2}\right)+\phi\left(d_{1}^{+} d_{1}^{-} \cdots d_{g}^{+} d_{g}^{-}\right)-\phi\left(c_{2}^{2} \cdots c_{2 g}^{2} d_{1}^{+} d_{1}^{-} \cdots d_{g}^{+} d_{g}^{-}\right)\right| \\
& =\left|\phi\left(c_{2}^{2} \cdots c_{2 g}^{2}\right)+\phi\left(d_{1}^{+} d_{1}^{-} \cdots d_{g}^{+} d_{g}^{-}\right)-\phi\left(\left(c_{2}^{2} d_{1}^{+} d_{1}^{-}\right) \cdots\left(c_{2 g}^{2} d_{g}^{+} d_{g}^{-}\right)\right)\right| \\
& =\left|\sum_{i=1}^{g}\left(\phi\left(c_{2 i}^{2}\right)+\phi\left(d_{i}^{+} d_{i}^{-}\right)-\phi\left(c_{2 i}^{2} d_{i}^{+} d_{i}^{-}\right)\right)\right|=|\phi(x)|
\end{aligned}
$$

## 5. Proof of Theorem 1.7

Let $c_{1}, \ldots, c_{2 g+2}$ be nonseparating simple closed curves on $\Sigma_{g}$ as in Figure 2 and let $\phi$ be a homogeneous quasimorphism on $\mathscr{H}_{g}$. For simplicity of notation, we write $t_{i}$ instead of $t_{c_{i}}$ By $\iota=\iota^{-1}$, we have $t_{2 g+1}^{2} t_{2 g} \cdots t_{2} t_{1}^{2}=\left(t_{2 g} \cdots t_{2}\right)^{-1} \iota^{-1}$. Since each of the two boundary components of a regular neighborhood of $c_{2} \cup c_{3} \cup \cdots \cup c_{2 g}$ is $c_{2 g+2}$ by Lemma 2.8, we have $\left(t_{2 g} \cdots t_{2}\right)^{2 g}=t_{2 g+2}^{2}$. Note that this relation holds in $\mathscr{H}_{g}$. Therefore, by Definition 2.2 and Lemma 2.3, we have

$$
\begin{equation*}
\phi\left(t_{2 g+1}^{2} t_{2 g} \cdots t_{2} t_{1}^{2}\right)=-\phi\left(t_{2 g} \cdots t_{2}\right)+\phi\left(\iota^{-1}\right)=-\frac{1}{g} \phi\left(t_{2 g+2}\right) . \tag{3}
\end{equation*}
$$

Applying Lemma 2.3(i) and 2.6(i), we can move the factors with single and double underlines alternatively as follows.

$$
\begin{aligned}
& \phi\left(t_{2 g+1}^{2} t_{2 g} \cdots t_{3} t_{2} \underline{t_{1}}\right)=\phi\left(t_{1}^{2} t_{2 g+1}^{2} t_{2 g} \cdots t_{3} t_{2}\right) \quad \text { (by Lemma 2.3) } \\
& =\phi\left(t_{2 g+1}^{2} t_{2 g} \cdots t_{3} \underline{t_{1}^{2}} \underline{=} \quad\right. \text { (by Lemma 2.6) } \\
& =\phi\left(t_{2} t_{2 g+1}^{2} t_{2 g} \cdots t_{4} t_{3} t_{1}^{2}\right) \quad \text { (by Lemma 2.3) } \\
& =\phi\left(t_{2 g+1}^{2} t_{2 g} \cdots t_{4} t_{2} \underline{t_{3}} t_{1}^{2}\right) \quad \text { (by Lemma 2.6) } \\
& =\phi\left(t_{2 g+1}^{2} t_{2 g} \cdots t_{6} t_{5} \underline{t_{3} t_{1}^{2}} \underline{\underline{t_{4} t_{2}}} \quad \text { (by Lemma } 2.3\right. \text { and 2.6) } \\
& =\phi\left(t_{2 g+1}^{2} t_{2 g} \cdots t_{6} \underline{\underline{t_{4}} t_{2} t_{5}} \underline{t_{3} t_{1}^{2}}\right) \quad \text { (by Lemmas } 2.3 \text { and 2.6) } \\
& =\phi\left(t_{2 g+1}^{2} t_{2 g} \cdots t_{7} \underline{t_{5} t_{3} t_{1}} \underline{t_{6} t_{4} t_{2}}\right) \quad \text { (by Lemmas } 2.3 \text { and 2.6) } \\
& =\phi\left(t_{2 g+1}^{2} t_{2 g} \cdots t_{8} \underline{t}_{6} t_{4} t_{2} t_{7} t_{5} t_{3} t_{1}^{2}\right) \quad \text { (by Lemmas } 2.3 \text { and 2.6) } \\
& =\phi\left(t_{2 g+1}^{2} t_{2 g} \cdots t_{9} t_{7} t_{5} t_{3} t_{1}^{2} t_{8} t_{6} t_{4} t_{2}\right) \quad \text { (by Lemmas } 2.3 \text { and 2.6) } \\
& =\phi\left(\left(t_{2 g+1}^{2} t_{2 g-1} \cdots t_{5} t_{3} t_{1}^{2}\right)\left(t_{2 g} t_{2 g-4} \cdots t_{4} t_{2}\right)\right) .
\end{aligned}
$$

From Definition 2.2 and Equation (3),

$$
\begin{aligned}
D(\phi) & \geq\left|\phi\left(\left(t_{2 g+1}^{2} \cdots t_{3} t_{1}^{2}\right)\left(t_{2 g} \cdots t_{4} t_{2}\right)\right)-\phi\left(t_{2 g+1}^{2} \cdots t_{3} t_{1}^{2}\right)-\phi\left(t_{2 g} \cdots t_{4} t_{2}\right)\right| \\
& =\left|-\frac{1}{g} \phi\left(t_{2 g+2}\right)-\phi\left(t_{2 g+1}^{2} \cdots t_{3} t_{1}^{2}\right)-\phi\left(t_{2 g} \cdots t_{4} t_{2}\right)\right|,
\end{aligned}
$$

where $D(\phi)$ is the defect of $\phi$. From Lemmas 2.3, 2.5 and 2.6 we have

$$
D(\phi) \geq\left|\frac{1}{g} \phi\left(t_{1}\right)+(g+3) \phi\left(t_{1}\right)+g \phi\left(t_{1}\right)\right|=\left(2 g+3+\frac{1}{g}\right)\left|\phi\left(t_{1}\right)\right| .
$$

By Theorem 2.4 we have $\operatorname{scl}_{\mathscr{H}_{g}}\left(t_{1}\right) \leq \frac{1}{(2(2 g+3+1 / g))}$. This completes the proof
of Theorem 1.7.

Remark 5.1. By a similar argument to the proof of Theorem 1.7, we can show that

$$
\operatorname{scl}_{\mathcal{M}_{0}^{m}}\left(\sigma_{1}\right)=\frac{1}{2\{m+1+2 /(m-2)\}} \quad \text { for all } m \geq 4
$$

## 6. Calculation of quasimorphisms

In this section, we prove Theorem 1.1. To prove it, we perform a straightforward and elementary calculation of the hermitian form $\langle,\rangle_{\tilde{\sigma}^{k}, \tilde{\sigma}}$ on the eigenspace $V^{\omega^{j}}$.

Let $p: \Sigma_{g} \rightarrow S^{2}$ be the regular branched $m$-cyclic covering on $S^{2}$ with $m$ branched points as on page 333 . Choose a point in $p^{-1}(*)$, and denote it by $\tilde{*} \in \Sigma_{g}$. We denote by $\tilde{\alpha}_{i}$ the lift of $\alpha_{i}$ which starts at $\tilde{*}$. Note that $\tilde{\alpha}_{i} t\left(\tilde{\alpha}_{i+1}\right)^{-1}$ is a loop in $\Sigma_{g}$ while $\tilde{\alpha}_{i}$ is an arc. We denote by $e_{i}(k) \in H_{1}\left(\Sigma_{g} ; \mathbb{Z}\right)$ the homology class represented by $t^{k}\left(\tilde{\alpha}_{i} t\left(\tilde{\alpha}_{i+1}\right)^{-1}\right)$.

Lemma 6.1. The homology classes $\left\{e_{i}(k)\right\}_{\substack{1 \leq i \leq m-2 \\ 0 \leq k \leq m-2}}$ form a basis of $H_{1}\left(\Sigma_{g} ; \mathbb{Z}\right)$.

$$
0 \leq k \leq m-2
$$

Proof. We use the Schreier method. Let $T$ denote a Schreier transversal $T=\left\{\alpha_{1}^{k}\right\}_{i=0}^{m-1}$ and $S$ a generating set $S=\left\{\alpha_{i}\right\}_{i=1}^{m-1}$ of $\pi_{1}\left(S^{2}-\left\{q_{i}\right\}_{i=1}^{m}\right)$. Then the subgroup $\pi_{1}\left(\Sigma_{g}-\left\{p^{-1}\left(q_{i}\right)\right\}_{i=1}^{m}\right)$ is generated by

$$
\left\{\left(r s(\overline{r s})^{-1} \mid r \in T, s \in S\right\}=\left\{\alpha_{1}^{k} \alpha_{i} \alpha_{1}^{-k-1}\right\}_{\substack{2 \leq i \leq m-1 \\ 0 \leq k \leq m-2}} \cup\left\{\alpha_{1}^{m-1} \alpha_{i}\right\}_{1 \leq i \leq m-1}\right.
$$

By van Kampen's theorem, the group $\pi_{1}\left(\Sigma_{g}\right)$ is obtained by adding the relation $\alpha_{i}^{m}=1$ to $\pi_{1}\left(\Sigma_{g}-\left\{p^{-1}\left(q_{i}\right)\right\}_{i=1}^{m}\right)$. Thus, the set $\left\{\alpha_{1}^{k} \alpha_{i} \alpha_{i+1}^{-1} \alpha_{1}^{-k}\right\}_{i, k}$, where from now through the end of the proof we have $1 \leq i \leq m-2$ and $0 \leq k \leq m-2$, generates the group $\pi_{1}\left(\Sigma_{g}\right)$. This implies that $\left\{e_{i}(k)\right\}_{i, k}$ is a generating set of $H_{1}\left(\Sigma_{g} ; \mathbb{Z}\right)$.

By the Riemann-Hurwitz formula, $H_{1}\left(\Sigma_{g} ; \mathbb{Z}\right)$ is a free module of rank equal to $2 g=(m-1)(m-2)$, and this is equal to the order of the set $\left\{e_{i}(k)\right\}_{i, k}$. Therefore the set $\left\{e_{i}(k)\right\}_{i, k}$ is a basis of the free module $H_{1}\left(\Sigma_{g} ; \mathbb{Z}\right)$.

The intersection form and the action of $\tilde{\sigma}_{i}$. Let $j$ be an integer with $1 \leq j \leq m-1$. Firstly we find a basis of $V^{\omega^{j}} \subset H_{1}\left(\Sigma_{g} ; \mathbb{C}\right)$ and calculate intersection numbers.

Lemma 6.2. The intersection numbers of $\left\{e_{i}(k)\right\}_{\substack{1 \leq i \leq m-2 \\ 0 \leq k \leq m-2}}$ are

$$
\begin{gathered}
e_{i}(k) \cdot e_{i^{\prime}}(k)=\left\{\begin{array}{rl}
-1 & \text { if } i=i^{\prime}-1, \\
1 & \text { if } i=i^{\prime}+1, \\
0 & \text { otherwise },
\end{array} \quad e_{i}(k) \cdot e_{i^{\prime}}(k+1)=\left\{\begin{aligned}
-1 & \text { if } i=i^{\prime}, \\
1 & \text { if } i=i^{\prime}-1, \\
0 & \text { otherwise },
\end{aligned}\right.\right. \\
e_{i}(k) \cdot e_{i^{\prime}}(k-1)=\left\{\begin{array}{rl}
-1 & \text { if } i=i^{\prime}, \\
1 & \text { if } i=i^{\prime}+1, \\
0 & \text { otherwise },
\end{array} \quad e_{i}(k) \cdot e_{i^{\prime}}\left(k^{\prime}\right)=0 \quad \text { if }\left|k-k^{\prime}\right| \geq 2 .\right.
\end{gathered}
$$



Figure 8. The paths $l_{1}, l_{2}, \ldots, l_{m}$.


Figure 9. Left: the $k$-th copy. Right: the $(k+1)$-th copy.

Proof. We only prove the equality $e_{i}(k) \cdot e_{i+1}(k+1)=1$ since the other cases are proved in the same way.

Let $l_{i}$ be the paths as in Figure 8. Consider $m$ copies of the 2 -sphere cut along the $l_{i}$, and number them from 1 to $m$. (For convenience, copy 1 will also be called copy $m+1$.) Gluing the left-hand side of $l_{i}$ in the $k$-th copy to the right-hand side of $l_{i}$ in the $(k+1)$-th copy for $k=1,2, \ldots, m$, we obtain a closed connected surface homeomorphic to $\Sigma_{g}$, and it is naturally a covering space on $S^{2}$. As in Figure 9, the loops representing $e_{i}(k)$ and $e_{i+1}(k+1)$ intersect once positively in the $(k+1)$-th copy.

Hence we have $e_{i}(k) \cdot e_{i+1}(k+1)=1$.
For $1 \leq i \leq m-2$, we define $w_{i}=\sum_{k=0}^{m-1} \omega^{-j k} e_{i}(k)$. Since $t e_{i}(k)=e_{i}(k+1)$ for $1 \leq k \leq m-2$ and $e_{i}(m-1)=-\sum_{k=0}^{m-2} e_{i}(k)$, we have $w_{i} \in V^{\omega^{j}}$, and the set $\left\{w_{i}\right\}_{i=1}^{m-2}$ is a basis of $V^{\omega^{j}}$.

Lemma 6.3. The intersection numbers of $\left\{w_{i}\right\}_{1 \leq i \leq m-2}$ are

$$
w_{i} \cdot w_{i^{\prime}}= \begin{cases}d\left(1-\omega^{j}\right) & \text { if } i=i^{\prime}+1 \\ d\left(-\omega^{-j}+\omega^{j}\right) & \text { if } i=i^{\prime} \\ d\left(\omega^{-j}-1\right) & \text { if } i=i^{\prime}-1 \\ 0 & \text { otherwise }\end{cases}
$$

Proof. By Lemma 6.2, we have

$$
\begin{aligned}
w_{i} \cdot w_{i} & =\sum_{k=0}^{d-1} \sum_{l=0}^{d-1} \omega^{j(k-l)} e_{i}(k) \cdot e_{i}(l)=d\left(-\omega^{-j}+\omega^{j}\right), \\
w_{i} \cdot w_{i+1} & =\sum_{k=0}^{d-1} \sum_{l=0}^{d-1} \omega^{j(k-l)} e_{i}(k) \cdot e_{i+1}(l)=d\left(\omega^{-j}-1\right)
\end{aligned}
$$

and $w_{i} \cdot w_{k}=0$ when $|i-k| \geq 2$.
Let $\tilde{\sigma}=\tilde{\sigma}_{1} \cdots \tilde{\sigma}_{r-1}$. We next find eigenvectors in $V^{\omega^{j}}$ relative to the action by $\tilde{\sigma}$.
Lemma 6.4. Let $i$ be an integer such that $1 \leq i \leq m-1$. Then we have

$$
\left(\tilde{\sigma}_{i}\right)_{*} e_{l}(k)= \begin{cases}e_{l}(k)+e_{l+1}(k) & \text { if } 2 \leq i \leq m-1, \text { and } l=i-1, \\ -e_{l}(k-1) & \text { if } l=i, \\ e_{l-1}(k-1)+e_{l}(k) & \text { if } l=i+1, \\ e_{l}(k) & \text { if } l \neq i-1, i, i+1 .\end{cases}
$$

Proof. Recall that $e_{i}(k)$ is the homology class represented by the loop $\tilde{\alpha}_{1}^{k} \tilde{\alpha}_{i} \tilde{\alpha}_{i+1}^{-1} \tilde{\alpha}_{1}^{-k}$.
In the fundamental group $\pi_{1}\left(S^{2}-\left\{q_{i}\right\}_{i=1}^{m}\right)$, we have

$$
\begin{aligned}
\left(\sigma_{i}\right)_{*}\left(\alpha_{i-1} \alpha_{i}^{-1}\right) & =\alpha_{i-1} \alpha_{i+1}^{-1}=\left(\alpha_{i-1} \alpha_{i}^{-1}\right)\left(\alpha_{i} \alpha_{i+1}^{-1}\right), \\
\left(\sigma_{i}\right)_{*}\left(\alpha_{i} \alpha_{i+1}^{-1}\right) & =\alpha_{i+1}\left(\alpha_{i+1}^{-1} \alpha_{i} \alpha_{i+1}\right)^{-1}=\alpha_{i+1}^{-1}\left(\alpha_{i} \alpha_{i+1}^{-1}\right)^{-1} \alpha_{i+1}, \\
\left(\sigma_{i}\right)_{*}\left(\alpha_{i+1} \alpha_{i+2}^{-1}\right) & =\left(\alpha_{i+1}^{-1} \alpha_{i} \alpha_{i+1}\right) \alpha_{i+2}^{-1}=\alpha_{i+1}^{-1}\left(\alpha_{i} \alpha_{i+1}^{-1}\right) \alpha_{i+1}\left(\alpha_{i+1} \alpha_{i+2}^{-1}\right) .
\end{aligned}
$$

By lifting these loops to the covering space $\Sigma_{g}$, we obtain what we want.
By Lemma 6.4, the matrix representations of the actions of $\left\{\tilde{\sigma}_{i}\right\}_{i=1}^{m-1}$ on $V^{\omega^{j}}$ with respect to the basis $\left\{w_{i}\right\}_{1 \leq i \leq m-2}$ are calculated as

$$
\begin{array}{cc}
\left(\tilde{\sigma}_{1}\right)_{*}=\left(\begin{array}{ccc}
-\omega^{-j} & \omega^{-j} & O \\
0 & 1 & O \\
O & O & I_{m-4}
\end{array}\right), & \left(\tilde{\sigma}_{i}\right)_{*}=\left(\begin{array}{ccc}
I_{i-1} & O & O \\
O & L & O \\
O & O & I_{m-i-4}
\end{array}\right), \\
\left(\tilde{\sigma}_{m-2}\right)_{*}=\left(\begin{array}{ccc}
I_{m-4} & O & O \\
O & 1 & O \\
O & 1 & -\omega^{-j}
\end{array}\right), & \left(\tilde{\sigma}_{m-1}\right)_{*}=\left(\begin{array}{ccc}
I_{m-3} & v \\
O & -1+\sum_{k=1}^{m-2} \omega^{-j k}
\end{array}\right),
\end{array}
$$

where

$$
L=\left(\begin{array}{ccc}
1 & 0 & 0 \\
1 & -\omega^{-j} & \omega^{-j} \\
0 & 0 & 1
\end{array}\right), \quad v=\left(1,1+\omega^{-j}, \ldots, \sum_{k=0}^{m-3} \omega^{-j k}\right)^{T} .
$$

Let $r$ be an integer with $2 \leq r \leq m$, and put

$$
e_{r}^{\prime}(k)=\left[\tilde{a}_{1}^{k} \tilde{a}_{r}\left(\tilde{a}_{1} \tilde{a}_{2} \cdots \tilde{a}_{r}\right)^{-1} \tilde{a}_{1}^{-1}\left(\tilde{a}_{1} \tilde{a}_{2} \cdots \tilde{a}_{r}\right) \tilde{a}_{1}^{-k}\right] .
$$

By Lemma 6.4, we have

$$
\begin{aligned}
\tilde{\sigma}_{*} e_{i}(k) & =e_{i+1}(k), \quad \text { when } 1 \leq i \leq r-2, \\
\tilde{\sigma}_{*} e_{r}(k) & =-e_{r}^{\prime}(k)+e_{r}(k), \\
\tilde{\sigma}_{*} e_{r-1}(k) & =e_{r}^{\prime}(k) \\
\tilde{\sigma}_{*} e_{r}^{\prime}(k) & =e_{1}(k-r+1)
\end{aligned}
$$

The sum $w_{r}^{\prime}:=\sum_{k=0}^{m-1} \omega^{-j k} e_{r}^{\prime}(k)$ is contained in $V^{\omega^{j}}$. For $i=1,2, \ldots, r-2$, we have

$$
\begin{aligned}
\tilde{\sigma}_{*} w_{i} & =\tilde{\sigma}_{*} \sum_{k=0}^{m-1} \omega^{-j k} e_{i}(k)=\sum_{k=0}^{m-1} \omega^{-j k} e_{i+1}(k)=w_{i+1} \\
\tilde{\sigma}_{*} w_{r-1} & =\sum_{k=0}^{m-1} \omega^{-j k}\left(e_{r-1}(k)+e_{r}^{\prime}(k)\right)=w_{r-1}+w_{r}^{\prime} \\
\tilde{\sigma}_{*} w_{r}^{\prime} & =\sum_{k=0}^{m-1} \omega^{-j k} e_{1}(k-r+1)=\sum_{k=0}^{m-1} \omega^{-j(k+r-1)} e_{1}(k)=\omega^{-(r-1) j} w_{1}
\end{aligned}
$$

Let $\zeta=\exp (2 \pi \boldsymbol{i} / r)$ and $v_{i}=\sum_{k=1}^{r-1} \omega^{(k-1) j} \zeta^{-(k-1) i} w_{k}+\omega^{(r-1) j} \zeta^{-(r-1) i} w_{r}^{\prime}$. Then

$$
\begin{aligned}
\tilde{\sigma}_{*} v_{i} & =\sum_{k=1}^{r-1} \omega^{(k-1) j} \zeta^{-(k-1) i}(\tilde{\sigma})_{*} w_{k}+\omega^{(r-1) j} \zeta^{-(r-1) i}(\tilde{\sigma})_{*} w_{r}^{\prime} \\
& =\sum_{k=1}^{r-2} \omega^{(k-1) j} \zeta^{-(k-1) i} w_{k+1}+\omega^{(r-2) j} \zeta^{-(r-2) i} w_{r}^{\prime}+\omega^{(r-1) j} \zeta^{-(r-1) i} \omega^{-p j} w_{1} \\
& =\omega^{-j} \zeta^{i}\left(\sum_{k=1}^{r-1} \omega^{(k-1) j} \zeta^{-(k-1) i} w_{k}+\omega^{(r-1) j} \zeta^{-(r-1) i} w_{r}^{\prime}\right) \\
& =\left(\omega^{-j} \zeta^{i}\right) v_{i}
\end{aligned}
$$

Hence $v_{i}$ is an eigenvector with eigenvalue $\omega^{-j} \zeta^{i}$ with respect to the action by $\tilde{\sigma}$. Note that the subspace generated by $\left\{w_{i}\right\}_{i=1}^{r-1}$ coincides with one generated by $\left\{v_{i}\right\}_{i=1}^{r-1}$. Since $\tilde{\sigma}$ acts trivially on $\left\{w_{i}\right\}_{i=r+1}^{m-1}$, they are also eigenvectors with eigenvalue 0 . Moreover the set $\left\{v_{i}\right\}_{i=1}^{r-1} \cup\left\{w_{i}\right\}_{i=r+1}^{m-2}$ is linearly independent.

Lemma 6.5. Let $i, i^{\prime}$ be integers such that $1 \leq i \leq r-1$ and $1 \leq i^{\prime} \leq r-1$. Then we have

$$
v_{i} \cdot v_{i^{\prime}}= \begin{cases}8 r d i \sin \frac{\pi i}{r} \sin \frac{\pi j}{m} \sin \pi\left(\frac{i}{r}-\frac{j}{m}\right) & \text { if } i=i^{\prime} \\ 0 & \text { otherwise }\end{cases}
$$

Proof. Since the action of the mapping class group $\pi_{0} C_{g}(t)$ preserves the intersection form,

$$
\begin{aligned}
v_{i} \cdot v_{i} & =\sum_{k=0}^{r-1} \sum_{l=0}^{r-1} \omega^{(l-k) j} \zeta^{-(l-k) i}\left(\tilde{\sigma}_{*}^{k} w_{1} \cdot \tilde{\sigma}_{*}^{l} w_{1}\right) \\
& =\sum_{k=0}^{r-1} \sum_{l=0}^{r-1} \omega^{(l-k) j_{\zeta}} \zeta^{-(l-k) i}\left(w_{2} \cdot \tilde{\sigma}_{*}^{l-k+1} w_{1}\right)
\end{aligned}
$$

Thus Lemma 6.3 implies

$$
\begin{aligned}
v_{i} \cdot v_{i}= & \omega^{(r-1) j} \zeta^{-(r-1) i}\left(w_{2} \cdot \tilde{\sigma}_{*}^{r} w_{1}\right)+\omega^{j} \zeta^{-i}(r-1)\left(w_{2} \cdot \tilde{\sigma}_{*}^{2} w_{1}\right)+r\left(w_{2} \cdot \tilde{\sigma}_{*} w_{1}\right) \\
& \quad+\omega^{-j} \zeta^{i}(r-1)\left(w_{2} \cdot w_{1}\right)+\omega^{-(r-1) j} \zeta^{(r-1) i}\left(w_{2} \cdot \tilde{\sigma}_{*}^{-r+2} w_{1}\right) \\
= & r\left\{\left(\omega^{-j} \zeta^{i}\right) w_{2} \cdot w_{1}+\left(\omega^{j} \zeta^{-i}\right) w_{2} \cdot w_{3}+w_{2} \cdot w_{2}\right\} \\
= & 8 r d i \sin \frac{\pi i}{r} \sin \frac{\pi j}{m} \sin \pi\left(\frac{i}{r}-\frac{j}{m}\right) .
\end{aligned}
$$

Calculation of $\omega$-signatures and the cobounding functions $\phi_{m, j}$. Lastly we will calculate the hermitian form $\langle,\rangle_{\tilde{\sigma}^{k}, \tilde{\sigma}}$ and the $\omega$-signature. We have already found the set of eigenvectors $\left\{v_{i}\right\}_{i=1}^{r-1} \cup\left\{w_{i}\right\}_{i=r+1}^{m-2}$ with respect to the action by $\tilde{\sigma}$ which is linearly independent. Since $\operatorname{dim} V^{\omega^{j}}=m-2$, we need to find another eigenvector.

Lemma 6.6.

$$
\sum_{k=1}^{r m} \tau\left(\tilde{\sigma}^{k}, \tilde{\sigma}\right)=r m-2|m i-r j| .
$$

Proof. We first consider the case when $r j / m$ is not an integer. Put

$$
\beta=\sum_{i=1}^{r} w_{i}-\frac{1}{r} \sum_{k=1}^{r} \frac{1}{1-\omega^{j} \zeta^{-k}} v_{k} .
$$

The subspace generated by $\left\{v_{i}\right\}_{i=1}^{r-1}$ and that generated by $\left\{w_{i}\right\}_{i=1}^{r-1}$ coincide. Thus the set $\left\{v_{i}\right\}_{i=1}^{r-1}, \beta,\left\{w_{i}\right\}_{i=r+1}^{m-2}$ forms a basis of $V^{\omega^{j}}$ when $1 \leq r \leq m-2$, and the set $\left\{v_{i}\right\}_{i=1}^{m-2}$ forms a basis of $V^{\omega^{j}}$ when $r=m-1$. We have

$$
\begin{aligned}
\tilde{\sigma}_{*} \beta & =\sum_{i=2}^{r} w_{i}-\frac{1}{r} \sum_{k=1}^{r} \frac{\omega^{j} \zeta^{-k}}{1-\omega^{j} \zeta^{-k}} v_{k} \\
& =\sum_{i=2}^{r} w_{i}+\frac{1}{r} \sum_{k=1}^{r} v_{k}-\frac{1}{r} \sum_{k=1}^{r} \frac{1}{1-\omega^{j} \zeta^{-k}} v_{k} \\
& =\sum_{i=1}^{r} w_{i}-\frac{1}{r} \sum_{k=1}^{r} \frac{1}{1-\omega^{j} \zeta^{-k}} v_{k}=\beta .
\end{aligned}
$$

Note that $\beta$ and $\left\{w_{i}\right\}_{i=r+1}^{m-2}$ are in the annihilator of the hermitian form $\langle,\rangle_{\tilde{\sigma}^{k}, \tilde{\sigma}}$ since they have eigenvalue 1 with respect to the action by $\tilde{\sigma}$.

By Lemma 4.2, we have

$$
\begin{aligned}
\tau\left(\tilde{\sigma}^{k}, \tilde{\sigma}\right) & =\sum_{i=1}^{r} \operatorname{sign}\left\langle v_{i}, v_{i}\right\rangle_{\tilde{\sigma}^{k}, \tilde{\sigma}}=-\sum_{i=1}^{r} \operatorname{sign}\left(\left(v_{i} \cdot v_{i}\right) \sum_{l=1}^{k}\left(\left(\omega^{-j} \zeta^{i}\right)^{l}-\left(\omega^{j} \zeta^{-i}\right)^{l}\right)\right) \\
& =-\sum_{i=1}^{r} \operatorname{sign}\left(\left(v_{i} \cdot v_{i}\right)\left(1-\omega^{j} \zeta^{-i}\right)\left(1-\omega^{-j} \zeta^{i}\right) \sum_{l=1}^{k}\left(\left(\omega^{-j} \zeta^{i}\right)^{l}-\left(\omega^{j} \zeta^{-i}\right)^{l}\right)\right) .
\end{aligned}
$$

By the equation

$$
\begin{aligned}
& \left(1-\omega^{j} \zeta^{-i}\right)\left(1-\omega^{-j} \zeta^{i}\right) \sum_{l=1}^{k}\left(\left(\omega^{-j} \zeta^{i}\right)^{l}-\left(\omega^{j} \zeta^{-i}\right)^{l}\right) \\
& \quad=8 \boldsymbol{i} \sin \left(-\frac{\pi(k+1) j}{m}+\frac{\pi(k+1) i}{r}\right) \sin \left(-\frac{\pi k j}{m}+\frac{\pi k i}{r}\right) \sin \left(-\frac{\pi j}{m}+\frac{\pi i}{r}\right)
\end{aligned}
$$

and Lemma 6.5, we have

$$
\tau\left((\tilde{\sigma})^{k}, \tilde{\sigma}\right)=\sum_{i=1}^{r-1} \operatorname{sign}\left(\sin k \pi\left(\frac{i}{r}-\frac{j}{m}\right) \sin (k+1) \pi\left(\frac{i}{r}-\frac{j}{m}\right)\right)
$$

Since $r j / m$ is not an integer, $i / r-j / m$ is not zero. Thus we obtain

$$
\begin{aligned}
\sum_{k=1}^{r m} \tau\left((\tilde{\sigma})^{k}, \tilde{\sigma}\right) & =\sum_{i=1}^{r-1} \sum_{k=1}^{r m} \operatorname{sign}\left(\sin k \pi\left(\frac{i}{r}-\frac{j}{m}\right) \sin (k+1) \pi\left(\frac{i}{r}-\frac{j}{m}\right)\right) \\
& =\sum_{i=1}^{r-1}(r m-2|m i-r j|)
\end{aligned}
$$

Next consider the case when $r j / m$ is an integer and $1 \leq r \leq m-1$. Denote this integer $r j / m$ by $i_{0}$. Then, the eigenvalue of $v_{i_{0}}$ is 1 , and $v_{i_{0}}$ and $\left\{w_{i}\right\}_{i=r+1}^{m-2}$ are in the annihilator of $\langle,\rangle_{\tilde{\sigma}^{k}, \tilde{\sigma}}$. If we put

$$
\beta^{\prime}=\sum_{i=1}^{r} w_{i}-\frac{1}{r} \sum_{\substack{1 \leq k \leq r \\ k \neq i_{0}}} \frac{1}{1-\omega^{j} \zeta^{-k}} v_{k}
$$

the set of the homology classes $\left\{v_{i}\right\}_{i=1}^{r-1}, \beta^{\prime},\left\{w_{i}\right\}_{i=r+1}^{m-2}$ forms a basis of $V^{\omega^{j}}$. We have

$$
\begin{aligned}
\tilde{\sigma} \beta^{\prime} & =\sum_{i=2}^{r} w_{i}-\frac{1}{r} \sum_{\substack{1 \leq k \leq r \\
k \neq i_{0}}} \frac{\omega^{j} \zeta^{-k}}{1-\omega^{j} \zeta^{-k}} v_{k} \\
& =\sum_{i=2}^{r} w_{i}+\frac{1}{r} \sum_{\substack{1 \leq k \leq r \\
k \neq i_{0}}} v_{k}-\frac{1}{r} \sum_{\substack{1 \leq k \leq r \\
k \neq i_{0}}} \frac{1}{1-\omega^{j} \zeta^{-k}} v_{k} \\
& =\sum_{i=1}^{r} w_{i}-\frac{1}{r} v_{i_{0}}-\frac{1}{r} \sum_{\substack{1 \leq k \leq r \\
k \neq i_{0}}} \frac{1}{1-\omega^{j} \zeta^{-k}} v_{k}=\beta^{\prime}-\frac{1}{r} v_{i_{0}} .
\end{aligned}
$$

By Lemma 4.2,

$$
\left\langle\beta^{\prime}, \beta^{\prime}\right\rangle_{\tilde{\sigma}^{k}, \tilde{\sigma}}=\beta^{\prime} \cdot \frac{1}{r} \sum_{i=1}^{k} 2 i v_{i_{0}}=\frac{k(k+1)}{r} \sum_{i=1}^{r} w_{i} \cdot v_{i_{0}}
$$

Since the eigenvalues of $\left\{v_{i}\right\}_{i=1}^{r-1}$ are different from 1, the intersection $v_{i} \cdot v_{i_{0}}=0$ for $1 \leq i \leq r-1$. Since the subspace generated by $\left\{w_{i}\right\}_{i=1}^{r-1}$ and that generated by $\left\{v_{i}\right\}_{i=1}^{r-1}$ coincide, we also have $w_{i} \cdot v_{i_{0}}=0$. Thus we have

$$
\begin{aligned}
\frac{r}{k(k+1)}\left\langle\beta^{\prime}, \beta^{\prime}\right\rangle_{\tilde{\sigma}^{k}, \tilde{\sigma}} & =w_{r} \cdot v_{i_{0}}=w_{r} \cdot\left(w_{r-1}+w_{r}^{\prime}\right) \\
& =w_{r} \cdot\left(w_{r-1}-\sum_{k=0}^{r-1} \omega^{(k-r) j} w_{k}\right) \\
& =\left(1-\omega^{-j}\right) w_{r} \cdot w_{r-1}=\left(1-\omega^{-j}\right)\left(1-\omega^{j}\right)>0 .
\end{aligned}
$$

Moreover since $v_{i} \cdot v_{i_{0}}=0$, Lemma 4.2 implies $\left\langle v_{i}, \beta^{\prime}\right\rangle_{\tilde{\sigma}^{k}, \tilde{\sigma}}=0$ for $1 \leq i \leq r-1$. Therefore we have

$$
\begin{aligned}
\sum_{k=1}^{r m} \tau\left(\tilde{\sigma}^{k}, \tilde{\sigma}\right) & =\sum_{\substack{k=1} r m}^{r m}\left(\sum_{i=1}^{k} \operatorname{sign}\left(\left\langle v_{i}, v_{i}\right\rangle_{\tilde{\sigma}^{k}, \tilde{\sigma}}\right)+\operatorname{sign}\left(\left\langle\beta^{\prime}, \beta^{\prime}\right\rangle_{\tilde{\sigma}^{k}, \tilde{\sigma}}\right)\right) \\
& =\sum_{k=1}^{r m}\left(\sum_{\substack{1 \leq i \leq r-1 \\
i \neq i_{0}}} \operatorname{sign}\left(\sin k \pi\left(\frac{i}{r}-\frac{j}{m}\right) \sin (k+1) \pi\left(\frac{i}{r}-\frac{j}{m}\right)\right)+1\right) \\
& =\sum_{\substack{1 \leq i \leq r-1 \\
i \neq i_{0}}}(r m-2|m i-r j|)+r m=\sum_{i=1}^{r-1}(r m-2|m i-r j|) .
\end{aligned}
$$

In the case when $r=m$, the set $\left\{v_{i}\right\}_{i=1}^{r-2}$ forms a basis of $V^{\omega^{j}}$. By a similar calculation, we can also prove what we want.

Lemma 6.7. For $r=2,3, \ldots, m$,

$$
\begin{aligned}
& \quad \phi_{m, j}(\tilde{\sigma})-\bar{\phi}_{m, j}(\tilde{\sigma})=\frac{2}{r}\left\{\left(\frac{r j}{m}-\left[\frac{r j}{m}\right]-\frac{1}{2}\right)^{2}-\frac{r^{2} j(m-j)}{m^{2}}-\frac{1}{4}\right\} . \\
& \text { Proof. } \quad \tau\left(\tilde{\sigma}^{k}, \tilde{\sigma}\right)=\sum_{i=1}^{r-1} \operatorname{sign}\left(\sin k \pi\left(\frac{i}{r}-\frac{j}{m}\right) \sin (k+1) \pi\left(\frac{i}{r}-\frac{j}{m}\right)\right) .
\end{aligned}
$$

Since we have $\tau\left(\tilde{\sigma}^{k+r m}, \tilde{\sigma}\right)=\tau\left(\tilde{\sigma}^{k}, \tilde{\sigma}\right)$,

$$
\begin{aligned}
\phi_{m, j}(\tilde{\sigma})-\bar{\phi}_{m, j}(\tilde{\sigma}) & =\frac{1}{r m} \sum_{k=1}^{r m} \tau\left(\tilde{\sigma}^{k}, \tilde{\sigma}\right)=\frac{1}{r m} \sum_{i=1}^{r-1}(r m-2|m i-r j|) \\
& =r-1-\frac{2}{r m}\left(\sum_{i=1}^{\left[\frac{r j}{m}\right]}(r j-m i)+\sum_{\left[\frac{r j}{m}\right]+1}^{r-1}(m i-r j)\right) \\
& =\frac{2}{r}\left\{\left(\frac{r j}{m}-\left[\frac{r j}{m}\right]-\frac{1}{2}\right)^{2}+\frac{r^{2} j(m-j)}{m^{2}}-\frac{1}{4}\right\} .
\end{aligned}
$$

Proof of Theorem 1.1. Applying Lemma 6.7 to the case when $r=m$, we have

$$
\phi_{m, j}\left(\tilde{\sigma}_{1} \cdots \tilde{\sigma}_{m-1}\right)-\bar{\phi}_{m, j}\left(\tilde{\sigma}_{1} \cdots \tilde{\sigma}_{m-1}\right)=\frac{2 j(m-j)}{m} .
$$

Since

$$
\bar{\phi}_{m, j}\left(\tilde{\sigma}_{1} \cdots \tilde{\sigma}_{m-1}\right)=\frac{1}{m} \bar{\phi}_{m, j}\left(\left(\tilde{\sigma}_{1} \cdots \tilde{\sigma}_{m-1}\right)^{m}\right)=0,
$$

we have

$$
\phi_{m, j}\left(\tilde{\sigma}_{1} \cdots \tilde{\sigma}_{m-1}\right)=\frac{2 j(m-j)}{m} .
$$

Put $\varphi=\tilde{\sigma}_{1} \tilde{\sigma}_{3} \cdots \tilde{\sigma}_{m-1}, \psi=\tilde{\sigma}_{2} \tilde{\sigma}_{4} \cdots \tilde{\sigma}_{m-2}$ when $m$ is even, and $\varphi=\tilde{\sigma}_{1} \tilde{\sigma}_{3} \cdots \tilde{\sigma}_{m-2}$, $\psi=\tilde{\sigma}_{2} \tilde{\sigma}_{4} \cdots \tilde{\sigma}_{m-1}$, when $m$ is odd. As we saw in Section $5, \tilde{\sigma}_{1} \cdots \tilde{\sigma}_{m-1}$ is conjugate to $\varphi \psi$. By direct computation, if $\left(\varphi_{*}^{-1}-I_{2 g}\right) x+\left(\psi_{*}-I_{2 g}\right) y=0$ for $x, y \in V^{\omega^{j}}$, we have $\left(\varphi_{*}^{-1}-I_{2 g}\right) x=\left(\psi_{*}-I_{2 g}\right) y=0$. Hence we have $\tau_{g}(\varphi, \psi)=0$.

In the same way, for $i=1,2, \ldots,[(m-1) / 2]$, we have

$$
\begin{aligned}
\tau_{g}\left(\tilde{\sigma}_{1} \tilde{\sigma}_{3} \cdots \tilde{\sigma}_{2 i+1}, \tilde{\sigma}_{2} \tilde{\sigma}_{4} \cdots \tilde{\sigma}_{2 i}\right) & =\tau_{g}\left(\tilde{\sigma}_{1} \tilde{\sigma}_{3} \cdots \tilde{\sigma}_{2 i+1}, \tilde{\sigma}_{2} \tilde{\sigma}_{4} \cdots \tilde{\sigma}_{2 i+2}\right)=0, \\
\tau_{g}\left(\tilde{\sigma}_{1} \tilde{\sigma}_{3} \cdots \tilde{\sigma}_{2 i-1}, \tilde{\sigma}_{2 i+1}\right) & =\tau_{g}\left(\tilde{\sigma}_{2} \tilde{\sigma}_{4} \cdots \tilde{\sigma}_{2 i}, \tilde{\sigma}_{2 i+2}\right)=0 .
\end{aligned}
$$

Thus

$$
\phi_{m, j}(\tilde{\sigma})=(r-1) \phi_{m, j}\left(\tilde{\sigma}_{1}\right)=\frac{r-1}{m-1} \phi_{m, j}\left(\tilde{\sigma}_{1} \cdots \tilde{\sigma}_{m-1}\right)=\frac{2(r-1) j(m-j)}{m(m-1)} .
$$

Hence we obtain

$$
\begin{aligned}
\bar{\phi}_{m, j}\left(\sigma_{1} \cdots \sigma_{r-1}\right) & =\bar{\phi}_{m, j}(\tilde{\sigma}) \\
& =\phi_{m, j}(\tilde{\sigma})-\left(\phi_{m, j}(\tilde{\sigma})-\bar{\phi}_{m, j}(\tilde{\sigma})\right) \\
& =-\frac{2}{r}\left\{\frac{j r(m-j)(m-r)}{m^{2}(m-1)}+\left(\frac{r j}{m}-\left[\frac{r j}{m}\right]-\frac{1}{2}\right)^{2}-\frac{1}{4}\right\} .
\end{aligned}
$$

By the values of $\bar{\phi}_{m, 1}$, we see:
Remark 6.8. Let $r$ be an integer such that $2 \leq r \leq m$. Then

$$
\bar{\phi}_{m, 1}\left(\tilde{\sigma}_{1} \cdots \tilde{\sigma}_{r-1}\right)=0 .
$$

However we do not know whether the quasimorphism $\bar{\phi}_{m, 1}$ is trivial or not.
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# COMPOSITIONS OF BIRATIONAL ENDOMORPHISMS OF THE AFFINE PLANE 

Pierrette Cassou-Noguès and Daniel Daigle


#### Abstract

Besides contributing several new results in the general theory of birational endomorphisms of $\mathbb{A}^{2}$, this article describes certain classes of birational endomorphisms $f: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ defined by requiring that the missing curves or contracting curves of $f$ are lines. The last part of the article is concerned with the monoid structure of the set of birational endomorphisms of $\mathbb{A}^{2}$.


Let $\boldsymbol{k}$ be an algebraically closed field and let $\mathbb{A}^{2}=\mathbb{A}_{\boldsymbol{k}}^{2}$ be the affine plane over $\boldsymbol{k}$. A birational endomorphism of $\mathbb{A}^{2}$ is a morphism of algebraic varieties, $f: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$, which restricts to an isomorphism $U \rightarrow V$ for some nonempty Zariski-open subsets $U$ and $V$ of $\mathbb{A}^{2}$. The set $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ of birational endomorphisms of $\mathbb{A}^{2}$ is a monoid under composition of morphisms, and the group of invertible elements of this monoid is the automorphism group $\operatorname{Aut}\left(\mathbb{A}^{2}\right)$. An element $f$ of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ is irreducible if it is not invertible and if, for every factorization $f=h \circ g$ with $g, h \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$, one of $g, h$ is invertible. Elements $f, g \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ are equivalent (denoted $f \sim g$ ) if there exist $u, v \in \operatorname{Aut}\left(\mathbb{A}^{2}\right)$ satisfying $u \circ f \circ v=g$. The elements of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ which are equivalent to the birational morphism $c: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}, c(x, y)=(x, x y)$ are called simple affine contractions (SAC) and are the simplest examples of noninvertible elements of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$. It was once an open question whether $\operatorname{Aut}\left(\mathbb{A}^{2}\right) \cup\{c\}$ generated $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ as a monoid (the question arose in Abhyankar's seminar at Purdue in the early 1970s); P. Russell showed that the answer was negative by giving an example of an irreducible element of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ which is not a SAC (this example appeared later in [Daigle 1991a, 4.7]). This was the first indication that $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ could be a complicated object.

The papers [Daigle 1991a; 1991b] seem to be the first publications that study birational endomorphisms of $\mathbb{A}^{2}$ in a systematic way (these are our main references). We know of two more contributions to the subject: a certain family of elements of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ is described explicitly in [Cassou-Noguès and Russell 2007], and [Shpilrain and Yu 2004] gives an algorithm for deciding whether a given element of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ is in the submonoid generated by $\operatorname{Aut}\left(\mathbb{A}^{2}\right) \cup\{c\}$.

[^7]MSC2010: 14R10, 14H50.
Keywords: affine plane, birational morphism, plane curve.

The list of references is much longer if we include another aspect of the problem. Indeed, there is a long history of studying polynomials $F \in \boldsymbol{k}[X, Y]$ which appear as components of birational endomorphisms of $\mathbb{A}^{2}$. To explain this, we recall some definitions. A polynomial $F \in \boldsymbol{k}[X, Y]$ is called a field generator if there exists $G \in \boldsymbol{k}(X, Y)$ satisfying $\boldsymbol{k}(F, G)=\boldsymbol{k}(X, Y)$; in the special case where $G$ can be chosen in $\boldsymbol{k}[X, Y]$, one says that $F$ is a good field generator. So a good field generator is just the same thing as a component of a birational endomorphism of $\mathbb{A}^{2}$. By a generally rational polynomial ${ }^{1}$ we mean an $F \in \boldsymbol{k}[X, Y]$ such that, for almost all $\lambda \in \boldsymbol{k}, F-\lambda$ is an irreducible polynomial whose zero set in $\mathbb{A}^{2}$ is a rational curve (where "almost all" means "all but possibly finitely many"). If char $\boldsymbol{k}=0$, then field generators and generally rational polynomials are one and the same thing (this is noted in [Miyanishi and Sugie 1980]; see [Daigle 2013] for the positive characteristic case). The study of these polynomials is a classical subject, as is clear from considering the following (incomplete) list of references: [Nishino 1968; 1969; 1970; Saitō 1972; 1977; Jan 1974; Russell 1975; 1977; Miyanishi and Sugie 1980; Kaliman 1992; Artal Bartolo and Cassou-Noguès 1996; Neumann and Norbury 2002; Cassou-Noguès 2005; Sasao 2006; Daigle 2013; Cassou-Noguès and Daigle 2013].

This paper is a contribution to the theory of birational endomorphisms of $\mathbb{A}^{2}$. Our methods are those of [Daigle 1991a; 1991b], and we place ourselves at the same level of generality as in those papers: the base field $\boldsymbol{k}$ is algebraically closed but otherwise arbitrary.

In [Daigle 1991a; 1991b] and [Cassou-Noguès and Russell 2007], there is a tendency to restrict attention to irreducible elements of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$. Going in an orthogonal direction, the present paper is mainly concerned with compositions of birational endomorphisms. This choice is motivated by many reasons. First, the examples given in the three papers above show that $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ contains a great diversity of irreducible elements of arbitrarily high complexity; since the task of finding all irreducible elements is probably hopeless, it seems to us that finding more examples of them might be less relevant than, say, trying to understand the monoid structure of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$. Also, a significant portion of this paper is geared towards proving Theorem 3.15, which we need in the forthcoming [Cassou-Noguès and Daigle $\geq 2014]$ to prove the following fact: Let $\boldsymbol{k}$ be an arbitrary field and $A_{0} \supset A_{1} \supset \cdots$ an infinite, strictly descending sequence of rings such that (i) each $A_{i}$ is a polynomial ring in 2 variables over $\boldsymbol{k}$; (ii) all $A_{i}$ have the same field of fractions; and (iii) the ring $R=\bigcap_{i} A_{i}$ is not equal to $\boldsymbol{k}$. Then $R=\boldsymbol{k}[F]$ for some $F$, where $F$ is a good field generator of $A_{0}$ and a variable of $A_{i}$ for $i \gg 0$. Moreover, if

[^8]one is interested in field generators and generally rational polynomials, one should not restrict one's attention to irreducible endomorphisms. In this respect we point out that the components of the morphisms described by Theorem 3.15 are precisely the "rational polynomials of simple type" listed in [Neumann and Norbury 2002].

The paper is organized as follows.
Section 1 contains some preliminary observations on "admissible" and "weakly admissible" configurations of curves in $\mathbb{A}^{2}$.

Section 2 gives several new results in the general theory of birational endomorphisms of $\mathbb{A}^{2}$ (in particular Proposition 2.9, Proposition 2.13, Corollary 2.14 and Lemma 2.17, but also several useful lemmas).

Given $f \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$, let $\operatorname{Miss}(f)$ (resp. $\left.\operatorname{Cont}(f)\right)$ be the set of missing curves (resp. contracting curves) of $f$; see 2.2 for definitions. Section 3 studies those $f \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ satisfying the condition that $\operatorname{Miss}(f)$ is a weakly admissible configuration or the stronger condition that $\operatorname{Miss}(f)$ is an admissible configuration or the even stronger condition that both $\operatorname{Miss}(f)$ and $\operatorname{Cont}(f)$ are admissible configurations. The main result of Section 3, Theorem 3.15, gives a complete description of these three subsets of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$.

While Sections 2 and 3 are mainly concerned with individual endomorphisms, Section 4 considers the monoid structure of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$. The first part of that section shows, in particular, that if $S$ is a subset of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ such that $\operatorname{Aut}\left(\mathbb{A}^{2}\right) \cup S$ generates $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ as a monoid, then $\{\operatorname{deg} f \mid f \in S\}$ is not bounded and $|S|=|\boldsymbol{k}|$ (giving a very strong negative answer to the already mentioned question of Abhyankar). The second part shows that the submonoid $\mathcal{A}$ of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ generated by SACs and automorphisms is "factorially closed" in $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$; i.e., if $f, g \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ are such that $g \circ f \in \mathcal{A}$, then $f, g \in \mathcal{A}$.
Conventions. All algebraic varieties (in particular all curves and surfaces) are irreducible and reduced. All varieties and morphisms are over an algebraically closed field $\boldsymbol{k}$ of arbitrary characteristic ( $\boldsymbol{k}$ is assumed to be algebraically closed from Definition 1.3 until the end of the paper). The word "point" means "closed point", unless otherwise specified.

All rings are commutative and have a unity. The symbol $A^{*}$ denotes the set of units of a ring $A$. If $A$ is a subring of a ring $B$ and $n \in \mathbb{N}$, the notation $B=A^{[n]}$ means that $B$ is isomorphic (as an $A$-algebra) to the polynomial ring in $n$ variables over $A$. We adopt the conventions that $0 \in \mathbb{N}$, that " $\subset$ " means strict inclusion and that " $\backslash$ " denotes set difference.

## 1. Admissible configurations of curves in $\mathbb{A}^{2}$

Recall the following terminology. Let $\boldsymbol{k}$ be a field, $A=\boldsymbol{k}^{[2]}$, and $\mathbb{A}_{\boldsymbol{k}}^{2}=\operatorname{Spec} A$. We abbreviate $\mathbb{A}_{k}^{2}$ to $\mathbb{A}^{2}$. By a coordinate system of $A$, we mean an ordered pair $(F, G)$
of elements of $A$ satisfying $A=\boldsymbol{k}[F, G]$. A variable of $A$ is an element $F \in A$ for which there exists $G$ satisfying $\boldsymbol{k}[F, G]=A$.

Let $F \in A$ be an irreducible element and let $C \subset \mathbb{A}^{2}$ be the zero set of $F$ (i.e., the set of prime ideals $\mathfrak{p} \in \operatorname{Spec} A=\mathbb{A}^{2}$ satisfying $F \in \mathfrak{p}$ ); we call $C$ a line if $A / F A=\boldsymbol{k}^{[1]}$ and a coordinate line if $F$ is a variable of $A$. Note that $C$ is a line if and only if $C \cong \mathbb{A}^{1}$; given a coordinate system $(X, Y)$ of $A, C$ is a coordinate line if and only if some automorphism of $\mathbb{A}^{2}$ maps $C$ onto the zero set of $X$. It is clear that all coordinate lines are lines, and the epimorphism theorem [Abhyankar and Moh 1975; Suzuki 1974] states that the converse is true if char $\boldsymbol{k}=0$. It is known that not all lines are coordinate lines if char $\boldsymbol{k} \neq 0$ (on the subject of lines which are not coordinate lines, see, e.g., [Ganong 2011] for a recent survey). Coordinate lines are sometimes called rectifiable lines.

By a coordinate system of $\mathbb{A}^{2}=\operatorname{Spec} A$, we mean a coordinate system of $A$. That is, a coordinate system of $\mathbb{A}^{2}$ is a pair $(X, Y) \in A \times A$ satisfying $A=\boldsymbol{k}[X, Y]$.

We adopt the viewpoint that $A$ (or $\mathbb{A}^{2}$ ) does not come equipped with a preferred coordinate system, i.e., no coordinate system is better than the others. This may be confusing to some readers, especially those who like to identify $\mathbb{A}^{2}$ with $\boldsymbol{k}^{2}$, because any such identification inevitably depends on the choice of a coordinate system. So perhaps the following trivial remarks deserve to be made:
1.1. Let $\mathfrak{C}$ denote the set of coordinate systems of $\mathbb{A}^{2}($ or $A)$.
(a) Given $\mathfrak{c}=(X, Y) \in \mathfrak{C}$ and an element $F \in A$, one can consider the map $\boldsymbol{k}^{2} \rightarrow \boldsymbol{k},(x, y) \mapsto F(x, y)$, defined by first writing $F=\sum_{i, j} a_{i j} X^{i} Y^{j}$ with $a_{i j} \in \boldsymbol{k}$ (recall that $A=\boldsymbol{k}[X, Y]$ ) and then setting $F(x, y)=\sum_{i, j} a_{i j} x^{i} y^{j}$ for $(x, y) \in \boldsymbol{k}^{2}$. One can then consider the zero set $\boldsymbol{Z}(F) \subseteq \boldsymbol{k}^{2}$ of that map $F$. We stress that the map $(x, y) \mapsto F(x, y)$ and the set $\boldsymbol{Z}(F)$ depend on both $F$ and $\mathfrak{c}$; we should write $F_{\mathfrak{c}}(x, y)$ and $\boldsymbol{Z}_{\mathfrak{c}}(F)$, but we omit the $\mathfrak{c}$.
(b) Let $P, Q \in \boldsymbol{k}\left[T_{1}, T_{2}\right]$, where $P=\sum_{i, j} a_{i j} T_{1}^{i} T_{2}^{j}$ and $Q=\sum_{i, j} b_{i j} T_{1}^{i} T_{2}^{j}$ with $a_{i j}, b_{i j} \in \boldsymbol{k}$.
(i) The pair $(P, Q)$ determines the $\operatorname{map} \boldsymbol{k}^{2} \rightarrow \boldsymbol{k}^{2},(x, y) \mapsto(P(x, y), Q(x, y))$, where we define $P(x, y)=\sum_{i, j} a_{i j} x^{i} y^{j}$ and $Q(x, y)=\sum_{i, j} b_{i j} x^{i} y^{j}$.
(ii) Choose $\mathfrak{c}=(X, Y) \in \mathfrak{C}$. Then $(P, Q, \mathfrak{c})$ determines the morphism of schemes $f: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ defined by stipulating that $f$ corresponds to the $\boldsymbol{k}$-homomorphism $A \rightarrow A$ which maps $X$ to $P(X, Y)=\sum_{i, j} a_{i j} X^{i} Y^{j}$ and $Y$ to $Q(X, Y)=\sum_{i, j} b_{i j} X^{i} Y^{j}$ (where $\left.P(X, Y), Q(X, Y) \in A=\boldsymbol{k}[X, Y]\right)$.
(c) Suppose that $\mathfrak{c}=(X, Y) \in \mathfrak{C}$ has been chosen. Then it is convenient to define morphisms of schemes $\mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ simply by giving the corresponding polynomial maps $\boldsymbol{k}^{2} \rightarrow \boldsymbol{k}^{2}$ (this will be done repeatedly in Section 3). To do
so, we abuse language as follows: given $P, Q \in \boldsymbol{k}\left[T_{1}, T_{2}\right]$, the sentence

$$
" f: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2} \text { is defined by } f(x, y)=(P(x, y), Q(x, y)) "
$$

means that $f: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ is the morphism of schemes determined by $(P, Q, \mathfrak{c})$ as in remark (b). For instance one can define $f: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ by $f(x, y)=(x, x y)$, always keeping in mind that this $f$ depends on c .
1.2. Lemma. Let $F, G \in A=\boldsymbol{k}^{[2]}$, where $\boldsymbol{k}$ is any field, and suppose that each of $F, G$ is a variable of $A$. Consider the ideal $(F, G)$ of $A$ generated by $F$ and $G$.
(a) If $(F, G)=A$, then $G=a F+b$ for some $a, b \in \boldsymbol{k}^{*}$.
(b) If $A /(F, G)=\boldsymbol{k}$, then $A=\boldsymbol{k}[F, G]$.

Proof. Choose $Y$ such that $A=\boldsymbol{k}[F, Y]$ and define $X=F$. Then $A=\boldsymbol{k}[X, Y]$ and we may write $G$ as a polynomial in $X, Y$, say $G=P(X, Y)$.

Suppose that $(F, G)=A$. Then $1 \in(F, G)=(X, P(X, Y))=(X, P(0, Y))$ implies $P(0, Y) \in \boldsymbol{k}^{*}$. Writing $P(0, Y)=b \in \boldsymbol{k}^{*}$, we obtain that $G-b=$ $P(X, Y)-P(0, Y)$ is divisible by $X$; as $G-b$ is irreducible, $G-b=a X=a F$ with $a \in \boldsymbol{k}^{*}$, and (a) is proved.

To prove (b), we first observe that since $G=P(X, Y)$ is a variable of $\boldsymbol{k}[X, Y]$ and $P(X, Y) \notin \boldsymbol{k}[X]$, we have that $P$ is "almost monic" in $Y$, i.e.,

$$
\begin{equation*}
P(X, Y)=a Y^{d}+p_{1}(X) Y^{d-1}+\cdots+p_{d}(X) \tag{1}
\end{equation*}
$$

with $d \geq 1, a \in \boldsymbol{k}^{*}$ and $p_{i}(X) \in \boldsymbol{k}[X]$ for $i=1, \ldots, d$. Now

$$
\boldsymbol{k}=A /(F, G)=\boldsymbol{k}[X, Y] /(X, P(X, Y))=\boldsymbol{k}[X, Y] /(X, P(0, Y))
$$

implies that $\operatorname{deg} P(0, Y)=1$, so $d=1$ in (1). Then $G=a Y+p_{1}(X)$ and $\boldsymbol{k}[F, G]=$ $\boldsymbol{k}\left[X, a Y+p_{1}(X)\right]=\boldsymbol{k}[X, Y]=A$.

Until the end of this paper, we assume that $\boldsymbol{k}$ is an algebraically closed field of arbitrary characteristic. Consider $\mathbb{A}^{2}=\mathbb{A}_{k}^{2}$.
1.3. Definition. Let $C_{1}, \ldots, C_{n}(n \geq 0)$ be distinct curves in $\mathbb{A}^{2}$, and consider the set $S=\left\{C_{1}, \ldots, C_{n}\right\}$. We say that $S$ is a weakly admissible configuration if
(a) each $C_{i}$ is a coordinate line;
(b) for every choice of $i \neq j$ such that $C_{i} \cap C_{j}$ is nonempty, $C_{i} \cap C_{j}$ is one point and the local intersection number of $C_{i}$ and $C_{j}$ at that point is equal to 1 .
1.4. Lemma. Given distinct curves $C_{1}, \ldots, C_{n}(n \geq 0)$ in $\mathbb{A}^{2}$, the following are equivalent:
(a) $\left\{C_{1}, \ldots, C_{n}\right\}$ is a weakly admissible configuration.
(b) There exists a coordinate system of $\mathbb{A}^{2}$ with respect to which all $C_{i}$ have degree 1.

Proof. We show that (a) implies (b), the converse being trivial. Suppose that (a) holds. Write $\mathbb{A}^{2}=\operatorname{Spec} A$, where $A=\boldsymbol{k}^{[2]}$. We may assume that $n \geq 2$, otherwise the assertion is trivial. Let $F_{1}, \ldots, F_{n} \in A$ be variables of $A$ whose zero sets are $C_{1}, \ldots, C_{n}$ respectively. Condition (a) implies that, whenever $i \neq j$, we have either $\left(F_{i}, F_{j}\right)=A$ or $A /\left(F_{i}, F_{j}\right)=\boldsymbol{k}$. Consider the graph $G$ whose vertex set is $\left\{F_{1}, \ldots, F_{n}\right\}$ and in which distinct vertices $F_{i}, F_{j}$ are joined by an edge if and only if $A /\left(F_{i}, F_{j}\right)=\boldsymbol{k}$.

In the case where $G$ is discrete, Lemma 1.2 implies that $F_{i}=a_{i} F_{1}+b_{i}$ with $a_{i}, b_{i} \in \boldsymbol{k}^{*}$ for $i=2, \ldots, n$. Let $X=F_{1}$ and let $Y$ be such that $A=\boldsymbol{k}[X, Y]$. Then all $F_{i}$ have degree 1 with respect to the coordinate system ( $X, Y$ ).

From now on, assume that $G$ is not discrete. Then we may assume that $F_{1}, F_{2}$ are joined by an edge. By Lemma 1.2, $\boldsymbol{k}\left[F_{1}, F_{2}\right]=A$. Let $X_{1}=F_{1}$ and $X_{2}=F_{2}$; then $A=\boldsymbol{k}\left[X_{1}, X_{2}\right]$ and for each $i \in\{3, \ldots, n\}$ we have:

- If $F_{i}, F_{1}$ are not joined by an edge, then Lemma 1.2 implies that $F_{i}=a_{i} X_{1}+b_{i}$ for some $a_{i}, b_{i} \in \boldsymbol{k}^{*}$, so $F_{i}$ has degree 1 with respect to ( $X_{1}, X_{2}$ ).
- If $F_{i}, F_{2}$ are not joined by an edge, then $F_{i}=a_{i} X_{2}+b_{i}$ for some $a_{i}, b_{i} \in \boldsymbol{k}^{*}$, so $F_{i}$ has degree 1 with respect to ( $X_{1}, X_{2}$ ).
- If $F_{i}$ is linked to each of $F_{1}, F_{2}$ by edges, then $\boldsymbol{k}\left[F_{i}, F_{1}\right]=A=\boldsymbol{k}\left[F_{i}, F_{2}\right]$, so $F_{2}=a F_{1}+\beta\left(F_{i}\right)$ for some $a \in \boldsymbol{k}^{*}$ and $\beta(T) \in \boldsymbol{k}[T]$; then $\beta\left(F_{i}\right)=X_{2}-a X_{1}$ has degree 1 with respect to ( $X_{1}, X_{2}$ ) and consequently $F_{i}$ has degree 1 .

So all $F_{i}$ have degree 1 with respect to the coordinate system $\left(X_{1}, X_{2}\right)$.
1.5. Let $C_{1}, \ldots, C_{n}(n \geq 0)$ be distinct curves in a nonsingular surface $W$. We say that $\sum_{i=1}^{n} C_{i}$ is an SNC-divisor of $W$ if

- each $C_{i}$ is a nonsingular curve;
- for every choice of $i \neq j$ such that $C_{i} \cap C_{j}$ is nonempty, $C_{i} \cap C_{j}$ is one point and the local intersection number of $C_{i}$ and $C_{j}$ at that point is equal to 1 ;
- if $i, j, k$ are distinct then $C_{i} \cap C_{j} \cap C_{k}=\varnothing$.

If $D=\sum_{i=1}^{n} C_{i}$ is an SNC-divisor of $W$, we write $\mathcal{G}(D, W)$ for the graph whose vertex set is $\left\{C_{1}, \ldots, C_{n}\right\}$ and in which distinct vertices $C_{i}, C_{j}$ are joined by an edge if and only if $C_{i} \cap C_{j} \neq \varnothing$.
1.6. Definition. Let $C_{1}, \ldots, C_{n}(n \geq 0)$ be distinct curves in $\mathbb{A}^{2}$. We say that the set $\left\{C_{1}, \ldots, C_{n}\right\}$ is an admissible configuration if
(a) each $C_{i}$ is a coordinate line;
(b) $D=\sum_{i=1}^{n} C_{i}$ is an SNC-divisor of $\mathbb{A}^{2}$;
(c) the graph $\mathcal{G}\left(D, \mathbb{A}^{2}\right)$ defined in 1.5 is a forest.
1.7. Proposition. Given distinct curves $C_{1}, \ldots, C_{n}(n \geq 0)$ in $\mathbb{A}^{2}$, the following are equivalent:
(a) $\left\{C_{1}, \ldots, C_{n}\right\}$ is an admissible configuration.
(b) There exists a coordinate system $(X, Y)$ of $\mathbb{A}^{2}$ such that $\bigcup_{i=1}^{n} C_{i}$ is the zero set of $\varphi(X) Y^{j}$ for some $j \in\{0,1\}$ and some $\varphi(X) \in \boldsymbol{k}[X] \backslash\{0\}$.
Proof. It's enough to show that (a) implies (b), as the converse is trivial. Assume that (a) holds. By Lemma 1.4, we may choose a coordinate system which respect to which all $C_{i}$ have degree 1 . As $D=\sum_{i=1}^{n} C_{i}$ is an $\operatorname{SNC}$-divisor and $\mathcal{G}\left(D, \mathbb{A}^{2}\right)$ is a forest, $\bigcup_{i=1}^{n} C_{i}$ must be either

- a union of $n$ parallel lines, or
- a union of $n-1$ parallel lines with another line.

Indeed, any other configuration of lines would either contain three concurrent lines or produce a circuit in the graph. Now it is clear that (b) is satisfied.

## 2. Birational morphisms $f: X \rightarrow Y$ of nonsingular surfaces with special emphasis on the case $X=Y=\mathbb{A}^{2}$

Throughout this section, $\boldsymbol{k}$ is an algebraically closed field of arbitrary characteristic and we abbreviate $\mathbb{A}_{k}^{2}$ to $\mathbb{A}^{2}$. We consider birational morphisms $f: X \rightarrow Y$, where $X$ and $Y$ are nonsingular algebraic surfaces over $\boldsymbol{k}$ (a morphism $f: X \rightarrow Y$ is birational if there exist nonempty Zariski-open subsets $U \subseteq X$ and $V \subseteq Y$ such that $f$ restricts to an isomorphism $U \rightarrow V$ ). We are particularly interested in the case $X=\mathbb{A}^{2}=Y$.

Essentially all the material given in 2.1-2.8 can be found in [Daigle 1991a]. From 2.9 to the end of the section, the material appears to be new (except 2.13(a)).
2.1. Let $f: X \rightarrow Y$ and $f^{\prime}: X^{\prime} \rightarrow Y^{\prime}$ be birational morphisms of nonsingular surfaces. We say that $f, f^{\prime}$ are equivalent $\left(f \sim f^{\prime}\right)$ if there exist isomorphisms $x: X \rightarrow X^{\prime}$ and $y: Y \rightarrow Y^{\prime}$ such that $y \circ f=f^{\prime} \circ x$.
2.2 [Daigle 1991a, 1.2]. Let $f: X \rightarrow Y$ be a birational morphism of nonsingular surfaces. A missing curve of $f$ is a curve $C \subset Y$ whose intersection with the image of $f$ is a finite set of points. We write $\operatorname{Miss}(f)$ for the set of missing curves of $f, q(f)$ for the cardinality of $\operatorname{Miss}(f)$ and $q_{0}(f)$ for the number of missing curves of $f$ which are disjoint from $f(X)$. A contracting curve of $f$ is a curve $C \subset X$ such that $f(C)$ is a point. The set of contracting curves of $f$ is denoted $\operatorname{Cont}(f)$, and $c(f)$ denotes the cardinality of $\operatorname{Cont}(f)$. The natural numbers $q(f)$, $q_{0}(f)$ and $c(f)$ are invariant with respect to equivalence of birational morphisms (2.1), i.e., $f \sim f^{\prime} \Longrightarrow c(f)=c\left(f^{\prime}\right)$ and similarly for $q$ and $q_{0}$. Call a point of $Y$ a fundamental point of $f$ if it is $f(C)$ for some contracting curve $C$ of $f$. The set of fundamental points of $f$ is also called the center of $f$, denoted cent $(f)$. The
exceptional locus of $f$ is defined to be $\operatorname{exc}(f)=f^{-1}(\operatorname{cent}(f))$ and is equal to the union of the contracting curves of $f$.
2.3 [Daigle 1991a, 1.1 and 1.2]. Let $f: X \rightarrow Y$ be a birational morphism of nonsingular surfaces. There exists a commutative diagram

where " $\hookrightarrow$ " denotes an open immersion and, for each $i, \pi_{i}: Y_{i} \rightarrow Y_{i-1}$ is the blowing-up of the nonsingular surface $Y_{i-1}$ at a point $P_{i} \in Y_{i-1}$.

Let $n(f)$ be the least natural number $n$ for which there exists a diagram (2). Note that $n(f)$ is invariant with respect to equivalence of birational morphisms.

For each $i \in\{1, \ldots, n\}$, consider the exceptional curve $E_{i}=\pi_{i}^{-1}\left(P_{i}\right) \subset Y_{i}$, and let the same symbol $E_{i}$ also denote the strict transform of $E_{i}$ in $Y_{n}$. It is clear that the union of the contracting curves of $f$ is the intersection of $E_{1} \cup \cdots \cup E_{n} \subset Y_{n}$ with the open subset $X$ of $Y_{n}$; thus

$$
\begin{equation*}
c(f) \leq n(f) ; \tag{3}
\end{equation*}
$$

(4) each contracting curve is nonsingular and rational, $D=\sum_{C \in \operatorname{Cont}(f)} C$ is an SNC-divisor of $X$ and the graph $\mathcal{G}(D, X)$ is a forest. ${ }^{2}$
Given $i \in\{1, \ldots, n\}$, consider the complete curve $E_{i} \subset Y_{n}$. Note that if $S$ is a projective nonsingular surface and $\mu: Y_{n} \hookrightarrow S$ is an open immersion, the selfintersection number of $\mu\left(E_{i}\right)$ in $S$ is independent of the choice of $(S, \mu)$; we denote this number by $\left(E_{i}^{2}\right)_{Y_{n}}$. Then the following holds by [ibid., 1.2(c)]:
(5) Diagram (2) satisfies $n=n(f)$ if and only if $\left(E_{i}^{2}\right)_{Y_{n}} \leq-2$ holds for all $i \in\{1, \ldots, n\}$ such that $E_{i} \subseteq Y_{n} \backslash X$.
In particular, if Diagram (2) satisfies $n=n(f)$, then

$$
\begin{equation*}
\operatorname{cent}(f)=\left\{\left(\pi_{1} \circ \cdots \circ \pi_{i-1}\right)\left(P_{i}\right) \mid 1 \leq i \leq n\right\} . \tag{6}
\end{equation*}
$$

The following remarks are trivial consequences of 2.3 , but are very useful:
2.4. Remarks. Let $f: X \rightarrow Y$ be a birational morphism of nonsingular surfaces.
(a) For each $C \in \operatorname{Miss}(f)$, we have $C \cap f(X) \subseteq \operatorname{cent}(f)$. In particular, the condition $q_{0}(f)=0$ is equivalent to "every missing curve contains a fundamental point".
(b) Let $C \subset Y$ be a curve. Then there exists at most one curve $C^{\prime} \subset X$ such that $f\left(C^{\prime}\right)$ is a dense subset of $C$. Moreover, $C^{\prime}$ exists if and only if $C \notin \operatorname{Miss}(f)$.

[^9]2.5. Lemma. If $\mathbb{A}^{2} \xrightarrow{f} \mathbb{A}^{2} \xrightarrow{g} \mathbb{A}^{2}$ are birational morphisms then
$$
n(g \circ f)=n(g)+n(f)
$$

Proof. Follows from [ibid., 2.12].
2.6. Lemma. Let $f: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ be a birational morphism.
(a) $q(f)=c(f) \leq n(f)$.
(b) $f$ is an isomorphism $\Longleftrightarrow n(f)=0 \Longleftrightarrow c(f)=0 \Longleftrightarrow q(f)=0$.
(c) Each missing curve of $f$ is rational with one place at infinity.
(d) Each fundamental point belongs to some missing curve; each missing curve contains some fundamental point.
(e) If a point $P$ is a singular point of some missing curve of $f$ or a common point of two missing curves, then $P$ is a fundamental point of $f$.
Proof. The equality $q(f)=c(f)$ in (a) follows from [ibid., 4.3(a)], and $c(f) \leq n(f)$ was noted in (3). Assertion (b) follows from the observation that if $n(f)=0$ or $c(f)=0$ then $f$ is an open immersion $\mathbb{A}^{2} \hookrightarrow \mathbb{A}^{2}$ and hence an automorphism. Assertion (c) follows from [ibid., 4.3(c)]. The first (resp. the second) assertion of (d) follows from [ibid., 2.1] (resp. from the claim that $q_{0}(f)=0$, in [ibid., 4.3(a)]). Refer to [Daigle 2010, 1.6] for a proof of assertion (e).

Several of the above facts are stated in greater generality in [ibid.]. For instance, if $X \xrightarrow{f} Y \xrightarrow{g} Z$ are birational morphisms of nonsingular surfaces and $q_{0}(f)=0$, then (by [ibid., 1.3]) $n(g \circ f)=n(g)+n(f)$. Also, if $X, Y$ are nonsingular surfaces satisfying $\Gamma\left(X, \mathcal{O}_{X}\right)^{*}=\boldsymbol{k}^{*}$ and $\mathrm{Cl}(Y)=0$, then (by [ibid., 2.11]) every birational morphism $f: X \rightarrow Y$ satisfies $q_{0}(f)=0$. The following generalization of Lemma 2.6(a) also deserves to be noted:
2.7. Lemma. Let $f: X \rightarrow X$ be a birational morphism, where $X$ is a nonsingular surface. Then $c(f)=q(f)$.
Proof. Follows from Remark 2.13 of [ibid.].
2.8. Lemma. Let $f: X \rightarrow Y$ be a birational morphism of nonsingular surfaces and $\Gamma_{f}$ the union of the missing curves of $f$. If $X$ is affine then the following hold:
(a) $\operatorname{cent}(f) \subseteq \Gamma_{f}$.
(b) $Y \backslash \Gamma_{f}$ is the interior of $f(X)$ and $f^{-1}\left(Y \backslash \Gamma_{f}\right)=X \backslash \operatorname{exc}(f)$.
(c) The surfaces $X \backslash \operatorname{exc}(f)$ and $Y \backslash \Gamma_{f}$ are affine, and $f$ restricts to an isomorphism $X \backslash \operatorname{exc}(f) \rightarrow Y \backslash \Gamma_{f}$.
Proof. Follows from [ibid., Prop. 2.1] and its proof.
2.9. Proposition. Let $f: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ be a birational morphism. If $P$ is a singular point of a missing curve of $f$, then $P$ belongs to at least two missing curves of $f$.

Proof. By Lemma 2.6(e), $P$ is a fundamental point of $f$; so it suffices to show that if a fundamental point $P$ belongs to only one missing curve $C$, then the multiplicity $\mu(P, C)$ of $C$ at $P$ is equal to 1 . So assume that $P$ is a fundamental point which belongs to only one missing curve $C$. Choose a diagram (2) satisfying $n=n(f)$, and let the notation $P_{i}, E_{i}$, etc., be as in 2.3. In fact let us choose diagram (2) in such a way that $P_{1}=P$ and, for some $s \in\{1, \ldots, n\}$,

$$
\begin{equation*}
P_{2}, \ldots, P_{s} \text { are infinitely near } P_{1} \text {, but } P_{s+1}, \ldots, P_{n} \text { are not. } \tag{7}
\end{equation*}
$$

Let us label the missing curves as $C_{1}, \ldots, C_{q}$, where

$$
\begin{equation*}
P_{1} \in C_{j} \Longleftrightarrow j=1 \tag{8}
\end{equation*}
$$

The diagram (2) together with the ordering $\left(C_{1}, \ldots, C_{q}\right)$ of the set of missing curves constitutes a "minimal decomposition" of $f$, in the terminology of [ibid., 1.2(h)]. This minimal decomposition $\mathcal{D}$ determines matrices $\mu_{\mathcal{D}}, \mathcal{E}_{\mathcal{D}}, \varepsilon_{\mathcal{D}}$ and $\varepsilon_{\mathcal{D}}^{\prime}$, defined in [ibid., 2.8]. These are matrices with entries in $\mathbb{N}$, and the result [ibid., 4.3(b)] asserts that the product $\varepsilon_{\mathcal{D}}^{\prime} \mu_{\mathcal{D}}$ is a square matrix of determinant $\pm 1$. We shall now argue that the condition $\operatorname{det}\left(\varepsilon_{\mathcal{D}}^{\prime} \mu_{\mathcal{D}}\right)= \pm 1$ implies that $\mu\left(P_{1}, C_{1}\right)=1$ (this will complete the proof of the proposition). By (7), the $n \times n$ matrix $\mathcal{E}_{\mathcal{D}}$ has the shape

$$
\mathcal{E}_{\mathcal{D}}=\left(e_{i j}\right)=\left(\begin{array}{c|c}
\varepsilon_{0} & 0 \\
\hline 0 & \varepsilon_{1}
\end{array}\right) \quad\left(\text { with } e_{i j} \in \mathbb{N} \text { for all } i, j\right)
$$

where $\mathcal{E}_{0}$ is an $s \times s$ lower-triangular matrix with zero diagonal, and where

$$
\text { the first row is the only zero row of } \mathcal{E}_{0} \text {. }
$$

Consider the $n \times n$ matrix $\varepsilon_{\mathcal{D}}$, determined by $\mathcal{E}_{\mathcal{D}}$ as explained in [ibid., 2.7]. The already mentioned properties of $\mathcal{E}_{\mathcal{D}}$ imply that $\varepsilon_{\mathcal{D}}$ is as follows:

$$
\varepsilon_{\mathcal{D}}=\left(\varepsilon_{i j}\right)=\left(\begin{array}{c|c}
\varepsilon_{0} & 0 \\
\hline 0 & \varepsilon_{1}
\end{array}\right) \quad\left(\text { with } \varepsilon_{i j} \in \mathbb{N} \text { for all } i, j\right),
$$

where $\varepsilon_{0}$ is an $s \times s$ lower-triangular matrix with diagonal entries equal to 1 and where
all entries in the first column of $\varepsilon_{0}$ are positive.
Next, $\varepsilon_{\mathcal{D}}^{\prime}$ is the submatrix of $\varepsilon_{\mathcal{D}}$ obtained by deleting the $i$-th row for each $i \in J$, where $J=\left\{i \mid 1 \leq i \leq n, E_{i} \cap X=\varnothing\right.$ in $\left.Y_{n}\right\}$ in the notation of 2.3 ( $J$ is defined in [ibid., 1.2(h)]). Let $j_{0}=|J \cap\{1, \ldots, s\}|$; then the $(n-|J|) \times n$ matrix $\varepsilon_{\mathcal{D}}^{\prime}$ has the form

$$
\varepsilon_{\mathcal{D}}^{\prime}=\left(\begin{array}{c|c}
\varepsilon_{0}^{\prime} & 0 \\
\hline 0 & \varepsilon_{1}^{\prime}
\end{array}\right),
$$

where $\varepsilon_{0}^{\prime}$ is an $\left(s-j_{0}\right) \times s$ matrix with entries in $\mathbb{N}$ and all entries in the first column of $\varepsilon_{0}^{\prime}$ are positive.

Finally, consider the $n \times q$ matrix $\mu_{\mathcal{D}}$; by (8),

$$
\mu_{\mathcal{D}}=\left(\begin{array}{c|c}
F & 0 \\
\hline G & H
\end{array}\right), \quad \text { where } F=\left(\begin{array}{c}
\mu\left(P_{1}, C_{1}\right) \\
\vdots \\
\mu\left(P_{s}, C_{1}\right)
\end{array}\right) \text { is } s \times 1
$$

We have

$$
\varepsilon_{\mathcal{D}}^{\prime} \mu_{\mathcal{D}}=\left(\begin{array}{c|c}
\varepsilon_{0}^{\prime} & 0  \tag{10}\\
\hline 0 & \varepsilon_{1}^{\prime}
\end{array}\right)\left(\begin{array}{c|c}
F & 0 \\
\hline G & H
\end{array}\right)=\left(\begin{array}{c|c}
\varepsilon_{0}^{\prime} F & 0 \\
\hline \varepsilon_{1}^{\prime} G & \varepsilon_{1}^{\prime} H
\end{array}\right),
$$

where the block $\varepsilon_{0}^{\prime} F$ has size $\left(s-j_{0}\right) \times 1$. By (7), $\left(E_{s}^{2}\right)_{Y_{n}}=-1$; so $E_{s} \nsubseteq Y_{n} \backslash X$ by (5) and hence $s \notin J$ by definition of $J$. It follows that $s-j_{0} \geq 1$. In view of (10), the fact that $\operatorname{det}\left(\varepsilon_{\mathfrak{D}}^{\prime} \mu_{\mathcal{D}}\right)= \pm 1$ implies that $s-j_{0}=1$ and that the unique entry of $\varepsilon_{0}^{\prime} F$ is $\pm 1$. We have $\{1, \ldots, s\} \backslash J=\{s\}$, so $\varepsilon_{0}^{\prime}=\left(\varepsilon_{s 1} \ldots \varepsilon_{s s}\right)$ and $\sum_{j=1}^{s} \varepsilon_{s j} \mu\left(P_{j}, C_{1}\right)= \pm 1$. Since $\varepsilon_{s j} \in \mathbb{N}$ for all $j$ and (by (9)) $\varepsilon_{s 1} \geq 1$, we get $1 \leq \mu\left(P_{1}, C_{1}\right) \leq \sum_{j=1}^{s} \varepsilon_{s j} \mu\left(P_{j}, C_{1}\right)= \pm 1$, so $\mu\left(P_{1}, C_{1}\right)=1$.
2.10. Remark. Let $\varphi: X \rightarrow Y$ be a dominant morphism of nonsingular surfaces. By a deficient curve of $\varphi$, we mean a curve $C \subset Y$ satisfying

$$
\text { for almost all points } P \in C, \quad\left|f^{-1}(P)\right|<[\boldsymbol{k}(X): \boldsymbol{k}(Y)]_{s}
$$

where "almost all" means "all except possibly finitely many", "| $\cdot \mid$ " denotes cardinality, $\boldsymbol{k}(X)$ and $\boldsymbol{k}(Y)$ are the function fields of $X$ and $Y$ and $[\boldsymbol{k}(X): \boldsymbol{k}(Y)]_{s}$ is the separable degree of the field extension $\boldsymbol{k}(X) / \boldsymbol{k}(Y)$. Note that $\varphi$ has finitely many deficient curves and that if $\varphi$ is birational then the deficient curves are precisely the missing curves.

Then it is interesting to note that Proposition 2.9 does not generalize to all dominant morphisms $\mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$; i.e., it is not the case that each singular point of a deficient curve is a common point of at least two deficient curves. This is shown by the following example, in which we assume that char $\boldsymbol{k}=0$.

Choose a coordinate system of $\mathbb{A}^{2}$ and define morphisms $f, g, h: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ by

$$
f(x, y)=(x, x y), \quad g(x, y)=\left(x+y\left(y^{2}-1\right), y\right), \quad h(x, y)=\left(x, y^{2}\right) .
$$

Note that $f$ is a SAC and $g \in \operatorname{Aut}\left(\mathbb{A}^{2}\right)$. Define $\varphi=h \circ g \circ f: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$. Then $\varphi$ has two deficient curves $C_{1}$ and $C_{2}$, where

- $C_{1}$ is " $y=0$ " (the deficient curve of $h$ );
- $C_{2}$ is " $x^{2}-y(y-1)^{2}=0$ " (the image by $h \circ g$ of the missing curve of $f$ ).

Moreover, $(0,1)$ is a singular point of $C_{2}$ which is not on $C_{1}$.
2.11. Lemma. Let $\mathbb{A}^{2} \xrightarrow{f} \mathbb{A}^{2} \xrightarrow{g} \mathbb{A}^{2}$ be birational morphisms. Then

$$
\operatorname{cent}(g \circ f)=\operatorname{cent}(g) \cup g(\operatorname{cent}(f)) .
$$

In particular, every fundamental point of $g$ is a fundamental point of $g \circ f$.
Proof. Let $X \xrightarrow{f} Y \xrightarrow{g} Z$ be birational morphisms of nonsingular surfaces. The reader may easily verify that $\operatorname{cent}(g \circ f) \subseteq \operatorname{cent}(g) \cup g(\operatorname{cent}(f))$ and $g(\operatorname{cent}(f)) \subseteq$ $\operatorname{cent}(g \circ f)$. In order to obtain the desired equality, it remains to show that

$$
\begin{equation*}
\operatorname{cent}(g) \subseteq \operatorname{cent}(g \circ f) \tag{11}
\end{equation*}
$$

We claim that (11) is true whenever $q_{0}(f)=0$. Indeed, consider $P \in \operatorname{cent}(g)$. Then there exists a curve $C \subset Y$ such that $g(C)=\{P\}$. If $C \notin \operatorname{Miss}(f)$, then (by 2.4(b)) there exists a curve $C^{\prime} \subset X$ such that $f\left(C^{\prime}\right)$ is a dense subset of $C$; in particular, $(g \circ f)\left(C^{\prime}\right)=\{P\}$ and hence $P \in \operatorname{cent}(g \circ f)$. If $C \in \operatorname{Miss}(f)$, then, since $q_{0}(f)=0$, 2.4(a) implies that some fundamental point $Q$ of $f$ lies on $C$; then there exists a curve $C^{\prime} \subset X$ such that $f\left(C^{\prime}\right)=\{Q\}$. Then $(g \circ f)\left(C^{\prime}\right)=\{P\}$ and hence $P \in \operatorname{cent}(g \circ f)$.

By [Daigle 1991a, 2.11], the condition $q_{0}(f)=0$ is satisfied whenever $\mathrm{Cl}(Y)=0$ and $\Gamma\left(X, \mathcal{O}_{X}\right)^{*}=\boldsymbol{k}^{*}$. In particular, if $X=\mathbb{A}^{2}=Y$, then $q_{0}(f)=0$, so (11) holds and consequently cent $(g \circ f)=\operatorname{cent}(g) \cup g(\operatorname{cent}(f))$.
2.12. Lemma. Let $X \xrightarrow{f} Y \xrightarrow{g} Z$ be birational morphisms of nonsingular surfaces and let $\Gamma_{f}$ (resp. $\Gamma_{g}, \Gamma_{g \circ f}$ ) be the union of all missing curves of $f$ (resp. of $g, g \circ f$ ).
(a) $\Gamma_{g \circ f}$ is equal to the union of all 1-dimensional components of $\Gamma_{g} \cup \overline{g\left(\Gamma_{f}\right)}$, where $\overline{g\left(\Gamma_{f}\right)}$ denotes the closure of $g\left(\Gamma_{f}\right)$ in $Z$.
(b) If $Y$ is affine, then $\Gamma_{g \circ f}=\Gamma_{g} \cup \overline{g\left(\Gamma_{f}\right)}$; in particular, each missing curve of $f$ is included in $g^{-1}\left(\Gamma_{g \circ f}\right)$.
Proof. To prove (a), it's enough to show that a curve in $Z$ is not included in $\Gamma_{g \circ f}$ if and only if it is not included in $\Gamma_{g} \cup \overline{g\left(\Gamma_{f}\right)}$. Let $C \subset Z$ be a curve such that $C \nsubseteq \Gamma_{g \circ f}$. Then there exists a curve $C_{0} \subset X$ such that $g\left(f\left(C_{0}\right)\right)$ is a dense subset of $C$; consequently, the set $C_{1}=\overline{f\left(C_{0}\right)}$ is a curve in $Y$ and $g\left(C_{1}\right)$ is dense in $C$, so $C$ is not a missing curve of $g$ and hence $C \nsubseteq \Gamma_{g}$. If $C \subseteq \overline{g\left(\Gamma_{f}\right)}$, then there exists a missing curve $C_{1}^{\prime}$ of $f$ such that $\overline{g\left(C_{1}^{\prime}\right)}=C$; however, $C_{1}$ is the only curve in $Y$ whose image by $g$ is a dense subset of $C$, and $C_{1}$ is not a missing curve of $f$; so $C \nsubseteq \overline{g\left(\Gamma_{f}\right)}$ and hence $C \nsubseteq \Gamma_{g} \cup \overline{g\left(\Gamma_{f}\right)}$.

Conversely, let $C \subset Z$ be a curve such that $C \nsubseteq \Gamma_{g} \cup \overline{g\left(\Gamma_{f}\right)}$. Then $C \nsubseteq \Gamma_{g}$, so there exists a curve $C_{1} \subset Y$ such that $g\left(C_{1}\right)$ is a dense subset of $C$. Note that $C_{1}$ is not a missing curve of $f$ because $C \nsubseteq \overline{g\left(\Gamma_{f}\right)}$; so there exists a curve $C_{0} \subset X$ such that $f\left(C_{0}\right)$ is a dense subset of $C_{1}$. Then $(g \circ f)\left(C_{0}\right)$ is a dense subset of $C$ and consequently $C \nsubseteq \Gamma_{g \circ f}$. This proves (a).

To prove (b), suppose that $Y$ is affine. If a point $P \in Z$ is an irreducible component of $\Gamma_{g} \cup \overline{g\left(\Gamma_{f}\right)}$, then $\{P\}=g(C)$, where $C$ is a missing curve of $f$, so $P$ is a fundamental point of $g$; since $Y$ is affine, Lemma 2.8 implies that $\operatorname{cent}(g) \subseteq \Gamma_{g}$,
so $P \in \Gamma_{g}$, which contradicts the hypothesis that $P$ is an irreducible component of $\Gamma_{g} \cup \overline{g\left(\Gamma_{f}\right)}$. This shows that $\Gamma_{g} \cup \overline{g\left(\Gamma_{f}\right)}$ is a union of curves, so the equality $\Gamma_{g \circ f}=\Gamma_{g} \cup \overline{g\left(\Gamma_{f}\right)}$ follows from (a).

Results 2.13 and 2.14 are valid in all characteristics but are particularly interesting when char $\boldsymbol{k}>0$ (recall that not all lines are coordinate lines when char $\boldsymbol{k}>0$ ).
2.13. Proposition. Let $f: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ be a birational morphism.
(a) If a missing curve of $f$ is nonsingular, then it is a coordinate line.
(b) If a contracting curve of $f$ has one place at infinity, then it is a coordinate line.

Proof. Assertion (a) follows from [Daigle 1991a, 4.6]. To prove (b), consider a contracting curve $C$ of $f$ such that $C$ has one place at infinity. We noted in (4) that $C$ is a nonsingular rational curve, so $C \cong \mathbb{A}^{1}$ is clear.

Let us embed $\operatorname{dom}(f)=\mathbb{A}^{2}$ in $X \cong \mathbb{P}^{2}$, and let $L$ be the function field of $X$ and $V$ the prime divisor of $L / \boldsymbol{k}$ whose center on $X$ is the closure of $C$ in $X$ (i.e., $V$ is the DVR $\mathcal{O}_{X, \xi}$ where $\xi \in X$ is the generic point of $C$ ). Also embed $\operatorname{codom}(f)=\mathbb{A}^{2}$ in $Y \cong \mathbb{P}^{2}$, and note that the center of $V$ on $Y$ is zero-dimensional, since $C \in \operatorname{Cont}(f)$.

Consider the Kodaira dimension $\kappa(V)$ as defined in the introduction of Section 2 of [Ganong 1985]. Then $\kappa(V)<0$ by [ibid., 2.1] and the fact that the center of $V$ on $Y$ is zero-dimensional; so $C$ is a coordinate line by [ibid., 2.4].
2.14. Corollary. Let $C, C^{\prime}$ be curves in $\mathbb{A}^{2}$ such that $C \cong \mathbb{A}^{1} \cong C^{\prime}$, and suppose that there exists a birational morphism $f: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ such that $f(C)$ is a dense subset of $C^{\prime}$. Then $f(C)=C^{\prime}$. Moreover, if one of $C, C^{\prime}$ is a coordinate line, then both are coordinate lines.

Proof. It is a simple fact that every dominant morphism $A^{1} \rightarrow A^{1}$ is finite, hence surjective; so $f(C)=C^{\prime}$.

If $C$ is a coordinate line then there exists a birational morphism $g: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ such that $C \in \operatorname{Miss}(g)$ (choose a coordinate system $(X, Y)$ such that $C=Z(X)$, and take $g(x, y)=(x, x y))$; then $C^{\prime} \in \operatorname{Miss}(f \circ g)$ by Lemma 2.12, so Proposition 2.13(a) implies that $C^{\prime}$ is a coordinate line.

If $C^{\prime}$ is a coordinate line, then there exists a birational morphism $g: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ such that $C^{\prime} \in \operatorname{Cont}(g)$ (choose $(X, Y)$ such that $C^{\prime}=\boldsymbol{Z}(X)$ and take $g(x, y)=(x, x y)$ ); then $C \in \operatorname{Cont}(g \circ f)$, so Proposition 2.13(b) implies that $C$ is a coordinate line.
2.15. Lemma. Let $\mathbb{A}^{2} \xrightarrow{f} \mathbb{A}^{2} \xrightarrow{g} \mathbb{A}^{2}$ be birational morphisms.
(a) If $\operatorname{Miss}(f) \subseteq \operatorname{Cont}(g)$, then $\operatorname{Miss}(f)$ is admissible.
(b) If Cont $(g) \subseteq \operatorname{Miss}(f)$, then $\operatorname{Cont}(g)$ is admissible.

Proof. Applying statement (4) in 2.3 to the morphism $g$ gives
(12) $D^{\prime}=\sum_{C \in \operatorname{Cont}(g)} C$ is an $S N C$-divisor of $\mathbb{A}^{2}$ and the graph $\mathcal{G}\left(D^{\prime}, \mathbb{A}^{2}\right)$ is a forest.

If $\operatorname{Cont}(g) \subseteq \operatorname{Miss}(f)$ then each element of $\operatorname{Cont}(g)$ is a nonsingular missing curve of $f$, and hence is a coordinate line by 2.13(a); then (12) implies that $\operatorname{Cont}(g)$ is admissible, so (b) is proved.

If $\operatorname{Miss}(f) \subseteq \operatorname{Cont}(g)$ then, by (12), $D=\sum_{C \in \operatorname{Miss}(f)} C$ is an SNC-divisor of $\mathbb{A}^{2}$ and the graph $\mathcal{G}\left(D, \mathbb{A}^{2}\right)$ is a forest; in particular each missing curve of $f$ is nonsingular and hence is a coordinate line by 2.13(a); so $\operatorname{Miss}(f)$ is admissible and (a) is proved.
2.16. Lemma. Let $\mathbb{A}^{2} \xrightarrow{f} \mathbb{A}^{2} \xrightarrow{g} \mathbb{A}^{2}$ be birational morphisms.
(a) If $\operatorname{Miss}(f) \nsubseteq \operatorname{Cont}(g)$, then $q(g \circ f)>q(g)$.
(b) If $\operatorname{Cont}(g) \nsubseteq \operatorname{Miss}(f)$, then $c(g \circ f)>c(f)$.

Proof. (a) It is clear that $\operatorname{Miss}(g) \subseteq \operatorname{Miss}(g \circ f)$. If $C$ is a missing curve of $f$ which is not contracted by $g$, then the closure $\overline{g(C)}$ of $g(C)$ is a missing curve of $g \circ f$ but not a missing curve of $g$, so $\operatorname{Miss}(g) \subset \operatorname{Miss}(g \circ f)$ and hence $q(g)<q(g \circ f)$.
(b) We have $\operatorname{Cont}(f) \subseteq \operatorname{Cont}(g \circ f)$. If $C$ is a contracting curve of $g$ which is not a missing curve of $f$, then there exists a curve $C^{\prime} \subset \mathbb{A}^{2}$ such that $f\left(C^{\prime}\right)$ is a dense subset of $C$. Then $C^{\prime}$ is a contracting curve of $g \circ f$ but not one of $f$, so $\operatorname{Cont}(f) \subset \operatorname{Cont}(g \circ f)$ and hence $c(f)<c(g \circ f)$.

In Lemma 2.17 and Proposition 2.18, we write \# $\Gamma$ for the number of irreducible components of a closed set $\Gamma$ and $\Gamma_{\tau}=\bigcup_{C \in \operatorname{Miss}(\tau)} C$ for any birational morphism $\tau$ of nonsingular surfaces.
2.17. Lemma. Let $f: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ be a birational morphism and $\Gamma$ a union of missing curves of $f$ such that each missing curve of $f$ is either included in $\Gamma$ or disjoint from $\Gamma$.

Then $\# f^{-1}(\Gamma)=\# \Gamma$ and $f$ can be factored as $\mathbb{A}^{2} \xrightarrow{g} \mathbb{A}^{2} \xrightarrow{h} \mathbb{A}^{2}$, where $g$, $h$ are birational morphisms, $\Gamma_{h}=\Gamma$ and $\Gamma_{g} \cap \operatorname{exc}(h)=\varnothing$.

Lemma 2.17 is an immediate consequence of the next result:
2.18. Proposition. Let $f: X \rightarrow Y$ be a birational morphism where $X, Y$ are nonsingular affine surfaces, and let $\Gamma \subset Y$ be a union of missing curves of $f$ satisfying (13). Then the following hold:
(a) f can be factored as $X \xrightarrow{g} W \xrightarrow{h} Y$, where $W$ is a nonsingular affine surface, $g, h$ are birational morphisms, $\Gamma_{h}=\Gamma, c(h)=\# f^{-1}(\Gamma)$ and $\Gamma_{g} \cap \operatorname{exc}(h)=\varnothing$.
(b) If $X, Y$ are factorial with trivial units, then $\# f^{-1}(\Gamma)=\# \Gamma$ and, in part (a), $W$ can be chosen to be factorial with trivial units.
(c) If $X=\mathbb{A}^{2}$ and $Y$ is factorial, then $Y=\mathbb{A}^{2}$ and we can choose $W=\mathbb{A}^{2}$ in part (a).

Proof. (a) We may choose a commutative diagram (2) satisfying $n=n(f)$ and in which the blowings-up $\pi_{1}, \ldots, \pi_{n}$ are ordered in such a way that the points over $\Gamma$ are blown-up first; i.e., there exists $m \in\{0, \ldots, n\}$ such that

$$
\left\{i \in\{1, \ldots, n\} \mid P_{i} \in \Gamma \text { or } P_{i} \text { is infinitely near a point of } \Gamma\right\}=\{1, \ldots, m\} .
$$

Refer to 2.3 for the notation. If $0 \leq j \leq k \leq n$ and $D \subset Y_{j}$ is a curve or a union of curves, we write $\widetilde{D}^{Y_{k}}$ for the strict transform of $D$ on $Y_{k}$. Let $J$ be the set of $j \in$ $\{1, \ldots, m\}$ such that $\widetilde{E}_{j}^{Y_{n}} \cap X=\varnothing$ (recall that $X$ is an open subset of $Y_{n}$ ), and define

$$
\begin{equation*}
W=Y_{m} \backslash\left(\widetilde{\Gamma}^{Y_{m}} \cup \bigcup_{j \in J} \widetilde{E}_{j}^{Y_{m}}\right) . \tag{14}
\end{equation*}
$$

Then $W$ is a nonsingular surface and $f$ factors as $X \xrightarrow{g} W \xrightarrow{h} Y$, where $g, h$ are birational morphisms, $\Gamma_{h}=\Gamma$ and $\operatorname{Cont}(h)=\left\{\widetilde{E}_{i}^{Y_{m}} \cap W \mid i \in\{1, \ldots, m\} \backslash J\right\}$; thus

$$
\begin{equation*}
q(h)=\# \Gamma \quad \text { and } \quad c(h)=\# f^{-1}(\Gamma) . \tag{15}
\end{equation*}
$$

Let $\Gamma^{\prime}=C_{1} \cup \cdots \cup C_{s}$, where $C_{1}, \ldots, C_{s} \subset Y$ are the missing curves of $f$ not included in $\Gamma$; then $\Gamma_{f}=\Gamma \cup \Gamma^{\prime}$ and $\Gamma \cap \Gamma^{\prime}=\varnothing$. Moreover,

$$
\begin{equation*}
\operatorname{Miss}(g)=\left\{\widetilde{C}_{i}^{Y_{m}} \cap W \mid i=1, \ldots, s\right\} . \tag{16}
\end{equation*}
$$

Indeed, consider $C \in \underset{\operatorname{Miss}(g)}{\operatorname{Min}} h(C)$ is a point, then $C=\widetilde{E}_{j}^{Y_{m}} \cap W$ for some $j \in$ $\{1, \ldots, m\}$, and, in fact, $\widetilde{E}_{j}^{Y_{n}} \cap X=\varnothing$ (so $j \in J$ ) otherwise $C$ would not be a missing curve of $g$; then (14) implies that $\widetilde{E}_{j}^{Y_{m}} \cap W=\varnothing$, which is absurd. So $h(C)$ is a dense subset of a curve $C_{*} \subset Y$. Now $C_{*} \in \operatorname{Miss}(f)$ by Lemma 2.12, and (14) implies that $C \nsubseteq \widetilde{\Gamma}^{Y_{m}}$, hence $C_{*} \nsubseteq \Gamma$; so $C_{*} \subseteq \Gamma^{\prime}$ and consequently $C=\widetilde{C}_{i}^{Y_{m}} \cap W$ for some $i \in\{1, \ldots, s\}$. This proves " $\subseteq$ " in (16), and " $\supseteq$ " easily follows from Lemma 2.12.

From (16), we deduce that $\Gamma_{g} \cap \operatorname{exc}(h) \subseteq h^{-1}\left(\Gamma^{\prime}\right) \cap h^{-1}(\Gamma)$, so

$$
\begin{equation*}
\Gamma_{g} \cap \operatorname{exc}(h)=\varnothing . \tag{17}
\end{equation*}
$$

To prove (a), it only remains to show that $W$ is affine. Since $X$ is affine, Lemma 2.8 implies that $W \backslash \Gamma_{g}$ is affine; as (by (17)) $\operatorname{exc}(h) \subset W \backslash \Gamma_{g}$,
no contracting curve of $h$ is a complete curve.

Embed $Y_{0}$ in a nonsingular projective surface $\bar{Y}_{0}$ and enlarge diagram (2) as follows:


Let $D_{i}=\bar{Y}_{i} \backslash Y_{i}(0 \leq i \leq n)$. Since $Y=Y_{0}$ is affine, $D_{0}$ is a nonempty connected union of curves and each irreducible component of $\bar{\Gamma}$ meets $D_{0}$ (where $\bar{\Gamma}$ denotes the closure of $\Gamma$ in $\bar{Y}_{0}$ ). It follows that $D_{m}$ is a nonempty connected union of curves and each irreducible component of $\widetilde{\Gamma}^{Y_{m}}$ meets $D_{m}$. Let us argue that

$$
\begin{equation*}
W \text { is connected at infinity. } \tag{19}
\end{equation*}
$$

Suppose that (19) is false; then $\bar{Y}_{m} \backslash W$ is not connected, so some connected component $\mathcal{C}$ of $\bar{Y}_{m} \backslash W$ is disjoint from $D_{m}$. Then $\mathcal{C}$ does not contain any irreducible component of $\widetilde{\Gamma}^{Y_{m}}$. By (14), it follows that $\mathcal{C} \subseteq \bigcup_{j \in J} \widetilde{E}_{j}^{Y_{m}}$.

We have $\bar{Y}_{m} \backslash\left(W \backslash \Gamma_{g}\right)=\widetilde{C}_{1}^{Y_{m}} \cup \ldots \cup \widetilde{C}_{s}^{Y_{m}} \cup\left(\bar{Y}_{m} \backslash W\right)$ by (16); since $W \backslash \Gamma_{g}$ is affine,

$$
\widetilde{\widetilde{C}}_{1}^{Y_{m}} \cup \cdots \cup \widetilde{\widetilde{C}}_{s}^{Y_{m}} \cup\left(\bar{Y}_{m} \backslash W\right) \text { is connected. }
$$

As $\bar{Y}_{m} \backslash W$ is not connected and $\mathcal{C}$ is a connected component of it, some $\widetilde{C}_{i}^{Y_{m}}$ must meet $\mathcal{C}$. So there exist $i \in\{1, \ldots, s\}$ and $j \in J$ such that $\widetilde{C}_{i}^{Y_{m}} \cap \widetilde{E}_{j}^{Y_{m}} \neq \varnothing$. As $C_{i} \subseteq \Gamma^{\prime}$, this implies that $P_{j} \in \Gamma^{\prime}$ or $P_{j}$ is i.n. a point of $\Gamma^{\prime}$; since $j \leq m$, we also have $P_{j} \in \Gamma$ or $P_{j}$ is i.n. a point of $\Gamma$; so $\Gamma \cap \Gamma^{\prime} \neq \varnothing$, a contradiction. Thus (19) is true.

In view of (18), (19) and the fact that $Y$ is affine, applying [Daigle 1991a, 2.2] to $h: W \rightarrow Y$ shows that $W$ is affine and concludes the proof of (a).
(b) Assume that $X, Y$ are factorial and have trivial units; then [ibid., 3.4] gives $q(h) \leq c(h)$, so \# $\Gamma \leq \# f^{-1}(\Gamma)$ by (15). Since $\Gamma^{\prime}$ also satisfies (13), it follows that $\# \Gamma^{\prime} \leq \# f^{-1}\left(\Gamma^{\prime}\right)$.

By Lemma 2.8 we have cent $(f) \subseteq \Gamma_{f}=\Gamma \cup \Gamma^{\prime}$, so $f^{-1}(\Gamma) \cup f^{-1}\left(\Gamma^{\prime}\right)$ is exactly the union of all contracting curves of $f$; as $f^{-1}(\Gamma) \cap f^{-1}\left(\Gamma^{\prime}\right)=\varnothing$, we get $\# f^{-1}(\Gamma)+\# f^{-1}\left(\Gamma^{\prime}\right)=c(f)$. We have $c(f)=q(f)$ by [ibid., 2.9], and it is clear that $q(f)=\# \Gamma+\# \Gamma^{\prime}$, so

$$
\# \Gamma \leq \# f^{-1}(\Gamma), \quad \# \Gamma^{\prime} \leq \# f^{-1}\left(\Gamma^{\prime}\right) \quad \text { and } \quad \# \Gamma+\# \Gamma^{\prime}=\# f^{-1}(\Gamma)+\# f^{-1}\left(\Gamma^{\prime}\right) ;
$$

consequently,

$$
\begin{align*}
\# \Gamma & =\# f^{-1}(\Gamma),  \tag{20}\\
q(h) & =c(h) \tag{21}
\end{align*}
$$

where (21) follows from (20) and (15). By (21), (19) and [ibid., 3.4], we get that $W$ is factorial and has trivial units, which proves (b).

If $X=\mathbb{A}^{2}$ and $Y$ is factorial then, by (b), $W$ may be chosen to be factorial; then [ibid., 4.2] implies that $W$ and $Y$ are isomorphic to $\mathbb{A}^{2}$, which proves (c) and completes the proof of the proposition.
2.19. Definition. Let $f: X \rightarrow Y$ be a birational morphism of nonsingular surfaces. Consider a diagram (2) satisfying $n=n(f)$ and with notation as in 2.3 (for each $i \in\{1, \ldots, n\}$, let $\pi_{i}: Y_{i} \rightarrow Y_{i-1}$ be the blowing-up of $Y_{i-1}$ at the point $\left.P_{i} \in Y_{i-1}\right)$.
(a) Let $C$ be a missing curve of $f$. For each $i=0,1, \ldots, n$, let $C^{Y_{i}} \subset Y_{i}$ denote the strict transform of $C$ on $Y_{i}\left(C^{Y_{0}}=C\right)$. Then we define the natural number

$$
n(f, C)=\text { cardinality of the set }\left\{i \mid 1 \leq i \leq n, P_{i} \in C^{Y_{i-1}}\right\}
$$

and note that $n(f, C)$ depends only on $(f, C)$, i.e., is independent of the choice of diagram (2). To indicate that $n(f, C)=k$, we say that " $C$ is blown-up $k$ times".
(b) For $i=1, \ldots, n$, let $\bar{P}_{i} \in Y_{0}$ be the image of $P_{i}$ by $\pi_{1} \circ \cdots \circ \pi_{i-1}: Y_{i-1} \rightarrow Y_{0}$. For each $P \in Y$, define the natural number

$$
n(f, P)=\text { cardinality of the set }\left\{i \mid 1 \leq i \leq n, \bar{P}_{i}=P\right\}
$$

and note that $n(f, P)$ depends only on $(f, P)$, i.e., is independent of the choice of the diagram (2) used for defining it.
2.20. Remarks. Let $f: X \rightarrow Y$ be a birational morphism of nonsingular surfaces.
(a) Let $C \in \operatorname{Miss}(f)$. Then $n(f, C)=0 \Longleftrightarrow C \cap f(X)=\varnothing$, and $n(f, C)=1$ implies that there exists exactly one fundamental point of $f$ lying on $C$. Note that if $X=\mathbb{A}^{2}=Y$, then each missing curve contains at least one fundamental point (Lemma 2.6(d)), so each missing curve is blown-up at least once.
(b) Let $P \in Y$. Then $n(f, P)>0 \Longleftrightarrow P \in \operatorname{cent}(f)$, where " $\Leftarrow$ " is obvious and " $\Rightarrow$ " follows from (6). It is also clear that $n(f)=\sum_{P \in Y} n(f, P)$.
2.21. Lemma. Let $X \xrightarrow{f} Y \xrightarrow{g} Z$ be birational morphisms of nonsingular surfaces, and assume that $n(g \circ f)=n(g)+n(f)$ or $X=Y=Z=\mathbb{A}^{2}$.
(a) Let $D \in \operatorname{Miss}(g)$; then $D \in \operatorname{Miss}(g \circ f)$ and $n(g \circ f, D)=n(g, D)$.
(b) Let $C \in \operatorname{Miss}(f) \backslash \operatorname{Cont}(g)$ and let $D$ be the closure of $g(C)$ in $Z$. Then:

- $D \in \operatorname{Miss}(g \circ f)$ and $n(f, C) \leq n(g \circ f, D)$;
- $n(f, C)=n(g \circ f, D) \Longrightarrow C \cap \operatorname{exc}(g)=\varnothing$;
- if $g(C)=D$ or $C \cong \mathbb{A}^{1}$, then

$$
n(f, C)=n(g \circ f, D) \Longleftrightarrow C \cap \operatorname{exc}(g)=\varnothing
$$

(c) For each $P \in Z$, we have $n(g \circ f, P)=n(g, P)+\sum_{Q \in g^{-1}(P)} n(f, Q)$.

Proof. If $X=Y=Z=\mathbb{A}^{2}$, then $n(g \circ f)=n(g)+n(f)$ by Lemma 2.5; so $n(g \circ f)=n(g)+n(f)$ holds in all cases. Let $m=n(f)$ and $n=n(g)$. Choose commutative diagrams (I) and (II) as follows:

and use them to build the commutative diagram
(III)


In the three diagrams, " $\hookrightarrow$ " are open immersions, $Y_{i}, Z_{i}$ are nonsingular surfaces, $Y_{i} \xrightarrow{\pi_{i}} Y_{i-1}$ is the blowing-up of $Y_{i-1}$ at a point $P_{i} \in Y_{i-1}$ and $Z_{i} \xrightarrow{\rho_{i}} Z_{i-1}$ is the blowing-up of $Z_{i-1}$ at a point $Q_{i} \in Z_{i-1}$. Moreover, $Y_{i-1} \hookrightarrow Z_{n+i-1}$ maps $P_{i}$ on $Q_{n+i}$ (let us simply write $P_{i}=Q_{n+i}$ ). Diagrams (I) and (II) are minimal in the sense that $n(f)=m$ and $n(g)=n$; since $n(g \circ f)=n(f)+n(g)=m+n$, it follows that (III) is also minimal.
(a) Let $D \in \operatorname{Miss}(g)$; then $D \in \operatorname{Miss}(g \circ f)$ by Lemma 2.12(a). Let $D^{Z_{i}} \subset Z_{i}$ be the strict transform of $D \subset Z_{0}$ on $Z_{i}$. As $D^{Z_{n}} \subseteq Z_{n} \backslash Y_{0}$ and $\operatorname{cent}\left(\rho_{n+1} \circ \cdots \circ \rho_{n+m}\right)=$ $\operatorname{cent}\left(\pi_{1} \circ \cdots \circ \pi_{m}\right) \subset Y_{0}$, we see that

$$
\begin{equation*}
\left\{i \mid 1 \leq i \leq n+m, Q_{i} \in D^{Z_{i-1}}\right\}=\left\{i \mid 1 \leq i \leq n, Q_{i} \in D^{Z_{i-1}}\right\} . \tag{22}
\end{equation*}
$$

Since $n(g \circ f, D)$ (resp. $n(g, D))$ is by definition the cardinality of the set in the left-hand side (resp. right-hand side) of (22), we have $n(g \circ f, D)=n(g, D)$.
(b) Let $C \in \operatorname{Miss}(f) \backslash \operatorname{Cont}(g)$ and let $D$ be the closure of $g(C)$ in $Z$. Then $D \in \operatorname{Miss}(g \circ f)$ by Lemma 2.12(a). Define $D^{Z_{i}} \subset Z_{i}$ as before; then

$$
\begin{equation*}
\left\{i \mid n+1 \leq i \leq n+m, Q_{i} \in D^{Z_{i-1}}\right\} \subseteq\left\{i \mid 1 \leq i \leq n+m, Q_{i} \in D^{Z_{i-1}}\right\} . \tag{23}
\end{equation*}
$$

Since $n(f, C)$ (resp. $n(g \circ f, D)$ ) is the cardinality of the set in the left-hand side (resp. right-hand side) of (23), we have $n(f, C) \leq n(g \circ f, D)$, and, moreover,

$$
\begin{equation*}
n(f, C) \neq n(g \circ f, D) \tag{24}
\end{equation*}
$$

is equivalent to

$$
\begin{equation*}
\left\{i \mid 1 \leq i \leq n, Q_{i} \in D^{Z_{i-1}}\right\} \neq \varnothing \tag{25}
\end{equation*}
$$

By the minimality of diagram (II) together with (6), (25) is equivalent to

$$
\begin{equation*}
D \cap \operatorname{cent}(g) \neq \varnothing \tag{26}
\end{equation*}
$$

Now

$$
\begin{equation*}
C \cap \operatorname{exc}(g) \neq \varnothing \tag{27}
\end{equation*}
$$

implies (26) and, if $g(C)=D$, the converse is true. So we have shown that

$$
\begin{equation*}
n(f, C)=n(g \circ f, D) \Longrightarrow C \cap \operatorname{exc}(g)=\varnothing \tag{28}
\end{equation*}
$$

and that the converse holds whenever $g(C)=D$. Finally, we observe that if $C \cong \mathbb{A}^{1}$, then the dominant morphism $C \xrightarrow{g} D$ is necessarily finite, hence surjective, so the converse of $(28)$ is true whenever $C \cong \mathbb{A}^{1}$. This proves (b).
(c) Define $\bar{Q}_{i}=\left(\rho_{1} \circ \cdots \circ \rho_{i-1}\right)\left(Q_{i}\right) \in Z_{0}$ for all $i=1, \ldots, m+n$ and observe that the trivial equality (for any $P \in Z$ )

$$
\left|\left\{i \mid \bar{Q}_{i}=P\right\}\right|=\mid\left\{i \mid i \leq n \text { and } \bar{Q}_{i}=P\right\}|+|\left\{i \mid i>n \text { and } \bar{Q}_{i}=P\right\} \mid
$$

is the desired equality.

## 3. Compositions of simple affine contractions

Let $\boldsymbol{k}$ be an algebraically closed field of arbitrary characteristic, and let $\mathbb{A}^{2}=\mathbb{A}_{\boldsymbol{k}}^{2}$. As in the introduction, we write $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ for the monoid of birational endomorphisms $f: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$, and we declare that $f, g \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ are equivalent $(f \sim g)$ if $u \circ f \circ v=g$ for some $u, v \in \operatorname{Aut}\left(\mathbb{A}^{2}\right)$. The equivalence class of $f \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ is denoted $[f]$. Note that the conditions $f \sim f^{\prime}$ and $g \sim g^{\prime}$ do not imply that $f \circ g \sim f^{\prime} \circ g^{\prime}$.

The aim of this section is to describe the subsets $S_{\mathrm{w}} \supset S_{\mathrm{a}} \supset S_{\mathrm{aa}}$ of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ defined by

$$
\begin{aligned}
S_{\mathrm{w}} & =\left\{f \in \operatorname{Bir}\left(\mathbb{A}^{2}\right) \mid \operatorname{Miss}(f) \text { is weakly admissible }\right\}, \\
S_{\mathrm{a}} & =\left\{f \in \operatorname{Bir}\left(\mathbb{A}^{2}\right) \mid \operatorname{Miss}(f) \text { is admissible }\right\} \\
S_{\mathrm{aa}} & =\left\{f \in \operatorname{Bir}\left(\mathbb{A}^{2}\right) \mid \operatorname{both} \operatorname{Miss}(f) \text { and } \operatorname{Cont}(f) \text { are admissible }\right\}
\end{aligned}
$$

(refer to Definition 1.3, Lemma 1.4, Definition 1.6 and Proposition 1.7); note that these sets are not closed under composition of morphisms. We learn at a relatively early stage (see Proposition 3.6(c)) that each element of $S_{\mathrm{w}}$ is a composition of simple affine contractions (SACs are defined in the introduction and again in Definition 3.2). However, an arbitrary composition of SACs does not necessarily belong to $S_{\mathrm{w}}$ (resp. $S_{\mathrm{a}}, S_{\mathrm{aa}}$ ), so in each of the three cases one has to determine
which compositions of SACs give the desired type of endomorphism. The answer is given in Theorem 3.15, which is the main result of this section.

The material of 3.1-3.5(a) can be found in [Daigle 1991a; 1991b]; everything else appears to be new.

As before, we have $\mathbb{A}^{2}=\operatorname{Spec} A$, where $A=\boldsymbol{k}^{[2]}$ is fixed throughout, and by a coordinate system of $\mathbb{A}^{2}$ we mean a pair $(X, Y) \in A \times A$ satisfying $A=k[X, Y]$ (see the introduction of Section 1).
3.1. Let $\mathfrak{C}$ temporarily denote the set of coordinate systems of $\mathbb{A}^{2}$. Given an element $\mathfrak{c}=(X, Y)$ of $\mathfrak{C}$, consider the $\boldsymbol{k}$-homomorphism $A \rightarrow A$ given by $X \mapsto X$ and $Y \mapsto X Y$; this homomorphism determines a morphism $\mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$, which we denote $\alpha_{\mathfrak{c}}$; clearly, $\alpha_{\mathfrak{c}} \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$. Note that if $\mathfrak{c}_{1}, \mathfrak{c}_{2} \in \mathfrak{C}$, then $\alpha_{\mathfrak{c}_{1}}^{m} \sim \alpha_{\mathfrak{c}_{2}}^{m}$ for every $m \geq 1$. So, for each $m \geq 1$, the equivalence class [ $\alpha_{\mathrm{c}}^{m}$ ] of $\alpha_{\mathrm{c}}^{m}$ is independent of the choice of $\mathfrak{c} \in \mathfrak{C}$.
3.2. Definition. A birational morphism $\mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ is called a simple affine contraction (SAC) if it is equivalent to $\alpha_{\mathfrak{c}}$ for some (hence for every) coordinate system $\mathfrak{c}$ of $\mathbb{A}^{2}$.

Note that if $f$ is a SAC and $\mathfrak{c} \in \mathfrak{C}$, then $f \sim \alpha_{\mathfrak{c}}$, but $f^{2}$ need not be equivalent to $\alpha_{\mathfrak{c}}^{2}$.
For readers who like to identify $\mathrm{A}^{2}$ with $\boldsymbol{k}^{2}$, we note that $\alpha_{c}$ corresponds to the map $\boldsymbol{k}^{2} \rightarrow \boldsymbol{k}^{2},(x, y) \mapsto(x, x y)$ and that the SACs are obtained by composing this map on both sides with automorphisms. See 1.1.
3.3. Lemma. (a) A birational morphism $f: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ is a SAC if and only if $n(f)=1$.
(b) If $f: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ is a $S A C$, then $f$ has one missing curve $L$ and one fundamental point $P$; moreover, $L$ is a coordinate line and $P \in L$.
(c) Let $L \subset \mathbb{A}^{2}$ be a coordinate line and $P \in L$ a point. Let $X \xrightarrow{\pi} \mathbb{A}^{2}$ be the blowing-up of $\mathbb{A}^{2}$ at $P$ and $U \subset X$ the complement of the strict transform of $L$. Then $U \cong \mathbb{A}^{2}$ and the composition $\mathbb{A}^{2} \xrightarrow{\cong} U \hookrightarrow X \xrightarrow{\pi} \mathbb{A}^{2}$ is a SAC with missing curve $L$ and fundamental point $P$.
(d) If $f, g: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ are two SAC with the same missing curve and the same fundamental point then there exists an automorphism $\theta: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ such that $g=f \circ \theta:$

(e) Let $\mathfrak{c}$ be a coordinate system of $\mathbb{A}^{2}$ and $\alpha_{\mathfrak{c}} \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ as in 3.1. For $f \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$,

$$
q(f)=1 \Longleftrightarrow c(f)=1 \Longleftrightarrow f \sim \alpha_{\mathrm{c}}^{n(f)}
$$

Proof. Assertion (a) is [Daigle 1991a, 4.10] or [Daigle 1991b, 4.1]; assertions (b)-(d) are trivial; (e) is [Daigle 1991a, 4.11] together with the fact that $q(f)=c(f)$ by Lemma 2.6(a).

Remark. Assertion 3.3(e) can be phrased as follows: given an integer $m \geq 1$ and a coordinate system $\mathfrak{c}$ of $\mathbb{A}^{2}$, the equivalence class [ $\alpha_{\mathfrak{c}}^{m}$ ] of $\alpha_{\mathfrak{c}}^{m}$ is

$$
\begin{aligned}
{\left[\alpha_{\mathfrak{c}}^{m}\right] } & =\left\{f \in \operatorname{Bir}\left(\mathbb{A}^{2}\right) \mid q(f)=1 \text { and } n(f)=m\right\} \\
& =\left\{f \in \operatorname{Bir}\left(\mathbb{A}^{2}\right) \mid c(f)=1 \text { and } n(f)=m\right\} .
\end{aligned}
$$

3.4. Corollary. If $f \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ has a unique missing curve $C$, then $C$ is a coordinate line.

Proof. This follows from Lemma 3.3(e). It also follows from Proposition 2.13(a) and Proposition 2.9.

See Definition 2.19 for the definition of the phrase " $L$ is blown-up only once".
3.5. Lemma. Let $f \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$.
(a) Suppose that some missing curve $L$ of $f$ is blown-up only once. Then $L$ is a coordinate line. Moreover, if $P \in L$ is the unique fundamental point of $f$ which is on $L$ and $\gamma \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ is a SAC with missing curve $L$ and fundamental point $P$, then $f$ factors as $\mathbb{A}^{2} \xrightarrow{f^{\prime}} \mathbb{A}^{2} \xrightarrow{\gamma} \mathbb{A}^{2}$ with $f^{\prime} \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$.
(b) Suppose that $f$ factors as $\mathbb{A}^{2} \xrightarrow{f^{\prime}} \mathbb{A}^{2} \xrightarrow{\gamma} \mathbb{A}^{2}$ with $f^{\prime}, \gamma \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$, where $\gamma$ is a SAC. Let $L$ be the missing curve of $\gamma$. Then $L$ is a missing curve of $f$ which is blown-up only once.

Proof. Part (a) is an improvement of [Daigle 1991b, 4.6]. The proof of [ibid., 4.6] shows that $P$ is a nonsingular point of $L$; then [Daigle 1991a, 4.6] implies that $L$ is a coordinate line. Choose a diagram (2) for $f$ such that $n=n(f)$ and $P_{1}=P$. Let $L^{Y_{1}} \subset Y_{1}$ denote the strict transform of $L$ on $Y_{1}$ and define $W=Y_{1} \backslash L^{Y_{1}} \subset Y_{1}$. As $L$ is a missing curve of $f$ and is blown-up only once, the image of $\mathbb{A}^{2} \hookrightarrow Y_{n} \xrightarrow{\pi_{2} 0 \cdots \circ \pi_{n}} Y_{1}$ is included in $W$; so $f$ factors as $\mathbb{A}^{2} \xrightarrow{g^{\prime}} W \xrightarrow{h^{\prime}} \mathbb{A}^{2}$, where $g^{\prime}, h^{\prime}$ are birational morphisms and $h^{\prime}$ is the composition $W \hookrightarrow Y_{1} \xrightarrow{\pi_{1}} Y_{0}=\mathbb{A}^{2}$. By Lemma 3.3(c), $W \cong \mathbb{A}^{2}$ and the composition $\mathbb{A}^{2} \cong W \xrightarrow{h^{\prime}} \mathbb{A}^{2}$ is a SAC with missing curve $L$ and fundamental point $P$; so $f$ factors as $\mathbb{A}^{2} \xrightarrow{g} \mathbb{A}^{2} \xrightarrow{h} \mathbb{A}^{2}$, where $g, h \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ and $h$ is a SAC with missing curve $L$ and fundamental point $P$. By Lemma 3.3(d), $h=\gamma \circ \theta$ for some $\theta \in \operatorname{Aut}\left(\mathbb{A}^{2}\right)$. Then $f=\gamma \circ \theta \circ g$ and we are done.

For (b), we know that by Lemma 2.21(a), $L$ is in $\operatorname{Miss}(f)$ and $n(f, L)=$ $n\left(\gamma \circ f^{\prime}, L\right)=n(\gamma, L)=1$.
3.6. Proposition. Let $f: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ be a birational morphism such that
(i) $f$ is not an isomorphism;
(ii) there exists a coordinate system of $\mathbb{A}^{2}$ with respect to which all missing curves of $f$ have degree 1 .

Then there exists a missing curve of $f$ which is blown-up only once. Moreover, if $L$ is such a curve and $P \in L$ is the unique fundamental point of $f$ which is on $L$, then the following holds:
(a) There exists a coordinate system $(X, Y)$ of $\mathbb{A}^{2}$ such that $L=\boldsymbol{Z}(X)$ and $P=(0,0)$, and such that the union of the missing curves of $f$ is equal to the zero set of one of the following polynomials in $\boldsymbol{k}[X, Y]$ :
(i) $X Y^{m} \prod_{i=1}^{n}\left(X-a_{i}\right)$ for some $m \in\{0,1\}, n \geq 0$ and $a_{1}, \ldots, a_{n} \in \boldsymbol{k}$;
(ii) $X(X-1)^{m} \prod_{i=1}^{n}\left(Y-b_{i} X\right)$ for some $m \in\{0,1\}, n \geq 0$ and $b_{1}, \ldots, b_{n} \in \boldsymbol{k}$.
(b) If $\gamma: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ is a SAC with missing curve $L$ and fundamental point $P$, then $f$ factors as $\mathbb{A}^{2} \xrightarrow{f^{\prime}} \mathbb{A}^{2} \xrightarrow{\gamma} \mathbb{A}^{2}$, where $f^{\prime}$ is a birational morphism such that $\operatorname{Miss}\left(f^{\prime}\right)$ is admissible.
(c) $f$ is a composition of SACs.

Proof. By [Daigle 1991b, 4.7], $f=h \circ g$, where $g, h \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ and $h$ is a SAC; then Lemma 3.5(b) implies that some missing curve of $f$ is blown-up only once.

Let $L$ be a missing curve of $f$ which is blown-up only once, and let $P \in L$ be the unique fundamental point of $f$ which is on $L$. Choose a coordinate system $(X, Y)$ of $\mathbb{A}^{2}$ such that $L=\boldsymbol{Z}(X)$ and $P=(0,0)$ and with respect to which all missing curves of $f$ have degree 1 . Define $\gamma_{0}: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ by $\gamma_{0}(x, y)=(x, x y)$. As $\gamma_{0}$ is a SAC with missing curve $L$ and fundamental point $P$, Lemma 3.5(a) implies that $f$ factors as $\mathbb{A}^{2} \xrightarrow{f^{\prime}} \mathbb{A}^{2} \xrightarrow{\gamma_{0}} \mathbb{A}^{2}$ for some $f^{\prime} \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$. Let $\Gamma$ (resp. $\Gamma^{\prime}$ ) be the union of the missing curves of $f$ (resp. of $f^{\prime}$ ). Then

$$
\begin{equation*}
\Gamma=\boldsymbol{Z}(X) \cup \overline{\gamma_{0}\left(\Gamma^{\prime}\right)}, \tag{29}
\end{equation*}
$$

by Lemma 2.12. In particular, if $C$ is a missing curve of $f^{\prime}$, then $\gamma_{0}(C)$ is included into a line of degree 1 ; from $\gamma_{0}(x, y)=(x, x y)$, it easily follows that $C$ is either a vertical line $\boldsymbol{Z}(X-a)$ (for some $a \in \boldsymbol{k}$ ), a horizontal line $\boldsymbol{Z}(Y-b)$ (for some $b \in \boldsymbol{k}$ ) or a hyperbola $\boldsymbol{Z}(X(\alpha+\beta Y)-1)$ (for some $\alpha, \beta \in \boldsymbol{k}, \beta \neq 0$ ), where, in fact, the last case cannot occur because $C$ has one place at infinity by Lemma 2.6(c). So
(30) each missing curve of $f^{\prime}$ is either a vertical line or a horizontal line.

In particular, all missing curves of $f^{\prime}$ have degree 1. It follows from the first part of the proof that
(31) if $f^{\prime}$ is not an isomorphism, some missing curve of $f^{\prime}$ is blown-up only once.

Let $h$ (resp. $v$ ) be the number of missing curves of $f^{\prime}$ which are horizontal (resp. vertical) lines. Then $\min (h, v) \leq 1$, otherwise (by Lemma 2.6(e)) every missing curve of $f^{\prime}$ would contain at least two fundamental points of $f^{\prime}$, and hence would be blown-up at least twice, contradicting (31). Statement (30), together with $\min (h, v) \leq 1$, implies that $\operatorname{Miss}\left(f^{\prime}\right)$ is admissible, which proves the special case " $\gamma=\gamma_{0}$ " of assertion (b); in view of Lemma 3.3(d), it follows that (b) is true.

If $h \leq 1$, then $\Gamma^{\prime}$ is the zero set of $(Y-b)^{h} \prod_{i=1}^{v}\left(X-a_{i}\right)$ for some $b \in \boldsymbol{k}$ and $a_{1}, \ldots, a_{v} \in \boldsymbol{k}$. Then, by (29), $\Gamma$ is the zero set of $X(Y-b X)^{h} \prod_{i=1}^{v}\left(X-a_{i}\right)$. Replacing the coordinate system $(X, Y)$ by $(X, Y-b X)$, we see that (a-i) is satisfied.

If $v \leq 1$, then $\Gamma^{\prime}$ is the zero set of $(X-a)^{v} \prod_{i=1}^{h}\left(Y-b_{i}\right)$ for some $a \in \boldsymbol{k}$ and $b_{1}, \ldots, b_{h} \in \boldsymbol{k}$. Then $\Gamma$ is the zero set of $X(X-a)^{v} \prod_{i=1}^{h}\left(Y-b_{i} X\right)$. If $a=0$ or $v=0$, then $\Gamma$ is the zero set of $X(X-1)^{0} \prod_{i=1}^{h}\left(Y-b_{i} X\right)$, so (a-ii) holds; if $a \neq 0$ and $v \neq 0$, then $\Gamma$ is the zero set of $X(X-a) \prod_{i=1}^{h}\left(Y-b_{i} X\right)$, so (a-ii) holds after replacing ( $X, Y$ ) by $\left(a^{-1} X, Y\right)$. So assertion (a) is true.

To prove assertion (c), consider the factorization $f=\gamma \circ f^{\prime}$ given by (b). Since $n(\gamma)=1$ by Lemma 3.3(a), we have $n\left(f^{\prime}\right)=n(f)-1$ by Lemma 2.5. Moreover, the fact that $\operatorname{Miss}\left(f^{\prime}\right)$ is admissible implies, by Proposition 1.7, that there exists a coordinate system of $\mathbb{A}^{2}$ with respect to which all missing curves of $f^{\prime}$ have degree 1 . It is clear that (c) follows by induction on $n(f)$.
3.7. Remark. We stress that assumption (ii) of Proposition 3.6 is strictly stronger than "all missing curves are coordinate lines". Indeed, there exists an irreducible element $f \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ with three missing curves, these being the lines $Z(X+Y)$ and $\boldsymbol{Z}(X-Y)$ and the parabola $\boldsymbol{Z}\left(Y-X^{2}\right)$ :

(an example of such an $f$, due to Russell, appeared in [Daigle 1991a, 4.7]). Here, each missing curve is a coordinate line and hence has degree 1 with respect to a suitable choice of coordinate system. However, these three lines are not simultaneously rectifiable, so $f$ does not satisfy assumption (ii) of Proposition 3.6 (it does not satisfy the conclusion either: since $f$ is not a SAC and is irreducible, it is not a composition of SACs).

Also note that by Lemma 1.4, assumption (ii) of Proposition 3.6 is equivalent to "Miss $(f)$ is weakly admissible".
3.8. Until the end of Section 3,

This allows us to identify $\mathbb{A}^{2}$ with $\boldsymbol{k}^{2}$. See 1.1 for the notation $\boldsymbol{Z}(F)$ and for our convention regarding the definition of morphisms using coordinates.
3.9. In 3.9.1-3.9.3 below, we define three submonoids of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$, denoted $\mathcal{H}_{\mathfrak{c}}$, $\mathcal{G}_{\mathfrak{c}}$ and $\mathcal{V}_{\mathfrak{c}}$, respectively. The subscript $\mathfrak{c}$ reminds us that these sets depend on the choice of $\mathfrak{c}$ made in 3.8. Since $\mathfrak{c}$ is fixed until the end of this section, there is no harm in omitting it and writing simply $\mathcal{H}, \mathcal{G}$ and $\mathcal{V}$. It is clear from the definitions below that these three monoids are included in the submonoid of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ generated by SACs and automorphisms.
3.9.1. Given $m \in \mathbb{N}$ and $p \in \boldsymbol{k}[Y]$ such that ${ }^{3} \operatorname{deg} p<m$, define $h_{m, p} \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ by $h_{m, p}(x, y)=\left(x y^{m}+p(y), y\right)$. Observe that $h_{m, p}$ is equivalent to $\gamma^{m}$, where $\gamma$ is the SAC given by $(x, y) \mapsto(x y, y)$; consequently, $n\left(h_{m, p}\right)=n\left(\gamma^{m}\right)=m n(\gamma)$, i.e.,

$$
n\left(h_{m, p}\right)=m
$$

Define $\mathcal{H}=\mathcal{H}_{\mathfrak{c}}=\left\{h_{m, p} \mid m \in \mathbb{N}, p \in \boldsymbol{k}[Y]\right.$ and $\left.\operatorname{deg} p<m\right\}$. It is easily verified that $\mathcal{H}$ is a submonoid of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$.
3.9.2. Let $\boldsymbol{M}$ be the multiplicative monoid whose elements are the $2 \times 2$ matrices $M=\binom{i j}{k \ell}$ with $i, j, k, \ell \in \mathbb{N}$ and $i \ell-j k= \pm 1$. It is easily verified that $M$ is generated by $G_{1}=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$ and $G_{2}=\left(\begin{array}{cc}0 & 1 \\ 1 & 0\end{array}\right)$. Given $M=\left(\begin{array}{ll}i & j \\ k & \ell\end{array}\right) \in \boldsymbol{M}$, define the morphism $\gamma_{M}: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ by $(x, y) \mapsto\left(x^{i} y^{j}, x^{k} y^{\ell}\right)$. Note that $\gamma_{M_{1}} \circ \gamma_{M_{2}}=\gamma_{M_{1} M_{2}}$ for all $M_{1}, M_{2} \in \boldsymbol{M}$, so the set

$$
\mathcal{G}=\mathcal{G}_{\mathfrak{c}}=\left\{\gamma_{M} \mid M \in \boldsymbol{M}\right\}
$$

is a monoid (under composition) generated by $\left\{\gamma_{G_{1}}, \gamma_{G_{2}}\right\}$. As $\gamma_{G_{1}}$ is a SAC and $\gamma_{G_{2}}$ is an automorphism, it follows that $\mathcal{G}$ is a submonoid of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$.
3.9.3. Given a polynomial $\varphi \in \boldsymbol{k}[X] \backslash\{0\}$, define $v_{\varphi} \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ by $v_{\varphi}(x, y)=$ $(x, \varphi(x) y)$. Then let

$$
\mathcal{V}=\mathcal{V}_{\mathfrak{c}}=\left\{v_{\varphi} \mid \varphi \in \boldsymbol{k}[X] \backslash\{0\}\right\} .
$$

Note that $v_{\varphi} \circ v_{\psi}=v_{\varphi \cdot \psi}=v_{\psi} \circ v_{\varphi}$ for any $\varphi, \psi \in \boldsymbol{k}[X] \backslash\{0\}$, so $\mathcal{V}$ is a submonoid of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$.
3.10. Lemma. For a birational morphism $f: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$, the following are equivalent:
(a) The union of the missing curves of $f$ is included in $\boldsymbol{Z}(Y)$.
(b) There exists $(h, \theta) \in \mathcal{H} \times \operatorname{Aut}\left(\mathrm{A}^{2}\right)$ such that $f=h \circ \theta$ :

[^10]

Moreover, if these conditions are satisfied, then the pair $(h, \theta)$ in (b) is unique.
Proof. We leave it to the reader to verify that (b) implies (a) and that $(h, \theta)$ in (b) is unique. By induction on $n(f)$, we show that (a) implies (b).

If $n(f)=0$, then (b) holds with $\theta=f$ and $h=h_{0,0}$.
If $n(f)>0$, then $f$ is not an isomorphism, and hence has at least one missing curve, so $\boldsymbol{Z}(Y)$ is the unique missing curve of $f$; by Proposition 3.6, this missing curve is blown-up only once. This missing curve must contain a fundamental point $(c, 0)$ of $f ;$ as $h_{1, c} \in \mathcal{H}$ is a SAC with missing curve $\boldsymbol{Z}(Y)$ and fundamental point ( $c, 0$ ), Proposition 3.6 implies that $f=h_{1, c} \circ f^{\prime}$ for some birational morphism $f^{\prime}: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$. It is immediate that $h_{1, c}^{-1}(\Gamma)=\Gamma$, where $\Gamma=\boldsymbol{Z}(Y)$ is the missing curve of $f$; so Lemma 2.12 implies that the union of the missing curves of $f^{\prime}$ is included in $\boldsymbol{Z}(Y)$. As $n\left(f^{\prime}\right)=n(f)-1$, we may assume by induction that $f^{\prime}=h^{\prime} \circ \theta$ for some $h^{\prime} \in \mathcal{H}$ and $\theta \in \operatorname{Aut}\left(\mathbb{A}^{2}\right)$. Then $f=h_{1, c} \circ h^{\prime} \circ \theta$ is the desired factorization, where we note that $h_{1, c} \circ h^{\prime} \in \mathcal{H}$.
3.11. Lemma. For a birational morphism $f: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$, the following are equivalent:
(a) The union of the missing curves of $f$ is included in $\mathbf{Z}(X Y)$.
(b) There exists $(M, h, \theta) \in \boldsymbol{M} \times \mathcal{H} \times \operatorname{Aut}\left(\mathbb{A}^{2}\right)$ such that $f=\gamma_{M} \circ h \circ \theta$ :


Proof. It is easily verified that (b) implies (a). We prove that (a) implies (b) by induction on $n(f)$. Assume that $f$ satisfies (a).

If $n(f)=0$, then $f$ is an isomorphism, so (b) holds with $\theta=f, h=h_{0,0}$ and $M=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$.

Let $n>0$ and assume that the result is true whenever $n(f)<n$. Now consider $f$ satisfying (a) and such that $n(f)=n$.

If $q(f)=1$, then the missing curve $\Gamma$ of $f$ is $\boldsymbol{Z}(X)$ or $\boldsymbol{Z}(Y)$. Define $M=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ (resp. $\left.M=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)\right)$ if $\Gamma=\boldsymbol{Z}(Y)$ (resp. $\left.\Gamma=\boldsymbol{Z}(X)\right)$. Then $\gamma_{M} \circ f$ has a unique missing curve, and this curve is $\boldsymbol{Z}(Y)$. Applying Lemma 3.10 to $\gamma_{M} \circ f$ gives $\gamma_{M} \circ f=h \circ \theta$ for some $\theta \in \operatorname{Aut}\left(\mathrm{A}^{2}\right)$ and $h \in \mathscr{H}$. Noting that $\gamma_{M} \circ \gamma_{M}$ is the identity, we get $f=\gamma_{M} \circ h \circ \theta$.

From now on, assume that $q(f)=2$. Let $\Gamma$ be the union of the missing curves of $f$; i.e., $\Gamma=\boldsymbol{Z}(X Y)$. By Proposition 3.6, some element $L$ of $\operatorname{Miss}(f)=$ $\{\boldsymbol{Z}(X), \boldsymbol{Z}(Y)\}$ is blown-up only once. As $(0,0)$ is a common point of the two missing curves, it must be a fundamental point of $f$. For a suitable choice of
$M_{1} \in\left\{\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right),\left(\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right)\right\}, \gamma_{M_{1}}$ is a SAC with missing curve $L$ and fundamental point $(0,0)$. Then Proposition 3.6 implies that $f=\gamma_{M_{1}} \circ f^{\prime}$ for some birational morphism $f^{\prime}: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$. By Lemma 2.12, the union of the missing curves of $f^{\prime}$ is included in $\gamma_{M_{1}}^{-1}(\Gamma)=\Gamma$, so $f^{\prime}$ satisfies (a). As $n\left(f^{\prime}\right)=n(f)-1$, the inductive hypothesis implies that $f^{\prime}=\gamma_{M_{2}} \circ h \circ \theta$ for some $\theta \in \operatorname{Aut}\left(\mathbb{A}^{2}\right), h \in \mathcal{H}$ and $M_{2} \in \boldsymbol{M}$. So $f=\gamma_{M_{1}} \circ \gamma_{M_{2}} \circ h \circ \theta$, and since $\gamma_{M_{1}} \circ \gamma_{M_{2}}=\gamma_{M_{1} M_{2}}$, we are done.
3.12. Let $\Delta=\Delta_{\mathfrak{c}}$ be the subgroup of $\operatorname{Aut}\left(\mathbb{A}^{2}\right)$ whose elements are of the form $\delta(x, y)=(x, y+q(x))$ with $q \in \boldsymbol{k}[X]$.
3.13. Lemma. Let $\Gamma=\boldsymbol{Z}\left(\prod_{i=1}^{s}\left(X-c_{i}\right)\right)$, where $c_{1}, \ldots, c_{s}(s \geq 0)$ are distinct elements of $\boldsymbol{k}$. For a birational morphism $f: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$, the following are equivalent:
(a) The union of the missing curves of $f$ is included in $\Gamma$.
(b) There exists a commutative diagram

where $\delta \in \Delta, \theta \in \operatorname{Aut}\left(\mathbb{A}^{2}\right), \varphi \in \boldsymbol{k}[X] \backslash\{0\}$ and where the set of roots of $\varphi$ is included in $\left\{c_{1}, \ldots, c_{s}\right\}$.

Proof. That (b) implies (a) is left to the reader. Suppose that $f$ satisfies (a). We prove (b) by induction on $n(f)$.

If $n(f)=0$ then $f$ is an isomorphism, so (b) holds with $\theta=f, \varphi=1$ and $\delta=\mathrm{id}$.
Let $n>0$ be such that the result is true whenever $n(f)<n$. Consider $f$ satisfying (a) and such that $n(f)=n$. Then $f$ is not an isomorphism, and hence has at least one missing curve (so $s>0$ ). By Proposition 3.6, one of the missing curves (say $L=\boldsymbol{Z}\left(X-c_{j}\right)$ ) of $f$ is blown-up only once. We know that $L$ contains a fundamental point $\left(c_{j}, d\right)$ of $f$; let $\delta_{1} \in \Delta$ be defined by $\delta_{1}(x, y)=(x, y-d)$ and let $f_{1}=\delta_{1} \circ f$. Since $L$ is a missing curve of $f$ which is blown-up only once and $\left(c_{j}, d\right) \in L$ is a fundamental point of $f$, it follows that $\delta_{1}(L)=L$ is a missing curve of $f_{1}$ which is blown-up only once and that $\delta_{1}\left(c_{j}, d\right)=\left(c_{j}, 0\right) \in L$ is a fundamental point of $f_{1}$. As $v_{\left(X-c_{j}\right)}$ is a SAC with missing curve $L$ and fundamental point $\left(c_{j}, 0\right)$, Proposition 3.6 implies that $f_{1}$ factors through $v_{\left(X-c_{j}\right)}$. Thus $\delta_{1} \circ f=v_{\left(X-c_{j}\right)} \circ f^{\prime}$ for some birational morphism $f^{\prime}: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ :


Since $\delta_{1}$ maps each vertical line onto itself, the union of all missing curves of $f_{1}$ is $\Gamma$; so, by Lemma 2.12, the union of the missing curves of $f^{\prime}$ is included in $v_{\left(X-c_{j}\right)}^{-1}(\Gamma)=\Gamma$, so $f^{\prime}$ satisfies (a). As $n\left(f^{\prime}\right)=n(f)-1$, the inductive hypothesis implies that there exists a commutative diagram (ignore the dotted arrows for now)

with $\varphi^{\prime} \in \boldsymbol{k}[X] \backslash\{0\}$ (and all roots of $\varphi^{\prime}$ are in $\left\{c_{1}, \ldots, c_{s}\right\}$ ), $\theta \in \operatorname{Aut}\left(\mathbb{A}^{2}\right)$ and $\delta_{2} \in \Delta$ defined by $\delta_{2}(x, y)=(x, y+q(x))$ (for some $q \in \boldsymbol{k}[X]$ ). Now if we define $\delta_{3} \in \Delta$ by $\delta_{3}(x, y)=\left(x, y+\left(x-c_{j}\right) q(x)\right)$, then

$$
\delta_{3} \circ v_{\left(X-c_{j}\right)}=v_{\left(X-c_{j}\right)} \circ \delta_{2} .
$$

So diagram (32), including the dotted arrows, is commutative. Let $\delta=\delta_{3} \circ \delta_{1} \in \Delta$ and $\varphi=\left(X-c_{j}\right) \varphi^{\prime}(X)\left(\right.$ so $\left.v_{\left(X-c_{j}\right)} \circ v_{\varphi^{\prime}}=v_{\varphi}\right)$; then $\delta, \theta, v_{\varphi}$ give the commutative diagram displayed in the statement of assertion (b).
3.14. Lemma. Let $\Gamma=\boldsymbol{Z}\left(Y \prod_{i=1}^{s}\left(X-c_{i}\right)\right)$, where $s \geq 1$ and $c_{1}, \ldots, c_{s}$ are distinct elements of $\boldsymbol{k}$. Let $f: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ be a birational morphism such that
the union of the missing curves of $f$ is equal to $\Gamma$.
Then there exists a commutative diagram

where $T \in \operatorname{Aut}\left(\mathbb{A}^{2}\right)$ is of the form $T(x, y)=(x-c, y)$ with $c \in \boldsymbol{k}, \theta$ is an arbitrary element of $\operatorname{Aut}\left(\mathbb{A}^{2}\right)$ and $(\varphi, M, h) \in(\boldsymbol{k}[X] \backslash\{0\}) \times \boldsymbol{M} \times \mathcal{H}$.

Proof. We first settle the case $s=1$. Define $T \in \operatorname{Aut}\left(\mathbb{A}^{2}\right)$ by $T(x, y)=\left(x-c_{1}, y\right)$. Then the union of the missing curves of $T \circ f$ is $\boldsymbol{Z}(X Y)$, so Lemma 3.11 implies that there exists $(M, h, \theta) \in \boldsymbol{M} \times \mathcal{H} \times \operatorname{Aut}\left(\mathbb{A}^{2}\right)$ such that $T \circ f=\gamma_{M} \circ h \circ \theta=v_{\varphi} \circ \gamma_{M} \circ h \circ \theta$ with $\varphi=1$. Thus the result is true when $s=1$.

We proceed by induction on $n(f)$. For $f$ satisfying (33), we have $q(f)=s+1 \geq 2$, so the least possible value for $n(f)$ is 2 . If $n(f)=2$, then $q(f) \leq n(f)=2$, so $s=1$ and the result is true in this case.

Let $n>2$ be such that the result is true whenever $n(f)<n$. Consider $f$ satisfying (33) and such that $n(f)=n$.

By the first paragraph, we may assume that $s>1$. By Proposition 3.6, one of the missing curves (say $L$ ) of $f$ is blown-up only once; we choose such an $L$. By Lemma $2.6(\mathrm{e})$, the points ( $\left.c_{i}, 0\right), 1 \leq i \leq s$, are fundamental points of $f$; so $\boldsymbol{Z}(Y)$ is blown-up at least $s \geq 2$ times and hence $L=\boldsymbol{Z}\left(X-c_{j}\right)$ for some $j \in\{1, \ldots, s\}$. As $v_{\left(X-c_{j}\right)}$ is a SAC with missing curve $L$ and fundamental point $\left(c_{j}, 0\right)$, Proposition 3.6 implies that $f=v_{\left(X-c_{j}\right)} \circ f^{\prime}$ for some birational morphism $f^{\prime}: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$. Let $\Gamma^{\prime}=\bigcup_{C \in \operatorname{Miss}\left(f^{\prime}\right)} C$. By Lemma 2.12, $\Gamma^{\prime} \subseteq v_{\left(X-c_{j}\right)}^{-1}(\Gamma)=\Gamma$; in fact, it is easy to see (again by Lemma 2.12) that

$$
Z\left(Y \prod_{i \in I}\left(X-c_{i}\right)\right) \subseteq \Gamma^{\prime} \subseteq Z\left(Y \prod_{i=1}^{s}\left(X-c_{i}\right)\right)
$$

where $I=\{1, \ldots, s\} \backslash\{j\}$, so $f^{\prime}$ satisfies the hypothesis of the lemma. As $n\left(f^{\prime}\right)=$ $n(f)-1$, the inductive hypothesis implies that $T \circ f^{\prime}=v_{\psi} \circ \gamma_{M} \circ h \circ \theta$ for some $(\psi, M, h) \in(\boldsymbol{k}[X] \backslash\{0\}) \times \boldsymbol{M} \times \mathscr{H}$ and $\theta, T \in \operatorname{Aut}\left(\mathbb{A}^{2}\right)$, where $T$ is of the form $T(x, y)=(x-c, y)$ for some $c \in \boldsymbol{k}$. Noting that $T \circ v_{\left(X-c_{j}\right)}=v_{\left(X+c-c_{j}\right)} \circ T$, we get

$$
\begin{aligned}
T \circ f & =T \circ v_{\left(X-c_{j}\right)} \circ f^{\prime}=v_{\left(X+c-c_{j}\right)} \circ T \circ f^{\prime}=v_{\left(X+c-c_{j}\right)} \circ v_{\psi} \circ \gamma_{M} \circ h \circ \theta \\
& =v_{\varphi} \circ \gamma_{M} \circ h \circ \theta,
\end{aligned}
$$

where $\varphi(X)=\left(X+c-c_{j}\right) \psi(X) \in \boldsymbol{k}[X] \backslash\{0\}$, as desired.
Before stating the main theorem of this section, let us recall the assumptions under which it is valid. Our base field $\boldsymbol{k}$ is an algebraically closed field of arbitrary characteristic, and $\mathbb{A}^{2}$ is the affine plane over $\boldsymbol{k}$. We fix a coordinate system $\mathfrak{c}=(X, Y)$ of $\mathbb{A}^{2}$; this allows us to use coordinates for defining morphisms $\mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ (see Section 1). The choice of $\mathfrak{c}$ also determines the submonoids $\mathcal{V}=\mathcal{V}_{\mathfrak{c}}, \mathcal{G}=\mathcal{G}_{\mathfrak{c}}$ and $\mathcal{H}=\mathcal{H}_{c}$ of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ (see 3.9). Then we have the following result:
3.15. Theorem. Let $f: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ be a birational morphism.
(a) The following conditions are equivalent:
(i) $\operatorname{Miss}(f)$ is weakly admissible.
(ii) $f$ is equivalent to one of the following elements of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ :

- $\alpha_{i}^{m} \circ v \circ \gamma \circ h$ for some $(v, \gamma, h) \in \mathcal{V} \times \mathcal{G} \times \mathcal{H}, m \in\{0,1\}$ and $i \in\{1,2\}$, where $\alpha_{1}, \alpha_{2} \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ are the SACs defined by $\alpha_{1}(x, y)=(x y, y)$ and $\alpha_{2}(x, y)=(x(1-y), 1-y)$;
- the morphism $(x, y) \mapsto(x(p(x) y+q(x)), p(x) y+q(x))$, for some $p, q \in \boldsymbol{k}[X]$ with $p \neq 0$.
(b) The following conditions are equivalent:
(i) $\operatorname{Miss}(f)$ is admissible.
(ii) $f$ is equivalent to $v \circ \gamma \circ h$ for some $(v, \gamma, h) \in \mathcal{V} \times \mathcal{G} \times \mathscr{H}$.
(c) The following conditions are equivalent:
(i) Both $\operatorname{Miss}(f)$ and $\operatorname{Cont}(f)$ are admissible.
(ii) $f$ is equivalent to an element of $\mathcal{V} \cup \mathcal{G}$.

Proof. For each of (a), (b) and (c), we show that (i) implies (ii) and leave the converse to the reader. We begin with (b).

Suppose that $f$ satisfies (b-i). Let $\Gamma=\bigcup_{C \in \operatorname{Miss}(f)} C$. By Proposition 1.7, there exists $\omega \in \operatorname{Aut}\left(\mathbb{A}^{2}\right)$ such that $\omega(\Gamma)=\boldsymbol{Z}\left(Y^{d} \prod_{i=1}^{s}\left(X-c_{i}\right)\right)$, where

$$
d \in\{0,1\}, s \geq 0 \text { and } c_{1}, \ldots, c_{s} \text { are distinct elements of } \boldsymbol{k} .
$$

Note that the union of the missing curves of $f_{1}=\omega \circ f$ equals $\boldsymbol{Z}\left(Y^{d} \prod_{i=1}^{s}\left(X-c_{i}\right)\right)$; since $f_{1} \sim f$, it is enough to prove that $f_{1}$ is equivalent to $v \circ \gamma \circ h$ for some $(v, \gamma, h) \in \mathcal{V} \times \mathcal{G} \times \mathcal{H}$. So we may as well replace $f$ by $f_{1}$ throughout; so from now on we assume that

$$
\Gamma=\bigcup_{C \in \operatorname{Miss}(f)} C=\boldsymbol{Z}\left(Y^{d} \prod_{i=1}^{s}\left(X-c_{i}\right)\right)
$$

If $d=0$ (resp. $s=0$ ), then the desired conclusion follows from Lemma 3.13 (resp. from Lemma 3.10). So we may assume that $d=1$ and $s \geq 1$. Then Lemma 3.14 gives the desired conclusion; i.e., we showed that (b-i) implies (b-ii).

Suppose that (a-i) holds. Let $\Gamma=\bigcup_{C \in \operatorname{Miss}(f)} C$. By Lemma 1.4, $f$ satisfies the hypotheses of Proposition 3.6. To prove (a-ii), we may assume that $\operatorname{Miss}(f)$ is not admissible (otherwise (a-ii) follows from (b)). Then Proposition 3.6 implies that there exists $\omega \in \operatorname{Aut}\left(\mathcal{A}^{2}\right)$ such that $\omega(\Gamma)=\boldsymbol{Z}(F)$ with

$$
\begin{equation*}
F=Y \prod_{i=1}^{s}\left(X-c_{i} Y\right) \quad \text { or } \quad F=Y(Y-1) \prod_{i=1}^{s}\left(X-c_{i} Y\right) \tag{34}
\end{equation*}
$$

where $s \geq 2$ and $c_{1}, \ldots, c_{s} \in \boldsymbol{k}$ are distinct. We know, also by Proposition 3.6, that some missing curve of $f$ (say $C_{0} \in \operatorname{Miss}(f)$ ) is blown-up only once. In the second case of (34), $\omega\left(C_{0}\right)$ is necessarily equal to $\boldsymbol{Z}(Y)$; in the first case, we may choose $\omega$ in such a way that $\omega\left(C_{0}\right)=\boldsymbol{Z}(Y)$.

It is clear that we may replace $f$ by $\omega \circ f$ throughout. Then we have $\Gamma=\mathbf{Z}(F)$, $\boldsymbol{Z}(Y)$ is a missing curve of $f$ which is blown-up only once and $(0,0)$ is the unique fundamental point of $f$ which lies on $\boldsymbol{Z}(Y)$. If $F$ is as in the first (resp. the second) case of (34), let $\alpha=\alpha_{1}$ (resp. $\alpha=\alpha_{2}$ ), where $\alpha_{1}, \alpha_{2} \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ are defined in the
statement of (a-ii); then $\alpha$ is a SAC with missing curve $\boldsymbol{Z}(Y)$ and fundamental point $(0,0)$. By Proposition 3.6, it follows that $f=\alpha \circ f^{\prime}$ for some $f^{\prime} \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$. Let $\Gamma^{\prime}$ be the union of the missing curves of $f^{\prime}$. Using Lemma 2.12, we find
in the first case of (34), $\boldsymbol{Z}\left(\prod_{i=1}^{s}\left(X-c_{i}\right)\right) \subseteq \Gamma^{\prime} \subseteq \boldsymbol{Z}\left(Y \prod_{i=1}^{s}\left(X-c_{i}\right)\right)$;
in the second case of (34), $\boldsymbol{Z}\left(Y \prod_{i=1}^{s}\left(X-c_{i}\right)\right) \subseteq \Gamma^{\prime} \subseteq \boldsymbol{Z}\left(Y(Y-1) \prod_{i=1}^{s}\left(X-c_{i}\right)\right)$.
In particular, $f^{\prime}$ satisfies the hypothesis of Proposition 3.6; by that result, some missing curve of $f^{\prime}$ is blown-up only once, and thus $\Gamma^{\prime}$ cannot be equal to $\boldsymbol{Z}\left(Y(Y-1) \prod_{i=1}^{s}\left(X-c_{i}\right)\right)$. It follows that $\Gamma^{\prime}=\boldsymbol{Z}(G)$, where

$$
\begin{equation*}
G=\prod_{i=1}^{s}\left(X-c_{i}\right) \quad \text { or } \quad G=Y \prod_{i=1}^{s}\left(X-c_{i}\right) . \tag{35}
\end{equation*}
$$

First consider the case $G=\prod_{i=1}^{s}\left(X-c_{i}\right)$; then $\alpha=\alpha_{1}$ because the first case of (35) can only happen in the first case of (34). By Lemma 3.13, there is a commutative diagram

where $v \in \mathcal{V}, \delta, \theta \in \operatorname{Aut}\left(\mathbb{A}^{2}\right)$ and $\delta$ is of the form $\delta(x, y)=(x, y-q(x))$ for some $q \in \boldsymbol{k}[X]$. Then $f=\alpha_{1} \circ f^{\prime}=\alpha_{1} \circ \delta^{-1} \circ v \circ \theta \sim \alpha_{1} \circ \delta^{-1} \circ v$. Let $p \in \boldsymbol{k}[X] \backslash\{0\}$ be such that $v(x, y)=(x, p(x) y)$; then

$$
\left(\alpha_{1} \circ \delta^{-1} \circ v\right)(x, y)=(x(p(x) y+q(x)), p(x) y+q(x)),
$$

which shows that (a-ii) holds in this case.
Consider the second case, $G=Y \prod_{i=1}^{s}\left(X-c_{i}\right)$. Here, $\alpha$ may be either one of $\alpha_{1}, \alpha_{2}$. By Lemma 3.14, there is a commutative diagram

where $(v, \gamma, h) \in \mathcal{V} \times \mathcal{G} \times \mathcal{H}, \theta \in \operatorname{Aut}\left(\mathbb{A}^{2}\right)$, and $T \in \operatorname{Aut}\left(\mathbb{A}^{2}\right)$ is of the form $T(x, y)=(x-c, y)$, with $c \in \boldsymbol{k}$. Now $\alpha \circ T^{-1}=v \circ \alpha$, where $v \in \operatorname{Aut}\left(\mathbb{A}^{2}\right)$ is given
by $\nu(x, y)=(x+c y, y)$. Thus

$$
f=\alpha \circ f^{\prime}=\alpha \circ T^{-1} \circ v \circ \gamma \circ h \circ \theta=v \circ \alpha \circ v \circ \gamma \circ h \circ \theta \sim \alpha \circ v \circ \gamma \circ h,
$$

showing that (a-ii) holds in this case as well. So (a-i) implies (a-ii).
Let $\varphi \in \boldsymbol{k}[X] \backslash\{0\}, M=\left(\begin{array}{ll}i & j \\ k & \ell\end{array}\right) \in \boldsymbol{M}$ and $h_{m, p}(x, y)=\left(x y^{m}+p(y), y\right) \in \mathcal{H}$, where $m \in \mathbb{N}$ and $p(Y) \in \boldsymbol{k}[Y]$ are such that $\operatorname{deg} p<m$. As a preparation for the proof that (c-i) implies (c-ii), we first show:
(36) If $\operatorname{Cont}\left(\gamma_{M} \circ h_{m, p}\right)$ is admissible, then $\gamma_{M} \circ h_{m, p} \sim \gamma$ for some $\gamma \in \mathcal{G}$.
(37) If $\operatorname{Cont}\left(v_{\varphi} \circ h_{m, p}\right)$ is admissible, then $v_{\varphi} \circ h_{m, p}$ is equivalent to an element of $\mathcal{V} \cup \mathcal{G}$.
Observe that

$$
\begin{equation*}
\left(\gamma_{M} \circ h_{m, p}\right)(x, y)=\left(\left(x y^{m}+p(y)\right)^{i} y^{j},\left(x y^{m}+p(y)\right)^{k} y^{\ell}\right) \tag{38}
\end{equation*}
$$

To prove (36), first consider the case $i k \neq 0$; then (38) implies that $\mathbf{Z}\left(X Y^{m}+p(Y)\right)$ is a contracting curve (or a union of contracting curves) of $\gamma_{M} \circ h_{m, p}$. So, by the hypothesis of (36), each irreducible component of $\boldsymbol{Z}\left(X Y^{m}+p(Y)\right)$ has one place at infinity. The only way to achieve this is to have $p=0$, in which case we have $h_{m, p}=\gamma_{M^{\prime}}$ with $M^{\prime}=\left(\begin{array}{cc}1 & m \\ 0 & 1\end{array}\right)$. Then $\gamma_{M} \circ h_{m, p}=\gamma_{N} \in \mathcal{G}$ with $N=M M^{\prime}$, so (36) is true in this case.

Consider next the case where $i k=0$. Then $M \in\left\{\left(\begin{array}{ll}0 & 1 \\ 1 & \ell\end{array}\right),\left(\begin{array}{ll}1 & j \\ 0 & 1\end{array}\right)\right\}$ for some $j, \ell \in \mathbb{N}$. If $M=\left(\begin{array}{ll}0 & 1 \\ 1 & \ell\end{array}\right)$, then

$$
\left(\gamma_{M} \circ h_{m, p}\right)(x, y)=\left(y,\left(x y^{m}+p(y)\right) y^{\ell}\right)=\left(y, x y^{m+\ell}+y^{\ell} p(y)\right)
$$

which is equivalent to the birational morphism $(x, y) \mapsto\left(y, x y^{m+\ell}\right)$, that is, $\gamma_{M} \circ h_{m, p} \sim \gamma_{N} \in \mathcal{G}$ with $N=\left(\begin{array}{cc}0 & 1 \\ 1 & m+\ell\end{array}\right)$. Similarly, if $M=\left(\begin{array}{ll}1 & j \\ 0 & 1\end{array}\right)$ then $\gamma_{M} \circ h_{m, p} \sim$ $\gamma_{N} \in \mathcal{G}$ with $N=\left(\begin{array}{cc}1 & m+j \\ 0 & 1\end{array}\right)$. This completes the proof of (36).

To prove (37), we first note that if $m=0$, then $v_{\varphi} \circ h_{m, p}=v_{\varphi} \circ \mathrm{id}=v_{\varphi} \in \mathcal{V}$. Likewise, if $\varphi \in \boldsymbol{k}^{*}$, then $v_{\varphi}$ is an isomorphism, so $v_{\varphi} \circ h_{m, p} \sim h_{m, p} \sim \gamma_{N} \in \mathcal{G}$ with $N=\left(\begin{array}{ll}1 & m \\ 0 & 1\end{array}\right)$. So we may assume from now on that $m>0$ and that $\varphi$ has at least one root.

If $c \in \boldsymbol{k}$ is a root of $\varphi$, then $\boldsymbol{Z}\left(X Y^{m}+p(Y)-c\right)$ is a union of contracting curves of $v_{\varphi} \circ h_{m, p}$. Therefore, by the hypothesis of (37), each irreducible component of $\boldsymbol{Z}\left(X Y^{m}+p(Y)-c\right)$ has one place at infinity. As $m>0$, this implies that $p(Y)-c$ is the zero polynomial, and this is true for each root $c$ of $\varphi$. So $\varphi=a(X-c)^{n}$ for some $a \in \boldsymbol{k}^{*}$ and $n \geq 1$, and $h_{m, p}(x, y)=\left(x y^{m}+c, y\right)$. Then $\left(v_{\varphi} \circ h_{m, p}\right)(x, y)=$ $\left(x y^{m}+c, a\left(x y^{m}\right)^{n} y\right)$, which is equivalent to $(x, y) \mapsto\left(x y^{m},\left(x y^{m}\right)^{n} y\right)$; that is, $v_{\varphi} \circ h_{m, p} \sim \gamma_{N} \in \mathcal{G}$ with $N=\left(\begin{array}{cc}1 & m \\ n & m n+1\end{array}\right)$. This proves (37).

To prove that (c-i) implies (c-ii), we consider $f=v_{\varphi} \circ \gamma_{M} \circ h$ for some $(\varphi, M, h) \in$ $(\boldsymbol{k}[X] \backslash\{0\}) \times \boldsymbol{M} \times \mathcal{H}$; we assume that $\operatorname{Cont}(f)$ is admissible, and we have to prove
(c-ii). We use the notation $M=\left(\begin{array}{cc}i & j \\ k & \ell\end{array}\right) \in \boldsymbol{M}$ and $h(x, y)=\left(x y^{m}+p(y), y\right)$, where $m \in \mathbb{N}$ and $p(Y) \in \boldsymbol{k}[Y]$ are such that $\operatorname{deg} p<m$.

The assumption that $\operatorname{Cont}(f)$ is admissible implies, in particular, that
each contracting curve of $v_{\varphi} \circ \gamma_{M}$ has one place at infinity.
Indeed, suppose that $C \in \operatorname{Cont}\left(v_{\varphi} \circ \gamma_{M}\right)$ has more than one place at infinity; then, by Lemma 2.6(c), $C$ is not a missing curve of $h$ and consequently there exists a curve $C^{\prime} \subset \mathbb{A}^{2}$ such that $h\left(C^{\prime}\right)$ is a dense subset of $C$. Then $C^{\prime}$ is a contracting curve of $f=v_{\varphi} \circ \gamma_{M} \circ h$ but has more than one place at infinity (because it dominates a curve with more than one place at infinity). This contradicts the assumption that Cont $(f)$ is admissible, so (39) is proved.

We claim

$$
\begin{equation*}
i j=0 \text { or } \varphi(X)=a X^{n}, \text { for some } a \in \boldsymbol{k}^{*} \text { and } n \in \mathbb{N} . \tag{40}
\end{equation*}
$$

Indeed, suppose that $\varphi$ is not of the form $a X^{n}$ with $a \in \boldsymbol{k}^{*}$ and $n \in \mathbb{N}$; then there exists $c \in \boldsymbol{k}^{*}$ such that $\varphi(c)=0$. Then $\boldsymbol{Z}\left(x^{i} y^{j}-c\right)$ is a contracting curve of $v_{\varphi} \circ \gamma_{M}$ and, if $i j \neq 0$, this curve has more than one place at infinity, contradicting (39). So (40) is proved.

Consider the case where $\varphi(X)=a X^{n}$. Then $v_{\varphi}=\theta \circ \gamma_{M_{1}}$, where $\theta \in \operatorname{Aut}\left(\mathbb{A}^{2}\right)$ and $M_{1}=\left(\begin{array}{ll}1 & 0 \\ n & 1\end{array}\right) \in \boldsymbol{M}$. Then $f=v_{\varphi} \circ \gamma_{M} \circ h=\theta \circ \gamma_{M_{1}} \circ \gamma_{M} \circ h \sim \gamma_{M_{1} M} \circ h$, so (36) implies that $f \sim \gamma$ for some $\gamma \in \mathcal{G}$, and we are done in this case.

There remains the case $i j=0$; here we have $M \in\left\{\left(\begin{array}{ll}0 & 1 \\ 1 & \ell\end{array}\right),\left(\begin{array}{ll}1 & 0 \\ k & 1\end{array}\right)\right\}$ for some $k, \ell \in \mathbb{N}$.
If $M=\left(\begin{array}{cc}1 & 0 \\ k & 1\end{array}\right)$, then $\gamma_{M}=v_{\left(X^{k}\right)}$. So $f=v_{\varphi} \circ v_{\left(X^{k}\right)} \circ h_{m, p}=v_{\varphi_{1}} \circ h_{m, p}$, where $\varphi_{1}=X^{k} \varphi(X)$, and (37) implies that $f$ is equivalent to an element of $\mathcal{V} \cup \mathcal{G}$ (so we are done).

If $M=\left(\begin{array}{ll}0 & 1 \\ 1 & \ell\end{array}\right)$, then $M=M_{1} M_{2}$, where $M_{1}=\left(\begin{array}{ll}1 & 0 \\ \ell & 1\end{array}\right)$ and $M_{2}=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$. Now $\gamma_{M_{2}}=\tau$, where $\tau \in \operatorname{Aut}\left(\mathbb{A}^{2}\right)$ is defined by $\tau(x, y)=(y, x)$, and $\gamma_{M_{1}}=v_{\left(X^{\ell}\right)}$. So we have
$f \sim f \circ \tau=v_{\varphi} \circ \gamma_{M_{1}} \circ \gamma_{M_{2}} \circ h_{m, p} \circ \tau=\left(v_{\varphi} \circ v_{\left(X^{\ell}\right)}\right) \circ\left(\tau \circ h_{m, p} \circ \tau\right)=v_{\varphi_{1}} \circ\left(\tau \circ h_{m, p} \circ \tau\right)$,
where $\varphi_{1}=X^{\ell} \varphi(X)$. We have $\left(\tau \circ h_{m, p} \circ \tau\right)(x, y)=\left(x, y x^{m}+p(x)\right)$, so
$\left(v_{\varphi_{1}} \circ\left(\tau \circ h_{m, p} \circ \tau\right)\right)(x, y)=\left(x, \varphi_{1}(x)\left(y x^{m}+p(x)\right)\right)=\left(x, x^{m} \varphi_{1}(x) y+\varphi_{1}(x) p(x)\right)$,
which is equivalent to the birational morphism $(x, y) \mapsto\left(x, x^{m} \varphi_{1}(x) y\right)=v_{\psi}(x, y)$ with $\psi=X^{m} \varphi_{1}$. So $f \sim v_{\psi} \in \mathcal{V}$ and we have shown that (c-i) implies (c-ii).
3.16. Corollary. Let $f \in \operatorname{Bir} \mathbb{A}^{2}$. Suppose that all missing curves of $f$ are lines and that these are simultaneously rectifiable. Then there exists a coordinate system of $\mathbb{A}^{2}$ with respect to which the configuration of missing curves is one of the following:
(a)

(b)


Parallel lines $L_{1}, \ldots, L_{s}(s \geq 1)$, plus one line $L_{0}$ not parallel to $L_{1}, \ldots, L_{s}$.
$L_{1} \quad L_{2} \quad L_{s}$
(c)


Concurrent lines $L_{1}, \ldots, L_{s}(s \geq 3)$.
(d)


Concurrent lines $L_{1}, \ldots, L_{s}(s \geq 3)$, plus one line $L_{0}$, where $L_{0}$ is parallel to one of the concurrent lines.

Conversely, each of the above configurations of lines occurs as the configuration of missing curves of some $f \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$.

The proof below gives in each of the cases (a)-(d) an example of an $f \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ having the desired configuration of missing curves.
Proof of Corollary 3.16. The hypothesis on $f$ is that $\operatorname{Miss}(f)$ is weakly admissible, so $f$ is described by part (a-ii) of Theorem 3.15; it follows that $\operatorname{Miss}(f)$ must be one of the configurations (a)-(d). Note that $\operatorname{Miss}(f)$ is admissible in cases (a) and (b). In cases (c) and (d), $\operatorname{Miss}(f)$ is weakly admissible but not admissible.

Conversely, consider the configurations of lines (a)-(d). In each of the four cases we may choose a coordinate system $\mathfrak{c}=(X, Y)$ of $\mathbb{A}^{2}$ with respect to which the
configuration of lines is $\boldsymbol{Z}(F)$, where

$$
F= \begin{cases}\prod_{i=1}^{s}\left(X-c_{i}\right) & \text { in case }(\mathrm{a}) \\ Y \prod_{i=1}^{s}\left(X-c_{i}\right) & \text { in case }(\mathrm{b}) \\ Y \prod_{i=1}^{s-1}\left(X-c_{i} Y\right) & \text { in case }(\mathrm{c}) \\ Y(Y-1) \prod_{i=1}^{s-1}\left(X-c_{i} Y\right) & \text { in case (d) }\end{cases}
$$

where $c_{1}, \ldots, c_{s}$ (resp. $c_{1}, \ldots, c_{s-1}$ ) are distinct elements of $\boldsymbol{k}$ in cases (a) and (b) (resp. in cases (c) and (d)). Let us exhibit in each case an $f \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ such that the union of all missing curves of $f$ is $\boldsymbol{Z}(F)$. In cases (a) and (b), choose a univariate polynomial $\varphi \in \boldsymbol{k}[t]$ whose roots are exactly $c_{1}, \ldots, c_{s}$, and define $f \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ by

$$
f(x, y)= \begin{cases}(x, \varphi(x) y) & \text { in case (a) } \\ (x y, \varphi(x y) y) & \text { in case (b) }\end{cases}
$$

Then the union of the missing curves of $f$ is $\boldsymbol{Z}(F)$, as desired. In cases (c) and (d), first choose $g \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ such that the union of the missing curves of $g$ is $\boldsymbol{Z}(G)$, where

$$
G= \begin{cases}\prod_{i=1}^{s-1}\left(X-c_{i}\right) & \text { in case }(\mathrm{c}) \\ Y \prod_{i=1}^{s-1}\left(X-c_{i}\right) & \text { in case }(\mathrm{d})\end{cases}
$$

(we know that $g$ exists by cases (a) and (b)). Then define

$$
f= \begin{cases}\alpha_{1} \circ g & \text { in case }(\mathrm{c}) \\ \alpha_{2} \circ g & \text { in case }(\mathrm{d})\end{cases}
$$

where $\alpha_{1}$ and $\alpha_{2}$ are defined in the statement of Theorem 3.15. It follows from Lemma 2.12(b) that the union of the missing curves of $f$ is $\boldsymbol{Z}(F)$.

## 4. Some aspects of the monoid $\operatorname{Bir}\left(\mathbb{A}^{\mathbf{2}}\right)$

Let $\boldsymbol{k}$ be an algebraically closed field and $\mathbb{A}^{2}=\mathbb{A}_{\boldsymbol{k}}^{2}$, and consider the noncommutative monoid $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ defined in the introduction. Note that this is a cancellative monoid since it is included in the group of birational automorphisms of $\mathbb{P}^{2}$.

In view of Lemma 2.5 and Lemma 2.6(b), it is clear that each noninvertible element of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ is a composition of finitely many irreducible elements. In other words,
the monoid $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ has factorizations into irreducibles.
Essentially nothing is known regarding uniqueness of factorizations. ${ }^{4}$

[^11]It is natural to ask whether one can find all irreducible elements of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ up to equivalence. However, considering the examples given in [Daigle 1991a; 1991b] and [Cassou-Noguès and Russell 2007] and certain facts such as [Daigle 1991a, 4.12], one gets the impression that the irreducible endomorphisms might be too numerous and too diverse to be listed. The first part of the present section gives some simple observations (4.1-4.5) that strengthen that impression.

Given $f, g \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$, let us write $f \mid g$ if there exist $u, v \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ such that $u \circ f \circ v=g$. By a prime element of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$, we mean a noninvertible element $p$ satisfying

$$
\text { for all } f, g \in \operatorname{Bir}\left(\mathbb{A}^{2}\right), \quad p|(g \circ f) \Rightarrow p| f \text { or } p \mid g .
$$

It follows from Lemmas 2.5 and $2.6(b)$ that every prime element of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ is irreducible. It is natural to ask whether the converse is true, and, in particular, whether SACs are prime (SACs are certainly irreducible). These questions are open; we don't even know if there exists a prime element in $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$.

We say that a submonoid $\mathcal{M}$ of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ is factorially closed in $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ if the conditions $f, g \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ and $g \circ f \in \mathcal{M}$ imply $f, g \in \mathcal{M}$. It is natural to ask whether $\mathcal{A}$ is factorially closed in $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$, where $\mathcal{A}$ is the submonoid of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ generated by SACs and automorphisms. ${ }^{5}$ The main result of this section, Theorem 4.8, states that $\mathcal{A}$ is indeed factorially closed in $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$.

Remark. It is obvious that the only irreducible elements of $\mathcal{A}$ are the SACs, that each noninvertible element of $\mathcal{A}$ is a composition of irreducible elements and that $\mathcal{A}$ has the following "unique factorization" property: if $x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{n}$ are irreducible elements of $\mathcal{A}$ such that $x_{1} \circ \cdots \circ x_{m}=y_{1} \circ \cdots \circ y_{n}$, then $m=n$ and for each $i=1, \ldots, n$, we have $x_{i}=u_{i} \circ y_{i} \circ v_{i}$ for some invertible elements $u_{i}, v_{i} \in \mathcal{A}$. (However, it is easy to see that $\mathcal{A}$ is not a unique factorization monoid in the sense defined in [Johnson 1971].)

## Irreducible elements and generating sets

We write $[f]$ for the equivalence class of an element $f$ of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$.

### 4.1. Lemma. $\mid\left\{[f] \mid f\right.$ is an irreducible element of $\left.\operatorname{Bir}\left(\mathbb{A}^{2}\right)\right\}|=|\boldsymbol{k}|$.

Proof. Fix a coordinate system $(X, Y)$ of $\mathbb{A}^{2}$. For each $a \in \boldsymbol{k}^{*}$, let $C_{a} \subset \mathbb{A}^{2}$ be the zero set of $a Y^{2}(Y-1)+X \in \boldsymbol{k}[X, Y]$.

[^12]Define $U=\left\{\left(a_{1}, a_{2}, a_{3}\right) \in \boldsymbol{k}^{3} \mid a_{1}, a_{2}, a_{3}\right.$ are distinct and nonzero $\}$. Define an equivalence relation $\approx$ on the set $U$ by declaring that $\left(a_{1}, a_{2}, a_{3}\right) \approx\left(b_{1}, b_{2}, b_{3}\right)$ if and only if there exists $\theta \in \operatorname{Aut}\left(\mathbb{A}^{2}\right)$ satisfying $\theta\left(C_{a_{1}} \cup C_{a_{2}} \cup C_{a_{3}}\right)=C_{b_{1}} \cup C_{b_{2}} \cup C_{b_{3}}$. The reader may check ${ }^{6}$ that the set $U / \approx$ of equivalence classes has cardinality $|\boldsymbol{k}|$.

Given $q \geq 2$ and distinct elements $a_{1}, \ldots, a_{q} \in \boldsymbol{k}^{*}$, there exists an irreducible element $f \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ such that $\operatorname{Miss}(f)=\left\{C_{a_{1}}, \ldots, C_{a_{q}}\right\}$ and $n(f)=q+2$ (to see this, set $m=3$ and $\delta_{1}=\cdots=\delta_{q-1}=0$ in [Daigle 1991a, 4.13] ${ }^{7}$ ). In particular, for each $\boldsymbol{a}=\left(a_{1}, a_{2}, a_{3}\right) \in U$ there exists an irreducible $f_{\boldsymbol{a}} \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ such that $\operatorname{Miss}\left(f_{\boldsymbol{a}}\right)=\left\{C_{a_{1}}, C_{a_{2}}, C_{a_{3}}\right\}$. If $\boldsymbol{a}, \boldsymbol{b} \in U$ are such that $f_{\boldsymbol{a}} \sim f_{\boldsymbol{b}}$ then there exist $\theta, \theta^{\prime} \in \operatorname{Aut}\left(\mathbb{A}^{2}\right)$ satisfying $\theta \circ f_{a}=f_{b} \circ \theta^{\prime}$; then $\theta\left(C_{a_{1}} \cup C_{a_{2}} \cup C_{a_{3}}\right)=C_{b_{1}} \cup C_{b_{2}} \cup C_{b_{3}}$, so $\boldsymbol{a} \approx \boldsymbol{b}$. By the preceding paragraph we get $\left|\left\{\left[f_{\boldsymbol{a}}\right] \mid \boldsymbol{a} \in U\right\}\right|=|\boldsymbol{k}|$, from which the desired conclusion follows.
4.2. Lemma. For any subset $S$ of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$, the following are equivalent:
(i) $\operatorname{Aut}\left(\mathbb{A}^{2}\right) \cup S$ is a generating set for the monoid $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$.
(ii) For each irreducible $f \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$, we have $[f] \cap S \neq \varnothing$.

Proof. Suppose that $S$ satisfies (i) and consider an irreducible $f \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$. By (i),

$$
f=g_{1} \circ \cdots \circ g_{n} \text { for some finite subset }\left\{g_{1}, \ldots, g_{n}\right\} \text { of } \operatorname{Aut}\left(\mathbb{A}^{2}\right) \cup S \text {. }
$$

By irreducibility of $f$, exactly one element $g_{i}$ of $\left\{g_{1}, \ldots, g_{n}\right\}$ is not in $\operatorname{Aut}\left(\mathbb{A}^{2}\right)$ (consequently, $g_{i} \in S$ ). So $f \sim g_{i} \in S$, which proves that $S$ satisfies (ii).

Conversely, suppose that (ii) holds and consider $h \in \operatorname{Bir}\left(\mathrm{~A}^{2}\right)$; we claim that

$$
h=g_{1} \circ \cdots \circ g_{N} \text { for some finite subset }\left\{g_{1}, \ldots, g_{N}\right\} \text { of } \operatorname{Aut}\left(\mathbb{A}^{2}\right) \cup S .
$$

This is clear if $h \in \operatorname{Aut}\left(\mathbb{A}^{2}\right)$, so assume that $h \notin \operatorname{Aut}\left(\mathbb{A}^{2}\right)$. Then $h=f_{1} \circ \ldots \circ f_{n}$ for some finite collection $\left\{f_{1}, \ldots, f_{n}\right\}$ of irreducible elements of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ (existence of a factorization into irreducibles is a consequence of Lemma 2.5). For each $i \in\{1, \ldots, n\}$, we have $\left[f_{i}\right] \cap S \neq \varnothing$, so $f_{i}=u_{i} \circ s_{i} \circ v_{i}$ for some $s_{i} \in S$ and $u_{i}, v_{i} \in \operatorname{Aut}\left(\mathbb{A}^{2}\right)$. Then

$$
h=\left(u_{1} \circ s_{1} \circ v_{1}\right) \circ \cdots \circ\left(u_{n} \circ s_{n} \circ v_{n}\right)=g_{1} \circ \cdots \circ g_{N},
$$

where $\left\{g_{1}, \ldots, g_{N}\right\} \subset \operatorname{Aut}\left(\mathbb{A}^{2}\right) \cup S$. This proves (i).
4.3. Corollary. Let $S$ be a subset of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ such that $\operatorname{Aut}\left(\mathbb{A}^{2}\right) \cup S$ is a generating set for the monoid $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$. Then $|S|=|\boldsymbol{k}|$.

Proof. Follows from Lemmas 4.1 and 4.2.

[^13]4.4. Remark. Let $f \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ and let $\gamma=(X, Y)$ be a coordinate system of $\mathbb{A}^{2}$. Then $f: \mathbb{A}^{2} \rightarrow \mathbb{A}^{2}$ is given by $f(x, y)=(u(x, y), v(x, y))$ for some polynomials $u, v \in \boldsymbol{k}[X, Y]$. We define $\operatorname{deg}_{\gamma} f=\max \left(\operatorname{deg}_{\gamma} u, \operatorname{deg}_{\gamma} v\right)$. We may also define $\operatorname{deg} f$ to be the minimum of $\operatorname{deg}_{\gamma} f$ for $\gamma$ ranging over the set of coordinate systems of $\mathbb{A}^{2}$. Then
\[

$$
\begin{equation*}
\operatorname{deg} f \geq \frac{c(f)+2}{2} \tag{41}
\end{equation*}
$$

\]

Indeed, if $F_{1}, \ldots, F_{c} \in \boldsymbol{k}[X, Y]$ are irreducible polynomials whose zero sets are the contracting curves of $f$ (so $c(f)=c)$, then the jacobian determinant of $(u, v)$ with respect to $(X, Y)$ is divisible by $\prod_{i=1}^{c} F_{i}$. This implies that $\operatorname{deg}_{\gamma} f \geq(c+2) / 2$, where the right-hand side is independent of $\gamma$. Statement (41) follows.
4.5. Corollary. ${ }^{8}$ Let $S$ be a subset of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ such that $\operatorname{Aut}\left(\mathbb{A}^{2}\right) \cup S$ is a generating set for the monoid $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$. Then $\{\operatorname{deg} f \mid f \in S\}$ is not bounded.

Proof. Let $n \in \mathbb{N}$. By [Daigle 1991a, 4.13], there exists an irreducible element $g \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ satisfying $c(g) \geq 2 n$. By 4.2, there exists $f \in S$ satisfying $f \sim g$; then $c(f)=c(g) \geq 2 n$, so $\operatorname{deg} f>n$ by (41).

## Factorial closedness of $\mathcal{A}$ in $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$

Let $\mathcal{A}$ be the submonoid of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ generated by SACs and automorphisms.
See Definition 2.19 for the definition of $n(f, C)$, where $f \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ and $C \in$ $\operatorname{Miss}(f)$.
4.6. Lemma. Consider $\mathbb{A}^{2} \xrightarrow{\alpha} \mathbb{A}^{2} \xrightarrow{f} \mathbb{A}^{2}$, where $\alpha, f \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ and $\alpha$ is a SAC. Assume that the missing curve $C$ of $\alpha$ is disjoint from $\operatorname{exc}(f)$ and let $D$ be the closure of $f(C)$ in $\mathbb{A}^{2}$. Then there exist a SAC $\alpha^{\prime}$ and some $f^{\prime} \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ satisfying $f \circ \alpha=\alpha^{\prime} \circ f^{\prime}$ and $\operatorname{Miss}\left(\alpha^{\prime}\right)=\{D\}$. Moreover, if $f$ is a SAC then so is $f^{\prime}$.

Proof. By Lemma 2.21(b), we have $D \in \operatorname{Miss}(f \circ \alpha)$ and $n(f \circ \alpha, D)=n(\alpha, C)=1$ (because $C \cap \operatorname{exc}(f)=\varnothing$ and $C \cong A^{1}$ ). Let $P$ be the unique fundamental point of $f \circ \alpha$ which lies on $D$ and let $\alpha^{\prime}$ be a SAC with missing curve $D$ and fundamental point $P$. Then Lemma 3.5(a) implies that $f \circ \alpha=\alpha^{\prime} \circ f^{\prime}$ for some $f^{\prime} \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$. Then $n\left(f^{\prime}\right)=n(f)$, so if $f$ is a SAC, then so is $f^{\prime}$.
4.7. Definition. Let $h \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ be such that $h \notin \operatorname{Aut}\left(\mathbb{A}^{2}\right)$. Let $C \in \operatorname{Miss}(h)$.
(a) A factorization of $h$ is a tuple $\mathfrak{f}=\left(h_{1}, \ldots, h_{n}\right)$ of elements of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ satisfying $h=h_{1} \circ \cdots \circ h_{n}$ (where $n \geq 1$ ). If $h_{1}, \ldots, h_{n}$ are SACs, we say that $\mathfrak{f}$ is a factorization of $h$ into SACs.

[^14](b) Given a factorization $\mathfrak{f}=\left(h_{1}, \ldots, h_{n}\right)$ of $h$, we define $\operatorname{depth}_{\mathfrak{f}}(h, C)$ to be the unique $i \in\{1, \ldots, n\}$ satisfying
there exists a missing curve of $h_{i}$ whose image by $h_{1} \circ \cdots \circ h_{i-1}$ is a dense subset of $C$.
Observe that $\operatorname{depth}_{\mathfrak{f}}(h, C) \geq 1$ and that $\operatorname{depth}_{\mathfrak{f}}(h, C)=1 \Longleftrightarrow C \in \operatorname{Miss}\left(h_{1}\right)$.
(c) If $h \in \mathcal{A}$, then we define
$\operatorname{depth}(h, C)=\min \left\{\operatorname{depth}_{\mathfrak{f}}(h, C) \mid \mathfrak{f}\right.$ is a factorization of $h$ into SACs $\}$.
Note that depth $(h, C) \geq 1$ and that depth $(h, C)=1$ is equivalent to the existence of SACs $\alpha_{1}, \ldots, \alpha_{n}$ satisfying
$$
h=\alpha_{1} \circ \cdots \circ \alpha_{n} \quad \text { and } \quad \operatorname{Miss}\left(\alpha_{1}\right)=\{C\} .
$$
4.8. Theorem. If $f, g \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ satisfy $g \circ f \in \mathcal{A}$, then $f, g \in \mathcal{A}$.

Proof. We proceed by induction on $n(g \circ f)$, the result being trivial for $n(g \circ f) \leq 2$. Let $n \geq 3$ be such that
(*) for all $f, g \in \operatorname{Bir}\left(\mathbb{A}^{2}\right), \quad g \circ f \in \mathcal{A}$ and $n(g \circ f)<n \Longrightarrow f, g \in \mathcal{A}$.
Consider $f, g \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ such that $g \circ f \in \mathcal{A}$ and $n(g \circ f)=n$; we have to show that $f, g \in \mathcal{A}$. Since $g \circ f \in \mathcal{A}$, the number $\operatorname{depth}(g \circ f, C)$ is defined for every $C \in \operatorname{Miss}(g \circ f)$. Observe that
(42) there exists $C \in \operatorname{Miss}(g \circ f)$ satisfying depth $(g \circ f, C)=1$, and any such $C$ satisfies $n(g \circ f, C)=1$.
Indeed, for any factorization $g \circ f=\alpha_{1} \circ \cdots \circ \alpha_{n}$ of $g \circ f$ into SACs, the missing curve $C$ of $\alpha_{1}$ satisfies $C \in \operatorname{Miss}(g \circ f)$ and $\operatorname{depth}(g \circ f, C)=1$, so $C$ exists. Given any $C \in \operatorname{Miss}(g \circ f)$ satisfying $\operatorname{depth}(g \circ f, C)=1$, there exists a factorization $g \circ f=\alpha_{1} \circ \cdots \circ \alpha_{n}$ of $g \circ f$ into SACs satisfying $\operatorname{Miss}\left(\alpha_{1}\right)=\{C\}$; then $n(g \circ f, C)=n\left(\alpha_{1} \circ \cdots \circ \alpha_{n}, C\right)=n\left(\alpha_{1}, C\right)=1$, where the second equality follows from Lemma 2.21(a). This proves (42).

We now proceed to prove that $f, g \in \mathcal{A}$. We first do so in two special cases (numbered 1 and 2) and then in the general case.
Case 1: there exists $C \in \operatorname{Miss}(g)$ such that depth $(g \circ f, C)=1$.
Then there exist SACs $\alpha_{1}, \ldots, \alpha_{n}$ satisfying $g \circ f=\alpha_{1} \circ \cdots \circ \alpha_{n}$ and $\operatorname{Miss}\left(\alpha_{1}\right)=\{C\}$. We note that $n(g, C)=n(g \circ f, C)=1$, where the first equality follows from Lemma 2.21(a) and the second from (42), and where the assumption $C \in \operatorname{Miss}(g)$ is needed for the first equality. As $n(g, C)=1$, there is a unique fundamental point $P$ of $g$ lying on $C$. Consider the fundamental point $P_{1}$ of $\alpha_{1}$; then Lemma 2.11 implies that $P$ and $P_{1}$ are fundamental points of $g \circ f$ (lying on $C$ ); as $n(g \circ f, C)=1$, we have $P=P_{1}$, so $\alpha_{1}$ is a SAC with missing curve $C$ and fundamental point $P$. By

Lemma 3.5(a), there exists $g^{\prime} \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ such that $g=\alpha_{1} \circ g^{\prime}$. Then $\alpha_{1} \circ g^{\prime} \circ f=$ $g \circ f=\alpha_{1} \circ \cdots \circ \alpha_{n} ;$ canceling $\alpha_{1}$ yields $g^{\prime} \circ f=\alpha_{2} \circ \cdots \circ \alpha_{n} \in \mathcal{A}$. As $n\left(g^{\prime} \circ f\right)=n-1$, we get $g^{\prime}, f \in \mathcal{A}$ by (*). Then $g=\alpha_{1} \circ g^{\prime} \in \mathcal{A}$ as well, so we are done in Case 1 .
Case 2: $n(f)=1$.
Note that $f$ is a SAC; let $C$ be its missing curve. By (42), we may consider $D_{1} \in \operatorname{Miss}(g \circ f)$ satisfying depth $\left(g \circ f, D_{1}\right)=1$ and $n\left(g \circ f, D_{1}\right)=1$.

By Case 1 , we may assume that $D_{1} \notin \operatorname{Miss}(g)$. Then (by Lemma 2.12) $D_{1}$ is the closure of $g(C)$; since $C \cong \mathbb{A}^{1}$, we have, in fact, $g(C)=D_{1}$ (every dominant morphism $\mathbb{A}^{1} \rightarrow C$ is surjective). Let $P$ be the unique fundamental point of $g \circ f$ on $D_{1}$ and let $Q \in C$ be the fundamental point of $f$; then $g(Q) \in D_{1}$ is a fundamental point of $g \circ f$ by Lemma 2.11 , so $g(Q)=P$.

Since $n\left(g \circ f, D_{1}\right)=1=n(f, C)$, Lemma 2.21(b) implies that $C \cap \operatorname{exc}(g)=\varnothing$. By Lemma 2.8, $g$ restricts to an isomorphism $\mathbb{A}^{2} \backslash \operatorname{exc}(g) \rightarrow \mathbb{A}^{2} \backslash \Gamma_{g}$, where $\Gamma_{g}$ is the union of all missing curves of $g$. Since $C \subset \mathbb{A}^{2} \backslash \operatorname{exc}(g)$ and $D_{1}=g(C)$, it follows that $D_{1} \subset \mathbb{A}^{2} \backslash \Gamma_{g}$. Since $P \in D_{1} \subset \mathbb{A}^{2} \backslash \Gamma_{g}$ and $\operatorname{cent}(g) \subseteq \Gamma_{g}$, we have $P \notin \operatorname{cent}(g)$ and hence $n(g, P)=0$; so Lemma 2.21 gives $n(g \circ f, P)=$ $n(g, P)+\sum_{P^{\prime} \in\{Q\}} n\left(f, P^{\prime}\right)=1$ and we have shown

$$
D_{1} \cap \Gamma_{g}=\varnothing \quad \text { and } \quad n(g \circ f, P)=1 .
$$

Since depth $\left(g \circ f, D_{1}\right)=1$, we may choose a factorization $g \circ f=\alpha_{1} \circ \cdots \circ \alpha_{n}$ of $g \circ f$ into SACs satisfying $\operatorname{Miss}\left(\alpha_{1}\right)=\left\{D_{1}\right\}$. We have cent $\left(\alpha_{1}\right)=\{P\}$ because the fundamental point of $\alpha_{1}$ is a fundamental point of $g \circ f$ lying on $D_{1}$. Write $\operatorname{Cont}\left(\alpha_{1}\right)=\left\{E_{1}\right\}$; then by Lemma 2.21,

$$
n\left(\alpha_{1} \circ\left(\alpha_{2} \circ \cdots \circ \alpha_{n}\right), P\right)=n\left(\alpha_{1}, P\right)+\sum_{P^{\prime} \in E_{1}} n\left(\alpha_{2} \circ \cdots \circ \alpha_{n}, P^{\prime}\right),
$$

where the left-hand side is equal to $n(g \circ f, P)=1$ by (43). As $n\left(\alpha_{1}, P\right)=1$, we have $n\left(\alpha_{2} \circ \cdots \circ \alpha_{n}, P^{\prime}\right)=0$ for all $P^{\prime} \in E_{1}$, so cent $\left(\alpha_{2} \circ \cdots \circ \alpha_{n}\right) \cap E_{1}=\varnothing$ and, in particular, $\operatorname{cent}\left(\alpha_{2}\right) \cap E_{1}=\varnothing$. It follows that the missing curve $C_{2}$ of $\alpha_{2}$ is not equal to $E_{1}$ (because cent $\left(\alpha_{2}\right) \subset C_{2}$ ). So the closure of $\alpha_{1}\left(C_{2}\right)$ in $\mathbb{A}^{2}$ is a curve $D_{2}$ such that

$$
D_{2} \in \operatorname{Miss}(g \circ f) \backslash\left\{D_{1}\right\}=\operatorname{Miss}(g) .
$$

Then $D_{2} \subseteq \Gamma_{g}$, so $D_{2} \cap D_{1}=\varnothing$ by (43). If $C_{2} \cap E_{1} \neq \varnothing$, then $\alpha_{1}\left(C_{2}\right) \cap \alpha_{1}\left(E_{1}\right) \neq \varnothing$, so $P \in D_{2}$, contradicting $D_{2} \cap D_{1}=\varnothing$; thus

$$
C_{2} \cap E_{1}=\varnothing .
$$

This allows us to use Lemma 4.6. By that result, there exist SACs $\alpha_{1}^{\prime}, \alpha_{2}^{\prime}$ such that $\alpha_{1} \circ \alpha_{2}=\alpha_{1}^{\prime} \circ \alpha_{2}^{\prime}$ and $\operatorname{Miss}\left(\alpha_{1}^{\prime}\right)=\left\{D_{2}\right\}$. Since $g \circ f=\alpha_{1}^{\prime} \circ \alpha_{2}^{\prime} \circ \alpha_{3} \circ \cdots \circ \alpha_{n}$ is a factorization of $g \circ f$ into SACs satisfying $\operatorname{Miss}\left(\alpha_{1}^{\prime}\right)=\left\{D_{2}\right\}$, we have depth $\left(g \circ f, D_{2}\right)=1$. Since $D_{2} \in \operatorname{Miss}(g)$, Case 1 implies that $f, g \in \mathcal{A}$.

General case. The result is trivial if $n(f)=0$ and follows from Case 2 if $n(f)=1$. So we may assume that $n(f) \geq 2$. Consequently, $n(g) \leq n-2$.

By (42), we may pick $D \in \operatorname{Miss}(g \circ f)$ satisfying depth $(g \circ f, D)=1$ and $n(g \circ f, D)=1$. By Case 1 , we may assume that $D \notin \operatorname{Miss}(g)$. Then $D$ is the closure of $g(C)$ for some $C \in \operatorname{Miss}(f)$. We have $1 \leq n(f, C) \leq n(g \circ f, D)=1$, so $n(f, C)=1$. Then Lemma 3.5(a) implies that there exist an SAC $\alpha$ and some $f^{\prime} \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ such that $f=\alpha \circ f^{\prime}$ and $\operatorname{Miss}(\alpha)=\{C\}$. On the other hand, the fact that depth $(g \circ f, D)=1$ allows us to choose a factorization $g \circ f=\alpha_{1} \circ \cdots \circ \alpha_{n}$ of $g \circ f$ into $\operatorname{SACs}$ satisfying $\operatorname{Miss}\left(\alpha_{1}\right)=\{D\}$. We have $D \in \operatorname{Miss}(g \circ \alpha)$ and

$$
n(g \circ \alpha, D) \stackrel{2.21(\mathrm{a})}{=} n\left(g \circ \alpha \circ f^{\prime}, D\right)=n(g \circ f, D)=1 .
$$

Let $P$ be the unique fundamental point of $g \circ \alpha$ lying on $D$; then $P$ is a fundamental point of $g \circ f$ and hence is the unique fundamental point of $g \circ f$ lying on $D$. As the fundamental point of $\alpha_{1}$ is a fundamental point of $g \circ f$ lying on $D$, it follows that $\alpha_{1}$ is a SAC with missing curve $D$ and fundamental point $P$. Then Lemma 3.5(a) implies that there exists $g^{\prime} \in \operatorname{Bir}\left(\mathbb{A}^{2}\right)$ satisfying $g \circ \alpha=\alpha_{1} \circ g^{\prime}$.


Since $\alpha_{1} \circ g^{\prime} \circ f^{\prime}=g \circ f=\alpha_{1} \circ \cdots \circ \alpha_{n}$, canceling $\alpha_{1}$ gives $g^{\prime} \circ f^{\prime}=\alpha_{2} \circ \cdots \circ \alpha_{n} \in \mathcal{A}$. By (*), we obtain $f^{\prime}, g^{\prime} \in \mathcal{A}$.

Since $f^{\prime} \in \mathcal{A}$, it follows that $f=\alpha \circ f^{\prime} \in \mathcal{A}$.
Since $g^{\prime} \in \mathcal{A}$, we get $g \circ \alpha=\alpha_{1} \circ g^{\prime} \in \mathcal{A}$; we also have $n(g \circ \alpha)<n$ because $n(g) \leq n-2$; so $g \in \mathcal{A}$ by (*).

So $f, g \in \mathcal{A}$.
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## THE BOCHNER FORMULA FOR ISOMETRIC IMMERSIONS

Alessandro Savo


#### Abstract

We study the Bochner formula for a manifold isometrically immersed into another and obtain a Gauss-type splitting of its curvature term. In fact, we prove that the curvature term in the Bochner formula is an operator that can be explicitly expressed in terms of the curvature operator of the ambient manifold and the extrinsic geometry (second fundamental form) of the immersion. Several applications of this splitting are given, namely, eigenvalue estimates for the Hodge Laplacian, vanishing results for the de Rham cohomology and rigidity of immersions of Kähler manifolds into negatively curved spaces.


## 1. Introduction

Let $\Sigma^{n}$ be a Riemannian manifold of dimension $n$ (all manifolds in this paper are connected, orientable and without boundary) and let $\omega$ be a differential $p$-form on $\Sigma$. The Bochner formula states

$$
\begin{equation*}
\Delta \omega=\nabla^{\star} \nabla \omega+\mathscr{B}^{[p]} \omega . \tag{1}
\end{equation*}
$$

Here $\Delta=d \delta+\delta d$ is the Hodge Laplacian ( $\delta$ being the adjoint of $d$ ), $\nabla^{\star} \nabla$ is the connection Laplacian, and

$$
\mathscr{B}^{[p]}: \Lambda^{p}(\Sigma) \rightarrow \Lambda^{p}(\Sigma)
$$

is a certain symmetric endomorphism of the bundle of $p$-forms. We call $\mathscr{B}^{[p]}$ the Bochner curvature term or simply the Bochner operator.

When $\Sigma$ is compact, knowing that $\mathscr{B}^{[p]}$ is positive at each point implies that any harmonic $p$-form must vanish; then, by the Hodge-de Rham theorem, the de Rham cohomology $H^{p}(\Sigma, \mathbb{R})$ must vanish. More generally, a positive lower bound of the eigenvalues of $\mathscr{S}_{3}^{[p]}$ implies a positive lower bound of the first eigenvalue of the Hodge Laplacian acting on $p$-forms. All these facts are consequences of the well-known Bochner method, and will be recalled in Proposition 3.

It is then important to look for estimates of the eigenvalues of $\mathscr{S}_{3}^{[p]}$. It turns out that $\mathscr{S}^{[1]}$ is simply the Ricci tensor (acting on 1 -forms); but for degrees $2 \leq p \leq n-2$

[^15]the operator $\mathscr{B}^{[p]}$ is more complicated and difficult to control. A breakthrough was obtained by Gallot and Meyer [1975]. They proved that, for all $p=1, \ldots, n-1$,
\[

$$
\begin{equation*}
\mathscr{B}^{[p]} \geq p(n-p) \gamma_{\Sigma} \tag{2}
\end{equation*}
$$

\]

where $\gamma_{\Sigma}$ is a lower bound of the eigenvalues of the curvature operator of $\Sigma$.
In this paper, we study the Bochner curvature term of a manifold $\Sigma^{n}$ isometrically immersed in a larger manifold $M^{n+q}$ by a smooth map $f: \Sigma^{n} \rightarrow M^{n+q}$. The natural problem we address is to give a new expression of the Bochner curvature in terms of the extrinsic geometry of the immersion, which would eventually improve the estimate (2) in this important situation. It turns out that this is in fact possible. In Theorem 1 we prove a Gauss-type formula and show that $\mathscr{B}^{[p]}$ splits into the sum of two operators acting on $\Lambda^{p}(\Sigma)$ :

$$
\mathscr{B}^{[p]}=\mathscr{S}_{\mathrm{res}}^{[p]}+\mathscr{B}_{\mathrm{ext}}^{[p]} .
$$

We then prove that $\mathscr{S}_{\text {res }}^{[p]}$, which depends on the geometry of the ambient manifold $M$, is bounded below by the lowest eigenvalue of the curvature operator of $M$ :

$$
\mathscr{B}_{\text {res }}^{[p]} \geq p(n-p) \gamma_{M},
$$

while the extrinsic part $\mathscr{B}_{\text {ext }}^{[p]}$ is explicitly described in terms of the second fundamental form of the immersion. For example, if $\Sigma$ has codimension one and $S$ is the shape operator relative to any of the two choices of the unit normal vector field, then

$$
\begin{equation*}
\mathscr{B}_{\mathrm{ext}}^{[p]}=\operatorname{tr} S \cdot S^{[p]}-S^{[p]} \circ S^{[p]}, \tag{3}
\end{equation*}
$$

where $S^{[p]}: \Lambda^{p}(\Sigma) \rightarrow \Lambda^{p}(\Sigma)$ is the self-adjoint extension of $S$, acting on the form $\omega$ by

$$
\begin{equation*}
S^{[p]} \omega\left(X_{1}, X_{2}, \ldots, X_{p}\right)=\sum_{j=1}^{p} \omega\left(X_{1}, \ldots, S\left(X_{j}\right), \ldots, X_{p}\right) \tag{4}
\end{equation*}
$$

for all tangent vectors $X_{1}, \ldots, X_{p}$. In higher codimensions, one simply sums the expression (3) over the shape operators of an orthonormal basis of the normal bundle. We refer to Theorem 1 for the precise statement.

From (3) and (4) one sees that the eigenvalues of $\mathscr{P}_{\text {ext }}^{[p]}$ can be estimated in terms of the eigenvalues of $S$ (principal curvatures) and explicit bounds of the extrinsic part will follow.

Thus, one can bound the Bochner curvature in terms of the curvature operator of the ambient manifold $M$ and the second fundamental form of the immersion. This can be done in different ways (see Section 4) and leads to a number of applications. In particular:

- We prove an extrinsic, sharp lower bound of the first eigenvalue of the Hodge Laplacian of $\Sigma$, assuming that $\Sigma$ has codimension one in $M$ (Theorem 7).
- We prove a vanishing theorem for the de Rham cohomology of $\Sigma$, assuming that the norm of the traceless second fundamental form of $\Sigma$ is bounded above by a suitable function of the mean curvature (Theorem 8). The condition is sharp when the ambient manifold is a sphere, in which case we get a rigidity result for Clifford tori (Theorem 9).
- We prove a lower bound of the first eigenvalue of the Hodge Laplacian of $\Sigma$, assuming that the norm of its second fundamental form is bounded above by a suitable constant and that the ambient manifold is positively curved (Theorem 10). When the ambient manifold is a sphere this reproves a vanishing theorem for the de Rham cohomology of $\Sigma$ due to Lawson and Simons; moreover the limit case leads to a rigidity result for a certain Clifford torus (Theorem 11).
- We prove that if $\Sigma$ supports a nontrivial parallel $p$-form and admits an isometric immersion into a negatively curved space, then its mean curvature vector has norm bounded below by an explicit positive constant (Theorem 12). This has applications to immersions of Kähler manifolds (Corollary 13).
- We classify the compact hypersurfaces of $\mathbb{S}^{n+1}$ which support a parallel $p$-form (Theorem 4): if $n \geq 3$ they are in fact products of spheres (Clifford tori). This result is perhaps of independent interest, and is needed to prove the rigidity theorems above.

In conclusion, we hope that this new representation of the Bochner formula will be useful, and that it will lead to other interesting applications in submanifold geometry.

The paper is organized as follows. In Section 2 we state the main theorem; in Section 3 we state the main applications; these will be proved in Section 4, along with the explicit bounds on the Bochner operator. In Section 5 we prove the main theorem and in Section 6 we prove Theorem 4.

## 2. The Bochner curvature term

Let $f: \Sigma^{n} \rightarrow M^{n+q}$ be an isometric immersion with codimension $q \geq 1$. The second fundamental form $L$ of $f$ is defined by the relation

$$
\nabla_{X}^{M} Y=\nabla_{X} Y+L(X, Y)
$$

where $X, Y \in T \Sigma$ and $\nabla^{M}, \nabla$ denote the Levi-Civita connections in $M$ and $\Sigma$, respectively. Note that $L(X, Y)$ is a vector normal to $\Sigma$, so that $L$ takes values in the normal bundle of the immersion. If $v \in T^{\perp} \Sigma$ is a normal vector, we denote its associated shape operator by $S_{v}$. It is the self-adjoint endomorphism of $T \Sigma$ defined
on $X, Y \in T \Sigma$ by

$$
\left\langle S_{v}(X), Y\right\rangle=\langle L(X, Y), v\rangle .
$$

The mean curvature vector $H$ is defined by $H=(1 / n) \operatorname{tr} L$; so, for any orthonormal basis $\left(e_{1}, \ldots, e_{n}\right)$ of $T \Sigma$, one has $n H=\sum_{j=1}^{n} L\left(e_{j}, e_{j}\right)$. The squared norm of the second fundamental form is denoted by $|S|^{2}$. Note that if $\left(v_{1}, \ldots, v_{q}\right)$ is an orthonormal basis in the normal bundle, then

$$
n^{2}|H|^{2}=\sum_{i=1}^{q}\left(\operatorname{tr} S_{v_{i}}\right)^{2} \quad \text { and } \quad|S|^{2}=\sum_{i=1}^{q}\left|S_{v_{i}}\right|^{2} .
$$

Now extend $S_{v}$ to a self-adjoint operator acting on $p$-forms, $S_{v}^{[p]}: \Lambda^{p}(\Sigma) \rightarrow \Lambda^{p}(\Sigma)$, as in (4), and let

$$
T_{v}^{[p]} \doteq\left(\operatorname{tr} S_{v}\right) S_{v}^{[p]}-S_{v}^{[p]} \circ S_{v}^{[p]}
$$

Introduce the self-adjoint endomorphism of $\Lambda^{p}(\Sigma)$

$$
\begin{equation*}
\mathscr{B}_{\mathrm{ext}}^{[p]}=\sum_{j=1}^{q} T_{\nu_{j}}^{[p]}=\sum_{j=1}^{q}\left(\left(\operatorname{tr} S_{\nu_{j}}\right) S_{v_{j}}^{[p]}-S_{v_{j}}^{[p]} \circ S_{v_{j}}^{[p]}\right) . \tag{5}
\end{equation*}
$$

Then, we have:
Theorem 1. Let $f: \Sigma^{n} \rightarrow M^{n+q}$ be an isometric immersion. The Bochner operator acting on p-forms of $\Sigma$ splits as

$$
\mathscr{B}^{[p]}=\mathscr{S}_{\mathrm{res}}^{[p]}+\mathscr{B}_{\mathrm{ext}}^{[p]},
$$

where the operator $\mathscr{B}_{\mathrm{ext}}^{[p]}$ is defined by (5), and the operator $\mathscr{B}_{\mathrm{r}}^{[p]}$ satisfies the bounds

$$
p(n-p) \gamma_{M} \leq \mathscr{B}_{\mathrm{res}}^{[p]} \leq p(n-p) \Gamma_{M},
$$

where $\gamma_{M}$ and $\Gamma_{M}$ are respectively a lower and an upper bound on the curvature operator of $M$. If $M$ has constant sectional curvature $\gamma$, then

$$
\mathscr{S}_{\mathrm{res}}^{[p]}=p(n-p) \gamma .
$$

For the definition of $\mathscr{S}_{\text {res }}^{[p]}$ and the proof of Theorem 1, see Section 5. The notation "res" is chosen because $\mathscr{B}_{\text {res }}^{[p]}$ depends on the restriction of the curvature operator of $M$ to the submanifold $\Sigma$.

Let us give a more explicit expression of $\mathscr{S}_{\text {ext }}^{[p]}$. In what follows, $S=S_{v}$ will be the shape operator associated to a given unit normal vector $\nu$. We denote by $I_{p}$ the set of $p$-multi-indices

$$
I_{p}=\left\{\left\{j_{1}, \ldots, j_{p}\right\}: 1 \leq j_{1}<\cdots<j_{p} \leq n\right\} .
$$

Let $\left(e_{1}, \ldots, e_{n}\right)$ be an orthonormal basis of $T \Sigma$ which diagonalizes $S$; then

$$
S\left(e_{j}\right)=k_{j} e_{j},
$$

where $k_{1}, \ldots, k_{n}$ are the principal curvatures. If $\alpha=\left\{j_{1}, \ldots, j_{p}\right\} \in I_{p}$, we define

$$
\begin{equation*}
K_{\alpha} \doteq k_{j_{1}}+\cdots+k_{j_{p}} \tag{6}
\end{equation*}
$$

and call it a $p$-curvature of $S$. Let $\left(\theta_{1}, \ldots, \theta_{n}\right)$ be the dual basis of $\left(e_{1}, \ldots, e_{n}\right)$; if $\alpha=\left\{j_{1}, \ldots, j_{p}\right\} \in I_{p}$, consider the $p$-form

$$
\Theta_{\alpha} \doteq \theta_{j_{1}} \wedge \cdots \wedge \theta_{j_{p}} .
$$

Then $\left\{\Theta_{\alpha}\right\}_{\alpha \in I_{p}}$ is an orthonormal basis of $\Lambda^{p}(\Sigma)$. From the definition (4) one sees that $S$ is extended as a derivation of $\Lambda^{\star}(\Sigma)$, hence $\Theta_{\alpha}$ is an eigenform of $S^{[p]}$ associated to the eigenvalue $K_{\alpha}$ :

$$
S^{[p]} \Theta_{\alpha}=K_{\alpha} \Theta_{\alpha}
$$

In turn, if $\alpha=\left\{j_{1}, \ldots, j_{p}\right\} \in I_{p}$, let $\star \alpha \in I_{n-p}$ be the multi-index given by the complement of $\alpha$ in $\{1, \ldots, n\}$ :

$$
\star \alpha \doteq\{1, \ldots, n\} \backslash\left\{j_{1}, \ldots, j_{p}\right\}
$$

Let $T^{[p]}=(\operatorname{tr} S) S^{[p]}-S^{[p]} \circ S^{[p]}$. Since $K_{\alpha}+K_{\star \alpha}=k_{1}+\cdots+k_{n}$, we have

$$
T^{[p]} \Theta_{\alpha}=\left(\left(k_{1}+\cdots+k_{n}\right) K_{\alpha}-K_{\alpha}^{2}\right) \Theta_{\alpha}=K_{\alpha} K_{\star \alpha} \Theta_{\alpha}
$$

and then $\Theta_{\alpha}$ is also an eigenform of $T^{[p]}$ associated to the eigenvalue $K_{\alpha} K_{\star \alpha}$. In conclusion, we have:

Lemma 2. Let $S=S_{v}$ be the shape operator relative to a given unit normal vector $\nu \in T^{\perp} \Sigma$. Let $T^{[p]}: \Lambda^{p}(\Sigma) \rightarrow \Lambda^{p}(\Sigma)$ be the operator

$$
T^{[p]}=(\operatorname{tr} S) S^{[p]}-S^{[p]} \circ S^{[p]}
$$

Then the eigenvalues of $T^{[p]}$ are given by the $\binom{n}{p}$ numbers $K_{\alpha} K_{\star \alpha}$, where $\alpha \in I_{p}$ runs over the set of $p$-multi-indices and $K_{\alpha}$ are the $p$-curvatures defined in (6).

In particular, if $\Sigma$ is a hypersurface of $M^{n+1}$, and $S$ is the shape operator of $\Sigma$ relative to any of the two choices of the unit normal vector, then $T^{[p]}=\mathscr{B}_{\mathrm{ext}}^{[p]}$ and

$$
\begin{equation*}
\min _{\alpha \in I_{p}} K_{\alpha} K_{\star \alpha} \leq \mathscr{B}_{\mathrm{ext}}^{[p]} \leq \max _{\alpha \in I_{p}} K_{\alpha} K_{\star \alpha} . \tag{7}
\end{equation*}
$$

In higher codimensions, in order to estimate $\mathscr{B}_{\text {ext }}^{[p]}$ it is enough to estimate the $p$-curvatures of the shape operators $S_{\nu_{j}}$ for an orthonormal frame ( $\nu_{1}, \ldots, v_{q}$ ) in the normal bundle of the immersion. It will then be possible to bound $\mathscr{P}_{\text {ext }}^{[p]}$ in terms of $|S|^{2}$ and $|H|^{2}$ (see Section 3).

Let us briefly explain why Theorem 1 improves the bound (2). For simplicity, assume that $\Sigma^{n}$ is a hypersurface of $\mathbb{R}^{n+1}$, with principal curvatures $k_{1}, \ldots, k_{n}$. It is known that the curvature operator of $\Sigma$ has eigenvalues $\left\{k_{i} k_{j}: i \neq j\right\}$ (see also Section 5.2). Hence

$$
\gamma_{\Sigma}=\inf \left\{k_{i} k_{j}: i \neq j\right\} .
$$

Now observe that since $\mathscr{B}_{\text {res }}^{[p]}=0$, we have $\mathscr{B}^{[p]}=\mathscr{P}_{\text {ext }}^{[p]}$; if $\alpha \in I_{p}$ is a multi-index, then $K_{\alpha} K_{\star \alpha}$ is a sum of $p(n-p)$ products of type $k_{i} k_{j}$ with $i \neq j$. Then (7) gives

$$
\mathscr{B}_{B}^{[p]} \geq \min _{\alpha \in I_{p}} K_{\alpha} K_{\star \alpha} \geq p(n-p) \gamma_{\Sigma},
$$

the expression on the right being the lower bound in (2). Numerical examples show that the lower bound in (7) is often much better than (2).
2.1. The Bochner method. When the manifold $\Sigma$ is compact, lower bounds of the Bochner curvature lead to lower bounds of the Hodge-Laplace spectrum. Here we recall the main facts. Let $\lambda_{1, p}(\Sigma)$ be the lowest eigenvalue of the Hodge-Laplace operator acting on $p$-forms of $\Sigma$. It is well known that

$$
\begin{equation*}
\lambda_{1, p}(\Sigma)=\inf \left\{\frac{\int_{\Sigma}|d \omega|^{2}+|\delta \omega|^{2}}{\int_{\Sigma}|\omega|^{2}}: \omega \in \Lambda^{p}(\Sigma) \backslash\{0\}\right\} . \tag{8}
\end{equation*}
$$

As $\Sigma$ is orientable and the quadratic form in (8) is invariant under the Poincaré duality induced by the Hodge $\star$-operator, we have $\lambda_{1, p}=\lambda_{1, n-p}$ and so we can assume that $p \leq n / 2$. Clearly $\lambda_{1, p}=0$ if and only if $\Sigma$ supports a nontrivial harmonic $p$-form, in which case $H^{p}(\Sigma, \mathbb{R})=H^{n-p}(\Sigma, \mathbb{R}) \neq 0$ (the Hodge-de Rham theorem).

The next proposition is well known and is often called the Bochner method (the estimate (iii) follows from a lower estimate of the energy of a form due to Gallot and Meyer [1975]). We state it in the following form for future reference.
Proposition 3. Let $\Sigma^{n}$ be a compact, orientable manifold, $1 \leq p \leq n / 2$ and $\mathscr{S}^{[p]}$ the curvature term in the Bochner formula (1).
(i) If $\mathscr{B}^{[p]} \geq 0$ and the strict inequality holds at some point, then we have $H^{p}(\Sigma, \mathbb{R})=H^{n-p}(\Sigma, \mathbb{R})=0$.
(ii) If $\mathscr{S}^{[p]} \geq 0$ and $H^{p}(\Sigma, \mathbb{R}) \neq 0$, then any harmonic $p$-form is parallel. In particular, $\Sigma^{n}$ supports a parallel p-form.
(iii) If $\mathscr{B}^{[p]} \geq p(n-p) \Lambda$ for some $\Lambda>0$, then

$$
\lambda_{1, p}(\Sigma) \geq p(n-p+1) \Lambda .
$$

Proof. Let $\omega$ be a $p$-form. Taking the scalar product with $\omega$ on both sides of (1), we obtain

$$
\begin{equation*}
\langle\Delta \omega, \omega\rangle=|\nabla \omega|^{2}+\left\langle\mathscr{\mathscr { S }}{ }^{[p]} \omega, \omega\right\rangle+\frac{1}{2} \Delta|\omega|^{2} . \tag{9}
\end{equation*}
$$

Integrating on $\Sigma$ (with respect to the canonical Riemannian measure), we get

$$
\begin{equation*}
\int_{\Sigma}\langle\Delta \omega, \omega\rangle=\int_{\Sigma}\left(|\nabla \omega|^{2}+\left\langle\mathscr{B}^{[p]} \omega, \omega\right\rangle\right) . \tag{10}
\end{equation*}
$$

If we assume that $\mathscr{B}^{[p]} \geq 0$ and that $\omega$ is harmonic, we get

$$
0=\int_{\Sigma}\left(|\nabla \omega|^{2}+\left\langle\mathscr{B}^{[p]} \omega, \omega\right\rangle\right) \geq 0
$$

which implies $|\nabla \omega|=0$ and $\left\langle\mathscr{P}^{[p]} \omega, \omega\right\rangle=0$ everywhere. It is well known that a harmonic form cannot vanish on an open set unless it is zero everywhere. If, at some point $x_{0} \in \Sigma$, the strict inequality $\mathscr{B}^{[p]}>0$ holds, we see that $\omega$ must vanish in a neighborhood of $x_{0}$, hence $\omega=0$ everywhere. This proves (i). Assertion (ii) is immediate.

We now prove (iii). Let $\omega$ be a $p$-eigenform, so that $\Delta \omega=\lambda_{1, p} \omega$. By an inequality of Gallot and Meyer [1975] we have

$$
|\nabla \omega|^{2} \geq \frac{|d \omega|^{2}}{p+1}+\frac{|\delta \omega|^{2}}{n-p+1}
$$

Since $p \leq n / 2$ we see that $p+1 \leq n-p+1$, hence

$$
\int_{\Sigma}|\nabla \omega|^{2} \geq \int_{\Sigma} \frac{|d \omega|^{2}+|\delta \omega|^{2}}{n-p+1}=\frac{\lambda_{1, p}}{n-p+1} \int_{\Sigma}|\omega|^{2}
$$

Inserting this in (10) and using the lower bound on $\mathscr{B}^{[p]}$ we arrive easily at

$$
\lambda_{1, p} \int_{\Sigma}|\omega|^{2} \geq p(n-p+1) \Lambda \int_{\Sigma}|\omega|^{2}
$$

which gives the assertion.
We already remarked that for $p=1$, the Bochner operator $\mathscr{B}^{1}$ is simply given by the Ricci tensor acting on 1-forms. In particular, when $n=2, \mathscr{P}^{[1]}$ is a scalar operator and is given by multiplication by the Gaussian curvature $K_{\Sigma}$ of $\Sigma$ : $\mathscr{B}^{[1]} \omega=K_{\Sigma} \omega$.
2.2. Rigidity of Clifford tori. For $p=1, \ldots, n-1$ and $r \in(0,1)$, consider the manifold (Clifford torus)

$$
\begin{equation*}
T_{p, r} \doteq \mathbb{S}^{p}(r) \times \mathbb{S}^{n-p}\left(\sqrt{1-r^{2}}\right) \tag{11}
\end{equation*}
$$

which is naturally isometrically embedded as a hypersurface in $\mathbb{S}^{n+1}$. Note that $T_{p, r}$ supports a parallel $p$-form, which is the pullback of the volume form of $\mathbb{S}^{p}(r)$ by the projection onto the first factor. We have the following rigidity theorem (when $\Sigma$ is minimal, it reduces to [Colbois and Savo 2012, Theorem 10]).

Theorem 4. Let $\Sigma^{n}$ be a compact hypersurface of $\mathbb{S}^{n+1}$ supporting a (nontrivial) parallel $p$-form for some $p=1, \ldots, n-1$.
(a) If $n=2$ and $p=1$, then $\Sigma$ is a flat 2-torus.
(b) If $n \geq 3$, then $\Sigma$ is isometric to a Clifford torus $T_{p, r}$ for some $r \in(0,1)$.

For the proof, see Section 6. The interest in the theorem lies in the case $n \geq 3$. In fact, (a) holds for any compact, orientable surface supporting a parallel 1 -form. We remark that there exist flat 2 -tori in $\mathbb{S}^{3}$ which are not isometric to any Clifford torus $T_{1, r}$ (see [Weiner 1991] for a classification result).

Combining Theorem 4 with Proposition 3(ii), we obtain:
Corollary 5. Let $\Sigma^{n}$ be a compact hypersurface of $\mathbb{S}^{n+1}$ such that $H^{p}(\Sigma, \mathbb{R}) \neq 0$ and $\mathscr{S}^{[p]} \geq 0$ for some $p=1, \ldots, n-1$. Then $\Sigma$ is a flat torus if $n=2$ and, if $n \geq 3$, it is isometric to a Clifford torus $T_{p, r}$ for some $r \in(0,1)$.

We also record the following consequence.
Corollary 6. Let $\Sigma^{n}$ be a compact hypersurface of $\mathbb{S}^{n+1}$ having nonnegative sectional curvature. If $n \geq 3$, then either $\Sigma$ is a homology sphere (i.e., $H^{p}(\Sigma, \mathbb{R})=0$ for all $p=1, \ldots, n-1$ ) or $\Sigma$ is isometric to a Clifford torus.

Proof. Let $\left(e_{1}, \ldots, e_{n}\right)$ be an orthonormal basis of principal directions and let $k_{1}, \ldots, k_{n}$ be the associated principal curvatures of $\Sigma$. Let $i \neq j$. By the Gauss formula $R\left(e_{i}, e_{j}, e_{i}, e_{j}\right)=1+k_{i} k_{j}$ and then, by our assumptions,

$$
k_{i} k_{j} \geq-1
$$

If $\alpha \in I_{p}$ is any multi-index, we observe that $K_{\alpha} K_{\star \alpha}$ is a sum of $p(n-p)$ products of type $k_{i} k_{j}$ with $i \neq j$. Hence

$$
K_{\alpha} K_{\star \alpha} \geq-p(n-p),
$$

and by (7) we obtain $\mathscr{S}_{\text {ext }}^{[p]} \geq-p(n-p)$. As $\mathscr{P}_{\text {res }}^{[p]}=p(n-p)$ we conclude by Theorem 1 that $\mathscr{F}^{[p]} \geq 0$ for all $p=1, \ldots, n-1$. If $H^{p}(\Sigma, \mathbb{R}) \neq 0$ we see that $\Sigma$ is a Clifford torus by Corollary 5 . This completes the proof.

## 3. Applications

3.1. Applications in codimension one. Let $\Sigma^{n}$ be a hypersurface of $M^{n+1}$ and $S$ its shape operator. Fix a point $x \in \Sigma$ and let $\left(k_{1}, \ldots, k_{n}\right)$ be the principal curvatures of $\Sigma$ at $x$. The (scalar) mean curvature is denoted by

$$
H=\frac{1}{n}\left(k_{1}+\cdots+k_{n}\right) .
$$

For each multi-index $\alpha=\left\{j_{1}, \ldots, j_{p}\right\} \in I_{p}$, let $K_{\alpha}(x)$ be the corresponding $p$-curvature, as defined in (6). Set

$$
\left\{\begin{array}{l}
\beta_{p}(x)=\frac{1}{p(n-p)} \inf _{\alpha \in I_{p}} K_{\alpha}(x) K_{\star \alpha}(x)  \tag{12}\\
\beta_{p}(\Sigma)=\inf _{x \in \Sigma} \beta_{p}(x)
\end{array}\right.
$$

From (7) we then see that at all points of $\Sigma$ one has $\mathscr{F}_{\text {ext }}^{[p]} \geq p(n-p) \beta_{p}(\Sigma)$. If $\gamma_{M}$ is a lower bound of the curvature operator of $M^{n+1}$ then $\mathscr{S}_{\text {res }}^{[p]} \geq p(n-p) \gamma_{M}$, and then by Theorem 1

$$
\begin{equation*}
\mathscr{B}^{[p]} \geq p(n-p)\left(\gamma_{M}+\beta_{p}(\Sigma)\right) . \tag{13}
\end{equation*}
$$

From (13) and Proposition 3(iii) we immediately get the following estimate.
Theorem 7. Let $\Sigma^{n}$ be a compact hypersurface of $M^{n+1}$, a manifold with curvature operator bounded below by $\gamma_{M} \in \mathbb{R}$. Let $1 \leq p \leq n / 2$. Then

$$
\begin{equation*}
\lambda_{1, p}(\Sigma) \geq p(n-p+1)\left(\gamma_{M}+\beta_{p}(\Sigma)\right), \tag{14}
\end{equation*}
$$

where $\beta_{p}(\Sigma)$ is defined by (12). If $\Sigma$ is a geodesic sphere in a simply connected manifold of constant curvature $\gamma_{M}$, then equality holds.

To verify that the inequality is sharp, let $M^{n+1}(c)$ be the simply connected manifold of constant curvature $c=\gamma_{M}$. Then $M^{n+1}(c)$ is, respectively, the Euclidean space $\mathbb{R}^{n+1}$ when $c=0$, the unit sphere $\mathbb{S}^{n+1}$ when $c=1$ and the hyperbolic space $\mathbb{H}^{n+1}$ when $c=-1$. If $\Sigma$ is a geodesic sphere in $M^{n+1}(c)$ then $\Sigma$ is totally umbilical: $K_{\alpha}(x)=p H, K_{\star \alpha}(x)=(n-p) H$, where $H$ is the mean curvature of $\Sigma$. Hence $\beta_{p}(x)=H^{2}$ and (14) becomes

$$
\lambda_{1, p}(\Sigma) \geq p(n-p+1)\left(c+H^{2}\right)
$$

On the other hand, $\Sigma$ is known to be isometric to $\mathbb{S}^{n}(r)$, with $r=\left(c+H^{2}\right)^{-\frac{1}{2}}$. Therefore, by a well-known calculation in [Gallot and Meyer 1975],

$$
\lambda_{1, p}(\Sigma)=p(n-p+1)\left(c+H^{2}\right) .
$$

This shows that Theorem 7 is sharp. Note also that the condition $\beta_{p}(\Sigma)>-\gamma_{M}$ implies $H^{p}(\Sigma, \mathbb{R})=H^{n-p}(\Sigma, \mathbb{R})=0$. For an upper bound of $\lambda_{1, p}(\Sigma)$ when $M$ is a sphere, see [Savo 2005].

We now compare this estimate with the results in [Raulot and Savo 2011]. Let us say that $\Sigma$ is $p$-convex if we can choose an orientation of $\Sigma$ so that all of its $p$-curvatures are nonnegative at every point: $K_{\alpha}(x) \geq 0$ for all $\alpha \in I_{p}$ and $x \in \Sigma$. This is equivalent to asking that the operator $S^{[p]}$ is nonnegative at every point.

Clearly, if $\Sigma$ is $p$-convex, then it is $q$-convex for all $q \geq p$. In that case, let

$$
\mathscr{K}_{p}=\frac{1}{p} \inf _{x \in \Sigma} \inf _{\alpha \in I_{p}} K_{\alpha}(x) \geq 0
$$

be a lower bound of the mean p-curvatures (note that $\mathscr{K}_{1}$ is a lower bound of the principal curvatures, while $\mathscr{K}_{n}$ is a lower bound of the mean curvature). It is easy to prove that $\mathscr{K}_{p} \leq \mathscr{K}_{q}$ whenever $p \leq q$. Using a Reilly-type formula for differential forms, it is proved in [Raulot and Savo 2011] that if $\Sigma$ is the boundary of a domain in a manifold $M^{n+1}$ with nonnegative curvature operator $\left(\gamma_{M} \geq 0\right)$, and if $\Sigma$ is $p$-convex (for the orientation given by the inner unit normal), then

$$
\begin{equation*}
\lambda_{1, p}(\Sigma) \geq p(n-p+1) \mathscr{K}_{p} \mathscr{K}_{n-p+1} \tag{15}
\end{equation*}
$$

with equality if and only if $\Sigma$ is a sphere in $\mathbb{R}^{n+1}$. Numerical examples show that, in that situation, (14) is often better than (15). Moreover, (14) applies also in negative curvature, and for immersions which are not necessarily embeddings. For example, if $M^{n+1}$ is the hyperbolic space $\mathbb{H}^{n+1}$, it is easy to see that the inequality gives a positive lower bound whenever $\mathscr{K}_{p}>1$.

The next application is inspired by the following result of [Alencar and do Carmo 1994]. Assume that $\Sigma^{n}$ is a compact hypersurface of $\mathbb{S}^{n+1}$ with constant mean curvature $H$. Let

$$
\Phi=S-H I
$$

be the traceless second fundamental form of $\Sigma$, and let $R(1, H)$ be the positive root of the polynomial

$$
\begin{equation*}
F_{1}(x)=x^{2}+\frac{n(n-2)}{\sqrt{n(n-1)}}|H| x-n\left(H^{2}+1\right) \tag{16}
\end{equation*}
$$

Alencar and do Carmo [1994] proved that if $|\Phi| \leq R(1, H)$, then $\Sigma$ is either totally umbilical $(|\Phi|=0)$ or a Clifford torus

$$
T_{1, r}=\mathbb{S}^{1}(r) \times \mathbb{S}^{n-1}\left(\sqrt{1-r^{2}}\right)
$$

with $r \geq \sqrt{1 / n}$ (in which case $|\Phi|=R(1, H)$ ). To the best of our knowledge, there is still no similar characterization of the other Clifford tori $T_{p, r}$ for $2 \leq p \leq n-2$ among constant mean curvature hypersurfaces of the sphere.

We prove a vanishing result for the de Rham cohomology in degree $p$ assuming that the norm of the traceless second fundamental form is bounded above by a suitable function of the mean curvature. When the ambient manifold is the sphere, this will lead to a topological version of the Alencar-do Carmo result, in which the assumption of constant mean curvature is replaced by an assumption of nontrivial cohomology in degree $p$.

More precisely, fix real numbers $\gamma, H$ and an integer $1 \leq p \leq n / 2$. Consider the polynomial function

$$
\begin{equation*}
F_{p}(x)=x^{2}+\frac{n|n-2 p|}{\sqrt{p n(n-p)}}|H| x-n\left(H^{2}+\gamma\right) . \tag{17}
\end{equation*}
$$

Note that $F_{p}(x)$ reduces to (16) when $p=\gamma=1$. If $\gamma<0$, we assume that $H^{2}+\gamma \geq 0$. Then, the largest root of $F_{p}(x)$ is nonnegative, and will be denoted by $R(p, H)$. It is easy to check that for fixed $H$ and $\gamma$ one has

$$
0 \leq R(1, H) \leq R(2, H) \leq \cdots \leq R\left(\left[\frac{n}{2}\right], H\right)
$$

where $[n / 2$ ] is the largest integer less than or equal to $n / 2$. If $n$ is even, one has

$$
R\left(\frac{n}{2}, H\right)=\sqrt{n\left(H^{2}+\gamma\right)} .
$$

We then have the following result.
Theorem 8. Let $\Sigma^{n}$ be a compact hypersurface of $M^{n+1}$, a manifold with curvature operator bounded below by $\gamma \in \mathbb{R}$. We suppose $p \leq n / 2$ and $H^{2}+\gamma \geq 0$. If

$$
|\Phi| \leq R(p, H)
$$

everywhere on $\Sigma$ and strict inequality holds somewhere, then

$$
H^{k}(\Sigma, \mathbb{R})=0 \quad \text { for all } k=p, \ldots, n-p
$$

Here $\Phi$ is the traceless second fundamental form of $\Sigma$, and $R(p, H) \geq 0$ is the largest root of (17). In particular, if $|\Phi| \leq R(1, H)$, with strict inequality somewhere, then $\Sigma$ is a homology sphere.

The proof is given in Section 4.1. Now let $\Sigma^{n}$ be a compact hypersurface of $\mathbb{S}^{n+1}$; we take $\gamma=1$ and then consider the polynomial

$$
\begin{equation*}
F_{p}(x)=x^{2}+\frac{n|n-2 p|}{\sqrt{p n(n-p)}}|H| x-n\left(H^{2}+1\right) . \tag{18}
\end{equation*}
$$

We have the following rigidity result, which shows that the conditions in the previous theorem are sharp.
Theorem 9. Let $\Sigma^{n}$ be a compact hypersurface of $\mathbb{S}^{n+1}$, take $1 \leq p \leq n / 2$ and denote by $R(p, H)$ the positive root of (18). We also assume $n \geq 3$.
(a) Let $1 \leq p<n / 2$. If

$$
|\Phi| \leq R(p, H) \quad \text { and } \quad H^{p}(\Sigma, \mathbb{R}) \neq 0
$$

then $\Sigma$ is isometric to a Clifford torus $T_{p, r}=\mathbb{S}^{p}(r) \times \mathbb{S}^{n-p}\left(\sqrt{1-r^{2}}\right)$ for some $r \geq \sqrt{p / n}$.
(b) Let $n$ be even and $p=n / 2$. If we assume that

$$
|\Phi|^{2} \leq n\left(1+H^{2}\right) \quad \text { and } \quad H^{p}(\Sigma, \mathbb{R}) \neq 0,
$$

then $\Sigma$ is isometric to a Clifford torus $\mathbb{S}^{p}(r) \times \mathbb{S}^{p}\left(\sqrt{1-r^{2}}\right)$ for some $r \in(0,1)$.
For the proof, see Section 4.1.
3.2. Applications in arbitrary codimension. Lawson and Simons [1973] proved the following vanishing result. If $\Sigma^{n}$ is a compact, immersed submanifold of a sphere $\mathbb{S}^{n+q}$ and if at all points of $\Sigma$ one has

$$
|S|^{2}<\min \{p(n-p), 2 \sqrt{p(n-p)}\}
$$

for some $p=1, \ldots, n-1$, then $H^{p}(\Sigma, \mathbb{Z})=H^{n-p}(\Sigma, \mathbb{Z})=0$. The proof depends on deep results of geometric measure theory, and used the fact that any integral homology class is represented by a stable current. Taking variations induced by suitable vector fields (namely, orthogonal projections to $\Sigma$ of parallel vector fields on $\mathbb{R}^{n+2}$ ), one gets the stated result.

If we limit ourselves to real cohomology theory, we have another proof of this result by a completely different method (the Bochner method) as follows. Note that this also gives an explicit lower bound of the spectrum of the Hodge Laplacian and an associated rigidity result (Theorem 11).
Theorem 10. Let $\Sigma^{n}$ be a compact submanifold of $M^{n+q}$, a manifold with curvature operator bounded below by $\gamma_{M}>0$, and let $1 \leq p \leq n / 2$. If

$$
|S|^{2} \leq 2 \gamma_{M} \sqrt{p(n-p)}
$$

and strict inequality holds somewhere, then $H^{k}(\Sigma, \mathbb{R})=0$ for all $k=p, \ldots, n-p$.
More generally, if

$$
|S|^{2} \leq 2 \gamma_{M} \sqrt{p(n-p)}(1-\Lambda)
$$

for some $\Lambda \in(0,1]$, then $\lambda_{1, p}(\Sigma) \geq p(n-p+1) \gamma_{M} \Lambda$.
For the proof, see Section 4.3.
In codimension one the condition is sharp, and our approach gives the following rigidity result.
Theorem 11. Let $\Sigma^{n}$ be a compact hypersurface of $\mathbb{S}^{n+1}, n \geq 2$, such that

$$
|S|^{2} \leq 2 \sqrt{p(n-p)} \quad \text { and } \quad H^{p}(\Sigma, \mathbb{R}) \neq 0
$$

for some $1 \leq p \leq n / 2$. Then $\Sigma$ is isometric to the Clifford torus $T_{p, r}=\mathbb{S}^{p}(r) \times$ $\mathbb{S}^{n-p}\left(\sqrt{1-r^{2}}\right)$ for

$$
r=\left(\frac{\sqrt{p}}{\sqrt{p}+\sqrt{n-p}}\right)^{\frac{1}{2}}
$$

In fact, one can check that the Clifford torus of Theorem 11 minimizes $|S|^{2}$ among the family of Clifford tori $\left\{T_{p, r}: r \in(0,1)\right\}$. The proof is given in Section 4.4.
3.3. Submanifolds with a parallel p-form. In our final application, we study immersions of a manifold supporting a (nontrivial) parallel $p$-form (our estimates are local, and so we do not assume compactness). Noteworthy examples of such manifolds are given by:

- Riemannian products $N_{1} \times N_{2}$ (having parallel forms in degrees $p=\operatorname{dim} N_{1}$, $\operatorname{dim} N_{2}$ ).
- Kähler manifolds.

In fact, the Kähler 2 -form $\Omega$ is parallel. As all powers of $\Omega$ are nontrivial (and parallel), we see that a Kähler manifold supports nontrivial parallel forms in all even degrees.

It is well known that a Kähler manifold does not admit any minimal immersion into a hyperbolic space (see [Dajczer and Rodríguez 1986; El Soufi and Petit 2000]). More generally, in [Grosjean 2004], it is proved that a manifold $\Sigma$ with a parallel $p$-form does not admit any minimal immersion into a manifold $M$ if certain curvature conditions on $\Sigma$ and $M$ are met. We also refer to [Grosjean 2004] for other rigidity results on minimal immersions.

Our point of view is to observe that if $\omega$ is a parallel $p$-form, then $\left\langle\mathscr{B}^{[p]} \omega, \omega\right\rangle=0$ everywhere on $\Sigma$. More generally, if $\omega$ is a harmonic $p$-form with constant length, then, from the Bochner formula (9),

$$
\left\langle\mathscr{S}^{[p]} \omega, \omega\right\rangle=-|\nabla \omega|^{2} \leq 0 .
$$

Using the pointwise bounds on the eigenvalues of $\mathscr{B}^{[p]}$ derived in Section 4, we then obtain pointwise bounds for the extrinsic geometry of $\Sigma$. Precisely:

Theorem 12. Let $\Sigma^{n}$ be an immersed submanifold of $M^{n+q}$ and let $p=1, \ldots, n-1$.
(a) If $\Sigma$ supports a parallel p-form and $M$ has curvature operator bounded above by $\Gamma_{M}<0$ then

$$
|H|^{2} \geq \frac{4 p(n-p)}{n^{2}}\left|\Gamma_{M}\right| \quad \text { and } \quad|S|^{2} \geq 2\left|\Gamma_{M}\right| \sqrt{p(n-p)}
$$

at all points of $\Sigma$.
(b) If $\Sigma$ supports a harmonic p-form of constant length (in particular, a parallel p-form) and $M$ has curvature operator bounded below by $\gamma_{M}>0$ then

$$
|S|^{2} \geq 2 \gamma_{M} \sqrt{p(n-p)}
$$

at all points of $\Sigma$.

For the proof, see Section 4.5. Assertion (a) is sharp when $p=n / 2$ (see below) and (b) is sharp for the Clifford torus of Theorem 11.

Now let $\Sigma^{2 m}$ be a Kähler manifold of complex dimension $m \geq 2$. Since $\Sigma$ supports nontrivial parallel forms in all even degrees, we see that it supports a parallel form of degree $m$ or $m-1$ depending on whether $m$ is even or odd. Applying the previous theorem we immediately get the following estimates.

Corollary 13. Let $\Sigma^{2 m}$ be a Kähler manifold of complex dimension $m \geq 2$ isometrically immersed in the Riemannian manifold $M^{2 m+q}$.
(a) If $M$ has curvature operator bounded above by $\Gamma_{M}<0$, then at all points of $\Sigma$

$$
|H|^{2} \geq \begin{cases}\left|\Gamma_{M}\right| & \text { if } m \text { is even } \\ \frac{m^{2}-1}{m^{2}}\left|\Gamma_{M}\right| & \text { if } m \text { is odd }\end{cases}
$$

(b) If $M$ has curvature operator bounded below by $\gamma_{M}>0$, then

$$
\left|S^{2}\right| \geq \begin{cases}2 m \gamma_{M} & \text { if } m \text { is even }, \\ 2 \gamma_{M} \sqrt{m^{2}-1} & \text { if } m \text { is odd } .\end{cases}
$$

We remark that if $m$ is even and the ambient space is the hyperbolic space $\mathbb{H}^{2 m+q}$ then (a) gives

$$
|H|^{2} \geq 1,
$$

which is an equality when $\Sigma^{2 m}=\mathbb{R}^{2 m}$, embedded in $\mathbb{H}^{2 m+1}$ as a horosphere.

## 4. Estimates of the Bochner operator

In this section we first estimate the extrinsic part of the Bochner operator, thanks to Lemma 2 and some elementary algebra. We then apply these estimates to prove the theorems of Section 3. Let $\Sigma^{n}$ be a submanifold of the Riemannian manifold $M^{n+q}$. We start from the following algebraic lemma.

Lemma 14. Let $S=S_{v}$ be the shape operator of $\Sigma$ relative to a unit normal vector $v \in T^{\perp} \Sigma$, and let $T^{[p]}=(\operatorname{tr} S) S^{[p]}-S^{[p]} \circ S^{[p]}$. If $k_{1}, \ldots, k_{n}$ are the eigenvalues of S, set

$$
\begin{equation*}
n H=\sum_{j=1}^{n} k_{j}, \quad|S|^{2}=\sum_{j=1}^{n} k_{j}^{2}, \quad|\Phi|^{2}=\sum_{j=1}^{n}\left(k_{j}-H\right)^{2} . \tag{19}
\end{equation*}
$$

Then the following inequalities for $T^{[p]}$ hold. Recall that if $\Sigma$ has codimension one, then $T^{[p]}=\mathscr{H}_{\text {ext }}^{[p]}$.
(a) $-\frac{\sqrt{p(n-p)}}{2}|S|^{2} \leq T^{[p]} \leq \frac{\sqrt{p(n-p)}}{2}|S|^{2}$.
(b) If $H=0$, then

$$
-\frac{p(n-p)}{n}|S|^{2} \leq T^{[p]} \leq 0 .
$$

(c) $\frac{n^{2}|H|^{2}}{4}-\frac{1}{4}\left(|n-2 p||H|+\sqrt{\frac{4 p(n-p)}{n}}|\Phi|\right)^{2} \leq T^{[p]} \leq \frac{n^{2}|H|^{2}}{4}$.
(d) If $n$ is even and $p=n / 2$, then

$$
T^{[p]} \geq \frac{1}{4} n^{2}|H|^{2}-\frac{1}{4} n|\Phi|^{2} .
$$

Proof. We know from Lemma 2 that the eigenvalues of $T^{[p]}$ are given by $\lambda_{\alpha}=$ $K_{\alpha} K_{\star \alpha}$, where $\alpha$ runs over the set of $p$-multi-indices. Then, it is enough to show the inequalities for any such eigenvalue. Fix a multi-index $\alpha$. After reordering, we can assume that

$$
\begin{equation*}
\lambda_{\alpha}=\left(k_{1}+\cdots+k_{p}\right)\left(k_{p+1}+\cdots+k_{n}\right) . \tag{20}
\end{equation*}
$$

In conclusion, it is enough to show the given bounds for the product (20), given any set of real numbers $k_{1}, \ldots, k_{n}$ satisfying (19).
Proof of (a). We use the Schwarz inequality and the inequality $\sqrt{a b} \leq(a+b) / 2$ applied to $a=k_{1}^{2}+\cdots+k_{p}^{2}, b=k_{p+1}^{2}+\cdots+k_{n}^{2}$. We obtain

$$
\begin{aligned}
\left|\lambda_{\alpha}\right| & =\left|k_{1}+\cdots+k_{p}\right|\left|k_{p+1}+\cdots+k_{n}\right| \\
& \leq \sqrt{p(n-p)} \sqrt{k_{1}^{2}+\cdots+k_{p}^{2}} \sqrt{k_{p+1}^{2}+\cdots+k_{n}^{2}} \leq \frac{1}{2}(\sqrt{p(n-p)})|S|^{2}
\end{aligned}
$$

and (a) follows.
Proof of (b). Since $k_{p+1}+\cdots+k_{n}=-\left(k_{1}+\cdots+k_{p}\right)$, the Schwarz inequality yields

$$
\begin{aligned}
& \lambda_{\alpha}=-\left(k_{1}+\cdots+k_{p}\right)^{2} \geq-p\left(k_{1}^{2}+\cdots+k_{p}^{2}\right), \\
& \lambda_{\alpha}=-\left(k_{p+1}+\ldots+k_{n}\right)^{2} \geq-(n-p)\left(k_{p+1}^{2}+\cdots+k_{n}^{2}\right)
\end{aligned}
$$

Summing the two inequalities, we get

$$
\frac{\lambda_{\alpha}}{p}+\frac{\lambda_{\alpha}}{n-p} \geq-|S|^{2},
$$

from which the lower bound follows. The upper bound is obvious.
Proof of (c). As $\sum_{j=1}^{n}\left(k_{j}-H\right)=0$, we see that, by the lower bound in (b),

$$
\left(\left(k_{1}-H\right)+\cdots+\left(k_{p}-H\right)\right)\left(\left(k_{p+1}-H\right)+\cdots+\left(k_{n}-H\right)\right) \geq-\frac{p(n-p)}{n}|\Phi|^{2} .
$$

Hence
(21) $-\frac{p(n-p)}{n}|\Phi|^{2}$

$$
\begin{aligned}
& \leq\left(k_{1}+\cdots+k_{p}-p H\right)\left(k_{p+1}+\cdots+k_{n}-(n-p) H\right) \\
& =\lambda_{\alpha}+p(n-p) H^{2}-p H\left(k_{p+1}+\cdots+k_{n}\right)-(n-p) H\left(k_{1}+\cdots+k_{p}\right)
\end{aligned}
$$

Substituting $k_{p+1}+\cdots+k_{n}=n H-\left(k_{1}+\cdots+k_{p}\right)$ in (21), we have

$$
\begin{equation*}
-\frac{p(n-p)}{n}|\Phi|^{2} \leq \lambda_{\alpha}-p^{2} H^{2}-(n-2 p) H\left(k_{1}+\cdots+k_{p}\right) \tag{22}
\end{equation*}
$$

Substituting $k_{1}+\cdots+k_{p}=n H-\left(k_{p+1}+\cdots+k_{n}\right)$ in (21), we also have

$$
\begin{equation*}
-\frac{p(n-p)}{n}|\Phi|^{2} \leq \lambda_{\alpha}-(n-p)^{2} H^{2}+(n-2 p) H\left(k_{p+1}+\cdots+k_{n}\right) \tag{23}
\end{equation*}
$$

We now sum (22) and (23) to obtain

$$
\begin{align*}
2 \lambda_{\alpha}-\left(p^{2}+(n-p)^{2}\right) & H^{2}+\frac{2 p(n-p)}{n}|\Phi|^{2}  \tag{24}\\
& \geq(n-2 p) H\left(\left(k_{1}+\cdots+k_{p}\right)-\left(k_{p+1}+\cdots+k_{n}\right)\right) \\
& \geq-|n-2 p||H|\left|\left(k_{1}+\cdots+k_{p}\right)-\left(k_{p+1}+\cdots+k_{n}\right)\right|
\end{align*}
$$

Set $a=k_{1}+\cdots+k_{p}, b=k_{p+1}+\cdots+k_{n}$. As $|a-b|^{2}=(a+b)^{2}-4 a b$, we see that

$$
n^{2} H^{2}-4 \lambda_{\alpha} \geq 0
$$

which is the upper bound in (c), and $|a-b|=\sqrt{n^{2} H^{2}-4 \lambda_{\alpha}}$. Substituting in (24),

$$
\begin{equation*}
2 \lambda_{\alpha}-\left(p^{2}+(n-p)^{2}\right) H^{2}+\frac{2 p(n-p)}{n}|\Phi|^{2} \geq-|n-2 p||H| \sqrt{n^{2} H^{2}-4 \lambda_{\alpha}} \tag{25}
\end{equation*}
$$

If we set $\delta=\sqrt{n^{2} H^{2}-4 \lambda_{\alpha}} \geq 0$, then (25) takes the form

$$
\delta^{2}-2|n-2 p||H| \delta+(n-2 p)^{2} H^{2}-\frac{4 p(n-p)}{n}|\Phi|^{2} \leq 0
$$

which implies

$$
\delta \leq|n-2 p||H|+\sqrt{\frac{4 p(n-p)}{n}}|\Phi| .
$$

Recalling the definition of $\delta$, one concludes that

$$
4 \lambda_{\alpha} \geq n^{2} H^{2}-\left(|n-2 p||H|+\sqrt{\frac{4 p(n-p)}{n}}|\Phi|\right)^{2}
$$

which is the lower bound in (c). Finally, (d) is a particular case of (c).
4.1. Proofs of Theorems 8 and 9 . Let $\Sigma^{n}$ be a hypersurface of $M^{n+1}$, a manifold with curvature operator bounded below by $\gamma \in \mathbb{R}$. Let $H$ be the mean curvature of $\Sigma$ and $\Phi$ its traceless second fundamental form. Recall that

$$
F_{p}(x)=x^{2}+\frac{n|n-2 p|}{\sqrt{p n(n-p)}}|H| x-n\left(H^{2}+\gamma\right) .
$$

The theorems are a result of the following bound for $\mathscr{B}^{[p]}$.
Proposition 15. In the above notation, one has

$$
\mathscr{B}^{[p]} \geq-\frac{p(n-p)}{n} F_{p}(|\Phi|) .
$$

Proof. By Lemma 14(c) we have

$$
\mathscr{B}_{\mathrm{ext}}^{[p]}=T^{[p]} \geq \frac{n^{2}|H|^{2}}{4}-\frac{1}{4}\left(|n-2 p||H|+\sqrt{\frac{4 p(n-p)}{n}}|\Phi|\right)^{2} .
$$

Then, as $\mathscr{B}_{\text {res }}^{[p]} \geq p(n-p) \gamma$ and $\mathscr{B}^{[p]}=\mathscr{B}_{\text {res }}^{[p]}+\mathscr{B}_{\text {ext }}^{[p]}$,

$$
\begin{aligned}
& 4 \mathscr{B}^{[p]} \geq 4 p(n-p) \gamma+4 \mathscr{S}_{\mathrm{ext}}^{[p]} \\
& \geq 4 p(n-p) \gamma+n^{2}|H|^{2}-\left(|n-2 p||H|+\sqrt{\frac{4 p(n-p)}{n}}|\Phi|\right)^{2} \\
&=4 p(n-p) \gamma+4 p(n-p)|H|^{2}-\frac{4 p(n-p)}{n}|\Phi|^{2} \\
& \quad-2|n-2 p| \sqrt{\frac{4 p(n-p)}{n}}|\Phi||H| \\
&= \frac{4 p(n-p)}{n}\left(n\left(\gamma+|H|^{2}\right)-|\Phi|^{2}-\frac{n|n-2 p|}{\sqrt{p n(n-p)}}|\Phi||H|\right) \\
&=-\frac{4 p(n-p)}{n} F_{p}(|\Phi|)
\end{aligned}
$$

and the assertion follows.
Proof of Theorem 8. By assumption, $|\Phi| \leq R(p, H)$, hence $F_{p}(|\Phi|) \leq 0$ by the definition of $R(p, H)$. By Proposition 15 we see that

$$
\mathscr{B}^{[p]} \geq 0 .
$$

As the inequality is strict somewhere, we can apply the Bochner method and conclude that $H^{p}(\Sigma, \mathbb{R})=0$. By Poincaré duality, one has also $H^{n-p}(\Sigma, \mathbb{R})=0$. Since $R(p, H)$ is nondecreasing in $p$, we see that $|\Phi| \leq R(k, H)$ for all $p \leq k \leq[n / 2]$ and the conclusion follows.

Proof of Theorem 9. Under the given assumptions, one has $\mathscr{H}^{[p]} \geq 0$ and $H^{p}(\Sigma, \mathbb{R}) \neq$ 0 . Then, $\Sigma$ is a Clifford torus by Corollary 5. Conversely, the Clifford torus $T_{p, r}$ obviously satisfies $H^{p}\left(T_{p, r}\right) \neq 0$. Moreover, $T_{p, r}$ is known to have two distinct principal curvatures given (up to sign) by

$$
\begin{cases}\lambda=\frac{\sqrt{1-r^{2}}}{r} & \text { with multiplicity } p  \tag{26}\\ \mu=-\frac{r}{\sqrt{1-r^{2}}} & \text { with multiplicity } n-p\end{cases}
$$

Therefore

$$
|H|=\frac{\left|n r^{2}-p\right|}{n r \sqrt{1-r^{2}}} \quad \text { and } \quad|\Phi|=\sqrt{\frac{p(n-p)}{n}} \frac{1}{r \sqrt{1-r^{2}}}
$$

A straightforward calculation shows that if $p<n / 2$ and $r^{2} \geq p / n$, then $F_{p}(|\Phi|)=0$, that is, $|\Phi|=R(p, H)$. If $p=n / 2$ then $|\Phi|=R(p, H)=\sqrt{n\left(1+H^{2}\right)}$ for all $r \in(0,1)$. The proof is complete.

### 4.2. An estimate in higher codimensions.

Proposition 16. Let $\Sigma^{n}$ be a submanifold of the manifold $M^{n+q}$ having curvature operator bounded below by $\gamma_{M}$. Then

$$
\mathscr{B}^{[p]} \geq p(n-p)\left(\gamma_{M}-\frac{|S|^{2}}{2 \sqrt{p(n-p)}}\right)
$$

If $M$ has curvature operator bounded above by $\Gamma_{M}$, then

$$
\mathscr{B}^{[p]} \leq p(n-p)\left(\Gamma_{M}+\frac{|S|^{2}}{2 \sqrt{p(n-p)}}\right) \quad \text { and } \quad \mathscr{B}^{[p]} \leq p(n-p) \Gamma_{M}+\frac{n^{2}|H|^{2}}{4}
$$

Proof. Let $\left(v_{1}, \ldots, v_{q}\right)$ be an orthonormal frame in the normal bundle. We know from the main theorem that

$$
\mathscr{P}_{\mathrm{ext}}^{[p]}=\sum_{j=1}^{q} T_{v_{j}}^{[p]}, \quad \text { where } T_{\nu_{j}}^{[p]}=\left(\operatorname{tr} S_{\nu_{j}}\right) S_{\nu_{j}}^{[p]}-S_{\nu_{j}}^{[p]} \circ S_{\nu_{j}}^{[p]}
$$

If $\lambda_{1}\left(T_{\nu_{j}}^{[p]}\right)$ denotes the lowest eigenvalue of $T_{\nu_{j}}^{[p]}$, we see that $\mathscr{B}_{\mathrm{ext}}^{[p]} \geq \sum_{j=1}^{q} \lambda_{1}\left(T_{\nu_{j}}^{[p]}\right)$.
From From Lemma 14(a) applied to $S=S_{\nu_{j}}$, we obtain

$$
\lambda_{1}\left(T_{v_{j}}^{[p]}\right) \geq-\frac{\sqrt{p(n-p)}}{2}\left|S_{\nu_{j}}\right|^{2}
$$

Summing over $j$, we get

$$
\mathscr{B}_{\mathrm{ext}}^{[p]} \geq-\frac{\sqrt{p(n-p)}}{2}|S|^{2}
$$

From Theorem 1 and the above,

$$
\begin{aligned}
\mathscr{B}^{[p]} & =\mathscr{B}_{\mathrm{res}}^{[p]}+\mathscr{B}_{\mathrm{ext}}^{[p]} \\
& \geq p(n-p) \gamma_{M}-\frac{\sqrt{p(n-p)}}{2}|S|^{2} \\
& =p(n-p)\left(\gamma_{M}-\frac{|S|^{2}}{2 \sqrt{p(n-p)}}\right),
\end{aligned}
$$

as asserted. The other inequalities are proved similarly, using Lemma 14.

### 4.3. Proof of Theorem 10. If

$$
|S|^{2} \leq 2 \gamma_{M} \sqrt{p(n-p)}(1-\Lambda)
$$

for some $\Lambda \in[0,1]$, we see from the first estimate of Proposition 16 that

$$
\mathscr{B}^{[p]} \geq p(n-p) \Lambda \gamma_{M}
$$

The assertions follow immediately from the Bochner method (Proposition 3).
4.4. Proof of Theorem 11. Let $n \geq 3$. Together with Proposition 16, the assumptions give $\mathscr{P}^{[p]} \geq 0$; as $H^{p}(\Sigma, \mathbb{R}) \neq 0$, we get immediately that $\Sigma$ must be a Clifford torus $T_{p, r}$ by Corollary 5. On the other hand, it is seen from (26) that the only Clifford torus satisfying $|S|^{2} \leq 2 \sqrt{p(n-p)}$ is the one corresponding to the stated value of $r$.

Now assume $n=2$ and $p=1$, so that $|S|^{2} \leq 2$. We know that $\mathscr{B}^{[1]}$ is multiplication by the Gaussian curvature $K_{\Sigma}$ of $\Sigma$. From the formula $4 H^{2}=|S|^{2}+2 K_{\Sigma}-2$ we obtain $K_{\Sigma} \geq 2 H^{2} \geq 0$. The assumption $H^{1}(\Sigma, \mathbb{R}) \neq 0$ and the Bochner formula force $K_{\Sigma}=0$, hence $\Sigma$ is a minimal flat torus. As such, it is isometric with $\mathbb{S}^{1}(1 / \sqrt{2}) \times \mathbb{S}^{1}(1 / \sqrt{2})$ and the assertion follows.
4.5. Proof of Theorem 12. Assume that $\omega$ is a parallel $p$-form. Then $\mathscr{B}^{[p]} \omega=0$ identically and, by the last upper bound in Proposition 16,

$$
0=\left\langle\mathscr{B}^{[p]} \omega, \omega\right\rangle \leq\left(p(n-p) \Gamma_{M}+\frac{n^{2}|H|^{2}}{4}\right)|\omega|^{2}
$$

As $|\omega|$ is a positive constant, the assertion follows.
Now assume that $\omega$ is a harmonic $p$-form with constant length. From the Bochner formula (9) we see that $\left\langle\mathscr{P}^{[p]} \omega, \omega\right\rangle=-|\nabla \omega|^{2} \leq 0$ at every point. Hence, applying Proposition 16,

$$
0 \geq\left\langle\mathscr{B}^{[p]} \omega, \omega\right\rangle \geq p(n-p)\left(\gamma_{M}-\frac{|S|^{2}}{2 \sqrt{p(n-p)}}\right)|\omega|^{2}
$$

which implies $|S|^{2} \geq 2 \gamma_{M} \sqrt{p(n-p)}$ everywhere, as asserted.

## 5. Proof of the main theorem

Let $\Sigma^{n}$ be a Riemannian manifold and $R$ its curvature tensor, defined on tangent vectors $X, Y$ by

$$
\begin{equation*}
R(X, Y)=-\nabla_{X} \nabla_{Y}+\nabla_{Y} \nabla_{X}+\nabla_{[X, Y]} . \tag{27}
\end{equation*}
$$

The Bochner curvature term acting on $p$-forms is given by

$$
\mathscr{S}^{[p]} \omega\left(X_{1}, \ldots, X_{p}\right)=\sum_{j=1}^{n} \sum_{k=1}^{p}(-1)^{k}\left(R\left(e_{j}, X_{k}\right) \omega\right)\left(e_{j}, X_{1}, \ldots, \hat{X}_{k}, \ldots, X_{p}\right)
$$

where $\left(e_{1}, \ldots, e_{n}\right)$ is an orthonormal frame in $T \Sigma$ and $X_{1}, \ldots, X_{p}$ are arbitrary tangent vectors. However, in our proof of Theorem 1, we follow the approach of [Petersen 1998], which uses the formalism of Clifford multiplication, and allows to express $\mathscr{B}^{[p]}$ directly in terms of the curvature operator (see Theorem 17 below). Our Theorem 1 follows from Theorem 17 and the splitting of the curvature operator induced by the Gauss formula. The next section relies on the exposition in [Petersen 1998, Section 7.4], which we follow closely; the only difference is the sign of the Riemann tensor.
5.1. The Bochner operator in the Clifford formalism. Let $\Lambda^{\star}(\Sigma)$ be the algebra of forms on $\Sigma$. Given $\theta \in \Lambda^{1}$ and $\omega \in \Lambda^{p}$, define their Clifford multiplication by

$$
\left\{\begin{array}{l}
\theta \cdot \omega=\theta \wedge \omega-i_{\theta^{\#}} \omega, \\
\omega \cdot \theta=(-1)^{p}\left(\theta \wedge \omega+i_{\theta^{\#}} \omega\right),
\end{array}\right.
$$

where $i_{\theta^{\#}}$ denotes interior multiplication of a form by $\theta^{\#}$, the dual vector field of $\theta$. Note that by demanding that the product be bilinear and associative, the preceding equalities extend uniquely to define the Clifford multiplication of a $p$-form by a $q$-form. For 1-forms,

$$
\left\{\begin{array}{l}
\theta \cdot \theta=-|\theta|^{2},  \tag{28}\\
\theta_{1} \cdot \theta_{2}+\theta_{2} \cdot \theta_{1}=-2\left\langle\theta_{1}, \theta_{2}\right\rangle,
\end{array}\right.
$$

hence orthogonal 1-forms anticommute; moreover, any two orthogonal forms satisfy

$$
\begin{equation*}
\omega_{1} \cdot \omega_{2}=\omega_{1} \wedge \omega_{2} \tag{29}
\end{equation*}
$$

Define the bracket as usual: $\left[\omega_{1}, \omega_{2}\right]=\omega_{1} \cdot \omega_{2}-\omega_{2} \cdot \omega_{1}$. If $\theta$ is a 1 -form and $\psi$ is a 2 -form, one checks that for all forms $\omega_{1}, \omega_{2}$

$$
\left\{\begin{array}{l}
\left\langle\theta \cdot \omega_{1}, \omega_{2}\right\rangle=-\left\langle\omega_{1}, \theta \cdot \omega_{2}\right\rangle,  \tag{30}\\
\left\langle\left[\psi, \omega_{1}\right], \omega_{2}\right\rangle=-\left\langle\omega_{1},\left[\psi, \omega_{2}\right]\right\rangle .
\end{array}\right.
$$

Fix an orthonormal frame $\left(e_{1}, \ldots, e_{n}\right)$ with dual coframe $\left(\theta_{1}, \ldots, \theta_{n}\right)$, and define the Dirac operator on forms $D: \Lambda^{\star}(\Sigma) \rightarrow \Lambda^{\star}(\Sigma)$ by

$$
D \omega=\sum_{j=1}^{n} \theta_{j} \cdot \nabla_{e_{j}} \omega
$$

As $d \omega=\sum_{j=1}^{n} \theta_{j} \wedge \nabla_{e_{j}} \omega$ and $\delta \omega=-\sum_{j=1}^{n} i_{\theta_{j}^{\#}} \nabla_{e_{j}} \omega$, one sees that $D=d+\delta$, hence

$$
D^{2}=\Delta,
$$

where $\Delta$ is the Laplacian on forms. Theorem 4.5 of [Petersen 1998] proves that

$$
\begin{aligned}
D^{2} \omega & =\nabla^{\star} \nabla \omega+\frac{1}{2} \sum_{i, j=1}^{n} R\left(e_{i}, e_{j}\right) \omega \cdot \theta_{i} \cdot \theta_{j} \\
D^{2} \omega & =\nabla^{\star} \nabla \omega-\frac{1}{2} \sum_{i, j=1}^{n} \theta_{i} \cdot \theta_{j} \cdot R\left(e_{i}, e_{j}\right) \omega
\end{aligned}
$$

(As already observed, the change of sign in our formula is due to the opposite sign convention for the Riemann tensor adopted by Petersen.)

As $D^{2} \omega=\Delta \omega$, summing the two relations and dividing by 2 we then see

$$
\begin{equation*}
\mathscr{B}^{[p]} \omega=\frac{1}{4} \sum_{i, j=1}^{n}\left[R\left(e_{i}, e_{j}\right) \omega, \theta_{i} \cdot \theta_{j}\right] . \tag{31}
\end{equation*}
$$

Now recall that the curvature operator $\mathscr{R}: \Lambda_{2}(\Sigma) \rightarrow \Lambda_{2}(\Sigma)$ is the self-adjoint operator uniquely determined by the formula

$$
\begin{equation*}
\langle\mathscr{R}(X \wedge Y), Z \wedge T\rangle=R(X, Y, Z, T) \doteq\langle R(X, Y) Z, T\rangle . \tag{32}
\end{equation*}
$$

for all tangent vectors $X, Y, Z, T$. Then, we arrive at the following description of $\mathscr{B}^{[p]}$ in terms of $\mathscr{R}$.
Theorem 17. Let $\Sigma$ be a manifold, and let $\mathscr{F}^{[p]}$ be the Bochner operator acting on p-forms of $\Sigma$. At any point of $\Sigma$, fix any orthonormal basis $\left\{\xi_{r}\right\}$ of $\Lambda_{2}(\Sigma)$ (here $r=1, \ldots,\binom{n}{2}$ ) and let $\left\{\hat{\xi}_{r}\right\}$ be its dual basis. Then

$$
\left\langle\mathscr{B}^{[p]} \omega, \phi\right\rangle=\frac{1}{4} \sum_{r, s}\left\langle\mathscr{R} \xi_{r}, \xi_{s}\right\rangle\left\langle\left\langle\hat{\xi}_{r}, \omega\right],\left[\hat{\xi}_{s}, \phi\right]\right\rangle,
$$

where the bracket is relative to Clifford multiplication and $\mathscr{R}$ is the curvature operator of $\Sigma$.

For the proof, we start from [Petersen 1998, Lemma 4.7], which gives

$$
R\left(e_{i}, e_{j}\right) \omega=\frac{1}{4} \sum_{h, k=1}^{n}\left\langle R\left(e_{h}, e_{k}\right) e_{i}, e_{j}\right\rangle\left[\theta_{h} \cdot \theta_{k}, \omega\right] .
$$

By (31),

$$
\begin{equation*}
\mathscr{B}^{[p]} \omega=\frac{1}{4} \sum_{\substack{i<j \\ h<k}}\left\langle\mathscr{R}\left(e_{h} \wedge e_{k}\right), e_{i} \wedge e_{j}\right\rangle\left[\left[\theta_{h} \cdot \theta_{k}, \omega\right], \theta_{i} \cdot \theta_{j}\right] . \tag{33}
\end{equation*}
$$

By the adjointness property (30), we see that if $\phi$ is another $p$-form,

$$
\left\langle\left[\left[\theta_{h} \cdot \theta_{k}, \omega\right], \theta_{i} \cdot \theta_{j}\right], \phi\right\rangle=-\left\langle\left[\theta_{i} \cdot \theta_{j},\left[\theta_{h} \cdot \theta_{k}, \omega\right]\right], \phi\right\rangle=\left\langle\left[\theta_{h} \cdot \theta_{k}, \omega\right],\left[\theta_{i} \cdot \theta_{j}, \phi\right]\right\rangle
$$

and then

$$
\left\langle\mathscr{B}^{[p]} \omega, \phi\right\rangle=\frac{1}{4} \sum_{\substack{i<j \\ h<k}}\left\langle\mathscr{R}\left(e_{h} \wedge e_{k}\right), e_{i} \wedge e_{j}\right\rangle\left\langle\left[\theta_{h} \cdot \theta_{k}, \omega\right],\left[\theta_{i} \cdot \theta_{j}, \phi\right]\right\rangle
$$

This is the expression in the orthonormal basis $\left\{\xi_{r}\right\}=\left\{e_{i} \wedge e_{j}\right\}_{i<j}$ of $\Lambda_{2}(\Sigma)$. Obviously, the choice of the orthonormal basis is not important and the theorem follows.
5.2. A splitting of the curvature operator. Assume that $\Sigma^{n}$ is a submanifold of $M^{n+q}$. Let $R$ be the Riemann tensor of $\Sigma$ and $R^{M}$ that of $M$. For $X, Y, Z, T \in T \Sigma$, the Gauss formula gives

$$
R(X, Y, Z, T)=R^{M}(X, Y, Z, T)+R_{\mathrm{ext}}(X, Y, Z, T),
$$

where

$$
R_{\mathrm{ext}}(X, Y, Z, T)=\langle L(X, Z), L(Y, T)\rangle-\langle L(X, T), L(Y, Z)\rangle
$$

and $L$ is the second fundamental form. Accordingly, we can split the curvature operator $\mathscr{R}$ of $\Sigma$ as the sum of two self-adjoint operators acting on $\Lambda_{2}(\Sigma)$,

$$
\mathscr{R}=\mathscr{R}_{\mathrm{res}}+\mathscr{R}_{\mathrm{ext}},
$$

which are respectively defined on decomposable elements $X \wedge Y, Z \wedge T$ in $\Lambda_{2}(\Sigma)$ by

$$
\left\{\begin{array}{l}
\left\langle\mathscr{R}_{\mathrm{res}}(X \wedge Y), Z \wedge T\right\rangle=\left\langle\mathscr{R}^{M}(X \wedge Y), Z \wedge T\right\rangle  \tag{34}\\
\left\langle\mathscr{R}_{\mathrm{ext}}(X \wedge Y), Z \wedge T\right\rangle=\langle L(X, Z), L(Y, T)\rangle-\langle L(X, T), L(Y, Z)\rangle
\end{array}\right.
$$

Let $\gamma_{M}$ be the lowest eigenvalue of $\mathscr{R}^{M}$. As $\left\langle\mathscr{R}_{\text {res }} \xi, \xi\right\rangle=\left\langle\mathscr{R}^{M} \xi, \xi\right\rangle \geq \gamma_{M}|\xi|^{2}$ for all $\xi \in \Lambda_{2}(\Sigma)$, we see that $\mathscr{R}_{\text {res }} \geq \gamma_{M}$. The same remark applies to the largest eigenvalue $\Gamma_{M}$ of $\mathscr{R}^{M}$. Hence

$$
\begin{equation*}
\gamma_{M} \leq \mathscr{R}_{\text {res }} \leq \Gamma_{M} \tag{35}
\end{equation*}
$$

Now let $\left(v_{1}, \ldots, v_{q}\right)$ be an orthonormal frame in the normal bundle of $\Sigma$. By the definition of $S_{v}$, we can write $\mathscr{R}_{\text {ext }}=\sum_{j=1}^{q} \mathscr{R}_{\mathrm{ext}}^{(j)}$, where

$$
\begin{equation*}
\left\langle\mathscr{R}_{\mathrm{ext}}^{(j)}(X \wedge Y), Z \wedge T\right\rangle=\left\langle S_{\nu_{j}}(X), Z\right\rangle\left\langle S_{\nu_{j}}(Y), T\right\rangle-\left\langle S_{\nu_{j}}(X), T\right\rangle\left\langle S_{\nu_{j}}(Y), Z\right\rangle \tag{36}
\end{equation*}
$$

In conclusion, one has the splitting

$$
\begin{equation*}
\mathscr{R}=\mathscr{R}_{\text {res }}+\sum_{j=1}^{q} \mathscr{R}_{\text {ext }}^{(j)} \tag{37}
\end{equation*}
$$

with $\mathscr{R}_{\text {res }}$ and $\mathscr{R}_{\text {ext }}^{(j)}$ respectively given by (34) and (36).
5.3. Algebraic lemma. The proof of Theorem 1 depends on the following algebraic fact. Let $S$ be a self-adjoint endomorphism of $T \Sigma$ and consider the associated "curvature operator" $\mathscr{R}_{S}: \Lambda_{2}(\Sigma) \rightarrow \Lambda_{2}(\Sigma)$ uniquely determined by the formula

$$
\begin{equation*}
\left\langle\mathscr{R}_{S}(X \wedge Y), Z \wedge T\right\rangle=\langle S(X), Z\rangle\langle S(Y), T\rangle-\langle S(X), T\rangle\langle S(Y), Z\rangle \tag{38}
\end{equation*}
$$

for all $X, Y, Z, T \in T \Sigma$. Clearly, $\mathscr{R}_{S}$ is self-adjoint. Introduce the self-adjoint operator $T_{S}^{[p]}: \Lambda^{p}(\Sigma) \rightarrow \Lambda^{p}(\Sigma)$ such that, on any pair of $p$-forms $\omega, \phi$,

$$
\begin{equation*}
\left\langle T_{S}^{[p]} \omega, \phi\right\rangle=\frac{1}{4} \sum_{r, s}\left\langle\mathscr{R}_{S} \xi_{r}, \xi_{s}\right\rangle\left\langle\left[\hat{\xi}_{r}, \omega\right],\left[\hat{\xi}_{s}, \phi\right]\right\rangle, \tag{39}
\end{equation*}
$$

where $\left\{\xi_{r}\right\}$ is any fixed orthonormal basis of $\Lambda_{2}(\Sigma)$ and $\left\{\hat{\xi}_{r}\right\}$ is its dual basis.
Lemma 18. In the above notation, the operator $T_{S}^{[p]}$ can be written as

$$
T_{S}^{[p]}=(\operatorname{tr} S) S^{[p]}-S^{[p]} \circ S^{[p]},
$$

where $S^{[p]}$ is the self-adjoint extension of $S$ to $\Lambda^{p}(\Sigma)$.
Proof. Let $\left(e_{1}, \ldots, e_{n}\right)$ be an orthonormal basis which diagonalizes $S$, so that $S\left(e_{j}\right)=k_{j} e_{j}$ for all $j=1, \ldots, n$ and $k_{j}$ are the associated eigenvalues. Let $\left(\theta_{1}, \ldots, \theta_{n}\right)$ be its dual basis. We refer to the notation in the proof of Lemma 2. Denote by $I_{p}$ the set of multi-indices $\left\{j_{1}, \ldots, j_{p}\right\}$ with $j_{1}<\cdots<j_{p}$. If $\alpha=$ $\left\{j_{1}, \ldots, j_{p}\right\}$, let

$$
\Theta_{\alpha}=\theta_{j_{1}} \wedge \cdots \wedge \theta_{j_{p}}=\theta_{j_{1}} \cdots \theta_{j_{p}}
$$

where the dots in the last term indicate Clifford multiplication. The set $\left\{\Theta_{\alpha}: \alpha \in I_{p}\right\}$ is then an orthonormal basis of $\Lambda^{p}(\Sigma)$. It is enough to show that

$$
\left\{\begin{array}{l}
\left\langle T^{[p]} \Theta_{\alpha}, \Theta_{\beta}\right\rangle=0 \\
\left\langle T^{[p]} \Theta_{\alpha}, \Theta_{\alpha}\right\rangle=K_{\alpha} K_{\star \alpha} .
\end{array} \text { if } \alpha \neq \beta,\right.
$$

In fact, in that case, each $\Theta_{\alpha}$ is an eigenform of $T_{S}^{[p]}$ associated to the eigenvalue $K_{\alpha} K_{\star \alpha}$, and it is readily seen from the discussion in Lemma 2 that the operator $(\operatorname{tr} S) S^{[p]}-S^{[p]} \circ S^{[p]}$ is the only one having that property.

Observe from (38) that the 2 -vector $e_{i} \wedge e_{j}$ with $i<j$ is an eigenvector of $\mathscr{R}_{S}$ with associated eigenvalue $k_{i} k_{j}$. The set $\left\{\xi_{r}\right\}=\left\{e_{i} \wedge e_{j}\right\}_{i<j}$ forms an orthonormal
basis of $\Lambda_{2}(\Sigma)$. Therefore, by the definition in (39),

$$
\begin{equation*}
\left\langle T_{S}^{[p]} \omega, \phi\right\rangle=\frac{1}{4} \sum_{i<j} k_{i} k_{j}\left\langle\left[\theta_{i} \cdot \theta_{j}, \omega\right],\left[\theta_{i} \cdot \theta_{j}, \phi\right]\right\rangle . \tag{40}
\end{equation*}
$$

A straightforward calculation using (28) shows that, for any $\alpha \in I_{p}$,

$$
\left[\theta_{i} \cdot \theta_{j}, \Theta_{\alpha}\right]= \begin{cases}0 & \text { if } i, j \in \alpha  \tag{41}\\ 0 & \text { if } i, j \in \star \alpha \\ 2 \theta_{i} \cdot \theta_{j} \cdot \Theta_{\alpha} & \text { otherwise }\end{cases}
$$

Then $\left\langle\left[\theta_{i} \cdot \theta_{j}, \Theta_{\alpha}\right],\left[\theta_{i} \cdot \theta_{j}, \Theta_{\beta}\right]\right\rangle$ is either zero or is equal to

$$
4\left\langle\theta_{i} \cdot \theta_{j} \cdot \Theta_{\alpha}, \theta_{i} \cdot \theta_{j} \cdot \Theta_{\beta}\right\rangle=4\left\langle\Theta_{\alpha}, \Theta_{\beta}\right\rangle
$$

because $\left\langle\theta \cdot \omega_{1}, \theta \cdot \omega_{2}\right\rangle=\left\langle\omega_{1}, \omega_{2}\right\rangle$ for any 1-form $\theta$ and $p$-forms $\omega_{1}, \omega_{2}$. In particular $\left\langle T^{[p]} \Theta_{\alpha}, \Theta_{\beta}\right\rangle=0$ when $\alpha \neq \beta$. It remains to show that $\left\langle T^{[p]} \Theta_{\alpha}, \Theta_{\alpha}\right\rangle=K_{\alpha} K_{\star \alpha}$. After renumbering, we can assume that $\alpha=\{1, \ldots, p\}$ so that $\star \alpha=\{p+1, \ldots, n\}$. Then

$$
\left|\left[\theta_{i} \cdot \theta_{j}, \Theta_{\alpha}\right]\right|^{2}= \begin{cases}4 & \text { if } i \leq p, j \geq p+1, \\ 0 & \text { otherwise }\end{cases}
$$

so that, by (40),

$$
\begin{aligned}
\left\langle T^{[p]} \Theta_{\alpha}, \Theta_{\alpha}\right\rangle & =\frac{1}{4} \sum_{i<j} k_{i} k_{j}\left|\left[\theta_{i} \cdot \theta_{j}, \Theta_{\alpha}\right]\right|^{2} \\
& =\sum_{\substack{i \leq p \\
j \geq p+1}} k_{i} k_{j}=\left(k_{1}+\cdots+k_{p}\right)\left(k_{p+1}+\cdots+k_{n}\right)=K_{\alpha} K_{\star \alpha}
\end{aligned}
$$

as asserted.
5.4. Proof of Theorem 1. Let $\left\{\xi_{r}\right\}$ be an orthonormal basis of $\Lambda_{2}(\Sigma)$ with dual basis $\left\{\hat{\xi}_{r}\right\}$, where $r$ is an index running from 1 to $\binom{n}{2}$. By Theorem 17 and the splitting given in (37), we have

$$
\mathscr{B}^{[p]}=\mathscr{B}_{\text {res }}^{[p]}+\sum_{j=1}^{q} T_{v_{j}}^{[p]},
$$

where, on given $p$-forms $\omega$ and $\phi$,

$$
\begin{aligned}
\left\langle\mathscr{B}_{\mathrm{res}}^{[p]} \omega, \phi\right\rangle & =\frac{1}{4} \sum_{r, s}\left\langle\mathscr{P}_{\mathrm{res}} \xi_{r}, \xi_{s}\right\rangle\left\langle\left[\hat{\xi}_{r}, \omega\right],\left[\hat{\xi}_{s}, \phi\right]\right\rangle, \\
\left\langle T_{v_{j}}^{[p]} \omega, \phi\right\rangle & =\frac{1}{4} \sum_{r, s}\left\langle\mathscr{P}_{\mathrm{ext}}^{(j)} \xi_{r}, \xi_{s}\right\rangle\left\langle\left\langle\hat{\xi}_{r}, \omega\right],\left[\hat{\xi}_{s}, \omega\right]\right\rangle .
\end{aligned}
$$

From Lemma 18 applied to $S=S_{v_{j}}$, we get directly that

$$
T_{v_{j}}^{[p]}=\left(\operatorname{tr} S_{v_{j}}\right) S_{v_{j}}^{[p]}-S_{v_{j}}^{[p]} \circ S_{v_{j}}^{[p]} .
$$

It remains to show the bounds on $\mathscr{B}_{\text {res }}^{[p]}$. Choose $\left\{\xi_{r}\right\}$ to be an orthonormal basis of eigenvectors of $\mathscr{R}_{\text {res }}$. We know from (35) that $\left\langle\mathscr{R}_{\text {res }} \xi_{r}, \xi_{r}\right\rangle \geq \gamma_{M}\left|\xi_{r}\right|^{2}=\gamma_{M}$ for all $r$. Then, for any $p$-form $\omega$,

$$
\left\langle\mathscr{S}_{\mathrm{res}}^{[p]} \omega, \omega\right\rangle=\frac{1}{4} \sum_{r}\left\langle\mathscr{P}_{\mathrm{res}} \xi_{r}, \xi_{r}\right\rangle\left|\left[\hat{\xi}_{r}, \omega\right]\right|^{2} \geq \frac{\gamma_{M}}{4} \sum_{r}\left|\left[\hat{\xi}_{r}, \omega\right]\right|^{2} .
$$

Now, the right-hand side does not depend on the choice of the basis $\left\{\xi_{r}\right\}$ of $\Lambda_{2}(\Sigma)$; choosing the basis $\left\{\theta_{i} \cdot \theta_{j}\right\}_{i<j}$ relative to an orthonormal coframe $\left(\theta_{1}, \ldots, \theta_{n}\right)$ of $T \Sigma$, we have

$$
\left.\frac{1}{4} \sum_{r}| | \hat{\xi}_{r}, \omega\right]\left.\right|^{2}=\frac{1}{4} \sum_{i<j}\left|\left[\theta_{i} \cdot \theta_{j}, \omega\right]\right|^{2}=p(n-p)|\omega|^{2},
$$

which follows from Lemma 18 applied to $S=I d$, with eigenvalues $k_{j}$ all equal to 1 . Then $\mathscr{S}_{\text {res }}^{[p]} \geq p(n-p) \gamma_{M}$. The upper bound $\mathscr{S}_{\text {res }}^{[p]} \leq p(n-p) \Gamma_{M}$ is proved similarly.

## 6. Proof of Theorem 4

Let $\Sigma^{n}$ be a compact hypersurface of $\mathbb{S}^{n+1}$ and let $\omega$ be a nontrivial parallel $p$-form on $\Sigma$, for some $p=1, \ldots, n-1$.

We first take care of the case $n=2, p=1$. As $\mathscr{B}^{[1]} \omega=K_{\Sigma} \omega$, we see immediately that $K_{\Sigma}=0$, hence $\Sigma$ is flat. As $\Sigma$ is compact and orientable, $\Sigma$ must be a flat torus.

We then assume $n \geq 3$. Let $\left(e_{1}, \ldots, e_{n}\right)$ be a local orthonormal frame of principal directions associated to the principal curvatures $k_{1}, \ldots, k_{n}$ on an open set $U$ and let $\left(\theta_{1}, \ldots, \theta_{n}\right)$ be its dual basis. The following facts have been proved in [Colbois and Savo 2012, Theorem 9]. As a consequence of the identity $R\left(e_{i}, e_{j}\right) \omega=0$ one obtains, for all $i \neq j$,

$$
\begin{equation*}
\left(1+k_{i} k_{j}\right) \Phi_{i j}=0 \tag{42}
\end{equation*}
$$

where $\Phi_{i j}$ is the $p$-form $\Phi_{i j}=\theta_{j} \wedge i_{e_{i}} \omega-\theta_{i} \wedge i_{e_{j}} \omega$. As $\omega$ is parallel, it never vanishes; as it is nontrivial we can assume, after renumbering the basis, that $\omega\left(e_{1}, \ldots, e_{p}\right) \neq 0$ on $U$. This implies that for all $i \leq p$ and $j \geq p+1$ the form $\Phi_{i j}$ is nonzero, which forces $1+k_{i} k_{j}=0$. One quickly concludes that at each point, there are two principal curvatures, $\lambda$ (with multiplicity $p$ ) and $\mu$ (with multiplicity $n-p$ ); that is,

$$
\begin{cases}S\left(e_{i}\right)=\lambda e_{i} & \text { for } i=1, \ldots, p \\ S\left(e_{j}\right)=\mu e_{j} & \text { for } j=p+1, \ldots, n .\end{cases}
$$

Moreover, one has, on $U$,

$$
\lambda \mu=-1
$$

Now $\lambda, \mu$ are smooth functions on $U$. To prove Theorem 4 it is enough to show that $\nabla \lambda=\nabla \mu=0$ on $U$. In fact, as $U$ is arbitrary and $\Sigma$ is connected, $\lambda$ and $\mu$ will be constant on $\Sigma$. Therefore $\Sigma$ is a compact isoparametric hypersurface with two principal curvatures, and by a well-known classification result it is isometric to a Clifford torus.

A result by T. Otsuki [1970] states that if $\Sigma$ is a hypersurface in $\mathbb{S}^{n+1}$ such that the multiplicities of its principal curvatures are constant, then the distribution $D_{\lambda}=\{v \in T \Sigma: S(v)=\lambda v\}$ relative to a principal curvature $\lambda$ is completely integrable. Moreover, if the multiplicity of $\lambda$ is greater than one, then $\lambda$ is constant on each of the integral leaves of the corresponding distribution. When there are only two principal curvatures (which is our case) this fact was also proved in [Ryan 1969, Proposition 2.3].

We first assume that $2 \leq p \leq n-2$. By what we have just said, on $U$ we have

$$
\begin{cases}\left\langle\nabla \lambda, e_{i}\right\rangle=0 & \text { for } i=1, \ldots, p  \tag{43}\\ \left\langle\nabla \mu, e_{j}\right\rangle=0 & \text { for } j=p+1, \ldots, n\end{cases}
$$

Differentiating $\lambda \mu=-1$, we see that, on $U$,

$$
\begin{equation*}
\mu \nabla \lambda+\lambda \nabla \mu=0 \tag{44}
\end{equation*}
$$

Fix $i=1, \ldots, p$. As $\left\langle\nabla \lambda, e_{i}\right\rangle=0$, we obtain from (44) that $\left\langle\lambda \nabla \mu, e_{i}\right\rangle=0$; as $\lambda \neq 0$ we then have

$$
\nabla \mu\left(e_{i}\right)=0 \quad \text { for all } i=1, \ldots, p
$$

By (43) we see that $\nabla \mu=0$ (hence $\nabla \lambda=0$ ) on $U$.
We now assume that $p=1$. Therefore

$$
S\left(e_{1}\right)=\lambda e_{1}, \quad S\left(e_{j}\right)=\mu e_{j} \quad \text { for } j=2, \ldots, n
$$

As $n \geq 3$, the multiplicity of $\mu$ is greater than one, and we have

$$
\left\langle\nabla \mu, e_{j}\right\rangle=0 \quad \text { for } j=2, \ldots, n
$$

By (44) we also have

$$
\left\langle\nabla \lambda, e_{j}\right\rangle=0 \quad \text { for } j=2, \ldots, n
$$

To prove the theorem, it then remains to show that $\left\langle\nabla \lambda, e_{1}\right\rangle=0$.
From (42), we see that $\left(1+k_{i} k_{j}\right) \Phi_{i j}=0$, where $\Phi_{i j}=\omega\left(e_{i}\right) \theta_{j}-\omega\left(e_{j}\right) \theta_{i}$. Take $i, j \geq 2$ with $i \neq j$. As $1+k_{i} k_{j}=1+\mu^{2} \neq 0$, we must have $\Phi_{i j}=0$. Hence

$$
0=\Phi_{i j}\left(e_{j}\right)=\omega\left(e_{i}\right) \quad \text { for all } i=2, \ldots, n
$$

As $\omega\left(e_{1}\right) \neq 0$, this gives

$$
S^{[1]} \omega\left(e_{1}\right)=\lambda \omega\left(e_{1}\right) \quad \text { and } \quad S^{[1]} \omega\left(e_{j}\right)=0 \quad \text { for all } j \geq 2
$$

This means that $S^{[1]} \omega=\lambda \omega$, and that the dual vector field $X$ of $\omega$ is parallel and is a principal direction associated to $\lambda$ :

$$
S(X)=\lambda X
$$

As $X$ has constant length, we can normalize so that $X=e_{1}$. We now compute $\operatorname{div}(S(X))$ in two ways. Since $X$ is parallel, one has $\nabla_{e_{j}}(S(X))=\nabla_{e_{j}} S(X)$. Then, by the Codazzi formula,

$$
\begin{equation*}
\operatorname{div}(S(X))=\langle n \nabla H, X\rangle \tag{45}
\end{equation*}
$$

On the other hand, since $\operatorname{div} X=0$,

$$
\begin{equation*}
\operatorname{div}(S(X))=\operatorname{div}(\lambda X)=\langle\nabla \lambda, X\rangle \tag{46}
\end{equation*}
$$

Therefore $\langle n \nabla H-\nabla \lambda, X\rangle=0$. Differentiating the identity $n H=\lambda-(n-1) / \lambda$, we obtain

$$
\frac{n-1}{\lambda^{2}}\langle\nabla \lambda, X\rangle=0 \quad \text { and } \quad\left\langle\nabla \lambda, e_{1}\right\rangle=\langle\nabla \lambda, X\rangle=0
$$

The proof is complete.
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# ON SOLUTIONS TO <br> COURNOT-NASH EQUILIBRIA EQUATIONS ON THE SPHERE 

Micah Warren


#### Abstract

We discuss equations associated to Cournot-Nash Equilibria as put forward recently by Blanchet and Carlier. These equations are related to an optimal transport problem in which the source measure is known, but the target measure is part of the problem. The resulting equation is of Monge-Ampère type with possible nonlocal terms. If the cost function is of a particular form, the equation is vulnerable to standard optimal transportation PDE techniques, with some modifications to deal with the new terms. We give some sufficient conditions for the problem on the sphere from which we can conclude that solutions are smooth.


## 1. Introduction

In this note, we discuss equations associated to Cournot-Nash equilibria as put forward in [Blanchet and Carlier 2012], a reference we henceforth abbreviate as [BC]. These equations are related to an optimal transport problem in which the source measure is known but the target measure is to be determined. A CournotNash equilibrium (CNE) is a special type of optimal transport: Each individual $x$ is transported to a point $T(x)$ in a way that not only minimizes the total cost of transportation, but minimizes a cost to the individual $x$ (transportation plus other). This latter cost may depend on the target distribution, and may involve congestion, isolation and geographical terms.

Blanchet and Carlier demonstrated how CNE are related to nonlinear elliptic PDEs, explicitly deriving a Euclidean version of the equation [BC, (4.6)] and showing that this problem has some very nice properties [BC, Theorem 3.8]. The fully nonlinear Monge-Ampère equation differs from "standard" optimal transport equations in that the potential itself occurs on the right-hand side, along with possibly some nonlocal terms. Here we study the problem on the sphere. Immediately one can conclude from [BC, Theorem 3.8] and [Loeper 2009] that optimal maps are

[^16]continuous with control on the Hölder norm. We move this a step further and show that all derivative norms can be controlled in terms of the data, when the solution is smooth. When the solution is known to be differentiable enough, one can easily adapt the estimates of Ma, Trudinger and Wang [Ma et al. 2005]. To make the conclusion a priori, we must use the continuity method. Closedness follows from the same estimates, but openness is not immediate and requires some conditions. In Theorem 6 we give some conditions on the data so that the problem can be solved smoothly.

## 2. Background and setup

In this section we briefly recap the setup in [BC]. Given a space of player types $X$ endowed with a probability measure $\mu$, an action space $Y$, and a cost function

$$
\Phi: X \times Y \times \mathcal{P}(Y) \rightarrow \mathbb{R},
$$

assume $x$-type agents pay cost $\Phi(x, y, v)$ to take action $y$. Here $v \in \mathcal{P}(Y)$ is the probability measure in the action space which is the push forward of $\mu$ by the map of actions from $X$ to $Y$. Supposing that $x$-type agents know the distribution $v$, they can choose the best action $y$. A Cournot-Nash equilibrium is a joint probability distribution measure $\gamma \in \mathcal{P}(X \times Y)$ with first marginal $\mu$ such that

$$
\begin{equation*}
\gamma\left\{(x, y) \in X \times Y: \Phi(x, y, v)=\min _{z \in Y} \Phi(x, z, v)\right\}=1, \tag{2-1}
\end{equation*}
$$

where $v$ is the second marginal.
We will be interested in a particular type of cost,

$$
\Phi(x, y, \nu)=c(x, y)+\mathcal{V}[\nu](y),
$$

where $c$ is the transportation cost. Lemma 2.2 of [BC] shows that a CNE will necessarily be an optimal transport pairing for the cost $c$ between the measures $\mu$ and $\nu$. They further show that, if $\mathcal{V}[\nu]$ is the differential of a functional $\mathcal{E}[\nu]$, then, at a minimizer for $\mathcal{E}[\nu]+\mathcal{W}_{c}(\mu, \nu)$, the optimal transport will necessarily be a CNE (here $\mathcal{W}_{c}(\mu, \nu)$ is the Wasserstein distance). In particular, if the cost $\mathcal{V}_{m}[\nu]$ is of the form

$$
\begin{equation*}
\mathcal{V}_{m}[\nu](y)=f\left(\frac{d \nu}{d m}(y)\right)+\int \phi(y, z) d v(z)+V(y) \tag{2-2}
\end{equation*}
$$

where $m$ is a "background" measure and the function $\phi(y, z)$ is symmetric on $Y \times Y$, then $\mathcal{V}_{m}$ is a differential, and a solution to the optimal transport is a CNE. (We will be licentious with notation, letting $v$ denote not only the measure, but also the density with respect to the background $m$.) From here on we suppose we are working with a solution to an optimal transport with cost $c$ between measures
$\mu$ and $v$ which is also a CNE for a total cost $\Phi$. We also assume that the manifolds $X$ and $Y$ are compact without boundary.

One can consider the pair $\left(u, u^{*}\right)$ which maximizes the Kantorovich functional

$$
J(u, v)=\int-u d \mu+\int v d v
$$

over all $-u(x)+v(y) \leq \Phi(x, y)$. The pair $\left(u, u^{*}\right)$ will satisfy

$$
\begin{equation*}
-u(x)+u^{*}(y)=\Phi(x, y) \tag{2-3}
\end{equation*}
$$

$\gamma$-almost everywhere, where $\gamma$ is the optimal measure for the Kantorovich problem. If the cost satisfies the standard Spence-Mirrlees condition (in the mathematics literature, the "twist", or [Ma et al. 2005, Section 2, condition (A1)]) we have, $\mu$-almost everywhere,

$$
\begin{equation*}
-u(x)+u^{*}(T(x))=\Phi(x, T(x)) . \tag{2-4}
\end{equation*}
$$

The twist condition says that $T(x)$ is uniquely determined by

$$
\begin{equation*}
T(x)=\{y: D u(x)+D c(x, y)=0\}, \tag{2-5}
\end{equation*}
$$

which gives the identity

$$
\begin{equation*}
D u(x)+D c(x, T(x))=0 . \tag{2-6}
\end{equation*}
$$

Note that, fixing an $x$, the quantity

$$
\Phi(x, y)-u^{*}(y)
$$

must have a minimum at $T(x)$; we conclude that

$$
D_{y} \Phi(x, T(x))=D u^{*}(T(x)) .
$$

Then by condition (2-1), for fixed $x$,

$$
\Phi(x, T(x)) \leq \Phi(x, y),
$$

which implies that

$$
D_{y} \Phi(x, T(x))=0,
$$

from which we conclude that

$$
D u^{*}(y) \equiv 0 .
$$

Now the pair $\left(u, u^{*}\right)$ is determined up to a constant. One can choose the constant in $u$ or $u^{*}$ but not both. At this point we simply choose $u^{*}=0$. Having fixed this choice, we obtain information about $u$ and the measure $v$, using (2-2) and (2-4):

$$
-u(x)=c(x, T(x))+f(\nu(T(x)))+\int \phi(T(x), z) d \nu(z)+V(T(x)) .
$$

In particular, the density $v(y)$ must be determined by
(2-7) $\quad v(T(x))$

$$
=f^{-1}\left(-u(x)-c(x, T(x))-\int \phi(T(x), T(z)) d \mu(z)-V(T(x))\right)
$$

having used the change of integration variables $T$ between $\mu$ and $\nu$. The optimal transportation equation (see [Ma et al. 2005]) becomes

$$
\begin{equation*}
\frac{\operatorname{det}\left(u_{i j}(x)+c_{i j}(x, T(x))\right)}{\operatorname{det}\left(-c_{i s}(x, T(x))\right)}=\frac{\mu(x)}{f^{-1}(Q(x, u))} . \tag{2-8}
\end{equation*}
$$

Here and in the sequel, we use $i, j, k$ to denote derivatives in the source $X$, and $p, s, t$ to denote derivatives in the target $Y$. It will be convenient to assume that $c_{i s}$ is negative definite, which follows if we are assuming condition (A2) of [Ma et al. 2005] and have chosen an appropriate coordinate system. We will use $b_{i s}(x)=-c_{i s}(x, T(x))$. Also (to keep equations within one line) we abbreviate

$$
Q(x, u)=-u(x)-c(x, T(x))-\int \phi(T(x), T(z)) d \mu(z)-V(T(x)),
$$

with $T(x)$ being determined by (2-5).
Before we say how this fully nonlinear equation is vulnerable, we mention the "Inada-like" conditions [BC, Section 3.3]

$$
\begin{array}{rlll}
\lim _{v \rightarrow 0^{+}} f(v)=-\infty & \text { and } & \lim _{v \rightarrow+\infty} f(v)=+\infty,  \tag{2-9}\\
f^{\prime}>0 & \text { and } & f \in C^{2}\left(\mathbb{R}^{+}\right) .
\end{array}
$$

If $f$ satisfies these conditions, then several observations are in order. First, as noted in [BC, Theorem 3.8], on a compact manifold we get bounds away from zero and infinity for the density $v$. In the spherical distance-squared transportation cost case, this immediately gives $C^{\alpha}$-continuity of the map, by results of Loeper. Secondly, the right-hand side of (2-8) is strictly monotone in the zeroth-order term - this is crucial in obtaining existence and uniqueness results, as it will allow us to invert the linearized operator. Finally, as we will show below, the first derivatives of this density will be bounded in terms of an a priori constant (depending on the smoothness of $f$ ) and the second derivatives will be bounded by a constant times second derivatives of $u$. These estimates will allow us to take advantage of the Ma-Trudinger-Wang estimates.

We will show an estimate on smooth solutions: If a solution to (2-8) is $C^{4}$, then it enjoys estimates of all orders subject to universal bounds. In order to show that arbitrary solutions are $C^{4}$ and hence smooth, we must use a continuity method. This method relies on a linearization which requires some discussion, given the integral terms in the equation.

The problem here, on a compact manifold with cost function satisfying the Ma-Trudinger-Wang condition, is quite simpler than the delicate boundary value problem in [BC]. With or without the nonlocal terms, such a problem may be approached as in [Liu and Trudinger 2010]. We leave this problem aside for now.

## 3. Linearization

We take the natural $\log$ of $(2-8)$ and then consider the functional

$$
\begin{array}{r}
F\left(x, u, D u, D^{2} u\right)=\ln \operatorname{det}\left(u_{i j}(x)+c_{i j}(x, T(x))\right)-\ln \operatorname{det}\left(b_{i s}(x, T(x))\right)  \tag{3-1}\\
-\ln \mu(x)+\ln f^{-1}(Q(x, u))
\end{array}
$$

the equation we want to solve is

$$
\begin{equation*}
F\left(x, u, D u, D^{2} u\right)=0 \tag{3-2}
\end{equation*}
$$

Preparing for linearization, consider (2-6) applied to $u+t v$ :

$$
D u(x)+t D \eta(x)+D c\left(x, T_{t}(x)\right)=0
$$

Differentiate with respect to $t$ to get

Linearizing, we obtain

$$
D \eta(x)=b_{i s}(x, T(x)) \frac{d T^{s}}{d t}
$$

$$
L \eta=\frac{d}{d t} F(u+t \eta)=L^{0} \eta+L^{1} \eta
$$

where

$$
\begin{align*}
& L^{0} \eta=w^{i j} \eta_{i j}+w^{i j} c_{i j s} b^{s k} \eta_{k}+b^{i s} c_{i s p} b^{p k} \eta_{k}  \tag{3-3}\\
& \begin{aligned}
& L^{1} \eta=\frac{\left(f^{-1}(Q)\right)^{\prime}}{f^{-1}(Q)}\left(-c_{s}(x, T(x)) b^{s k} \eta_{k}-\eta-V_{s} b^{s k} \eta_{k}\right. \\
&-b^{s k} \eta_{k}(x) \int \phi_{s}(T(x), T(z)) d \mu(z) \\
&\left.-\int \phi_{\bar{s}}(T(x), T(z)) b^{s k}(z) \eta_{k}(z) d \mu(z)\right)
\end{aligned}
\end{align*}
$$

Here we are using

$$
w_{i j}(x)=u_{i j}(x)+c_{i j}(x, T(x))
$$

We note also that differentiating (2-6) shows

$$
\begin{equation*}
T_{i}^{s}(x, T(x))=\frac{\partial T^{s}}{\partial x_{i}}=b^{s k}(x, T(x)) w_{k i}(x, T(x)) \tag{3-5}
\end{equation*}
$$

We take $g_{i j}(x)=w_{i j}(x)$ to define a metric (one can check that it transforms as such), then write

$$
\begin{equation*}
d \mu(x)=e^{-a(x)} d V_{g}(x) \tag{3-6}
\end{equation*}
$$

where

$$
-a(x)=\ln \mu(x)-\frac{1}{2} \ln \operatorname{det} w_{i j}(x)
$$

From the definition of $F$ in (3-1) we have

$$
-a(x)=\frac{1}{2} \ln \operatorname{det} w_{i j}-\ln \operatorname{det} b+\ln v-F
$$

having introduced

$$
v(x)=\ln f^{-1}(Q(x, u))
$$

First, we compute the weighted Laplace

$$
\Delta_{a} \eta=\triangle_{g} \eta-\nabla a \cdot \nabla \eta
$$

We begin with $\triangle_{g} \eta$, differentiating in some coordinate system (see (4-1) for very similar computations):

$$
\begin{aligned}
\frac{\left(\sqrt{\operatorname{det} w} w^{i j} \eta_{j}\right)_{i}}{\sqrt{\operatorname{det} w}} & =w^{i j} \eta_{i j}+\frac{1}{2} w^{a b} \partial_{i} w_{a b} w^{i j} \eta_{j}-w^{i a} w^{b j} \partial_{i} w_{a b} \eta_{j} \\
& =w^{i j} \eta_{i j}+w^{a b} w^{i j}\left(\partial_{i} w_{a b}-\partial_{b} w_{i a}\right) \eta_{j}-\frac{1}{2} w^{a b} \partial_{i} w_{a b} w^{i j} \eta_{j} \\
& =w^{i j} \eta_{i j}+\left(w^{b a} c_{a b s} b^{s j}-w^{i j} c_{i s k} b^{s k}\right) \eta_{j}-\frac{1}{2} w^{i j}(\ln \operatorname{det} w)_{i} \eta_{j} \\
& =L^{0} \eta-b^{i s} c_{i s p} b^{p k} \eta_{k}-w^{i j} c_{k i s} b^{s k} \eta_{j}-\frac{1}{2} w^{i j}(\ln \operatorname{det} w)_{i} \eta_{j}
\end{aligned}
$$

Thus

$$
\begin{aligned}
\triangle_{a} \eta= & L^{0} \eta-b^{i s} c_{i s p} b^{p k} \eta_{k}-w^{i j} c_{k i s} b^{s k} \eta_{j}-\frac{1}{2} w^{i j}(\ln \operatorname{det} w)_{i} \eta_{j} \\
& +\frac{1}{2} w^{i j}(\ln \operatorname{det} w)_{i} \eta_{j}-w^{i j}(\ln \operatorname{det} b)_{i} \eta_{j}+(\ln v)_{i} w^{i j} \eta_{j}-F_{i} w^{i j} \eta_{j} \\
= & L^{0} v+(\ln v)_{i} w^{i j} \eta_{j}-F_{i} w^{i j} \eta_{j}
\end{aligned}
$$

and hence

$$
L \eta=\triangle_{a} \eta+L^{1} \eta-(\ln v)_{i} w^{i j} \eta_{j}+F_{i} w^{i j} \eta_{j}
$$

Next, we compute

$$
\begin{aligned}
&(\ln v)_{i}=\frac{\left(f^{-1}(Q)\right)^{\prime}}{f^{-1}(Q)}\left(-u_{i}(x)-c_{i}(x, T(x))-c_{s}(x, T(x)) b^{s k} w_{k i}\right. \\
&\left.\quad-b^{s k} w_{k i} \int \phi_{s}(T(x), T(z)) d \mu(z)-V_{s} b^{s k} w_{k i}\right)
\end{aligned}
$$

Noting that $-u_{i}(x)-c_{i}(x, T(x))$ vanishes, and (3-4), we have

$$
L^{1} \eta-(\ln v)_{i} w^{i j} \eta_{j}=\frac{\left(f^{-1}(Q)\right)^{\prime}}{f^{-1}(Q)}\left(-\eta-\int \phi_{s}(T(x), T(z)) b^{s k}(z) \eta_{k}(z) d \mu(z)\right)
$$

Next, we compute the integral term in the previous expression. Notice

$$
\begin{aligned}
\int\langle\nabla \phi(y, T(z)), \nabla \eta\rangle e^{-a(z)} d V_{g}(z) & =\int \phi_{s}(y, T(z)) b^{s k} w_{k i} \eta_{j} w^{i j} e^{-a(x)} d V_{g} \\
& =\int \phi_{s}(T(x), T(z)) b^{s k} \eta_{k}(z) d \mu(z) .
\end{aligned}
$$

Now, integrating by parts, we have

$$
-\int \phi_{s}(T(x), T(z)) b^{s k} \eta_{k}(z) d \mu(z)=\int \phi(T(x), T(z)) \Delta_{a} \eta(z) e^{-a(z)} d V_{g}(z)
$$

Combining, we have
(3-7) $L \eta=\triangle_{a} \eta-h(x) \eta(x)-h(x) \int \phi(T(x), T(z)) \triangle_{a} \eta(z) d \mu(z)+\langle\nabla F, \nabla \eta\rangle$, using the shorthand

$$
h(x)=\frac{\left(f^{-1}(Q)\right)^{\prime}}{f^{-1}(Q)},
$$

which represents a positive differentiable quantity if $f$ satisfies (2-9). In particular, if $f(\tau)=\ln \tau$ then $h$ will be identically 1 . When $F \equiv 0$ we have the following.

Proposition 1. At a solution of (3-2), the linearized operator takes the form

$$
\begin{equation*}
L \eta=\Delta_{a} \eta-h(x) \eta(x)-h(x) \int \phi(T(x), T(z)) \Delta_{a} \eta(z) d \mu(z) . \tag{3-8}
\end{equation*}
$$

Lemma 2. Suppose that

$$
\begin{equation*}
\max _{(x, y) \in X \times Y} h(x)|\phi(x, y)|<1 . \tag{3-9}
\end{equation*}
$$

Then the operator (3-8) has trivial kernel.
Proof. To make use of some functional analytic formality, we define operators $A$, $J, h$, and $I$ on the space $\mathcal{B}=L^{2}(X, d \mu)$ by

$$
\begin{aligned}
& {[A \eta](x)=\triangle_{a} \eta(x),} \\
& {[J \eta](x)=\int \phi(T(x), T(z)) \eta(z) d \mu(z),} \\
& {[h \eta](x)=h(x) \eta(x),} \\
& {[I \eta](x)=\eta(x) .}
\end{aligned}
$$

Then $L=A-h-h J A=(I-h J) A-h=(I-h J)\left(A-(I-h J)^{-1} h\right)$.
First, we have the pointwise estimate

$$
\begin{aligned}
{[h J \eta](x) } & =\int h(x) \phi(T(x), T(y)) \eta(y) d \mu(y) \\
& \leq\left\|\int h(x) \phi(T(x), T(y)) d \mu(x)\right\|_{L^{2}}^{1 / 2}\|\eta\|_{L^{2}}^{1 / 2} \\
& \leq\left(\max _{(x, y) \in X \times Y} h(x)|\phi(x, y)|\right)^{1 / 2}<\|\eta\|_{L^{2}}^{1 / 2},
\end{aligned}
$$

using (3-9). Integrating this quantity over $\mu$ yields

$$
\|h J\|<1
$$

as an operator on $\mathcal{B}$, so $(I-h J)$ is invertible. Thus we have

$$
\operatorname{Ker} L=\operatorname{Ker}\left(A-(I-h J)^{-1} h\right) .
$$

Now suppose, for purposes of contradiction, that we have nontrivial $\eta \in \operatorname{Ker} L$. Then

$$
A \eta=(I-h J)^{-1} h \eta,
$$

thus

$$
\left\langle(I-h J)^{-1} h \eta, \eta\right\rangle=\langle A \eta, \eta\rangle=-\int|\nabla \eta|^{2} d \mu<0 .
$$

But, as $(I-h J)$ is invertible, we can let

$$
(I-h J) \omega=h \eta .
$$

Then

$$
\left\langle\omega, h^{-1}(I-h J) \omega\right\rangle=\left\langle(I-h J)^{-1} h \eta, \eta\right\rangle<0,
$$

that is,

$$
0\rangle\left\langle\omega, \frac{1}{h} \omega\right\rangle-\langle\omega, J \omega\rangle \geq \frac{1}{\max h}\|\omega\|^{2}-\|J\|\|\omega\|^{2}=\left(\frac{1}{\max h}-\|J\|\right)\|\omega\|^{2},
$$

which is clearly a contradiction if $1>\max h\|J\|$.

## 4. Estimates on the sphere

From here on we specialize to the round unit sphere, with cost function half of distance squared. Note that this sphere has Riemannian volume $n \omega_{n}$.

Oscillation estimates. The following estimates are a version of [BC, Lemma 3.7]. On a compact manifold, the cost function will be bounded. Since the solution $u$ is $c$-convex, at its maximum point $x_{\text {max }}, u$ is supported below by the cost support function $c\left(x, T\left(x_{0}\right)\right)+\lambda$. Hence, at the minimum point $x_{\min }$, we have that $u\left(x_{\min }\right) \geq c\left(x_{\min }, T\left(x_{\max }\right)\right)+\lambda$, which in turn tells us that

$$
\text { osc } u \leq \operatorname{osc} c=\frac{1}{2} \pi^{2} .
$$

Next we observe that, because the integration of the density $\nu$ against $m$ gives a probability measure, the density $v$ must be larger than $1 /\left(n \omega_{n}\right)$ at some point $y_{0}$. Using (2-7), it follows that, at the point $x_{0}=T^{-1}\left(y_{0}\right)$,

$$
-c\left(x_{0}, y_{0}\right)-u\left(x_{0}\right)-\int \phi\left(y_{0}, T(z)\right) d \mu(z)-V\left(y_{0}\right) \geq f\left(\frac{1}{n \omega_{n}}\right),
$$

and similarly, at the point $x_{1}$ where the density $v$ is smallest,

$$
-c\left(x_{1}, y_{1}\right)-u\left(x_{1}\right)-\int \phi\left(y_{1}, T(z)\right) d \mu(z)-V\left(y_{1}\right)=f\left(v\left(x_{1}\right)\right) .
$$

Hence,

$$
\begin{aligned}
-c\left(x_{0}, y_{0}\right)+c\left(x_{1}, y_{1}\right)-u\left(x_{0}\right)+u\left(x_{1}\right)- & \int\left(\phi\left(y_{0}, T(z)\right)+\phi\left(y_{1}, T(z)\right)\right) d \mu(z) \\
& -V\left(y_{0}\right)+V\left(y_{1}\right) \geq f\left(\frac{1}{n \omega_{n}}\right)-f\left(v\left(x_{1}\right)\right),
\end{aligned}
$$

that is,

$$
f\left(v\left(x_{1}\right)\right) \geq f\left(\frac{1}{n \omega_{n}}\right)-2 \operatorname{osc} c-2 \operatorname{osc} \phi-\operatorname{osc} V>-\infty .
$$

By Inada's conditions,

$$
v \geq f^{-1}\left(f\left(\frac{1}{n \omega_{n}}\right)-\pi^{2}-2 \operatorname{osc} \phi-\operatorname{osc} V\right)>0 .
$$

Similarly, an upper bound can be derived:

$$
v \leq f^{-1}\left(f\left(\frac{1}{n \omega_{n}}\right)+\pi^{2}+2 \operatorname{osc} \phi+\operatorname{osc} V\right)<\infty .
$$

4.1. Stayaway. Now that $v$ is under control, it follows from the stayaway estimates of [Delanoë and Loeper 2006] that the map $T(x)$ must satisfy

$$
\operatorname{dist}_{\mathbb{S}^{n}}(x, T(x)) \leq \pi-\epsilon(f, \mu, V, \phi) .
$$

In particular, the map stays clear of the cut locus. All derivatives of the cost function are now controlled.

## MTW estimates.

Lemma 3. If the map $T$ is differentiable and locally invertible, then the target measure density

$$
\nu(T(x))=f^{-1}\left(-c(x, T(x))-u(x)-\int \phi(T(x), T(z)) d \mu(z)-V(T(x))\right)
$$

has first derivatives bounded by a universal constant and has second derivatives

$$
v_{s r}=C_{1}+C_{2 k}\left(T^{-1}\right)_{r}^{k},
$$

where the bounding constants are within a controlled range.
Proof. Differentiate in the $x_{k}$ direction:

$$
\begin{aligned}
& v_{s} T_{k}^{s}(x)=\left(f^{-1}\right)^{\prime}\left(-c_{k}(x, T(x))-c_{s}(x, T(x))\right. \\
& T_{k}^{s}-u_{k} \\
&\left.\quad-T_{k}^{s} \int \phi_{s}(T(x), T(z)) d \mu(z)-V_{s} T_{k}^{s}\right) \\
&=\left(f^{-1}\right)^{\prime} T_{k}^{s}(x)\left(-c_{s}(x, T(x))-\int \phi_{s}(T(x), T(z)) d \mu(z)-V_{s}(T(x))\right) .
\end{aligned}
$$

As this is true for all $k$, and $D T$ is invertible, we can conclude that

$$
v_{s}(T(x))=\left(f^{-1}\right)^{\prime}\left(-c_{s}(x, T(x))-\int \phi_{s}(T(x), T(z)) d \mu(z)-V_{s}(T(x))\right)
$$

is a bounded quantity. For second derivatives, differentiate this equation in $x$ again:

$$
\begin{aligned}
& v_{s p} T_{k}^{p}=\left(f^{-1}\right)^{\prime \prime} T_{k}^{p}(x)( \left.-c_{s}(x, T(x))-\int \phi_{s}(T(x), T(z)) d \mu(z)-V_{s}(T(x))\right) \\
& \times\left(-c_{p}(x, T(x))-\int \phi_{p}(T(x), T(z)) d \mu(z)-V_{p}(T(x))\right) \\
&+\left(f^{-1}\right)^{\prime}\left(-c_{s k}(x, T(x))-c_{s p}(x, T(x)) T_{k}^{p}(x)\right. \\
&\left.\quad-T_{k}^{p}(x) \int \phi_{p s}(T(x), T(z)) d \mu(z)-T_{k}^{p}(x) V_{s p}(T(x))\right),
\end{aligned}
$$

that is,

$$
\begin{aligned}
v_{s r}=\left(f^{-1}\right)^{\prime \prime}\left(-c_{s}(x, T(x))-\int \phi_{s}(T(x),\right. & \left.T(z)) d \mu(z)-V_{s}(T(x))\right) \\
\times\left(-c_{p}(x, T(x))\right. & \left.-\int \phi_{p}(T(x), T(z)) d \mu(z)-V_{p}(T(x))\right) \\
+\left(f^{-1}\right)^{\prime}\left(-c_{s k}(x, T(x))\left(T^{-1}\right)_{r}^{k}\right. & -c_{s p}(x, T(x)) \\
& \left.\quad-\int \phi_{p s}(T(x), T(z)) d \mu(z)-V_{s p}(T(x))\right) .
\end{aligned}
$$

Now all the terms, with the exception of the $\left(T^{-1}\right)_{r}^{k}$ term, are given by controlled constants, independent of $u$. We are done.

Before we state the main a priori estimate, we recall the Ma-Trudinger-Wang (MTW) tensor [Ma et al. 2005, p. 154]. For each $y$ in the target, one can define the MTW tensor as a $(2,2)$-tensor on $T_{x} M$ via

$$
\operatorname{MTW}_{i j}^{k l}(x, y)=\left\{\left(-c_{i j p r}+c_{i j s} c^{s m} c_{m r p}\right) c^{p k} c^{r l}\right\}(x, y) .
$$

It is by now a well-known fact that, on the sphere,

$$
\mathrm{MTW}_{i j}^{k l} \xi_{k} \xi_{l} \tau^{i} \tau^{j} \geq \delta_{n}\|\xi\|^{2}\|\tau\|^{2}
$$

for a positive $\delta_{n}$ and all vector-covector pairs such that

$$
\xi(\tau)=0
$$

(For more discussion of the geometry of this tensor, see [Kim and McCann 2010].)
Given a solution, we define an operator on (2,0)-tensors as follows. Let $h$ be a (2,0)-tensor. Given vector fields $X_{1}, X_{2}$, we define

$$
\left(L_{w} h\right)\left(X_{1}, X_{2}\right)=\frac{1}{\sqrt{\operatorname{det} w}} \nabla_{j}\left(\sqrt{\operatorname{det} w} w^{i j} \nabla_{i} h\right)-w^{i j} \nabla_{j} a \nabla_{i} h\left(X_{1}, X_{2}\right),
$$

where

$$
-a(x)=\frac{1}{2} \ln \operatorname{det} w(x)-\ln \operatorname{det} b(x)+\ln v(x, T(x))
$$

and covariant differentiation is taken with respect to the round metric.

Proposition 4. Let $u$ be a solution of (2-8). If e is a unit direction in a local chart on $S^{n}$, then
$L_{w} w(e, e)$
$\geq w^{i j}\left(-c_{i j p r}+c_{i j s} c_{k r p} c^{s k}\right) c^{p m} c^{r l} w_{m e} w_{l e}-C\left(1+\sum w^{i i} \sum w_{j j}+\sum w^{i i}+\sum w_{i i}^{2}\right)$
Proof. This was proven in the case where densities are known ahead of time by Ma et al. [2005]. Adapting their proof requires only a small modification somewhere in the middle, but for completeness (and mostly for fun), we will present the calculation.

First, we note that
(4-1) $\frac{\partial_{j}\left(\sqrt{\operatorname{det} w} w^{i j}\right)}{\sqrt{\operatorname{det} w_{i j}}}-w^{i j} a_{j}$
$=\partial_{j} w^{i j}+\frac{1}{2} w^{i j}(\ln \operatorname{det} w)_{j}+w^{i j} \frac{1}{2}(\ln \operatorname{det} w)_{j}-w^{i j}(\ln \operatorname{det} b)_{j}+w^{i j}(\ln v)_{s} T_{j}^{S}$
$=-w^{i a} w^{b j} \partial_{j} w_{a b}+w^{i j}(\ln \operatorname{det} w)_{j}-w^{i j}\left(b^{s k} b_{s k j}+b^{s k} b_{s k t} T_{j}^{t}\right)+b^{s i}(\ln v)_{s}$
$=-w^{i a} w^{b j}\left(\partial_{j} w_{a b}-\partial_{a} w_{b j}\right)-w^{i a} w^{b j} \partial_{a} w_{b j}+w^{i j}(\ln \operatorname{det} w)_{j}$
$-w^{i j} b^{s k} b_{s k j}-b^{t i} b^{s k} b_{s k t}+b^{s i}(\ln v)_{s}$
$=-w^{i a} w^{b j}\left(c_{a b s} T_{j}^{s}-c_{b j s} T_{a}^{s}\right)-w^{i j} b^{s k} b_{s k j}-b^{t i} b^{s k} b_{s k t}+b^{s i}(\ln v)_{s}$
$=b^{s i} w^{b j} c_{b j s}-b^{t i} b^{s k} b_{s k t}+b^{s i}(\ln v)_{s}$
using (among others) the relations

$$
\begin{equation*}
\partial_{j} w_{a b}-\partial_{a} w_{b j}=c_{a b s} T_{j}^{s}-c_{b j s} T_{a}^{s}, \quad w^{b j} T_{j}^{s}=b^{s j} \tag{4-2}
\end{equation*}
$$

Now

$$
\begin{aligned}
& L_{w} w\left(e_{1}, e_{1}\right) \\
& =\frac{1}{\sqrt{\operatorname{det} w}} \nabla_{j}\left(\sqrt{\operatorname{det} w} w^{i j} \nabla_{i} w\right)\left(e_{1}, e_{1}\right)-w^{i j} \nabla_{j} a \nabla_{i} w\left(e_{1}, e_{1}\right) \\
& =w^{i j} \nabla_{j} \nabla_{i} w\left(e_{1}, e_{1}\right)+\left(b^{s i} w^{b j} c_{b j s}-b^{t i} b^{s k} b_{s k t}+b^{s i}(\ln v)_{s}\right) \nabla_{i} w\left(e_{1}, e_{1}\right) \\
& =w^{i j}\left(\partial_{i} \partial_{j} w\left(e_{1}, e_{1}\right)-\nabla_{j} \partial_{i} w\left(e_{1}, e_{1}\right)+2 w\left(\nabla_{\nabla_{j} \partial_{i}} e_{1}, e_{1}\right)-2 \partial_{i} w\left(\nabla_{j} e_{1}, e_{1}\right)\right. \\
& \left.-2 \partial_{j} w\left(\nabla_{i} e_{1}, e_{1}\right)+2 w\left(\nabla_{j} \nabla_{i} e_{1}, e_{1}\right)+2 w\left(\nabla_{i} e_{1}, \nabla_{j} e_{1}\right)\right) \\
& +\left(b^{s i} w^{b j} c_{b j s}-b^{t i} b^{s k} b_{s k t}+b^{s i}(\ln v)_{s}\right)\left(\partial_{i} w\left(e_{1}, e_{1}\right)-2 w\left(\nabla_{i} e_{1}, e_{1}\right)\right) \text {. }
\end{aligned}
$$

At this point, we choose a normal coordinate system (in the round metric), then

$$
\begin{aligned}
& L_{w} w\left(e_{1}, e_{1}\right)=\left(b^{s i} w^{b j} c_{b j s}-b^{t i} b^{s k} b_{s k t}\right.\left.+b^{s i}(\ln \nu)_{s}\right) \partial_{i} w\left(e_{1}, e_{1}\right) \\
&+w^{i j}\left(\partial_{i} \partial_{j} w\left(e_{1}, e_{1}\right)+2 w\left(\nabla_{j} \nabla_{i} e_{1}, e_{1}\right)\right) \\
&=\left(b^{i s} w^{b j} c_{b j s}-b^{i t} b^{s k} b_{s k t}+b^{i s}(\ln \nu)_{s}\right) \partial_{i} w_{11} \\
&+w^{i j}\left(\partial_{i} \partial_{j} w_{11}-\partial_{1} \partial_{1} w_{i j}\right)+w^{i j}\left(\partial_{1} \partial_{1} w_{i j}+2 w\left(\nabla_{j} \nabla_{i} e_{1}, e_{1}\right)\right) .
\end{aligned}
$$

Again harking back to [Ma et al. 2005], we let

$$
K=C \sum w^{i i} \sum w_{j j}+C \sum w^{i i}+C \sum w_{i i}^{2}+C
$$

and note that terms of the following form are $K$ :

$$
K=w^{i j} T_{b}^{s}, \quad K=\left(\partial_{j} w_{i k}-\partial_{k} w_{i j}\right), \quad K=w^{i j} 2 w\left(\nabla_{j} \nabla_{i} e_{1}, e_{1}\right), \quad K=w^{i j} w_{k l} ;
$$

so that

$$
\begin{aligned}
& L_{w} w\left(e_{1}, e_{1}\right)=-K+\left(b^{s i} w^{b j} c_{b j s}-b^{t i} b^{s k} b_{s k t}+b^{s i}(\ln v)_{s}\right) \partial_{i} w_{11} \\
&+w^{i j}\left(\partial_{i} \partial_{j} w_{11}-\partial_{1} \partial_{1} w_{i j}\right)+w^{i j} \partial_{1} \partial_{1} w_{i j} .
\end{aligned}
$$

Now, differentiating

$$
\begin{equation*}
\ln \operatorname{det} w_{i j}=\ln \operatorname{det} b_{i s}+\ln \mu-\ln v, \tag{4-3}
\end{equation*}
$$

we have

$$
\begin{equation*}
w^{i j} \partial_{1} w_{i j}=b^{s i}\left(b_{i s 1}+b_{i s t} T_{1}^{t}\right)+(\ln \mu)_{1}-(\ln v)_{s} T_{1}^{s} \tag{4-4}
\end{equation*}
$$

and again

$$
w^{i j} \partial_{11} w_{i j}+\partial_{1} w^{i j} \partial_{1} w_{i j}=K+b^{s i} b_{i s t} T_{11}^{t}+(\ln \nu)_{s r} T_{1}^{r} T_{1}^{s}-(\ln \nu)_{s} T_{11}^{s} .
$$

Now recall Lemma 3, which gives

$$
(\ln v)_{s r} T_{1}^{r} T_{1}^{s}=\frac{C_{1 s r}+C_{2 s k}\left(T^{-1}\right)_{r}^{k}}{v} T_{1}^{r} T_{1}^{s}-(\ln v)_{s}(\ln v)_{r} T_{1}^{r} T_{1}^{s}=K
$$

thus

$$
\begin{equation*}
w^{i j} \partial_{11} w_{i j}=w^{i a} w^{b j} \partial_{1} w_{a b} \partial_{1} w_{i j}+K+b^{s i} b_{i s t} T_{11}^{t}-(\ln v)_{s} T_{11}^{s} . \tag{4-5}
\end{equation*}
$$

Note that differentiating $T_{i}^{s}=b^{s k} w_{k i}$ yields

$$
\begin{equation*}
T_{i j}^{s}=b^{s k} \partial_{j} w_{k i}-b^{s a} b^{p k} w_{k i}\left(b_{a p j}+b_{a p q} T_{j}^{q}\right), \tag{4-6}
\end{equation*}
$$

in particular

$$
T_{11}^{s}=b^{s k} \partial_{1} w_{k 1}-b^{s a} b^{p k} w_{k 1}\left(b_{a p 1}+b_{a p q} T_{1}^{q}\right) .
$$

Now it follows that

$$
\begin{align*}
T_{11}^{s}-b^{s k} \partial_{k} w_{11} & =b^{s k}\left(\partial_{1} w_{k 1}-\partial_{k} w_{11}\right)-b^{s a} b^{p k} w_{k 1}\left(b_{a p 1}+b_{a p q} T_{1}^{q}\right)  \tag{4-7}\\
& =K . \tag{4-8}
\end{align*}
$$

Bringing in the concavity of the Monge-Ampère equation (4-5) and (4-8), we can eliminate some terms to see

$$
L_{w} w\left(e_{1}, e_{1}\right) \geq-K+b^{i s} w^{b j} c_{b j s} \partial_{i} w_{11}+w^{i j}\left(\partial_{i} \partial_{j} w_{11}-\partial_{1} \partial_{1} w_{i j}\right)
$$

Then, using

$$
\begin{aligned}
\partial_{1} \partial_{1} w_{i j} & =u_{i j 11}+c_{i j 11}+2 c_{i j s 1} T_{1}^{s}+c_{i j s} T_{11}^{s}+c_{i j p r} T_{1}^{p} T_{1}^{r}, \\
\partial_{i} \partial_{j} w_{11} & =u_{11 i j}+c_{11 i j}+c_{11 s i} T_{j}^{s}+c_{11 s j} T_{i}^{s}+c_{11 s} T_{i j}^{s}+c_{11 p r} T_{i}^{p} T_{j}^{r},
\end{aligned}
$$

we have

$$
\begin{aligned}
& L_{w} w\left(e_{1}, e_{1}\right) \\
& \quad \geq-K+\left(b^{i s} w^{b j} c_{b j s}\right) \partial_{i} w_{11}+w^{i j}\left(c_{11 s} T_{i j}^{s}+c_{11 p r} T_{i}^{p} T_{j}^{r}-c_{i j s} T_{11}^{s}-c_{i j p r} T_{1}^{p} T_{1}^{r}\right) .
\end{aligned}
$$

From (4-6),

$$
\begin{aligned}
w^{i j} T_{i j}^{s} & =w^{i j}\left(b^{s k} \partial_{j} w_{k i}-b^{s a} b^{p k} w_{k i}\left(b_{a p j}+b_{a p q} T_{j}^{q}\right)\right) \\
& =w^{i j} b^{s k}\left(\partial_{j} w_{k i}-\partial_{k} w_{i j}+\partial_{k} w_{i j}\right)-b^{s a} b^{p j}\left(b_{a p j}+b_{a p q} T_{j}^{q}\right) \\
& =K+b^{s k} \partial_{k}(\ln \operatorname{det} w) \\
& =K
\end{aligned}
$$

by (4-4). Using (4-7) we conclude

$$
L_{w} w\left(e_{1}, e_{1}\right) \geq-K-w^{b j} c_{b j s} b^{s a} b^{p k} w_{k 1} b_{a p q} T_{1}^{q}-w^{i j} c_{i j p r} T_{1}^{p} T_{1}^{r},
$$

which is the desired result after reindexing.
Corollary 5. Second derivatives of u are uniformly bounded.
Proof. Given the maximum principle estimate, this proof is standard, following [Ma et al. 2005]. For some more details in the setting of Riemannian manifolds see [Kim et al. 2012, Theorem 3.5].

## 5. Main theorem

In order to make a precise statement, we define

$$
\begin{aligned}
& \nu_{\text {lower }}=f^{-1}\left(f\left(\frac{1}{n \omega_{n}}\right)-2 \operatorname{osc} c-2\|\phi\|_{\infty}-\operatorname{osc} V\right) \\
& \nu_{\text {upper }}=f^{-1}\left(f\left(\frac{1}{n \omega_{n}}\right)+2 \operatorname{osc} c+2\|\phi\|_{\infty}+\operatorname{osc} V\right) .
\end{aligned}
$$

Similarly, an upper bound can be defined by

$$
h_{\max }=\sup _{Q \in\left[\nu_{\text {lower }}, v_{\text {upper }}\right]} \frac{\left(f^{-1}(Q)\right)^{\prime}}{f^{-1}(Q)} .
$$

Theorem 6. Suppose that $f$ satisfies the Inada-like conditions (2-9), $\mu$ and $m$ are smooth, and $\phi$ and $V$ are Lipschitz. If

$$
\begin{equation*}
\max _{x, y \in M}|\phi(x, y)|<\frac{1}{h_{\max }}, \tag{5-1}
\end{equation*}
$$

then there exists a smooth solution to (3-2).
Proof. For existence, we proceed by continuity [Gilbarg and Trudinger 2001, Theorem 17.6] on (3-2), letting

$$
\begin{align*}
& F\left(t, x, u, D u, D^{2} u\right)  \tag{5-2}\\
& \qquad \begin{array}{l}
\ln \operatorname{det}\left(D^{2} u+D^{2} c(x, T(x))\right)-\ln \operatorname{det}(-D \bar{D} c(x, T(x))) \\
\quad \\
\quad-\ln (t \mu(x)+(1-t) m(x))+\ln f^{-1}(Q(t, x, T(x))),
\end{array}
\end{align*}
$$

where

$$
Q(t, x, T(x))=-u(x)-c(x, T(x))-t \int \phi(T(x), T(z)) d \mu(z)-t V(T(x)) .
$$

At time $t=0$, a solution is given by $u \equiv 0$ : this maps the measure $m$ to itself via the identity mapping. Thus the interval $\mathcal{I}$ of $t$ for which a solution exists is nonempty. Notice that the form of (5-2) is the same as of (3-2) up to a scale of the functions $\phi$ and $V$ and a change of measure, so the estimates from the previous section all hold. From the theory of Krylov and Evans one can obtain $C^{2, \alpha}$ estimates. Thus $\mathcal{I}$ is closed. Lemma 2 with these conditions gives openness, noting that on the sphere a Laplacian has index zero, and that the linearized operator which has the same principal symbol has index zero as well.

Remark. For uniqueness, the standard PDE trick does not work immediately, even under assumptions such as those in the theorem. One may be tempted to use the standard argument [Gilbarg and Trudinger 2001, Theorem 17.1] to obtain a contradiction. However, the intermediate linearized operator will have the additional $\nabla F$ term that arises in (3-7) because combinations of $u$ and $v$ are not solutions. Our proof of invertibility fails for these, so we have no reason to expect that the proof would remain valid after being integrated. Uniqueness may be more easily obtained from geometric consideration as in [BC, Section 4]; see also [Villani 2009, Chapters 15 and 16].

However, if the integral term is not present, we can use the argument [Gilbarg and Trudinger 2001, Theorem 17.1], making the important note that on the sphere the set of $c$-convex functions is convex [Figalli et al. 2011, Theorem 3.2]. In this case, invertibility of the linearized operator follows easily from standard maximum principle arguments.
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# DOUBLE AND TRIPLE GIVENTAL'S J-FUNCTIONS FOR STABLE QUOTIENTS INVARIANTS 

Aleksey Zinger


#### Abstract

We use mirror formulas for the stable quotients analogue of Givental's $\boldsymbol{J}$ function for twisted projective invariants obtained in a previous paper to obtain mirror formulas for the analogues of the double and triple Givental's $J$-functions (with descendants at all marked points) in this setting. We then observe that the genus-0 stable quotients invariants need not satisfy the divisor, string, or dilaton relations of the Gromov-Witten theory, but they do possess the integrality properties of the genus-0 three-point Gromov-Witten invariants of Calabi-Yau manifolds. We also relate the stable quotients invariants to the BPS counts arising in Gromov-Witten theory and obtain mirror formulas for certain twisted Hurwitz numbers.
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## 1. Introduction

Gromov-Witten invariants of projective varieties are counts of curves that are conjectured (and known in some cases) to possess a rich structure. In particular, so-called mirror formulas relate these symplectic invariants of a nonsingular variety $X$ to complex-geometric invariants of the mirror family of $X$. In genus 0 , this relation is often described by assembling two-point Gromov-Witten invariants (but

[^17]without constraints on the second marked point) into a generating function, known as Givental's $J$-function, and expressing it in terms of an explicit hypergeometric series. The genus-0 Gromov-Witten invariants of a projective complete intersection $X$ are equal to the twisted Gromov-Witten invariants of the ambient space associated to the direct sum of positive line bundles corresponding to $X$. The genus- 0 mirror formula in Gromov-Witten theory extends to the twisted Gromov-Witten invariants associated with direct sums of line bundles over projective spaces; see [Elezi 2003; Givental 1996; Lian et al. 1999]. By [Cooper and Zinger 2014], the analogue of Givental's $J$-function for the twisted stable quotients invariants defined in [Marian et al. 2011] satisfies a simpler version of the mirror formula from Gromov-Witten theory. In this paper, we obtain mirror formulas for the stable quotients analogues of the double and triple Givental's $J$-functions for direct sums of line bundles. We use them to test the stable quotients invariants for the analogues of the standard properties satisfied by Gromov-Witten invariants. In the future, we intend to apply the methods of this paper to show that the stable quotients and GromovWitten invariants of projective complete intersections are related by a simple mirror transform, in all genera, but with at least one marked point.

1A. Stable quotients. The moduli spaces of stable quotients, $\bar{Q}_{g, m}(X, d)$, constructed in [Marian et al. 2011] and generalized in [Ciocan-Fontanine et al. 2014], provide an alternative to the moduli spaces of stable maps, $\overline{\mathfrak{M}}_{g, m}(X, d)$, for compactifying spaces of degree- $d$ morphisms from genus- $g$ nonsingular curves with $m$ marked points to a projective variety $X$ (with a choice of polarization). A stable tuple of quotients is a tuple

$$
\begin{equation*}
\left(\mathcal{C}, y_{1}, \ldots, y_{m} ; S_{1} \subset \mathbb{C}^{n_{1}} \otimes \mathcal{O}_{\mathcal{C}}, \ldots, S_{p} \subset \mathbb{C}^{n_{p}} \otimes \mathcal{O}_{\mathcal{C}}\right) \tag{1-1}
\end{equation*}
$$

where $\mathcal{C}$ is a connected (at worst) nodal curve, $y_{1}, \ldots, y_{m} \in \mathcal{C}^{*}$ are distinct smooth points, and

$$
S_{1} \subset \mathbb{C}^{n_{1}} \otimes \mathcal{O}_{\mathcal{C}}, \ldots, S_{p} \subset \mathbb{C}^{n_{p}} \otimes \mathcal{O}_{\mathcal{C}}
$$

are subsheaves such that the quotients $\mathbb{C}^{n_{1}} \otimes \mathcal{O}_{\mathcal{C}} / S_{1}, \ldots, \mathbb{C}^{n_{p}} \otimes \mathcal{O}_{\mathcal{C}} / S_{p}$ are locally free at the nodes of $\mathcal{C}$ and the marked points $y_{1}, \ldots, y_{m}$ and the $\mathbb{Q}$-line bundle

$$
\omega_{\mathcal{C}}\left(y_{1}+\cdots+y_{m}\right) \otimes\left(\Lambda^{\mathrm{top}} S_{1}^{*}\right)^{\epsilon} \otimes \cdots \otimes\left(\Lambda^{\mathrm{top}} S_{p}^{*}\right)^{\epsilon} \rightarrow \mathcal{C}
$$

is ample for all $\epsilon \in \mathbb{Q}^{+}$; this implies that $2 g+m \geq 2$.
In this paper, we are concerned only with the case $g=0$. For $m, d_{1}, \ldots, d_{p} \in \mathbb{Z}^{\geq 0}$ and $n_{1}, \ldots, n_{p} \in \mathbb{Z}^{+}$, the moduli space

$$
\begin{equation*}
\bar{Q}_{0, m}\left(\mathbb{P}^{n_{1}-1} \times \cdots \times \mathbb{P}^{n_{p}-1},\left(d_{1}, \ldots, d_{p}\right)\right) \tag{1-2}
\end{equation*}
$$

parameterizing the stable tuples of quotients as in (1-1) with $h^{1}\left(\mathcal{C}, \mathcal{O}_{\mathcal{C}}\right)=0$, that is, $\mathcal{C}$ is a rational curve, $\operatorname{rk}\left(S_{i}\right)=1$, and $\operatorname{deg}\left(S_{i}\right)=-d_{i}$, is a nonsingular irreducible

Deligne-Mumford stack and
$\operatorname{dim} \bar{Q}_{0, m}\left(\mathbb{P}^{n_{1}-1} \times \cdots \times \mathbb{P}^{n_{p}-1},\left(d_{1}, \ldots, d_{p}\right)\right)$

$$
=\left(d_{1}+1\right) n_{1}+\cdots+\left(d_{p}+1\right) n_{p}-p-3+m
$$

see [Cooper and Zinger 2014, Propositions 2.1, 2.2].
As in the case of stable maps, there are evaluation morphisms,

$$
\mathrm{ev}_{i}: \bar{Q}_{0, m}\left(\mathbb{P}^{n_{1}-1} \times \cdots \times \mathbb{P}^{n_{p}-1},\left(d_{1}, \ldots, d_{p}\right)\right) \rightarrow \mathbb{P}^{n_{1}-1} \times \cdots \times \mathbb{P}^{n_{p}-1}
$$

$i=1,2, \ldots, m$, corresponding to each marked point. There is also a universal curve

$$
\pi: \mathcal{U} \rightarrow \bar{Q}_{0, m}\left(\mathbb{P}^{n_{1}-1} \times \cdots \times \mathbb{P}^{n_{p}-1},\left(d_{1}, \ldots, d_{p}\right)\right)
$$

with $m$ sections $\sigma_{1}, \ldots, \sigma_{m}$ (given by the marked points) and $p$ universal rank-1 subsheaves

$$
\mathcal{S}_{i} \subset \mathbb{C}^{n_{i}} \otimes \mathcal{O}_{\mathcal{U}}
$$

In the case $p=1$, we will denote $\mathcal{S}_{1}$ by $\mathcal{S}$. For each $i=1,2, \ldots, m$, let

$$
\psi_{i}=-\pi_{*}\left(\sigma_{i}^{2}\right) \in H^{2}\left(\bar{Q}_{0, m}\left(\mathbb{P}^{n_{1}-1} \times \cdots \times \mathbb{P}^{n_{p}-1},\left(d_{1}, \ldots, d_{p}\right)\right)\right)
$$

be the first chern class of the universal cotangent line bundle as usual.
The twisted invariants of projective spaces that we study in this paper are indexed by tuples $\mathbf{a}=\left(a_{1}, \ldots, a_{l}\right) \in\left(\mathbb{Z}^{*}\right)^{l}$ of nonzero integers, with $l \in \mathbb{Z}^{\geq 0}$. For each such tuple $\mathbf{a}$, let

$$
\begin{aligned}
& |\mathbf{a}|=\sum_{k=1}^{l}\left|a_{k}\right|, \quad\langle\mathbf{a}\rangle=\prod_{a_{k}>0} a_{k} / \prod_{a_{k}<0} a_{k}, \quad \mathbf{a}!=\prod_{a_{k}>0} a_{k}!, \quad \mathbf{a}^{\mathbf{a}}=\prod_{k=1}^{l} a_{k}^{\left|a_{k}\right|} \\
& v_{n}(\mathbf{a})=n-|\mathbf{a}|, \quad \ell^{ \pm}(\mathbf{a})=\left|\left\{k:( \pm 1) a_{k}>0\right\}\right|, \quad \ell(\mathbf{a})=\ell^{+}(\mathbf{a})-\ell^{-}(\mathbf{a})
\end{aligned}
$$

If in addition $n, d \in \mathbb{Z}^{+}$, let

$$
\begin{equation*}
\mathcal{V}_{n ; \mathbf{a}}^{(d)}=\bigoplus_{a_{k}>0} R^{0} \pi_{*}\left(\mathcal{S}^{* a_{k}}\right) \oplus \bigoplus_{a_{k}<0} R^{1} \pi_{*}\left(\mathcal{S}^{* a_{k}}\right) \rightarrow \bar{Q}_{0, m}\left(\mathbb{P}^{n-1}, d\right) \tag{1-3}
\end{equation*}
$$

where $\pi: \mathcal{U} \rightarrow \bar{Q}_{0, m}\left(\mathbb{P}^{n-1}, d\right)$ is the universal curve and $m \geq 2$; these sheaves are locally free.

By [Ciocan-Fontanine et al. 2014, Theorem 4.5.2 and Proposition 6.2.3],

$$
\operatorname{SQ}_{n ; \mathbf{a}}^{d}\left(c_{1}, \ldots, c_{m}\right) \equiv \int_{\bar{Q}_{0, m}\left(\mathbb{P}^{n-1}, d\right)} \mathbf{e}\left(\mathcal{V}_{n ; \mathbf{a}}^{(d)}\right) \prod_{i=1}^{m} \operatorname{ev}_{i}^{*} x^{c_{i}}, \quad m \geq 2, d \in \mathbb{Z}^{+}, c_{i} \in \mathbb{Z}^{\geq 0}
$$

where $x \in H^{2}\left(\mathbb{P}^{n-1}\right)$ is the hyperplane class, are invariants of the total space $X_{n ; \text { a }}$ of the vector bundle

$$
\begin{equation*}
\left.\bigoplus_{a_{k}<0} \mathcal{O}_{\mathbb{P}^{n-1}}\left(a_{k}\right)\right|_{X_{n ;\left(a_{k}\right)} a_{k}>0} \rightarrow X_{n ;\left(a_{k}\right)_{a_{k}>0}}, \tag{1-4}
\end{equation*}
$$

where $X_{n ;\left(a_{k}\right)_{k}>0} \subset \mathbb{P}^{n-1}$ is a nonsingular complete intersection of multidegree $\left(a_{k}\right)_{a_{k}>0}$. If $v_{n}(\mathbf{a})=0$, that is, $X_{n ; \mathbf{a}}$ is a Calabi-Yau complete intersection, let

$$
\mathrm{GW}_{n ; \mathbf{a}}^{c_{1}, \ldots, c_{m}}(q)=\sum_{d=0}^{\infty} q^{d} \mathrm{SQ}_{n ; \mathbf{a}}^{d}\left(c_{1}, \ldots, c_{m}\right),
$$

with $\mathrm{GW}_{n ; \mathbf{a}}^{0}(\mathbf{c}) \equiv\langle\mathbf{a}\rangle$ if $|\mathbf{c}|=n-4-\ell(\mathbf{a})+m$ and 0 otherwise.
1B. SQ invariants and GW invariants. In Gromov-Witten theory, there is a natural evaluation morphism ev : $\mathcal{U} \rightarrow \mathbb{P}^{n-1}$ from the universal curve

$$
\pi: \mathcal{U} \rightarrow \overline{\mathfrak{M}}_{0, m}\left(\mathbb{P}^{n-1}, d\right)
$$

If $n, d \in \mathbb{Z}^{+}$, the sheaf

$$
\begin{equation*}
\mathcal{V}_{n ; \mathbf{a}}^{(d)}=\bigoplus_{a_{k}>0} R^{0} \pi_{*} \mathrm{ev}^{*} \mathcal{O}_{\mathbb{P}^{n-1}}\left(a_{k}\right) \oplus \bigoplus_{a_{k}<0} R^{1} \pi_{*} \mathrm{ev}^{*} \mathcal{O}_{\mathbb{P}^{n-1}}\left(a_{k}\right) \rightarrow \overline{\mathfrak{M}}_{0, m}\left(\mathbb{P}^{n-1}, d\right), \tag{1-5}
\end{equation*}
$$

is locally free. It is well known that

$$
\mathrm{GW}_{n ; \mathbf{a}}^{d}\left(c_{1}, \ldots, c_{m}\right) \equiv \int_{\overline{\mathfrak{M}}_{0, m}\left(\mathbb{P}^{n-1}, d\right)} \mathbf{e}\left(\mathcal{V}_{n ; \mathbf{a}}^{(d)}\right) \prod_{i=1}^{m} \mathrm{ev}_{i}^{*} x^{c_{i}}, \quad m, c_{i} \in \mathbb{Z}^{\geq 0}, d \in \mathbb{Z}^{+},
$$

are also invariants of $X_{n ; \mathbf{a}}$. If $v_{n}(\mathbf{a})=0$ and $m \geq 2$, let

$$
\mathrm{GW}_{n ; \mathbf{a}}^{c_{1}, \ldots, c_{m}}(Q)=\sum_{d=0}^{\infty} Q^{d} \mathrm{GW}_{n ; \mathbf{a}}^{d}\left(c_{1}, \ldots, c_{m}\right),
$$

with $\mathrm{GW}_{n ; \mathbf{a}}^{0}(\mathbf{c}) \equiv\langle\mathbf{a}\rangle$ if $|\mathbf{c}|=n-4-\ell(\mathbf{a})+m$ and 0 otherwise.
Stable quotients invariants and Gromov-Witten invariants are equal in many cases, but differ for many Calabi-Yau targets, as we now describe. Let
(1-6) $\dot{F}_{n ; \mathbf{a}}(w, q)$

$$
\equiv \sum_{d=0}^{\infty} q^{d} w^{v_{n}(\mathbf{a}) d} \frac{\prod_{a_{k}>0} \prod_{r=1}^{a_{k} d}\left(a_{k} w+r\right) \prod_{a_{k}<0} \prod_{r=0}^{-a_{k} d-1}\left(a_{k} w-r\right)}{\prod_{r=1}^{d}\left((w+r)^{n}-w^{n}\right)} \in \mathbb{Q}(w) \llbracket q \rrbracket,
$$

$$
\begin{equation*}
\dot{I}_{0}(q)=\dot{F}_{n ; \mathbf{a}}(0, q), \quad J_{n ; \mathbf{a}}(q)=\left.\frac{1}{\dot{I}_{0}(q)} \frac{\partial \dot{F}_{n ; \mathbf{a}}}{\partial w}\right|_{(0, q)} . \tag{1-7}
\end{equation*}
$$

The term $w^{n}$ in the denominator in (1-6) above is irrelevant for the purposes of the
main formulas of Sections 1-3. Its introduction is related to the expansion (4-9), which is used in an essential way in the proof of (3-14) in Section 10.

Theorem 1. Let $n, l \in \mathbb{Z}^{+}$and $\mathbf{a} \in\left(\mathbb{Z}^{*}\right)^{l}$ be such that $v_{n}(\mathbf{a})=0$. If $m=2,3$ and $\mathbf{c} \in\left(\mathbb{Z}^{\geq 0}\right)^{m}$, then

$$
\begin{gather*}
d^{3-m} \mathrm{SQ}_{n ; \mathbf{a}}^{d}(\mathbf{c}) \in \mathbb{Z} \text { for all } d \in \mathbb{Z},  \tag{1-8}\\
\operatorname{GW}_{n ; \mathbf{a}}^{\mathbf{c}}(Q)=\dot{I}_{0}(q)^{m-2} \operatorname{SQ}_{n ; \mathbf{a}}^{\mathbf{c}}(q)-\delta_{m, 2}\langle\mathbf{a}\rangle J_{n ; \mathbf{a}}(q), \tag{1-9}
\end{gather*}
$$

where $\delta_{m, 2}$ is the Kronecker delta function and $Q=q \mathrm{e}^{J_{n ; a}(q)}$ is the mirror map. Furthermore, the genus-0 three-marked stable quotients invariants of $X_{n ; \mathbf{a}}$ satisfy the analogue of the dilaton equation of Gromov-Witten theory if and only if $\ell^{-}(\mathbf{a})>0$, and of the divisor and string relations if and only if $\ell^{-}(\mathbf{a})>1$.

The relation (1-9) follows from the explicit mirror formulas for the stable quotients analogues of the double and triple Givental's $J$-functions provided by Theorem 2 in Section 2 and similar results in Gromov-Witten theory [Popa 2012; Zinger 2014]; see Section 2 for more details. By [Ciocan-Fontanine and Kim 2013, Theorem 1.2.2 and Corollaries 1.4.1, 1.4.2], (1-9) holds for $m>3$ as well. As the mirror formulas of Theorem 2 relate SQ invariants to the hypergeometric series arising in the B-model of the mirror family without a change of variables, (1-9) illustrates the principle that the mirror map relating Gromov-Witten theory to the B-model reflects the choice of the curve-counting theory in the A-model and is not intrinsic to mirror symmetry itself.

The analogue of (1-8) for GW invariants is well known. By [McDuff and Salamon 2004, Proposition 7.3.2], the genus-0 GW invariants of a Calabi-Yau manifold with $3+$ marked points are integer. The $m=2$ case of (1-8) for GW invariants is implied by the $m=3$ case and the divisor relation. The $m=2,3$ cases of (1-8) for SQ invariants follow from the $m=2,3$ cases of (1-8) for GW invariants and from (1-9), since $\dot{I}_{0}(q), Q(q) \in \mathbb{Z} \llbracket q \rrbracket$; the integrality of the coefficients of $Q(q)$ whenever $\ell^{-}(\mathbf{a})=0$ is a special case of [Krattenthaler and Rivoal 2010, Theorem 1]. ${ }^{1}$ Since (1-9) extends to $m>3$ by [Ciocan-Fontanine and Kim 2013], so does (1-8), but without the $d^{3-m}$ factors.

Since $\dot{I}_{0}(q)=1$ if $\ell^{-}(\mathbf{a})=0$ and $J_{n ; \mathbf{a}}(q)=0$ if $\ell^{-}(\mathbf{a})=0,1$, (1-9) gives the following corollary.
Corollary 1.1. Let $n, l \in \mathbb{Z}^{+}$and $\mathbf{a} \in\left(\mathbb{Z}^{*}\right)^{l}$ be such that $v_{n}(\mathbf{a})=0$ and $a_{k_{1}}, a_{k_{2}}<0$ for some $k_{1} \neq k_{2}$. If $m=2,3$ and $\mathbf{c} \in\left(\mathbb{Z}^{\geq 0}\right)^{m}$, then

$$
\mathrm{GW}_{n ; \mathbf{a}}^{\mathbf{c}}(Q)=\mathrm{SQ}_{n ; \mathbf{a}}^{\mathbf{c}}(q) .
$$

[^18]| $d$ | $d \mathrm{GW}_{n ; \mathbf{a}}^{d}(1,1)$ | $d \mathrm{SQ}_{n ; \mathbf{a}}^{d}(1,1)$ |
| ---: | ---: | ---: |
| 1 | 2875 | 6725 |
| 2 | 4876875 | 16482625 |
| 3 | 8564575000 | 44704818125 |
| 4 | 15517926796875 | 126533974065625 |
| 5 | 28663236110956000 | 366622331794131725 |
| 6 | 53621944306062201000 | 1078002594137326617625 |
| 7 | 101216230345800061125625 | 3201813567943782886368125 |
| 8 | 192323666400003538944396875 | 9579628267176528143932815625 |
| 9 | 367299732093982242625847031250 | 28820906443427523291443507328125 |
| 10 | 704288164978454714776724365580000 | 87086311562396929291553775833982625 |

Table 1. Some genus-0 GW and SQ invariants of a quintic threefold $X_{5 ;(5)}$.

Furthermore, the genus-0 three-marked stable quotients invariants of $X_{n ; \mathbf{a}}$ satisfy the analogue of the divisor, dilaton, and string equations of Gromov-Witten theory.

By Theorem 2, the conclusions of Corollary 1.1 also apply to the descendant invariants. Stable quotients replacements for the divisor, string, or dilaton relations [Hori et al. 2003, Section 26.3] for an arbitrary Calabi-Yau complete intersection $X_{n ; \mathbf{a}}$ are provided by (2-23), (2-24), and (2-25), respectively. For the sake of comparison, we list a few genus-0 SQ and GW invariants of the quintic threefold $X_{5,(5)} \subset \mathbb{P}^{4}$ in Table 1; these are obtained from (2-33) and (2-34), respectively.

1C. SQ invariants and BPS states. Using (1-9), the genus-0 two- and three-marked SQ invariants of a Calabi-Yau complete intersection threefold $X_{n ; \mathbf{a}}$ can be expressed in terms of the BPS counts of GW theory. For example, by the $m=2$ case of (1-9),

$$
\begin{equation*}
\operatorname{SQ}_{n ; \mathbf{a}}^{1,1}(q)=\langle\mathbf{a}\rangle J_{n ; \mathbf{a}}(q)-\sum_{d=1}^{\infty} \operatorname{BPS}_{n ; \mathbf{a}}^{d}(1,1) \ln \left(1-q^{d} \mathrm{e}^{d J_{n ; \mathbf{a}}(q)}\right), \tag{1-10}
\end{equation*}
$$

where $\operatorname{BPS}_{n ; \mathbf{a}}^{d}(1,1)$ are the genus- 0 two-marked BPS counts for $X_{n ; \mathbf{a}}$ defined by

$$
\operatorname{GW}_{n ; \mathbf{a}}^{1,1}(Q)=-\sum_{d=1}^{\infty} \operatorname{BPS}_{n ; \mathbf{a}}^{d}(1,1) \ln \left(1-Q^{d}\right)
$$

If all genus-0 curves in $X_{n ; \mathbf{a}}$ of degree at most $d$ were smooth and had normal bundles $\mathcal{O}(-1) \oplus \mathcal{O}(-1)$, the number of degree- $d$ genus- 0 curves in $X_{n ; \mathbf{a}}$ would be $\operatorname{BPS}_{n ; \mathbf{a}}^{d}(1,1)$; see [Voisin 1996, Section 1].

Under the regularity assumption of the previous paragraph, the moduli space

$$
\bar{Q}_{0,2}^{1,1}\left(X_{n ; \mathbf{a}}, d\right) \equiv\left\{u \in \bar{Q}_{0,2}\left(X_{n ; \mathbf{a}}, d\right): \mathrm{ev}_{1}(u) \in H_{1}, \mathrm{ev}_{2}(u) \in H_{2}\right\},
$$

where $H_{1}, H_{2} \subset \mathbb{P}^{n-1}$ are generic hyperplanes, would split into the topological components:

- $\mathcal{Z}_{0}^{1,1}(d)$ of stable quotients with torsion of degree $d$ and thus corresponding to a constant map to $H_{1} \cap H_{2}$;
- $\mathcal{Z}_{C}^{1,1}(d)$ of stable quotients with image in a genus- 0 curve $C \subset X_{n ; \text { a }}$ of degree $d_{C} \leq d$.
For $C \subset X_{n ; \text { a }}$ as above, $\mathcal{Z}_{C}^{1,1}(d)$ consists of the closed subspaces $\mathcal{Z}_{C ; r}^{1,1}(d)$, with $r \in \mathbb{Z}^{+}$and $d_{C} r \leq d$, whose generic element has torsion of degree $d-d_{C} r$. We note that

$$
\operatorname{dim} \mathcal{Z}_{C ; r}^{1,1}(d)=2 r-2+d-d_{C} r+2=d-\left(d_{C}-2\right) r,
$$

which implies that each $\mathcal{Z}_{C ; r}^{1,1}(d)$ is an irreducible component if $d_{C}>1$. When $d_{C}=1, \mathcal{Z}_{C ; r}^{1,1}(d)$ is contained in $\mathcal{Z}_{C ; d}^{1,1}(d)$, but still gives rise to a separate contribution to $\mathrm{SQ}_{n ; \mathbf{a}}^{d}(1,1)$, according to (1-10).

The number $\mathrm{SQ}_{n ; \mathbf{a}}^{d}(2,0)$, which arises from the constrained moduli space

$$
\bar{Q}_{0,2}^{2,0}\left(X_{n ; \mathbf{a}}, d\right)=\mathcal{Z}_{0}^{2,0}(d)=\mathcal{Z}_{0}^{1,1}(d)
$$

is $\langle\mathbf{a}\rangle$ times the coefficient $\llbracket J_{n ; \mathbf{a}}(q) \rrbracket_{d}$ of $q^{d}$ in $J_{n ; \mathbf{a}}(q)$; see [Cooper and Zinger 2014, Theorem 1]. The contribution of $\mathcal{Z}_{0}^{1,1}(d)$ to $\mathrm{SQ}_{n ; \mathbf{a}}^{d}(2,0)$ is the same; this explains the first term on the right-hand side of (1-10). Under the above regularity assumption, (1-10) can be rewritten as

$$
\begin{equation*}
\mathrm{SQ}_{n ; \mathbf{a}}^{d}(1,1)=\langle\mathbf{a}\rangle \llbracket J_{n ; \mathbf{a}}(q) \rrbracket_{d}+\sum_{C} \sum_{r=1}^{\infty} \frac{1}{r} \llbracket \mathrm{e}^{J_{n \mathbf{a}}(q)} \rrbracket_{d-r d_{C}}, \tag{1-11}
\end{equation*}
$$

where the outer sum is taken over all genus- 0 curves $C \subset X_{n ; \mathbf{a}}$. This suggests that the contribution of $\mathcal{Z}_{C ; r}^{1,1}(d)$ to $\mathrm{SQ}_{n ; \mathbf{a}}^{d}(1,1)$ is $\frac{1}{r} \llbracket \mathrm{e}^{J_{n ; \mathbf{a}}(q)} \rrbracket_{d-r d_{C}}$. This contribution depends on the embedding into $\mathbb{P}^{n-1}$, which is as expected, given the nature of SQ invariants.

Since the embedding $C \rightarrow \mathbb{P}^{n-1}$ corresponds to an inclusion $\mathcal{O}_{\mathbb{P}^{1}}\left(-d_{C}\right) \rightarrow$ $\mathbb{C}^{n} \otimes \mathcal{O}_{\mathbb{P}^{1}}$, each element of $\mathcal{Z}_{C ; r}^{1,1}(d)$ corresponds to a tuple

$$
\begin{gathered}
\left(\mathcal{C}, y_{1}, y_{2} ; S \subset S^{\prime \otimes d_{c}}, S^{\prime} \subset \mathbb{C}^{2} \otimes \mathcal{O}_{\mathcal{C}}\right), \quad \text { where } \\
\left(\mathcal{C}, y_{1}, y_{2} ; S \subset \mathbb{C}^{2} \otimes \mathcal{O}_{\mathcal{C}}\right) \in \bar{Q}_{0,2}\left(\mathbb{P}^{1}, d\right), \quad\left(\mathcal{C}, y_{1}, y_{2} ; S^{\prime} \subset \mathbb{C}^{2} \otimes \mathcal{O}_{\mathcal{C}}\right) \in \bar{Q}_{0,2}\left(\mathbb{P}^{1}, r\right) .
\end{gathered}
$$

This modular style definition readily extends to arbitrary genus, number of marked points, and dimension of projective space. The arising deformation-obstruction theory can be studied as in [Marian et al. 2011, Section 6].

1D. Outline of the paper. Theorem 1 is a direct consequence of Theorem 2 in Section 2, which in turn is the nonequivariant specialization of Theorem 3 in Theorem 3. We adapt the approaches of [Zinger 2009; Popa and Zinger 2014; Popa 2012] from Gromov-Witten theory, outlined in Sections 5 and 6, to show that certain equivariant two-point generating functions, including the stable quotients analogue of the double Givental's $J$-function, satisfy certain good properties which guarantee uniqueness. The proof that these generating functions satisfy the required properties follows principles similar to the proof of the analogous statements in [Zinger 2009; Popa and Zinger 2014; Popa 2012] and uses the localization theorem of [Atiyah and Bott 1984]; it is carried out in Sections 7 and 8.

This approach also implies that certain equivariant three-point generating functions, including the stable quotients analogue of the triple Givental's $J$-function, are determined by three-point primary (without $\psi$-classes) SQ invariants. In the Fano cases, that is, $v_{n}(\mathbf{a})>0$, enough of these invariants are essentially trivial for dimensional reasons to confirm Proposition 3.1 in these cases; see Corollary 9.1. However, there is no dimensional reason for the vanishing of these invariants to extend to the Calabi-Yau cases, that is, $v_{n}(\mathbf{a})=0$; thus, a different argument is needed in these cases. We employ the same kind of trick as used in [Cooper and Zinger 2014] to confirm mirror symmetry for the stable quotients analogue of Givental's $J$-function and essentially deduce the Calabi-Yau cases from the Fano cases. Specifically, we show that the equivariant three-point mirror formula of Proposition 3.1 is equivalent to the closed formula for twisted three-point Hurwitz numbers of Proposition 4.1, whenever $|\mathbf{a}| \leq n$. In Section 9, we show that the validity of the latter does not depend $n$; since it holds whenever $|\mathbf{a}|<n$, it follows that it holds for all $\mathbf{a}$, and so the equivariant three-point mirror formula of Proposition 3.1 holds whenever $|\mathbf{a}| \leq n$. Along with [Zinger 2014], Proposition 3.1 finally leads to the mirror formula for the stable quotients analogue of the triple Givental's $J$-function in Theorem 3; see Section 10.

The closed formulas for twisted Hurwitz numbers of Propositions 4.1 and 4.2 are among the key ingredients in computing the genus-1 twisted stable quotients invariants with 1 marked point. At the same time, this paper and [Zinger 2014] provide an approach to comparing the (equivariant) genus- $g m$-fold Givental's $J$-functions,

$$
\begin{align*}
& \sum_{d=0}^{\infty} q^{d}\left\{\operatorname{ev}_{1} \times \cdots \times \mathrm{ev}_{m}\right\}_{*}\left[\frac{e\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}\right)}{\left(\hbar_{1}-\psi_{1}\right) \cdots\left(\hbar_{m}-\psi_{m}\right)}\right]  \tag{1-12}\\
& \in H^{*}\left(\mathbb{P}^{n-1}\right)\left[\hbar_{1}^{-1}, \ldots, \hbar_{m}^{-1}\right] \llbracket q \rrbracket
\end{align*}
$$

in the SQ and GW theories for all $g \geq 0$ and $m \geq 1$ with $2 g+m \geq 2$. By Proposition 6.3 and Lemmas 6.5 and 6.6, in the genus-0 case the restrictions of
these generating functions to insertions at only one marked point agree whenever $v_{\mathbf{a}}>1$. In all cases, the approach of [Zinger 2014] can be adapted to show that (1-12) is a sum over (at least) trivalent $m$-marked graphs with coefficients that involve equivariant $m^{\prime}$-pointed Hurwitz numbers with $m^{\prime} \leq m$, which are conversely completely determined by the stable quotients analogue of the $m^{\prime}$-pointed Givental's $J$-function with insertions at only one marked point through relations that do not involve $n$. Since these relations hold whenever $v_{n}(\mathbf{a})>0$, they hold for all $\mathbf{a}$. We intend to clarify these points in a future paper.

The Gromov-Witten analogues of Theorem 2 and its equivariant counterpart, Theorem 3 in Section 3, extend to the so-called concavex vector bundles over products of projective spaces, that is, vector bundles of the form

$$
\bigoplus_{k=1}^{l} \mathcal{O}_{\mathbb{P}^{n_{1}-1} \times \cdots \times \mathbb{P}^{n_{p}-1}}\left(a_{k ; 1}, \ldots, a_{k ; p}\right) \rightarrow \mathbb{P}^{n_{1}-1} \times \cdots \times \mathbb{P}^{n_{p}-1},
$$

where for each given $k=1,2, \ldots, l$ either $a_{k ; 1}, \ldots, a_{k ; p} \in \mathbb{Z}^{\geq 0}$, with $a_{k ; i} \neq 0$ for some $i$, or $a_{k ; 1}, \ldots, a_{k ; p} \in \mathbb{Z}^{-}$. The stable quotients analogue of these bundles are the sheaves

with the same condition on $a_{k ; i}$, where $\mathcal{S}_{i} \rightarrow \mathcal{U}$ is the universal subsheaf corresponding to the $i$-th factor. We will comment on the necessary modifications at each step of the proof.

## 2. Main theorem

We arrange stable quotients invariants with two and three marked points into generating functions in Section 2A and give explicit closed formulas for them in Section 2B. In Section 2C, we use these formulas to relate SQ and GW invariants, with descendants, and obtain replacements for the divisor, string, and dilaton relations for SQ invariants.

2A. Givental's $\boldsymbol{J}$-functions. For computational purposes, it is convenient to define variations of the bundle (1-3) by

$$
\begin{align*}
& \dot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}=\bigoplus_{a_{k}>0} R^{0} \pi_{*}\left(\mathcal{S}^{* a_{k}}\left(-\sigma_{1}\right)\right) \oplus \bigoplus_{a_{k}<0} R^{1} \pi_{*}\left(\mathcal{S}^{* a_{k}}\left(-\sigma_{1}\right)\right) \rightarrow \bar{Q}_{0, m}\left(\mathbb{P}^{n-1}, d\right), \\
& \ddot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}=\bigoplus_{a_{k}>0} R^{0} \pi_{*}\left(\mathcal{S}^{* a_{k}}\left(-\sigma_{2}\right)\right) \oplus \bigoplus_{a_{k}<0} R^{1} \pi_{*}\left(\mathcal{S}^{* a_{k}}\left(-\sigma_{2}\right)\right) \rightarrow \bar{Q}_{0, m}\left(\mathbb{P}^{n-1}, d\right), \tag{2-1}
\end{align*}
$$

where $n, d \in \mathbb{Z}^{+}, m \geq 2$, and $\pi: \mathcal{U} \rightarrow \bar{Q}_{0, m}\left(\mathbb{P}^{n-1}, d\right)$ is the universal curve; these sheaves are also locally free. Whenever $v_{n}(\mathbf{a}) \geq 0$, [Cooper and Zinger 2014, Theorem 1] provides an explicit closed formula for the stable quotients analogue of Givental's $J$-function: the power series

$$
\begin{equation*}
\dot{Z}_{n ; \mathbf{a}}(x, \hbar, q) \equiv 1+\sum_{d=1}^{\infty} q^{d} \operatorname{ev}_{1 *}\left[\frac{e\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}\right)}{\hbar-\psi_{1}}\right] \in H^{*}\left(\mathbb{P}^{n-1}\right)\left[\hbar^{-1}\right] \llbracket q \rrbracket, \tag{2-2}
\end{equation*}
$$

where $\mathrm{ev}_{1}: \bar{Q}_{0,2}\left(\mathbb{P}^{n-1}, d\right) \rightarrow \mathbb{P}^{n-1}$ is as before and $x \in H^{2}\left(\mathbb{P}^{n-1}\right)$ is the hyperplane class. In this paper, we obtain a closed formula for the power series

$$
\begin{equation*}
\ddot{Z}_{n ; \mathbf{a}}(x, \hbar, q) \equiv 1+\sum_{d=1}^{\infty} q^{d} \operatorname{ev}_{1 *}\left[\frac{e\left(\ddot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}\right)}{\hbar-\psi_{1}}\right] \in H^{*}\left(\mathbb{P}^{n-1}\right)\left[\hbar^{-1}\right] \llbracket q \rrbracket ; \tag{2-3}
\end{equation*}
$$

see (2-26).
We also give explicit formulas for the stable quotients analogues of the double and triple Givental's $J$-functions, the power series

$$
\begin{align*}
& \dot{Z}_{n ; \mathbf{a}}^{*}\left(x_{1}, x_{2}, \hbar_{1}, \hbar_{2}, q\right)  \tag{2-4}\\
& \quad \equiv \sum_{d=1}^{\infty} q^{d}\left\{\operatorname{ev}_{1} \times \operatorname{ev}_{2}\right\}_{*}\left[\frac{e\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}\right)}{\left(\hbar_{1}-\psi_{1}\right)\left(\hbar_{2}-\psi_{2}\right)}\right] \in H^{*}\left(\mathbb{P}^{n-1}\right)\left[\hbar_{1}^{-1}, \hbar_{2}^{-1}\right] \llbracket q \rrbracket,
\end{align*}
$$

$$
\begin{align*}
& \dot{Z}_{n ; \mathbf{a}}^{*}\left(x_{1}, x_{2}, x_{3}, \hbar_{1}, \hbar_{2}, \hbar_{3}, q\right)  \tag{2-5}\\
& \quad \equiv \sum_{d=1}^{\infty} q^{d}\left\{\mathrm{ev}_{1} \times \mathrm{ev}_{2} \times \mathrm{ev}_{3}\right\}_{*}\left[\frac{e\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}\right)}{\left(\hbar_{1}-\psi_{1}\right)\left(\hbar_{2}-\psi_{2}\right)\left(\hbar_{3}-\psi_{3}\right)}\right]
\end{align*}
$$

where $x_{i}=\pi_{i}^{*} x$ is the pullback of the hyperplane class in $\mathbb{P}^{n-1}$ by the $i$-th projection map and

$$
\begin{align*}
& \mathrm{ev}_{1} \times \mathrm{ev}_{2}: \bar{Q}_{0,2}\left(\mathbb{P}^{n-1}, d\right) \rightarrow \mathbb{P}^{n-1} \times \mathbb{P}^{n-1}, \\
& \mathrm{ev}_{1} \times \mathrm{ev}_{2} \times \mathrm{ev}_{3}: \bar{Q}_{0,3}\left(\mathbb{P}^{n-1}, d\right) \rightarrow \mathbb{P}^{n-1} \times \mathbb{P}^{n-1} \times \mathbb{P}^{n-1} \tag{2-6}
\end{align*}
$$

are the total evaluation maps. Let

$$
\begin{align*}
& \dot{Z}_{n ; \mathbf{a}}\left(x_{1}, x_{2}, \hbar_{1}, \hbar_{2}, q\right) \\
& \quad=\left(\frac{1}{\hbar_{1}+\hbar_{2}} \sum_{\substack{s_{1}, s_{2} \geq 0 \\
s_{1}+s_{2}=n-1}} x_{1}^{s_{1}} x_{2}^{s_{2}}\right)+\dot{Z}_{n ; \mathbf{a}}^{*}\left(x_{1}, x_{2}, \hbar_{1}, \hbar_{2}, q\right), \\
& \dot{Z}_{n ; \mathbf{a}}\left(x_{1}, x_{2}, x_{3}, \hbar_{1}, \hbar_{2}, \hbar_{3}, q\right)  \tag{2-7}\\
& \quad=\left(\frac{1}{\hbar_{1} \hbar_{2} \hbar_{3}} \sum_{\substack{s_{1}, s_{2}, s_{3} \geq 0 \\
s_{1} \leq s_{2} \leq s_{2} \leq n-1 \\
s_{1}+s_{2}+s_{3}=2 n-2}} x_{1}^{s_{1}} x_{2}^{s_{2}} x_{3}^{s_{3}}\right)+\dot{Z}_{n ; \mathbf{a}}^{*}\left(x_{1}, x_{2}, x_{3}, \hbar_{1}, \hbar_{2}, \hbar_{3}, q\right) .
\end{align*}
$$

For each $s \in \mathbb{Z}^{\geq 0}$, define

$$
\begin{align*}
& \dot{Z}_{n ; \mathbf{a}}^{(s)}(x, \hbar, q) \equiv x^{s}+\sum_{d=1}^{\infty} q^{d} \mathrm{ev}_{1 *}\left[\frac{e\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}\right) \mathrm{ev}_{2}^{*} x^{s}}{\hbar-\psi_{1}}\right] \in H^{*}\left(\mathbb{P}^{n-1}\right)\left[\hbar^{-1}\right] \llbracket q \rrbracket, \\
& \ddot{Z}_{n ; \mathbf{a}}^{(s)}(x, \hbar, q) \equiv x^{s}+\sum_{d=1}^{\infty} q^{d} \mathrm{ev}_{1 *}\left[\frac{e\left(\ddot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}\right) \mathrm{ev}_{2}^{*} x^{s}}{\hbar-\psi_{1}}\right] \in H^{*}\left(\mathbb{P}^{n-1}\right)\left[\hbar^{-1}\right] \llbracket q \rrbracket, \tag{2-8}
\end{align*}
$$

where $\mathrm{ev}_{1}, \mathrm{ev}_{2}: \bar{Q}_{0,2}\left(\mathbb{P}^{n-1}, d\right) \rightarrow \mathbb{P}^{n-1}$. Thus, $\dot{Z}_{n ; \mathbf{a}}^{(0)}=\dot{Z}_{n ; \mathbf{a}}, \ddot{Z}_{n ; \mathbf{a}}^{(0)}=\ddot{Z}_{n ; \mathbf{a}}$, and

$$
x^{\ell_{-}^{+}(\mathbf{a})} \dot{Z}_{n ; \mathbf{a}}^{\left(\ell_{+}^{-}(\mathbf{a})+s\right)}(x, \hbar, q)=x^{\ell_{+}^{-}(\mathbf{a})} \ddot{Z}_{n ; \mathbf{a}}^{\left(\ell_{ \pm}^{+}(\mathbf{a})+s\right)}(x, \hbar, q)
$$

for all $s \geq 0$, where

$$
\ell_{-}^{+}(\mathbf{a})=\max (\ell(\mathbf{a}), 0), \quad \ell_{+}^{-}(\mathbf{a})=\max (-\ell(\mathbf{a}), 0)
$$

By Theorem 2 below, $\dot{Z}_{n ; \mathbf{a}}^{(s)}, \ddot{Z}_{n ; \mathbf{a}}^{(s)}$, and the stable quotients analogues of the double and triple Givental's $J$-functions, (2-4) and (2-5), are explicit transforms of Givental's $J$-function $\dot{Z}_{n ; \mathbf{a}}$ and its "reflection" $\ddot{Z}_{n ; \mathbf{a}}$; this transform depends only on $\mathbf{a}$ (and $s$ in the first two cases).

2B. Mirror symmetry. Givental's $J$-function $\dot{Z}_{n ; \mathbf{a}}$ and its "reflection" $\ddot{Z}_{n ; \mathbf{a}}$ in the Gromov-Witten and stable quotients theories are described by the hypergeometric series (1-6) and
(2-9) $\ddot{F}_{n ; \mathbf{a}}(w, q)$

$$
\equiv \sum_{d=0}^{\infty} q^{d} w^{v_{n}(\mathbf{a}) d} \frac{\prod_{a_{k}>0} \prod_{r=0}^{a_{k} d-1}\left(a_{k} w+r\right) \prod_{a_{k}<0} \prod_{r=1}^{-a_{k} d}\left(a_{k} w-r\right)}{\prod_{r=1}^{d}\left((w+r)^{n}-w^{n}\right)} \in \mathbb{Q}(w) \llbracket q \rrbracket .
$$

These are power series in $q$ with constant term 1 whose coefficients are rational functions in $w$ which are regular at $w=0$. We denote the subgroup of all such power series by $\mathcal{P}$ and define

$$
\begin{array}{ll}
\mathbf{D}: \mathbb{Q}(w) \llbracket q \rrbracket \rightarrow \mathbb{Q}(w) \llbracket q \rrbracket, & \mathbf{M}: \mathcal{P} \rightarrow \mathcal{P} \quad \text { by } \\
\mathbf{D} H(w, q) \equiv\left\{1+\frac{q}{w} \frac{\mathrm{~d}}{\mathrm{~d} q}\right\} H(w, q), & \mathbf{M} H(w, q) \equiv \mathbf{D}\left(\frac{H(w, q)}{H(0, q)}\right) ; \tag{2-10}
\end{array}
$$

the operator $\mathbf{D}$ multiplies the coefficient of $q^{d}$ by $(w+d) / w$. If $v_{n}(\mathbf{a})=0$ and $s \in \mathbb{Z} \geq 0$, let

$$
\begin{equation*}
\dot{I}_{s}(q) \equiv \mathbf{M}^{s} \dot{F}_{n ; \mathbf{a}}(0, q), \quad \ddot{I}_{s}(q) \equiv \mathbf{M}^{s} \ddot{F}_{n ; \mathbf{a}}(0, q) \tag{2-11}
\end{equation*}
$$

For example, $\dot{I}_{s}(q)=1$ if $s<\ell^{-}(\mathbf{a}), \ddot{I}_{s}(q)=1$ if $s<\ell^{+}(\mathbf{a})$,

$$
\dot{I}_{\ell^{-}(\mathbf{a})}(q)=\ddot{I}_{\ell^{+}(\mathbf{a})}(q)=\sum_{d=0}^{\infty} q^{d} \frac{\prod_{a_{k}>0}\left(a_{k} d\right)!\prod_{a_{k}<0}(-1)^{a_{k} d}\left(-a_{k} d\right)!}{(d!)^{n}} \text { if } v_{n}(\mathbf{a})=0
$$

and more generally $\dot{I}_{s+\ell_{+}^{-}(\mathbf{a})}(q)=\ddot{I}_{s+\ell_{-}^{+}(\mathbf{a})}(q)$ for all $s \geq 0$. If $v_{n}(\mathbf{a})>0$, we set $\dot{I}_{s}(q), \ddot{I}_{s}(q)=1$.

It is also convenient to introduce
(2-12) $F_{n ; \mathbf{a}}(w, q)$

$$
\equiv \sum_{d=0}^{\infty} q^{d} w^{v_{n}(\mathbf{a}) d} \frac{\prod_{a_{k}>0} \prod_{r=1}^{a_{k} d}\left(a_{k} w+r\right) \prod_{a_{k}<0} \prod_{r=1}^{-a_{k} d}\left(a_{k} w-r\right)}{\prod_{r=1}^{d}(w+r)^{n}} \in \mathbb{Q}(w) \llbracket q \rrbracket
$$

and the associated power series $I_{s}(q)=\mathbf{M}^{s} F_{n ; \mathbf{a}}(0, q)$ in the $\nu_{n}(\mathbf{a})=0$ case. In the case $0<v_{n}(\mathbf{a})<n$, we define $\mathrm{c}_{s, s^{\prime}}^{(d)} \in \mathbb{Q}$ with $d, s, s^{\prime} \geq 0$ by

$$
\begin{align*}
\sum_{d=0}^{\infty} \sum_{s^{\prime}=0}^{\infty} \mathrm{c}_{s, s^{\prime}}^{(d)} w^{s^{\prime}} q^{d} & \equiv w^{s} \mathbf{D}^{s} F_{n ; \mathbf{a}}\left(w, q / w^{v_{n}(\mathbf{a})}\right)  \tag{2-13}\\
& =w^{s} \mathbf{D}^{s+\ell^{-}(\mathbf{a})} \dot{F}_{n ; \mathbf{a}}\left(w, q / w^{v_{n}(\mathbf{a})}\right) \\
& =w^{s} \mathbf{D}^{s+\ell^{+}(\mathbf{a})} \ddot{F}_{n ; \mathbf{a}}\left(w, q / w^{v_{n}(\mathbf{a})}\right)
\end{align*}
$$

Since $\mathrm{c}_{s, s^{\prime}}^{(0)}=\delta_{s, s^{\prime}}$, the relations

$$
\begin{equation*}
\sum_{\substack{d_{1}, d_{2} \geq 0 \\ d_{1}+d_{2}=d}} \sum_{t=0}^{s-v_{n}(\mathbf{a}) d_{1}} \widetilde{\mathfrak{c}}_{s, t}^{\left(d_{1}\right)} \mathbf{c}_{t, s^{\prime}}^{\left(d_{2}\right)}=\delta_{d, 0} \delta_{s, s^{\prime}} \text { for all } d, s^{\prime} \in \mathbb{Z}^{\geq 0}, s^{\prime} \leq s-v_{n}(\mathbf{a}) d, \tag{2-14}
\end{equation*}
$$

inductively define $\widetilde{\mathbf{c}}_{s, s^{\prime}}^{(d)} \in \mathbb{Q}$ in terms of the numbers $\widetilde{\mathbf{c}}_{s, t}^{\left(d_{1}\right)}$ with $d_{1}<d$. For example, $\tilde{\mathbf{c}}_{s, s^{\prime}}^{(0)}=\delta_{s, s^{\prime}}$ and

$$
\sum_{s^{\prime}=0}^{s-v_{n}(\mathbf{a})} \tilde{\mathfrak{c}}_{s, s^{\prime}}^{(1)} w^{s^{\prime}}+\prod_{k=1}^{l} a_{k} \frac{\prod_{a_{k}>0} \prod_{r=1}^{a_{k}-1}\left(a_{k} w+r\right) \prod_{a_{k}<0} \prod_{r=1}^{-a_{k}-1}\left(a_{k} w-r\right)}{(w+1)^{n-\ell^{+}(\mathbf{a})-\ell-(\mathbf{a})-s}} \quad \in w^{s-v_{n}(\mathbf{a})+1} \mathbb{Q} \llbracket w \rrbracket .
$$

If $s^{\prime}<0$ or $v_{n}(\mathbf{a})=0, n$, we set $\widetilde{\mathbf{c}}_{s, s^{\prime}}^{(d)}=\delta_{d, 0} \delta_{s, s^{\prime}}$. The coefficients $\widetilde{\mathbf{c}}_{s, s^{\prime}}^{(d)}$ are used to express the power series (2-7) and (2-8) in terms of derivatives of the power series (2-2) and (2-3); see Theorem 2.

For $s_{1}, s_{2}, s_{3}, d \in \mathbb{Z}^{\geq 0}$ with $s_{1}, s_{2}, s_{3} \leq n-1$, let
where

$$
\begin{gather*}
\dot{\mathbb{q}}_{s}^{c}=\prod_{t=s+1}^{n-\ell^{+}(\mathbf{a})} \dot{I}_{t}, \quad \ddot{\ddot{q}}_{s}^{c}=\prod_{t=s+1}^{n-\ell^{-}(\mathbf{a})} \ddot{I}_{t}, \quad \hat{s}_{t}=n-1-s_{t},  \tag{2-16}\\
\ell_{t}(\mathbf{a})= \begin{cases}\ell^{+}(\mathbf{a}) & \text { if } t=1 ; \\
\ell^{-}(\mathbf{a}) & \text { if } t=2,3 ;\end{cases}
\end{gather*}
$$

and $\llbracket f(q) \rrbracket_{d}$ is the coefficient of $q^{d}$ of $f(q) \in \mathbb{Q} \llbracket q \rrbracket$. In particular, $\dot{⿺}_{s}^{c}=1$ if $s \geq n-\ell^{+}(\mathbf{a})$ and $\ddot{\mathrm{i}}_{s}^{c}=1$ if $s \geq n-\ell^{-}(\mathbf{a})$. Since $I_{t}=\dot{I}_{t+\ell^{-}(\mathbf{a})}=\ddot{I}_{t+\ell^{+}(\mathbf{a})}$, we find that

$$
\dot{\mathrm{i}}_{s}^{c}(q)=\left(1-\mathbf{a}^{\mathbf{a}} q\right)^{-1} \text { if } s<\ell^{-}(\mathbf{a}), \quad \ddot{\dot{\mathrm{c}}_{s}^{c}}(q)=\left(1-\mathbf{a}^{\mathbf{a}} q\right)^{-1} \text { if } s<\ell^{+}(\mathbf{a}) ;
$$

see [Zinger 2014, Proposition 4.4]. This implies that

$$
\begin{align*}
\sum_{d=0}^{\infty} \widetilde{c}_{s_{1}, s_{2}, s_{3}}^{(d)} q^{d}= & 1 \text { if } v_{n}(\mathbf{a})=0, \quad s_{1}+s_{2}+s_{3}=2 n-2,  \tag{2-17}\\
& \min \left(s_{1}, s_{2}, s_{3}\right)<\ell^{-}(\mathbf{a}) .
\end{align*}
$$

We use this observation in Section 2C. Since $\widetilde{\mathrm{c}}_{s, s^{\prime}}^{(0)}=\delta_{s, s^{\prime}}, \widetilde{\mathrm{c}}_{s_{1}, s_{2}, s_{3}}^{(0)}=1$.
Finally, we define $\mathfrak{D}^{s} \dot{Z}_{n ; \mathbf{a}}(x, \hbar, q), \mathfrak{D}^{s} \ddot{Z}_{n ; \mathbf{a}}(x, \hbar, q) \in H^{*}\left(\mathbb{P}^{n-1}\right)[\hbar] \llbracket q \rrbracket$ for each $s \in \mathbb{Z}^{+}$inductively by

$$
\begin{align*}
& \mathfrak{D}^{0} \dot{Z}_{n ; \mathbf{a}}(x, \hbar, q)=\dot{Z}_{n ; \mathbf{a}}(x, \hbar, q), \\
& \mathfrak{D}^{s} \dot{Z}_{n ; \mathbf{a}}(x, \hbar, q)=\frac{1}{\dot{I}_{s}(q)}\left\{x+\hbar q \frac{\mathrm{~d}}{\mathrm{~d} q}\right\} \mathfrak{D}^{s-1} \dot{Z}_{n ; \mathbf{a}}(x, \hbar, q), \\
& \mathfrak{D}^{0} \ddot{Z}_{n ; \mathbf{a}}(x, \hbar, q)=\ddot{Z}_{n ; \mathbf{a}}(x, \hbar, q),  \tag{2-18}\\
& \mathfrak{D}^{s} \ddot{Z}_{n ; \mathbf{a}}(x, \hbar, q)=\frac{1}{\ddot{I}_{s}(q)}\left\{x+\hbar q \frac{\mathrm{~d}}{\mathrm{~d} q}\right\} \mathfrak{D}^{s-1} \ddot{Z}_{n ; \mathbf{a}}(x, \hbar, q) .
\end{align*}
$$

The operator $\mathfrak{D}$ first multiplies the coefficient of $q^{d}$ by $x+d \hbar$ and then renormalizes the power series so that the coefficient of $x^{s}$ becomes 1 in the Calabi-Yau cases (there is no renormalization in the Fano cases).

Theorem 2. If $l \in \mathbb{Z}^{\geq 0}, n \in \mathbb{Z}^{+}$, and $\mathbf{a} \in\left(\mathbb{Z}^{*}\right)^{l}$, the stable quotients analogue of the double Givental's J-function satisfies

$$
\begin{equation*}
\dot{Z}_{n ; \mathbf{a}}\left(x_{1}, x_{2}, \hbar_{1}, \hbar_{2}, q\right)=\frac{1}{\hbar_{1}+\hbar_{2}} \sum_{\substack{s_{1}, s_{2} \geq 0 \\ s_{1}+s_{2}=n-1}} \dot{Z}_{n ; \mathbf{a}}^{\left(s_{1}\right)}\left(x_{1}, \hbar_{1}, q\right) \ddot{Z}_{n ; \mathbf{a}}^{\left(s_{2}\right)}\left(x_{2}, \hbar_{2}, q\right) . \tag{2-19}
\end{equation*}
$$

If in addition $v_{n}(\mathbf{a}) \geq 0$,

$$
\begin{equation*}
\dot{Z}_{n ; \mathbf{a}}\left(x_{1}, x_{2}, x_{3}, \hbar_{1}, \hbar_{2}, \hbar_{3}, q\right) \tag{2-20}
\end{equation*}
$$

$$
\check{Z}_{n ; \mathbf{a}}^{(s)}(x, \hbar, q)=\sum_{d=0}^{\infty} \sum_{s^{\prime}=0}^{s-v_{n}(\mathbf{a}) d} \widetilde{\mathbf{c}}_{s-\ell^{*}(\mathbf{a}), s^{\prime}-\ell^{*}(\mathbf{a})}^{(d)} q^{d} \hbar^{s-v_{n}(\mathbf{a}) d-s^{\prime}} \mathfrak{D}^{s^{\prime}} \check{Z}_{n ; \mathbf{a}}(x, \hbar, q),
$$

where $\left(\check{Z}, \ell^{*}\right)=\left(\dot{Z}, \ell^{-}\right),\left(\ddot{Z}, \ell^{+}\right)$.
2C. Some computations. The first identity in Theorem 2 also holds for the GromovWitten analogues of the generating series $\dot{Z}_{n ; \mathbf{a}}^{*}, \dot{Z}_{n ; \mathbf{a}}^{(s)}$, and $\ddot{Z}_{n ; \mathbf{a}}^{(s)}$; see [Popa 2012, Theorem 1.2] for the general (toric) case. If $v_{n}(\mathbf{a}) \geq 2-\ell^{-}(\mathbf{a})$, the analogues of (2-20), (2-21), (2-26), and (2-27) hold in Gromov-Witten theory as well. Thus, in this case the double Givental's $J$-functions in Gromov-Witten and stable quotients theories agree. If $v_{n}(\mathbf{a})=1$ and $\ell^{-}(\mathbf{a})=0$, the analogue of (2-21) in Gromov-Witten theory holds with $\{x+\hbar q \mathrm{~d} / \mathrm{d} q\}$ replaced by $\{\mathbf{a}!q+x+\hbar q \mathrm{~d} / \mathrm{d} q\}$ in (2-18). Finally, if $v_{n}(\mathbf{a})=0$ and $\ell^{-}(\mathbf{a}) \leq 1$, the analogue of (2-21) in Gromov-Witten theory holds with

$$
\begin{aligned}
& \mathfrak{D}^{s} \dot{Z}_{n ; \mathbf{a}}(x, \hbar, Q)=\frac{\dot{I}_{1}(q)}{\dot{I}_{s}(q)}\left\{x+\hbar Q \frac{\mathrm{~d}}{\mathrm{~d} Q}\right\} \mathfrak{D}^{s-1} \dot{Z}_{n ; \mathbf{a}}(x, \hbar, Q) \\
& \mathfrak{D}^{s} \ddot{Z}_{n ; \mathbf{a}}(x, \hbar, Q)=\frac{\dot{I}_{1}(q)}{\ddot{I}_{s}(q)}\left\{x+\hbar Q \frac{\mathrm{~d}}{\mathrm{~d} Q}\right\} \mathfrak{D}^{s-1} \ddot{Z}_{n ; \mathbf{a}}(x, \hbar, Q)
\end{aligned}
$$

for all $s \in \mathbb{Z}^{+}$, where $Q=q \mathrm{e}^{J_{n: \mathbf{a}}(q)}$. The same comparison applies to the equivariant version of Theorem 2, Theorem 3 in Section 3, and its Gromov-Witten analogue; see [Popa 2012, Theorem 4.1] for the general toric case. Thus, just as is the case for the standard Givental's $J$-function, the mirror formulas for the double Givental's $J$-function in the stable quotients theory are simpler versions of the mirror formulas for the double Givental's $J$-function in the Gromov-Witten theory. Furthermore, just as in Gromov-Witten theory, the generating functions $\dot{Z}_{n ; \mathbf{a}}^{(s)}, \ddot{Z}_{n ; \mathbf{a}}^{(s)}$, and $\dot{Z}_{n ; \mathbf{a}}^{*}$ above do not change when the tuple $\left(a_{1}, \ldots, a_{l}\right)$ is replaced by $\left(a_{1}, \ldots, a_{l}, 1\right)$; this is consistent with [Ciocan-Fontanine et al. 2014, Proposition 4.6.1].

Comparing Theorem 2 and [Cooper and Zinger 2014, Equation (1.7)] with [Popa 2012, Theorem 1.2] and the $m=3$ case of [Zinger 2014, Theorem A], we find that

$$
\begin{align*}
& \dot{Z}_{n ; \mathbf{a}}^{\mathrm{GW}}\left(x_{1}, \ldots, x_{m}, \hbar_{1}, \ldots, \hbar_{m}, Q\right)  \tag{2-22}\\
& \quad=\dot{I}_{0}(q)^{m-2} \mathrm{e}^{-J_{n ; \mathbf{a}}(q)\left(x_{1} / \hbar_{1}+\cdots+x_{m} / \hbar_{m}\right)} \dot{Z}_{n ; \mathbf{a}}\left(x_{1}, \ldots, x_{m}, \hbar_{1}, \ldots, \hbar_{m}, q\right)
\end{align*}
$$

with $Q=q \mathrm{e}^{J_{n ; \mathrm{a}}(q)}$ as before and $m=2,3$; we intend to extend this comparison to $m>3$ in a future paper. The same relations hold between the generating series $Z_{n: a}$ described below. For $m=2,3$ and $b_{1}, b_{2}, b_{3}, c_{1}, c_{2}, c_{3} \geq 0$, let

$$
\begin{aligned}
\mathrm{SQ}_{n ; \mathbf{a}}^{0}\left(\tau_{b_{1}} c_{1}, \tau_{b_{2}} c_{2}, \tau_{b_{3}} c_{3}\right) & = \begin{cases}\langle\mathbf{a}\rangle & \text { if } b_{1}, b_{2}, b_{3}=0, c_{1}+c_{2}+c_{3}=n-1-\ell(\mathbf{a}) ; \\
0 & \text { otherwise; }\end{cases} \\
\mathrm{SQ}_{n ; \mathbf{a}}^{0}\left(\tau_{b_{1}} c_{1}, \tau_{b_{2}} c_{2}\right) & = \begin{cases}\langle\mathbf{a}\rangle & \text { if } b_{1}, b_{2}=0, c_{1}+c_{2}=n-2-\ell(\mathbf{a}) ; \\
\frac{\mathbf{a} \mathbf{a}\rangle}{2} & \text { if }\left\{b_{1}, b_{2}\right\}=\{0,-1\}, c_{1}+c_{2}=n-1-\ell(\mathbf{a}) ; \\
0 & \text { otherwise; }\end{cases} \\
\mathrm{SQ}_{n ; \mathbf{a}}^{d}\left(\tau_{b_{1}} c_{1}, \ldots, \tau_{b_{m}} c_{m}\right) & =\int_{\bar{Q}_{0, m}(\mathbb{P} n-1, d)} \mathbf{e}\left(\mathcal{V}_{n ; \mathbf{a}}^{(d)}\right) \prod_{i=1}^{m}\left(\psi_{i}^{b_{i}} \mathrm{ev}_{i}^{*} x^{c_{i}}\right) \text { for all } d \in \mathbb{Z}^{+}, \\
\operatorname{SQ}_{n ; \mathbf{a}}^{c_{1}, \ldots, c_{m}}(q)_{b_{1}, \ldots, b_{m}} & =\sum_{d=0}^{\infty} q^{d} \operatorname{SQ}_{n ; \mathbf{a}}^{d}\left(\tau_{b_{1}} c_{1}, \ldots, \tau_{b_{m}} c_{m}\right) .
\end{aligned}
$$

For $m=3$, the degree- 0 terms are as expected; for $m=2$, the degree- 0 terms are chosen to insure the necessary recursivity and polynomiality properties, as outlined in Section 5. Since GW invariants satisfy the divisor, string, and dilaton relations, (2-22) leads to modified versions of these relations for SQ invariants:

$$
\begin{align*}
& \dot{I}_{0}(q) \dot{I}_{1}(q) \mathrm{SQ}_{n ; \mathbf{a}}^{c_{1}, c_{2}, 1}(q)_{b_{1}, b_{2}, 0}=  \tag{2-23}\\
& q \frac{\mathrm{~d}}{\mathrm{~d} q} \mathrm{SQ}_{n ; \mathbf{a}}^{c_{1}, c_{2}}(q)_{b_{1}, b_{2}}+\mathrm{SQ}_{n ; \mathbf{a}}^{c_{1}+1, c_{2}}(q)_{b_{1}-1, b_{2}}+\mathrm{SQ}_{n ; \mathbf{a}}^{c_{1}, c_{2}+1}(q)_{b_{1}, b_{2}-1}, \\
& \dot{I}_{0} \mathrm{SQ}_{n ; \mathbf{a}}^{c_{1}, c_{2}, 0}(q)_{b_{1}, b_{2}, 0}=\mathrm{SQ}_{n ; \mathbf{a}}^{c_{1}, c_{2}}(q)_{b_{1}-1, b_{2}}+\mathrm{SQ}_{n ; \mathbf{a}}^{c_{1}, c_{2}}(q)_{b_{1}, b_{2}-1},  \tag{2-24}\\
& \mathrm{SQ}_{n ; \mathbf{a}}^{c_{1}, c_{2}, 0}(q)_{b_{1}, b_{2}, 1}=-J_{n ; \mathbf{a}}(q) \mathrm{SQ}_{n ; \mathbf{a}}^{c_{1}, c_{2}, 1}(q)_{b_{1}, b_{2}, 0} . \tag{2-25}
\end{align*}
$$

The discrepancy from the corresponding relations of GW invariants is exhibited by the power series $\dot{I}_{0}$ and $\dot{I}_{1}$ (or equivalently $J_{n ; \mathbf{a}}(q)$ ).

By (3-12), (3-9), (1-6), and (2-9)

$$
\begin{equation*}
\dot{Z}_{n ; \mathbf{a}}(x, \hbar, q)=\frac{\dot{F}_{n ; \mathbf{a}}\left(x / h, q / x^{v_{n}(\mathbf{a})}\right)}{\dot{I}_{0}(q)}, \quad \ddot{Z}_{n ; \mathbf{a}}(x, \hbar, q)=\frac{\ddot{F}_{n ; \mathbf{a}}\left(x / h, q / x^{v_{n}(\mathbf{a})}\right)}{\ddot{I}_{0}(q)}, \tag{2-26}
\end{equation*}
$$

if $v_{n}(a) \geq 0 .{ }^{2}$ These two formulas explicitly determine the basic stable quotients invariants appearing in (2-2) and (2-3). For $s \in \mathbb{Z}^{+}$, define

$$
\begin{aligned}
& \mathfrak{D}^{0} \dot{F}_{n ; \mathbf{a}}(w, q)=\frac{\dot{F}_{n ; \mathbf{a}}(w, q)}{\dot{I}_{0}(q)}, \quad \mathfrak{D}^{s} \dot{F}_{n ; \mathbf{a}}(w, q)=\frac{1}{\dot{I}_{s}(q)}\left\{1+\frac{q}{w} \frac{\mathrm{~d}}{\mathrm{~d} q}\right\} \mathfrak{D}^{s-1} \dot{F}_{n ; \mathbf{a}}(w, q), \\
& \mathfrak{D}^{0} \ddot{F}_{n ; \mathbf{a}}(w, q)=\frac{\ddot{F}_{n ; \mathbf{a}}(w, q)}{\ddot{I}_{0}(q)}, \quad \mathfrak{D}^{s} \ddot{F}_{n ; \mathbf{a}}(w, q)=\frac{1}{\ddot{I}_{s}(q)}\left\{1+\frac{q}{w} \frac{\mathrm{~d}}{\mathrm{~d} q}\right\} \mathfrak{D}^{s-1} \ddot{F}_{n ; \mathbf{a}}(w, q) .
\end{aligned}
$$

Combining (2-26) with (2-19) and (2-21), we find that
$(2-27) \quad \dot{Z}_{n ; \mathbf{a}}\left(x_{1}, x_{2}, \hbar_{1}, \hbar_{2}, q\right)$

$$
=\frac{1}{\hbar_{1}+\hbar_{2}} \sum_{\substack{s_{1}, s_{2} \geq 0 \\ s_{1}+s_{2}=n-1}} x_{1}^{s_{1}} \dot{F}_{n ; \mathbf{a}}^{\left(s_{1}\right)}\left(\frac{x_{1}}{\hbar_{1}}, \frac{q}{x_{1}^{\nu_{n}(\mathbf{a})}}\right) \cdot x_{2}^{s_{2}} \ddot{F}_{n ; \mathbf{a}}^{\left(s_{2}\right)}\left(\frac{x_{2}}{\hbar_{2}}, \frac{q}{x_{2}^{\nu_{n}(\mathbf{a})}}\right),
$$

where

$$
\begin{equation*}
\check{F}_{n ; \mathbf{a}}^{(s)}(w, q)=\sum_{d=0}^{\infty} \sum_{s^{\prime}=0}^{s-v_{n}(\mathbf{a}) d} \frac{\tilde{c}_{s-\ell^{*}(\mathbf{a}), s^{\prime}-\ell^{*}(\mathbf{a})} q^{d}}{w^{s-v_{n}(\mathbf{a}) d-s^{\prime}}} \mathfrak{D}^{s^{\prime}} \check{F}_{n ; \mathbf{a}}(w, q), \tag{2-28}
\end{equation*}
$$

with $\left(\check{F}, \ell^{*}\right)=\left(\dot{F}, \ell^{-}\right),\left(\ddot{F}, \ell^{+}\right) .{ }^{3}$ Thus, (2-26) and Theorem 2 provide closed formulas for the twisted genus-0 two-point and three-point SQ invariants of projective spaces.

The equivariant versions of the generating functions $\dot{Z}_{n ; \text { a }}$ defined in (2-7) are ideally suited for further computations, such as of genus-0 invariants with more marked points and of positive-genus twisted invariants with at least one marked point. However, for the purposes of computing the genus-0 two-point and three-point invariants, it is more natural to consider the generating functions

$$
\begin{align*}
& Z_{n ; \mathbf{a}}^{*}\left(x_{1}, x_{2}, \hbar_{1}, \hbar_{2}, q\right) \equiv \sum_{d=1}^{\infty} q^{d}\left\{\operatorname{ev}_{1} \times \mathrm{ev}_{2}\right\}_{*}\left[\frac{e\left(\mathcal{V}_{n ; \mathbf{a}}^{(d)}\right)}{\left(\hbar_{1}-\psi_{1}\right)\left(\hbar_{2}-\psi_{2}\right)}\right],  \tag{2-29}\\
& Z_{n ; \mathbf{a}}^{*}\left(x_{1}, x_{2}, x_{3}, \hbar_{1}, \hbar_{2}, \hbar_{3}, q\right) \equiv \\
& \sum_{d=1}^{\infty} q^{d}\left\{\operatorname{ev}_{1} \times \operatorname{ev}_{2} \times \operatorname{ev}_{3}\right\}_{*}\left[\frac{e\left(\mathcal{V}_{n ; \mathbf{a}}^{(d)}\right)}{\left(\hbar_{1}-\psi_{1}\right)\left(\hbar_{2}-\psi_{2}\right)\left(\hbar_{3}-\psi_{3}\right)}\right],
\end{align*}
$$

[^19]where $\mathcal{V}_{n ; \mathbf{a}}^{(d)}$ is given by (1-3) and the evaluation maps are as in (2-6). In the case $\ell(\mathbf{a}) \geq 0,(2-27)$ immediately gives
(2-30) $Z_{n ; \mathbf{a}}^{*}\left(x_{1}, x_{2}, \hbar_{1}, \hbar_{2}, q\right)$
$$
=\frac{\langle\mathbf{a}\rangle x_{1}^{\ell(\mathbf{a})}}{\hbar_{1}+\hbar_{2}} \sum_{\substack{s_{1}, s_{2} \geq 0 \\ s_{1}+s_{2}=n-1}}\left(-x_{1}^{s_{1}} x_{2}^{s_{2}}+x_{1}^{s_{1}} x_{2}^{s_{2}} \dot{F}_{n ; \mathbf{a}}^{\left(s_{1}\right)}\left(\frac{x_{1}}{\hbar_{1}}, \frac{q}{x_{1}^{v_{n}(\mathbf{a})}}\right) \cdot \ddot{F}_{n ; \mathbf{a}}^{\left(s_{2}\right)}\left(\frac{x_{2}}{\hbar_{2}}, \frac{q}{x_{2}^{v_{n}(\mathbf{a})}}\right)\right)
$$
and similarly for the three-point generating function in (2-29). In general, (3-28), $(3-30),(3-15)$, the second identity in (3-12), (3-31), the middle identity in (3-13), and (2-28) give
\[

$$
\begin{align*}
Z_{n ; \mathbf{a}}^{*}\left(x_{1}, x_{2}, \hbar_{1}, \hbar_{2}, q\right) & =\frac{\langle\mathbf{a}\rangle}{\hbar_{1}+\hbar_{2}} \sum_{\substack{s_{1}, s_{2} \geq 0 \\
s_{1}+s_{2}=n-1}}\left(x_{1}^{s_{1}} x_{2}^{s_{2}+\ell(\mathbf{a})} \dot{F}_{n ; \mathbf{a}}^{\left(s_{2}\right) *}\left(\frac{x_{2}}{\hbar_{2}}, \frac{q}{x_{2}^{v_{n}(\mathbf{a})}}\right)\right.  \tag{2-31}\\
& \left.+x_{1}^{s_{1}+\ell(\mathbf{a})} x_{2}^{s_{2}} \dot{F}_{n ; \mathbf{a}}^{\left(s_{1}\right) *}\left(\frac{x_{1}}{\hbar_{1}}, \frac{q}{x_{1}^{v_{n}(\mathbf{a})}}\right) \ddot{F}_{n ; \mathbf{a}}^{\left(s_{2}\right)}\left(\frac{x_{2}}{\hbar_{2}}, \frac{q}{x_{2}^{v_{n}(\mathbf{a})}}\right)\right),
\end{align*}
$$
\]

where $\dot{F}_{n ; \mathbf{a}}^{(s) *}(w, q) \equiv \dot{F}_{n ; \mathbf{a}}^{(s)}(w, q)-1 .{ }^{4}$
An analogue of (2-31) for the three-point generating function in (2-29) can be similarly obtained from (3-29), the last identity in (3-13), and (2-17). In particular, in the Calabi-Yau case, $v_{n}(\mathbf{a})=0$,

$$
\begin{align*}
& Z_{n ; \mathbf{a}}^{*}\left(x_{1}, x_{2}, x_{3}, \hbar_{1}, \hbar_{2}, \hbar_{3}, q\right)  \tag{2-32}\\
& =\frac{\langle\mathbf{a}\rangle}{\hbar_{1} \hbar_{2} \hbar_{3}}\left\{\sum _ { \substack { s _ { 1 } , s _ { 2 } , s _ { 3 } \geq 0 \\
s _ { 1 } , s _ { 2 } , s _ { 3 } \leq n - 1 \\
s _ { 1 } + s _ { 2 } + s _ { 3 } = 2 n - 2 } } \left(x_{1}^{s_{1}} x_{2}^{s_{2}} x_{3}^{s_{3}+\ell(\mathbf{a})} \dot{F}_{n ; \mathbf{a}}^{\left(s_{3}\right) *}\left(\frac{x_{3}}{\hbar_{3}}, q\right)\right.\right. \\
& +x_{1}^{s_{1}} x_{2}^{s_{2}+\ell(\mathbf{a})} x_{3}^{s_{3}} \dot{F}_{n ; \mathbf{a}}^{\left(s_{2}\right) *}\left(\frac{x_{2}}{\hbar_{2}}, q\right) \ddot{F}_{n ; \mathbf{a}}^{\left(s_{3}\right)}\left(\frac{x_{3}}{\hbar_{3}}, q\right) \\
& \left.+x_{1}^{s_{1}+\ell(\mathbf{a})} x_{2}^{s_{2}} x_{3}^{s_{3}}{\widetilde{c_{1}}}_{s_{1}, s_{2}, s_{3}}(q) \dot{F}_{n ; \mathbf{a}}^{\left(s_{1}\right) *}\left(\frac{x_{1}}{\hbar_{1}}, q\right) \prod_{t=2}^{3} \ddot{F}_{n ; \mathbf{a}}^{\left(s_{t}\right)}\left(\frac{x_{t}}{\hbar_{t}}, q\right)\right) \\
& \left.+\sum_{\substack{s_{1} \geq \ell^{-}(\mathbf{a}), s_{2}, s_{3} \geq 0 \\
s_{1}, s_{2}, s_{3} \leq n-1 \\
s_{1}+s_{2}+s_{3}=2 n-2}} x_{1}^{s_{1}+\ell(\mathbf{a})} x_{2}^{s_{2}} x_{3}^{s_{3}} \widetilde{\mathrm{c}}_{s_{1}, s_{2}, s_{3}}^{*}(q) \prod_{t=2}^{3} \ddot{F}_{n ; \mathbf{a}}^{\left(s_{t}\right)}\left(\frac{x_{t}}{\hbar_{t}}, q\right)\right\},
\end{align*}
$$

where

$$
\widetilde{\mathrm{c}}_{s_{1}, s_{2}, s_{3}}(q) \equiv 1+\widetilde{\mathrm{c}}_{s_{1}, s_{2}, s_{3}}^{*}(q)=\frac{1}{\left(1-\mathbf{a}^{\mathbf{a}} q\right) \dot{\dot{\square}_{s_{1}}^{c}(q)} \ddot{\square}_{s_{2}}^{c}(q) \ddot{\square}_{s_{3}}^{c}(q)} .
$$

[^20]This presentation of the three-point formula eliminates division by $x_{1}$, even if $\ell(\mathbf{a})<0$, since $\dot{F}_{n ; \mathbf{a}}^{(s) *}(w, q)$ is divisible by $w^{\ell^{-}(\mathbf{a})-s}$ for $s \leq \ell^{-}(\mathbf{a})$.

In the Calabi-Yau case, that is, $v_{n}(\mathbf{a})=0$, we find that (2-33)

$$
\langle\mathbf{a}\rangle+q \frac{\mathrm{~d}}{\mathrm{~d} q} \mathrm{SQ}_{n ; \mathbf{a}}^{c_{1}, c_{2}}(q)=\langle\mathbf{a}\rangle \dot{I}_{c_{1}+1}(q), \quad \mathrm{SQ}_{n ; \mathbf{a}}^{c_{1}, c_{2}, c_{3}}(q)=\frac{\langle\mathbf{a}\rangle}{\left(1-\mathbf{a}^{\mathbf{a}} q\right) \prod_{t=1}^{t=3} \prod_{c=0}^{c=c_{t}} \dot{I}_{c}(q)},
$$

whenever $c_{1}, c_{2}, c_{3} \in \mathbb{Z}^{\geq 0}, c_{1}+c_{2}=n-2-\ell(\mathbf{a})$ in the first equation, and $c_{1}+c_{2}+c_{3}=$ $n-1-\ell(\mathbf{a})$ in the second equation. The $c_{1}=0$ case of (2-33) agrees with the $W / / G=X_{n ; \mathbf{a}}$ case of [Ciocan-Fontanine and Kim 2013, Corollary 5.5.4(bc)]. By (2-33),

$$
\begin{aligned}
\max \left(c_{1}, c_{2}\right) \geq n-\ell^{+}(\mathbf{a}) & \Rightarrow \quad \mathrm{SQ}_{n ; \mathbf{a}}^{d}\left(c_{1}, c_{2}\right)(q)=0 \text { for all } d \in \mathbb{Z}^{+}, \\
\max \left(c_{1}, c_{2}, c_{3}\right) \geq n-\ell^{+}(\mathbf{a}) \quad & \Rightarrow \quad \mathrm{SQ}_{n ; \mathbf{a}}^{d}\left(c_{1}, c_{2}, c_{3}\right)(q)=0 \text { for all } d \in \mathbb{Z}^{+},
\end{aligned}
$$

as the case should be for intrinsic invariants of $X_{n ; \mathbf{a}}$. On the other hand,

$$
\begin{align*}
\langle\mathbf{a}\rangle+Q \frac{\mathrm{~d}}{\mathrm{~d} Q} \mathrm{GW}_{n, \mathbf{a}}^{c_{1}, c_{2}}(Q) & =\langle\mathbf{a}\rangle \frac{\dot{I}_{c_{1}+1}(q)}{\dot{I}_{1}(q)}, \\
\mathrm{GW}_{n ; \mathbf{a}}^{c_{1}, c_{2}, c_{3}}(Q) & =\frac{\langle\mathbf{a}\rangle \dot{I}_{0}(q)}{\left(1-\mathbf{a}^{\mathbf{a}} q\right) \prod_{t=1}^{t=3} \prod_{c=0}^{c=c_{t}} \dot{I}_{c}(q)}, \tag{2-34}
\end{align*}
$$

with the same assumptions on $c_{1}, c_{2}, c_{3}$ as in (2-33) and $Q=q \mathrm{e}^{J_{n: \text { a }}(q)}$, as before; see [Popa and Zinger 2014, Equation (1.5)] and [Zinger 2014, Equation (1.7)], respectively.

In the case of products of projective spaces and concavex sheaves (1-13), the analogues of the above mirror formulas relate power series:

$$
\begin{align*}
& \check{F}_{n_{1}, \ldots, n_{p} ; \mathbf{a}} \in \mathbb{Q}(w) \llbracket q_{1}, \ldots, q_{p} \rrbracket,  \tag{2-35}\\
& \check{Z}_{n_{1}, \ldots, s_{p} ; \mathbf{a}}^{\left(s_{1}, \ldots, s^{\prime}\right)} \in H^{*}\left(\mathbb{P}^{n_{1}-1} \times \cdots \times \mathbb{P}^{n_{p}-1}\right)\left[\hbar^{-1}\right] \llbracket q_{1}, \ldots, q_{p} \rrbracket,  \tag{2-36}\\
& \check{Z}_{n_{1}, \ldots, n_{p} ; \mathbf{a}}^{*} \in H^{*}\left(\left(\mathbb{P}^{n_{1}-1} \times \cdots \times \mathbb{P}^{n_{p}-1}\right)^{m}\right)\left[\hbar_{1}^{-1}, \ldots, \hbar_{m}^{-1}\right] \llbracket q_{1}, \ldots, q_{p} \rrbracket, \tag{2-37}
\end{align*}
$$

with $\check{F}$ and $\check{Z}$ denoting $F, \dot{F}, \ddot{F}, Z, \dot{Z}$, or $\ddot{Z}$ and $m=2,3$. The coefficients of $q_{1}^{d_{1}} \cdots q_{p}^{d_{p}}$ in (2-36) and (2-37) are defined by the same pushforwards as in (2-4), (2-5), (2-8), and (2-29), with the degree $d$ of the stable quotients replaced by ( $d_{1}, \ldots, d_{p}$ ) and $x^{s}$ by $x_{1}^{s_{1}} \cdots x_{p}^{s_{p}}$. The coefficients of $q_{1}^{d_{1}} \cdots q_{p}^{d_{p}}$ in (2-35) are obtained from the coefficients in (1-6), (2-9), and (2-12) by replacing $a_{k} d$ and $a_{k} x$ by $a_{k ; 1} d_{1}+\cdots+a_{k ; p} d_{p}$ and $a_{k ; 1} x_{1}+\cdots+a_{k ; p} x_{p}$ in the numerator and taking the product of the denominators with $(n, x, d)=\left(n_{i}, x_{i}, d_{i}\right)$ for each $i=1, \ldots, p$;

$$
x_{1}, \ldots, x_{p} \in H^{*}\left(\mathbb{P}^{n_{1}-1} \times \cdots \times \mathbb{P}^{n_{p}-1}\right)
$$

now correspond to the pullbacks of the hyperplane classes by the projection maps. If $\ell^{-}(\mathbf{a})=0$, the analogue of (2-30) with $\langle\mathbf{a}\rangle x^{\ell(\mathbf{a})}$ replaced by the products of $a_{k ; 1} x_{1 ; 1}+$ $\cdots+a_{k ; p} x_{1 ; p}$ and sums over pairs of $p$-tuples $\left(s_{1 ; 1}, \ldots, s_{1 ; p}\right)$ and $\left(s_{2 ; 1}, \ldots, s_{2 ; p}\right)$ with $s_{1 ; i}+s_{2 ; i}=n_{i}-1$ provides a closed formula for $Z_{n_{1}, \ldots, n_{p} ; \mathbf{a}}^{*}$. In general, the relation (2-31) extends to this case by replacing $\langle\mathbf{a}\rangle x_{i}^{\ell(\mathbf{a})}$ by the products and ratios of the terms $a_{k ; 1} x_{i ; 1}+\cdots+a_{k ; p} x_{i ; p}$.

## 3. Equivariant mirror formulas

We begin this section by reviewing the equivariant setup used in [Zinger 2009; Popa and Zinger 2014; Cooper and Zinger 2014], closely following [Cooper and Zinger 2014, Section 3]. After defining equivariant versions of the generating functions $\dot{Z}_{n ; \mathbf{a}}^{(s)}, \ddot{Z}_{n ; \mathbf{a}}^{(s)}, \dot{Z}_{n ; \mathbf{a}}^{*}$, and $Z_{n ; \mathbf{a}}^{*}$ and of the hypergeometric series $\dot{F}_{n ; \mathbf{a}}$ and $\ddot{F}_{n ; \mathbf{a}}$, we state an equivariant version of Theorem 2; see Theorem 3 below. This theorem immediately implies Theorem 2. The proof of the two-point mirror formulas in Theorem 3 is outlined in Sections 5 and 6 and completed in Sections 7 and 8. We conclude this section with a specialization of the three-point formula of Theorem 3 in Proposition 3.1, which is proved in Section 9 and is a key step in the proof of the full three-point formula of Theorem 3 in Section 10.

3A. Equivariant setup. The quotient of the classifying space for the $n$-torus $\mathbb{T}$ is $B \mathbb{T} \equiv\left(\mathbb{P}^{\infty}\right)^{n}$. Thus, the group cohomology of $\mathbb{T}$ is

$$
H_{\mathbb{T}}^{*} \equiv H^{*}(B \mathbb{U})=\mathbb{Q}\left[\alpha_{1}, \ldots, \alpha_{n}\right],
$$

where $\alpha_{i} \equiv \pi_{i}^{*} c_{1}\left(\gamma^{*}\right), \gamma \rightarrow \mathbb{P}^{\infty}$ is the tautological line bundle, and $\pi_{i}:\left(\mathbb{P}^{\infty}\right)^{n} \rightarrow \mathbb{P}^{\infty}$ is the projection to the $i$-th component. The field of fractions of $H_{\mathbb{T}}^{*}$ will be denoted by

$$
\mathbb{Q}_{\alpha} \equiv \mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{n}\right) .
$$

We denote the equivariant $\mathbb{Q}$-cohomology of a topological space $M$ with a $\mathbb{T}$-action by $H_{\mathbb{T}}^{*}(M)$. If the $\mathbb{T}$-action on $M$ lifts to an action on a complex vector bundle $V \rightarrow M$, let $\mathbf{e}(V) \in H_{\mathbb{T}}^{*}(M)$ denote the equivariant Euler class of $V$. A continuous $\mathbb{T}$-equivariant map $f: M \rightarrow M^{\prime}$ between two compact oriented manifolds induces a pushforward homomorphism

$$
f_{*}: H_{\mathbb{T}}^{*}(M) \rightarrow H_{\mathbb{U}}^{*}\left(M^{\prime}\right) .
$$

The standard action of $\mathbb{T}$ on $\mathbb{C}^{n}$,

$$
\left(\mathrm{e}^{\mathrm{i} \theta_{1}}, \ldots, \mathrm{e}^{\mathrm{i} \theta_{n}}\right) \cdot\left(z_{1}, \ldots, z_{n}\right) \equiv\left(\mathrm{e}^{\mathrm{i} \theta_{1}} z_{1}, \ldots, \mathrm{e}^{\mathrm{i} \theta_{n}} z_{n}\right)
$$

descends to a $\mathbb{T}$-action on $\mathbb{P}^{n-1}$, which has $n$ fixed points:
(3-1) $\quad P_{1}=[1,0, \ldots, 0], \quad P_{2}=[0,1,0, \ldots, 0], \quad \ldots, \quad P_{n}=[0, \ldots, 0,1]$.

This standard $\mathbb{T}$-action on $\mathbb{P}^{n-1}$ lifts to a natural $\mathbb{\mathbb { T }}$-action on the tautological line bundle $\gamma \rightarrow \mathbb{P}^{n-1}$, since $\gamma \subset \mathbb{P}^{n-1} \times \mathbb{C}^{n}$ is preserved by the diagonal $\mathbb{T}$-action. With

$$
\mathbf{x} \equiv \mathbf{e}\left(\gamma^{*}\right) \in H_{\mathbb{T}}^{*}\left(\mathbb{P}^{n-1}\right)
$$

denoting the equivariant hyperplane class, the equivariant cohomology of $\mathbb{P}^{n-1}$ is given by

$$
\begin{equation*}
H_{\mathbb{U}}^{*}\left(\mathbb{P}^{n-1}\right)=\mathbb{Q}\left[\mathbf{x}, \alpha_{1}, \ldots, \alpha_{n}\right] /\left(\mathbf{x}-\alpha_{1}\right) \cdots\left(\mathbf{x}-\alpha_{n}\right) . \tag{3-2}
\end{equation*}
$$

Let $\mathbf{x}_{t} \in H_{\mathbb{T}}^{*}\left(\left(\mathbb{P}^{n-1}\right)^{m}\right)$ be the pullback of $\mathbf{x}$ by the $t$-th projection map.
The standard $\mathbb{T}$-representation on $\mathbb{C}^{n}$ (as well as any other representation) induces $\mathbb{T}$-actions on $\bar{Q}_{0, m}\left(\mathbb{P}^{n-1}, d\right), \mathcal{U}, \mathcal{V}_{n ; \mathbf{a}}^{(d)}, \dot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}$, and $\ddot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}$; see (1-3) and (2-1) for the notation. Thus, $\mathcal{V}_{n ; \mathbf{a}}^{(d)}, \dot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}$, and $\ddot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}$ have well-defined equivariant Euler classes

$$
\mathbf{e}\left(\mathcal{V}_{n ; \mathbf{a}}^{(d)}\right), \mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}\right), \mathbf{e}\left(\ddot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}\right) \in H_{\mathbb{T}}^{*}\left(\bar{Q}_{0, m}\left(\mathbb{P}^{n-1}, d\right)\right)
$$

The universal cotangent line bundle for the $i$-th marked point also has a well-defined equivariant Euler class, which will still be denoted by $\psi_{i}$.

Similarly to (2-2) and (2-3), let

$$
\begin{align*}
& \dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q) \equiv 1+\sum_{d=1}^{\infty} q^{d} \operatorname{ev}_{1 *}\left[\frac{\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}\right)}{\hbar-\psi_{1}}\right] \in H_{\mathbb{T}}^{*}\left(\mathbb{P}^{n-1}\right) \llbracket \hbar^{-1}, q \rrbracket \\
& \ddot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q) \equiv 1+\sum_{d=1}^{\infty} q^{d} \operatorname{ev}_{1 *}\left[\frac{\mathbf{e}\left(\ddot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}\right)}{\hbar-\psi_{1}}\right] \in H_{\mathbb{U}}^{*}\left(\mathbb{P}^{n-1}\right) \llbracket \hbar^{-1}, q \rrbracket \tag{3-3}
\end{align*}
$$

For each $s \in \mathbb{Z}^{\geq 0}$, let

$$
\begin{align*}
& \dot{\mathcal{Z}}_{n ; \mathbf{a}}^{(s)}(\mathbf{x}, \hbar, q) \equiv \mathbf{x}^{s}+\sum_{d=1}^{\infty} q^{d} \operatorname{ev}_{1 *}\left[\frac{\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}\right) \mathrm{ev}_{2}^{*} \mathbf{x}^{s}}{\hbar-\psi_{1}}\right] \in H_{\mathbb{T}}^{*}\left(\mathbb{P}^{n-1}\right) \llbracket \hbar^{-1}, q \rrbracket, \\
& \ddot{\mathcal{Z}}_{n ; \mathbf{a}}^{(s)}(\mathbf{x}, \hbar, q) \equiv \mathbf{x}^{s}+\sum_{d=1}^{\infty} q^{d} \operatorname{ev}_{1 *}\left[\frac{\mathbf{e}\left(\ddot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}\right) \mathrm{ev}_{2}^{*} \mathbf{x}^{s}}{\hbar-\psi_{1}}\right] \in H_{\mathbb{T}}^{*}\left(\mathbb{P}^{n-1}\right) \llbracket \hbar^{-1}, q \rrbracket . \tag{3-4}
\end{align*}
$$

Similarly to (2-4) and (2-5), we define

$$
\begin{align*}
& \dot{\mathcal{Z}}_{n ; \mathbf{a}}^{*}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \hbar_{1}, \hbar_{2}, q\right)  \tag{3-5}\\
& \quad \equiv \sum_{d=1}^{\infty} q^{d}\left\{\mathrm{ev}_{1} \times \mathrm{ev}_{2}\right\}_{*}\left[\frac{\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}\right)}{\left(\hbar_{1}-\psi_{1}\right)\left(\hbar_{2}-\psi_{2}\right)}\right] \in H_{\mathbb{T}}^{*}\left(\mathbb{P}^{n-1}\right) \llbracket \hbar_{1}^{-1}, \hbar_{2}^{-1}, q \rrbracket
\end{align*}
$$

$$
\begin{align*}
& \dot{\mathcal{Z}}_{n ; \mathbf{a}}^{*}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \hbar_{1}, \hbar_{2}, \hbar_{3}, q\right)  \tag{3-6}\\
& \equiv \equiv \sum_{d=1}^{\infty} q^{d}\left\{\mathrm{ev}_{1} \times \mathrm{ev}_{2} \times \mathrm{ev}_{3}\right\}_{*}\left[\frac{e\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}\right)}{\left(\hbar_{1}-\psi_{1}\right)\left(\hbar_{2}-\psi_{2}\right)\left(\hbar_{3}-\psi_{3}\right)}\right]
\end{align*}
$$

with the total pushforwards by the total evaluation maps taken in equivariant cohomology. Similarly to (2-7), let

$$
\begin{align*}
& \quad \dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \hbar_{1}, \hbar_{2}, q\right)=\frac{\mathbf{P D}\left(\Delta_{\mathbb{P}^{n-1}}^{(2)}\right)}{\hbar_{1}+\hbar_{2}}+\dot{\mathcal{Z}}_{n ; \mathbf{a}}^{*}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \hbar_{1}, \hbar_{2}, q\right),  \tag{3-7}\\
& \dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \hbar_{1}, \hbar_{2}, \hbar_{3}, q\right)=\frac{\mathbf{P D}\left(\Delta_{\mathbb{P}^{n-1}}^{(3)}\right)}{\hbar_{1} \hbar_{2} \hbar_{3}}+\dot{\mathcal{Z}}_{n ; \mathbf{a}}^{*}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \hbar_{1}, \hbar_{2}, \hbar_{3}, q\right),
\end{align*}
$$

where $\mathbf{P D}\left(\Delta_{\mathbb{P}^{n-1}}^{(2)}\right)$ and $\mathbf{P D}\left(\Delta_{\mathbb{P}^{n-1}}^{(3)}\right)$ are the equivariant Poincaré duals of the (small) diagonals in $\mathbb{P}^{n-1} \times \mathbb{P}^{n-1}$ and $\mathbb{P}^{n-1} \times \mathbb{P}^{n-1} \times \mathbb{P}^{n-1}$, respectively.

The above Poincaré duals can be written as

$$
\begin{align*}
\mathbf{P D}\left(\Delta_{\mathbb{P} n-1}^{(2)}\right) & \sum_{\substack{s_{1}, s_{2}, r \geq 0 \\
s_{1}+s_{2}+r=n-1}}(-1)^{r} \mathbf{s}_{r} \mathbf{x}_{1}^{s_{1}} \mathbf{x}_{2}^{s_{2}},  \tag{3-8}\\
\mathbf{P D}\left(\Delta_{\mathbb{P} n-1}^{(3)}\right)= & \sum_{\substack{s_{1}, s_{2}, s_{3}, r \geq 0 \\
s_{1}+s_{2}+s_{3}+r=2 n-2}} \mathbf{s}_{r}^{(2)} \mathbf{x}_{1}^{s_{1}} \mathbf{x}_{2}^{s_{2}} \mathbf{x}_{3}^{s_{3}} \\
& =\sum_{\substack{s_{1}, s_{2}, s_{3}, r \geq 0 \\
s_{1}, s_{2}, s_{3} \leq n-1 \\
s_{1}+s_{2}+s_{3}+r=2 n-2}} \sum_{\substack{r_{1} \leq, r_{1}, r_{2}, r_{3} \geq 0 \\
r_{1} \leq s_{1}, r_{2} \leq s_{2}, r_{3} \leq \hat{s}_{3} \\
r_{0}+r_{1}+r_{2}+r_{3}=r}}(-1)^{r_{1}+r_{2}+r_{3}} \eta_{r_{0}} \mathbf{s}_{r_{1}} \mathbf{s}_{r_{2}} \mathbf{s}_{r_{3}} \mathbf{x}_{1}^{s_{1}} \mathbf{x}_{2}^{s_{2}} \mathbf{x}_{3}^{s_{3}},
\end{align*}
$$

where $\mathbf{s}_{r}, \eta_{r}, \mathbf{s}_{r}^{(2)} \in \mathbb{Q}\left[\alpha_{1}, \ldots, \alpha_{n}\right]$ are the $r$-th elementary symmetric polynomial in $\alpha_{1}, \ldots, \alpha_{n}$, the sum of all degree- $r$ monomials in $\alpha_{1}, \ldots, \alpha_{n}$, and the degree- $r$ term in $\left(1-\mathbf{s}_{1}+\mathbf{s}_{2}-\cdots\right)^{2}$, respectively. All three expressions for the Poincaré duals can be confirmed by pairing them with $\mathbf{x}_{1}^{t_{1}} \mathbf{x}_{2}^{t_{2}}$ and $\mathbf{x}_{1}^{t_{1}} \mathbf{x}_{2}^{t_{2}} \mathbf{x}_{3}^{t_{3}}$, with $t_{1}, t_{2}, t_{3} \leq n-1$, and using the localization theorem of [Atiyah and Bott 1984] on ( $\left.\mathbb{P}^{n-1}\right)^{m}$ and the residue theorem on $S^{2}$ to reduce the equivariant integrals of $\mathbf{x}^{s+t}$ on $\mathbb{P}^{n-1}$ to the polynomials $\eta_{r}$; these are the homogeneous polynomials in the power series expansion of $1 /\left(1-\alpha_{1}\right)\left(1-\alpha_{2}\right) \cdots$. The coefficient of $\mathbf{x}_{1}^{s_{1}} \mathbf{x}_{2}^{s_{2}} \mathbf{x}_{3}^{s_{3}}$ in the second expression for $\mathbf{P D}\left(\Delta_{\mathbb{P}^{n-1}}^{(3)}\right)$ is precisely $\widetilde{\mathcal{C}}_{s_{1}, s_{2}, s_{3}}^{(r)}(0)$, with $\widetilde{\mathcal{C}}_{s_{1}, s_{2}, s_{3}}^{(r)}$ as in Theorem 3; see the end of Section 3B. This provides a direct check of the degree-0 term in (3-14).

3B. Equivariant mirror symmetry. The equivariant analogues of the power series in (1-6) and (2-9) are given by

$$
\begin{array}{r}
\dot{\mathcal{Y}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q) \equiv \sum_{d=0}^{\infty} q^{d} \frac{\prod_{a_{k}>0} \prod_{r=1}^{a_{k} d}\left(a_{k} \mathbf{x}+r \hbar\right) \prod_{a_{k}<0} \prod_{r=0}^{-a_{k} d-1}\left(a_{k} \mathbf{x}-r \hbar\right)}{\prod_{r=1}^{d}\left(\prod_{k=1}^{n}\left(\mathbf{x}-\alpha_{k}+r \hbar\right)-\prod_{k=1}^{n}\left(\mathbf{x}-\alpha_{k}\right)\right)}  \tag{3-9}\\
\in \mathbb{Q}\left[\alpha_{1}, \ldots, \alpha_{n}, \mathbf{x}\right]\left\lfloor\hbar^{-1}, q \rrbracket,\right.
\end{array}
$$

$$
\begin{aligned}
&\left.\ddot{\mathcal{Y}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q) \equiv \sum_{d=0}^{\infty} q^{d} \frac{\prod_{a_{k}>0} \prod_{r=0}^{a_{k} d-1}\left(a_{k} \mathbf{x}+r \hbar\right) \prod_{a_{k}<0} \prod_{r=1}^{-a_{k} d}\left(a_{k} \mathbf{x}-r \hbar\right)}{\prod_{r=1}^{d}\left(\prod_{k=1}^{n}\left(\mathbf{x}-\alpha_{k}+r \hbar\right)\right.}-\prod_{k=1}^{n}\left(\mathbf{x}-\alpha_{k}\right)\right) \\
& \in \mathbb{Q}\left[\alpha_{1}, \ldots, \alpha_{n}, \mathbf{x}\right] \llbracket \hbar^{-1}, q \rrbracket .
\end{aligned}
$$

The second products in the denominators above are irrelevant for the statements in this section, but are material to (4-9) and thus to the proof of (3-14) in this paper.

For each $s \in \mathbb{Z}^{+}$, we define $\mathfrak{D}^{s} \dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q), \mathfrak{D}^{s} \ddot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q) \in H_{\mathbb{T}}^{*}\left(\mathbb{P}^{n-1}\right) \llbracket \hbar^{-1}, q \rrbracket$ inductively by

$$
\begin{align*}
& \mathfrak{D}^{0} \dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)=\dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q), \\
& \mathfrak{D}^{s} \dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)=\frac{1}{\dot{I}_{s}(q)}\left\{\mathbf{x}+\hbar q \frac{\mathrm{~d}}{\mathrm{~d} q}\right\} \mathfrak{D}^{s-1} \dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q), \\
& \mathfrak{D}^{0} \ddot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)=\ddot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q),  \tag{3-10}\\
& \mathfrak{D}^{s} \ddot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)=\frac{1}{\ddot{I}_{s}(q)}\left\{\mathbf{x}+\hbar q \frac{\mathrm{~d}}{\mathrm{~d} q}\right\} \mathfrak{D}^{s-1} \ddot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q) .
\end{align*}
$$

The next theorem is the equivariant analogue of Theorem 2. It expresses the equivariant stable quotient invariants in (3-5) and (3-6) in terms of the basic equivariant stable quotient invariants in (3-3).

Theorem 3. If $l \in \mathbb{Z}^{\geq 0}, n \in \mathbb{Z}^{+}$, and $\mathbf{a} \in\left(\mathbb{Z}^{*}\right)^{l}$, then

$$
\begin{align*}
\dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\mathbf{x}_{1}, \mathbf{x}_{2},\right. & \left.\hbar_{1}, \hbar_{2}, q\right)  \tag{3-11}\\
& =\frac{1}{\hbar_{1}+\hbar_{2}} \sum_{\substack{s_{1}, s_{2}, r \geq 0 \\
s_{1}+s_{2}+r=n-1}}(-1)^{r} \mathbf{s}_{r} \dot{\mathcal{Z}}_{n ; \mathbf{a}}^{\left(s_{1}\right)}\left(\mathbf{x}_{1}, \hbar_{1}, q\right) \ddot{\mathcal{Z}}_{n ; \mathbf{a}}^{\left(s_{2}\right)}\left(\mathbf{x}_{2}, \hbar_{2}, q\right)
\end{align*}
$$

where $\mathbf{S}_{r} \in \mathbb{Q}_{\alpha}$ is the $r$-th elementary symmetric polynomial in $\alpha_{1}, \ldots, \alpha_{n}$. If in addition $v_{n}(\mathbf{a}) \geq 0$,

$$
\begin{equation*}
\dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)=\frac{\dot{\mathcal{Y}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)}{\dot{I}_{0}(q)}, \quad \ddot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)=\frac{\ddot{\mathcal{Y}}_{n \mathbf{a}}(\mathbf{x}, \hbar, q)}{\ddot{I}_{0}(q)}, \tag{3-12}
\end{equation*}
$$

and there exist $\tilde{\mathcal{C}}_{s, s^{\prime}}^{(r)}, \widetilde{\mathcal{C}}_{s_{1}, s_{2}, s_{3}}^{(r)} \in \mathbb{Q}\left[\alpha_{1}, \ldots, \alpha_{n}\right] \llbracket q \rrbracket$ with $s, s^{\prime}, s_{1}, s_{2}, s_{3}, r \in \mathbb{Z}^{\geq 0}$ such that

$$
\begin{gather*}
\tilde{\mathcal{C}}_{s, s^{\prime}}^{(r)}(0)=\delta_{0, r} \delta_{s, s^{\prime}},  \tag{3-13}\\
\left.\llbracket \widetilde{\mathcal{C}}_{s, s^{\prime}}^{\left(v_{n}(\mathbf{a}) d\right)}(q)\right|_{\alpha=0} \rrbracket_{d}=\widetilde{\mathfrak{c}}_{s, s^{\prime}}^{(d)},\left.\quad \llbracket \widetilde{\mathcal{C}}_{s_{1}, s_{2}, s_{3}}^{\left(v_{n}(\mathbf{a} d)\right.}(q)\right|_{\alpha=0} \rrbracket_{d}=\widetilde{\mathfrak{c}}_{s_{1}, s_{2}, s_{3}}^{(d)},
\end{gather*}
$$

the coefficients of $q^{d}$ in $\tilde{\mathcal{C}}_{s, s^{\prime}}^{(r)}(q)$ and $\widetilde{\mathcal{C}}_{s_{1}, s_{2}, s_{3}}^{(r)}(q)$ are homogeneous symmetric polynomials in $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ of degree $r-v_{n}(\mathbf{a}) d$, and

$$
\begin{equation*}
\dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \hbar_{1}, \hbar_{2}, \hbar_{3}, q\right) \tag{3-14}
\end{equation*}
$$

$$
=\frac{1}{\hbar_{1} \hbar_{2} \hbar_{3}} \sum_{\substack{r, s_{1}, s_{2}, s_{3} \geq 0 \\ s_{1}, s_{2}, s_{3} \leq n-1 \\ s_{1}+s_{2}+s_{3}+r=2 n-2}} \widetilde{\mathcal{C}}_{s_{1}, s_{2}, s_{3}}^{(r)}(q) \dot{\mathcal{Z}}_{n ; \mathbf{a}}^{\left(s_{1}\right)}\left(\mathbf{x}_{1}, \hbar_{1}, q\right) \prod_{t=2}^{3} \ddot{\mathcal{Z}}_{n ; \mathbf{a}}^{\left(s_{t}\right)}\left(\mathbf{x}_{t}, \hbar_{t}, q\right)
$$

$$
\begin{equation*}
\check{\mathcal{Z}}_{n ; \mathbf{a}}^{(s)}(\mathbf{x}, \hbar, q)=\sum_{r=0}^{s} \sum_{s^{\prime}=0}^{s-r} \widetilde{\mathcal{C}}_{s-\ell^{*}(\mathbf{a}), s^{\prime}-\ell^{*}(\mathbf{a})}^{(r)}(q) \hbar^{s-r-s^{\prime}} \mathfrak{D}^{s^{\prime}} \check{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q) \tag{3-15}
\end{equation*}
$$

where $\left(\check{\mathcal{Z}}, \ell^{*}\right)=\left(\dot{\mathcal{Z}}, \ell^{-}\right),\left(\ddot{\mathcal{Z}}, \ell^{+}\right)$.
Setting $\alpha=0$ in (3-11), (3-12), (3-14), and (3-15), we obtain (2-19), (2-26), (2-20) and (2-21), respectively.

We now completely describe the power series $\widetilde{\mathcal{C}}_{s, s^{\prime}}^{(r)}$ of Theorem 3; it will be shown in Section 5 that they indeed satisfy (3-15). Let

$$
\begin{align*}
& \mathfrak{D}^{0} \mathcal{Y}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)  \tag{3-16}\\
& \quad=\frac{1}{I_{0}(q)} \sum_{d=0}^{\infty} q^{d} \frac{\prod_{a_{k}>0} \prod_{r=1}^{a_{k} d}\left(a_{k} \mathbf{x}+r \hbar\right) \prod_{a_{k}<0} \prod_{r=1}^{-a_{k} d}\left(a_{k} \mathbf{x}-r \hbar\right)}{\prod_{r=1}^{d} \prod_{k=1}^{n}\left(\mathbf{x}-\alpha_{k}+r \hbar\right)}
\end{align*}
$$

For $s \in \mathbb{Z}^{+}$, let

$$
\begin{align*}
\mathfrak{D}^{s} \mathcal{Y}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)=\frac{1}{I_{s}(q)}\{\mathbf{x}+\hbar q & \left.\frac{\mathrm{d}}{\mathrm{~d} q}\right\}  \tag{3-17}\\
& \in \mathfrak{D}^{s-1} \mathcal{Y}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q) \\
& \in \mathbf{x}^{s}+q \cdot \mathbb{Q}\left[\alpha_{1}, \ldots, \alpha_{n}, \mathbf{x}\right][\hbar] \llbracket \hbar^{-1}, q \rrbracket .
\end{align*}
$$

Comparing with (2-12), we find that

$$
\begin{equation*}
\left.\mathfrak{D}^{s} \mathcal{Y}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)\right|_{\alpha=0}=\mathbf{x}^{s} \mathfrak{D}^{s} F_{n ; \mathbf{a}}\left(\mathbf{x} / \hbar, q / \mathbf{x}^{\nu_{n}(\mathbf{a})}\right), \quad \text { where } \tag{3-18}
\end{equation*}
$$

$$
\mathfrak{D}^{0} F_{n ; \mathbf{a}}(w, q)=\frac{F_{n ; \mathbf{a}}(w, q)}{I_{0}(q)}, \quad \mathfrak{D}^{s} F_{n ; \mathbf{a}}(w, q)=\frac{1}{I_{s}(q)}\left\{1+\frac{q}{w} \frac{\mathrm{~d}}{\mathrm{~d} q}\right\} \mathfrak{D}^{s-1} F_{n ; \mathbf{a}}(w, q)
$$

for all $s \in \mathbb{Z}^{+}$. For $r, s, s^{\prime} \geq 0$, define $\mathcal{C}_{s, s^{\prime}}^{(r)} \in \mathbb{Q}\left[\alpha_{1}, \ldots, \alpha_{n}\right] \llbracket q \rrbracket$ by

$$
\begin{equation*}
\hbar^{s} \sum_{s^{\prime}=0}^{\infty} \sum_{r=0}^{s^{\prime}} \mathcal{C}_{s, s^{\prime}}^{(r)}(q) \mathbf{x}^{s^{\prime}-r} \hbar^{-s^{\prime}}=\mathfrak{D}^{s} \mathcal{Y}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q) \tag{3-19}
\end{equation*}
$$

By (3-16), (3-17), and (3-19), the coefficient of $q^{d}$ in $\mathcal{C}_{s, s^{\prime}}^{(r)}$ is a degree- $r-v_{n}(\mathbf{a}) d$ homogeneous symmetric polynomial in $\alpha$. By (3-17) and (3-18),

$$
\begin{equation*}
\mathcal{C}_{s, s}^{(0)}(q)=1, \quad \mathcal{C}_{s, s^{\prime}}^{(0)}(q)=0 \text { for } s>s^{\prime}, \quad \mathcal{C}_{s, s^{\prime}}^{(r)}(0)=\delta_{r, 0} \delta_{s, s^{\prime}} \tag{3-20}
\end{equation*}
$$

By the first two statements above, the relations

$$
\begin{equation*}
\sum_{\substack{r_{1}, r_{2} \geq 0 \\ r_{1}+r_{2}=r}} \sum_{t=0}^{s-r_{1}} \tilde{\mathcal{C}}_{s, t}^{\left(r_{1}\right)}(q) \mathcal{C}_{t, s^{\prime}-r_{1}}^{\left(r_{2}\right)}(q)=\delta_{r, 0} \delta_{s, s^{\prime}} \text { for } r, s^{\prime} \in \mathbb{Z}^{\geq 0}, r \leq s^{\prime} \leq s, \tag{3-21}
\end{equation*}
$$

inductively define $\widetilde{\mathcal{C}}_{s, s^{\prime}-r}^{(r)} \in \mathbb{Q}\left[\alpha_{1}, \ldots, \alpha_{n}\right] \llbracket q \rrbracket$ with $r \leq s^{\prime} \leq s$ in terms of the power series $\tilde{\mathcal{C}}_{s, t}^{\left(r_{1}\right)}$ with $r_{1}<r$ or $r_{1}=r$ and $t<s^{\prime}-r$. By (3-20) and (3-21),

$$
\tilde{\mathcal{C}}_{s, s^{\prime}}^{(0)}=\delta_{s, s^{\prime}}, \quad \tilde{\mathcal{C}}_{s, s^{\prime}}^{(r)}(0)=\delta_{r, 0} \delta_{s, s^{\prime}},
$$

and the coefficient of $q^{d}$ in $\widetilde{\mathcal{C}}_{s, s^{\prime}}^{(r)}$ is a degree- $r-v_{n}(\mathbf{a}) d$ homogeneous symmetric polynomial in $\alpha$. If $s^{\prime}<0$, we set $\tilde{\mathcal{C}}_{s, s^{\prime}}^{(r)}=\delta_{r, 0} \delta_{s, s^{\prime}}$. If $v_{n}(\mathbf{a})>0$,

$$
\left.\mathcal{C}_{s, s^{\prime}}^{\left(v_{n}(\mathbf{a}) d\right)}\right|_{\alpha=0}=\mathrm{c}_{s, s^{\prime}-v_{n}(\mathbf{a}) d}^{(d)} q^{d} \text { for all } s^{\prime} \geq v_{n}(\mathbf{a}) d
$$

by (3-19), (3-18), and (2-13). Thus, setting $\alpha=0$ in (3-21) and comparing with (2-14) with $s^{\prime}$ replaced by $s^{\prime}-v_{n}(\mathbf{a}) d$, we obtain the second identity in (3-13).

We next completely describe the power series $\tilde{\mathcal{C}}_{s_{1}, s_{2}, s_{3}}^{(r)}$ of Theorem 3 ; it will be shown in Section 10 that they indeed satisfy (3-14). For each $r \in \mathbb{Z}^{\geq 0}$, let $p_{r}, \mathcal{H}^{(r)} \in \mathbb{Q}\left[z_{1}, z_{2}, \ldots\right]$ be such that

$$
\begin{equation*}
p_{r}\left(\alpha_{1}, \alpha_{2}, \ldots\right)=\alpha_{1}^{r}+\alpha_{2}^{r}+\cdots=\mathcal{H}^{(r)}\left(\mathbf{s}_{1}, \mathbf{s}_{2}, \ldots\right) . \tag{3-22}
\end{equation*}
$$

For $r, v \in \mathbb{Z}^{\geq 0}$, we define $\mathcal{H}_{v}^{(r)} \in \mathbb{Q}\left[\mathbf{s}_{1}, \mathbf{s}_{2}, \ldots\right] \llbracket z \rrbracket$ by
$\mathcal{H}_{v}^{(r)}(z)= \begin{cases}(1-z)^{-1} & \text { if } v=0, r=0 ; \\ \frac{1}{r} \frac{\mathrm{~d}}{\mathrm{~d} z} \mathcal{H}^{(r)}\left((1-z)^{-1} \mathbf{s}_{1},(1-z)^{-1} \mathbf{s}_{2}, \ldots\right) & \text { if } v=0, r \geq 1 ; \\ \frac{1}{r+v} \frac{\mathrm{~d}}{\mathrm{~d} z} \mathcal{H}^{(r+v)}\left(\mathbf{s}_{1}, \ldots, \mathbf{s}_{v-1}, \mathbf{s}_{v}-(-1)^{v} z, \mathbf{s}_{v+1}, \ldots\right) & \text { if } v>0 .\end{cases}$

In particular, the coefficient of $z^{d}$ in $\mathcal{H}_{v}^{(r)}(z)$ is a degree- $r-v d$ homogeneous symmetric polynomial in $\alpha$,

$$
\begin{equation*}
\mathcal{H}_{v}^{(r)}(0)=\eta_{r},\left.\quad \llbracket \mathcal{H}_{v}^{(\nu d)}(z)\right|_{\alpha=0} \rrbracket_{d}=1 . \tag{3-24}
\end{equation*}
$$

The second identity above follows from [Zinger 2014, Lemma B.3]. Using induction via Newton's identity [Artin 1991, page 577], the first identity in (3-24) can be reduced to

$$
\sum_{t=0}^{r}(-1)^{t} \eta_{r-t} \mathbf{s}_{t}=0, \quad \sum_{t=0}^{r}(-1)^{t}(r-t) \eta_{r-t} \mathbf{s}_{t}=p_{r} \text { for all } r \in \mathbb{Z}^{+} ;
$$

these two identities are equivalent to

$$
\begin{gathered}
\frac{\left(1-\alpha_{1} u\right)\left(1-\alpha_{2} u\right) \cdots}{\left(1-\alpha_{1} u\right)\left(1-\alpha_{2} u\right) \cdots}=1, \\
\left.\frac{\mathrm{~d}}{\mathrm{~d} z} \frac{\left(1-\alpha_{1} u\right)\left(1-\alpha_{2} u\right) \cdots}{\left(1-\alpha_{1} u z\right)\left(1-\alpha_{2} u z\right) \cdots}\right|_{z=0}=\frac{\alpha_{1} u}{1-\alpha_{1} u}+\frac{\alpha_{2} u}{1-\alpha_{2} u}+\cdots
\end{gathered}
$$

Let

$$
\begin{align*}
& \tilde{\mathcal{C}}_{s_{1}, s_{2}, s_{3}}^{(r)}(q) \tag{3-25}
\end{align*}
$$

where

$$
\begin{equation*}
\check{\mathcal{C}}_{s}^{(r)}(q)=\sum_{\substack{r^{\prime}, r^{\prime \prime \prime}(0) \\ r^{\prime}+r^{\prime \prime}=r}}(-1)^{r^{\prime}} \mathbf{S}_{r^{\prime}} \check{\mathcal{C}}_{s-r^{\prime}-\ell^{*}(\mathbf{a}), s-r-\ell^{*}(\mathbf{a})}(q) \tag{3-26}
\end{equation*}
$$

with $\left(\check{\mathcal{C}}, \ell^{*}\right)=\left(\dot{\mathcal{C}}, \ell^{-}\right),\left(\ddot{\mathcal{C}}, \ell^{+}\right)$. Since the coefficients of $q^{d}$ in $\mathcal{H}_{v}^{(r)}$ and in $\widetilde{\mathcal{C}}_{s, s^{\prime}}^{(r)}$ are degree- $r-v_{n}(\mathbf{a}) d$ homogeneous symmetric polynomials in $\alpha$, the coefficient of $q^{d}$ in $\widetilde{\mathcal{C}}_{s_{1}, s_{2}, s_{3}}^{(r)}$ is also a degree- $r-v_{n}(\mathbf{a}) d$ homogeneous symmetric polynomial in $\alpha$. The last identity in (3-13) follows from (3-25), the second identity in (3-24), the middle identity in (3-13), and (2-15).

3C. Related mirror formulas. Similarly to (2-29), we define

$$
\mathcal{Z}_{n ; \mathbf{a}}^{*}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \hbar_{1}, \hbar_{2}, q\right) \equiv \sum_{d=1}^{\infty} q^{d}\left\{\operatorname{ev}_{1} \times \operatorname{ev}_{2}\right\}_{*}\left[\frac{\mathbf{e}\left(\mathcal{V}_{n ; \mathbf{a}}^{(d)}\right)}{\left(\hbar_{1}-\psi_{1}\right)\left(\hbar_{2}-\psi_{2}\right)}\right],
$$

$$
\begin{equation*}
\mathcal{Z}_{n ; \mathbf{a}}^{*}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \hbar_{1}, \hbar_{2}, \hbar_{3}, q\right) \tag{3-27}
\end{equation*}
$$

$$
\equiv \sum_{d=1}^{\infty} q^{d}\left\{\mathrm{ev}_{1} \times \mathrm{ev}_{2} \times \mathrm{ev}_{3}\right\}_{*}\left[\frac{e\left(\mathcal{V}_{n ; \mathbf{a}}^{(d)}\right)}{\left(\hbar_{1}-\psi_{1}\right)\left(\hbar_{2}-\psi_{2}\right)\left(\hbar_{3}-\psi_{3}\right)}\right]
$$

with the evaluation maps as in (2-6). For each $s \in \mathbb{Z}^{\geq 0}$, let

$$
\begin{aligned}
& \mathcal{Z}_{n ; \mathbf{a}}^{(s) *}(\mathbf{x}, \hbar, q) \equiv \sum_{d=1}^{\infty} q^{d} \operatorname{ev}_{1 *}\left[\frac{\mathbf{e}\left(\mathcal{V}_{n ; \mathbf{a}}^{(d)}\right) \mathrm{ev}_{\mathbf{2}}^{*} \mathbf{x}^{s}}{\hbar-\psi_{1}}\right] \in H_{\mathbb{\mathbb { }}}^{*}\left(\mathbb{P}^{n-1}\right) \llbracket \hbar^{-1}, q \rrbracket, \\
& \ddot{\mathcal{Z}}_{n ; \mathbf{a}}^{(s) *}(\mathbf{x}, \hbar, q) \equiv \sum_{d=1}^{\infty} q^{d} \operatorname{ev}_{1 *}\left[\frac{\mathbf{e}\left(\ddot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}\right) \mathrm{ev}_{\mathbf{2}}^{*} \mathbf{x}^{s}}{\hbar-\psi_{1}}\right] \in H_{\mathbb{\mathbb { }}}^{*}\left(\mathbb{P}^{n-1}\right) \llbracket \hbar^{-1}, q \rrbracket .
\end{aligned}
$$

Since $\mathbf{x}_{1}, \mathbf{x}_{2} \in H_{\mathbb{T}}^{*}\left(\mathbb{P}^{n-1} \times \mathbb{P}^{n-1}\right) \otimes_{\mathbb{Q}\left[\alpha_{1}, \ldots, \alpha_{n}\right]} \mathbb{Q}_{\alpha}$ are invertible, the first equation in (3-8) gives
$\langle\mathbf{a}\rangle \sum_{s_{1}, s_{2}, r \geq 0}(-1)^{r} \mathbf{s}_{r} \mathbf{x}_{1}^{s_{1}} \ddot{\mathcal{Z}_{n}\left(s_{2}\right) *}\left(\mathbf{x}_{2}, \hbar, q\right)$
$s_{1}+s_{2}+r=n-1$

$$
\begin{aligned}
& =\sum_{d=1}^{\infty} q^{d}\left\{\operatorname{id} \times \operatorname{ev}_{1}\right\}_{*}\left[\frac{\pi_{2}^{*} \mathbf{e}\left(\mathcal{V}_{n ; \mathbf{a}}^{(d)}\right)\left\{\mathrm{id} \times \operatorname{ev}_{2}\right\}^{*}\left(\mathbf{P D}\left(\Delta_{\mathbb{P} n-1}\right) \mathbf{x}_{2}^{-\ell(\mathbf{a})}\right)}{\hbar-\psi_{1}}\right] \\
& =\sum_{d=1}^{\infty} q^{d}\left\{\operatorname{id} \times \operatorname{ev}_{1}\right\}_{*}\left[\frac{\pi_{2}^{*} \mathbf{e}\left(\mathcal{V}_{n ; \mathbf{a}}^{(d)}\right)\left\{\operatorname{id} \times \operatorname{ev}_{2}\right\}^{*}\left(\mathbf{P D}\left(\Delta_{\mathbb{P}^{n-1}}\right) \mathbf{x}_{1}^{-\ell(\mathbf{a})}\right)}{\hbar-\psi_{1}}\right] \\
& =\mathbf{x}_{1}^{-\ell(\mathbf{a})} \sum_{\substack{s_{1}, s_{2}, r \geq 0 \\
s_{1}+s_{2}+r=n-1}}(-1)^{r} \mathbf{s}_{r} \mathbf{x}_{1}^{s_{1}} \mathcal{Z}_{n ; \mathbf{a}}^{\left(s_{2}\right) *}\left(\mathbf{x}_{2}, \hbar, q\right),
\end{aligned}
$$

where $\pi_{2}: \mathbb{P}^{n-1} \times \bar{Q}_{0,2}\left(\mathbb{P}^{n-1}, d\right) \rightarrow \bar{Q}_{0,2}\left(\mathbb{P}^{n-1}, d\right)$ is the projection map. Combining the last identity with (3-11), we obtain

$$
\begin{align*}
& \mathcal{Z}_{n ; \mathbf{a}}^{*}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \hbar_{1}, \hbar_{2}, q\right)  \tag{3-28}\\
& =\frac{1}{\hbar_{1}+\hbar_{2}} \sum_{\substack{s_{1}, s_{2}, r \geq 0 \\
s_{1}+s_{2}+r=n-1}}(-1)^{r} \mathbf{s}_{r}\left(\mathbf{x}_{1}^{s_{1}} \mathcal{Z}_{n ; \mathbf{a}}^{\left(s_{2}\right) *}\left(\mathbf{x}_{2}, \hbar_{2}, q\right)\right. \\
& \\
& \left.\quad+\mathcal{Z}_{n ; \mathbf{a}}^{\left(s_{1}\right) *}\left(\mathbf{x}_{1}, \hbar_{1}, q\right) \ddot{\mathcal{Z}}_{n ; \mathbf{a}}^{\left(s_{2}\right)}\left(\mathbf{x}_{2}, \hbar_{2}, q\right)\right)
\end{align*}
$$

Similar reasoning gives

$$
\begin{align*}
\mathcal{Z}_{n ; \mathbf{a}}^{*}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3},\right. & \left.\hbar_{1}, \hbar_{2}, \hbar_{3}, q\right)  \tag{3-29}\\
=\frac{1}{\hbar_{1} \hbar_{2} \hbar_{3}} & \sum_{\substack{r, s_{1}, s_{2}, s_{3} \geq 0 \\
s_{1}, s_{2}, s_{3} \leq n-1 \\
s_{1}+s_{2}+3_{3}+r=2 n-2}}\left(\widetilde{\mathcal{C}}_{s_{1}, s_{2}, s_{3}}^{(r)}(0) \mathbf{x}_{1}^{s_{1}} \mathbf{x}_{2}^{s_{2}} \mathcal{Z}_{n ; \mathbf{a}}^{\left(s_{3}\right) *}\left(\mathbf{x}_{3}, \hbar_{3}, q\right)\right. \\
& +\widetilde{\mathcal{C}}_{s_{1}, s_{2}, s_{3}}^{(r)}(0) \mathbf{x}_{1}^{s_{1}} \mathcal{Z}_{n ; \mathbf{a}}^{\left(s_{2}\right) *}\left(\mathbf{x}_{2}, \hbar_{2}, q\right) \ddot{\mathcal{Z}}_{n ; \mathbf{a}}^{\left(s_{3}\right)}\left(\mathbf{x}_{3}, \hbar_{3}, q\right) \\
& +\widetilde{\mathcal{C}}_{s_{1}, s_{2}, s_{3}}^{(r)}(0) \mathcal{Z}_{n ; \mathbf{a}}^{\left(s_{1}\right) *}\left(\mathbf{x}_{1}, \hbar_{1}, q\right) \prod_{t=2}^{3} \ddot{\mathcal{Z}}_{n ; \mathbf{a}}^{\left(s_{t}\right)}\left(\mathbf{x}_{t}, \hbar_{t}, q\right) \\
& \left.+\langle\mathbf{a}\rangle \mathbf{x}_{1}^{\ell^{-}(\mathbf{a})} \tilde{\mathcal{C}}_{s_{1}, s_{2}, s_{3}}^{(r) *}(q) \dot{\mathcal{Z}}_{n ; \mathbf{a}}^{\left(s_{1}\right)}\left(\mathbf{x}_{1}, \hbar_{1}, q\right) \prod_{t=2}^{3} \ddot{\mathcal{Z}}_{n ; \mathbf{a}}^{\left(s_{t}\right)}\left(\mathbf{x}_{t}, \hbar_{t}, q\right)\right),
\end{align*}
$$

where $\tilde{\mathcal{C}}_{s_{1}, s_{2}, s_{3}}^{(r) *}(q)=\widetilde{\mathcal{C}}_{s_{1}, s_{2}, s_{3}}^{(r)}(q)-\widetilde{\mathcal{C}}_{s_{1}, s_{2}, s_{3}}^{(r)}(0)$.
On the other hand, by (3-15) and the first identity in (3-12),
(3-30) $\mathcal{Z}_{n ; \mathbf{a}}^{(s) *}(\mathbf{x}, \hbar, q)$

$$
=-\langle\mathbf{a}\rangle \mathbf{x}^{\ell(\mathbf{a})+s}+\langle\mathbf{a}\rangle \mathbf{x}^{\ell(\mathbf{a})} \sum_{r=0}^{s} \sum_{s^{\prime}=0}^{s-r} \tilde{\mathcal{C}}_{s-\ell^{-}(\mathbf{a}), s^{\prime}-\ell^{-}(\mathbf{a})}^{(r)}(q) \hbar^{s-r-s^{\prime}} \mathfrak{D}^{s^{\prime}} \dot{\mathcal{Y}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q),
$$

where

$$
\begin{aligned}
& \mathfrak{D}^{0} \check{\mathcal{Y}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)=\frac{\check{\mathcal{Y}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)}{\check{I}_{0}(q)} \\
& \mathfrak{D}^{s} \check{\mathcal{Y}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)=\frac{1}{\check{I}_{s}(q)}\left\{\mathbf{x}+\hbar q \frac{\mathrm{~d}}{\mathrm{~d} q}\right\} \mathfrak{D}^{s-1} \check{\mathcal{Y}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)
\end{aligned}
$$

for all $s \in \mathbb{Z}^{+}$and $(\check{\mathcal{Y}}, \check{I})=(\dot{\mathcal{Y}}, \dot{I}),(\ddot{\mathcal{Y}}, \ddot{I})$. By (3-9), (1-6), and (2-9),

$$
\begin{equation*}
\left.\mathfrak{D}^{s} \check{\mathcal{Y}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)\right|_{\alpha=0}=\mathbf{x}^{s} \mathfrak{D}^{s} \check{F}_{n ; \mathbf{a}}\left(\mathbf{x} / \hbar, q / \mathbf{x}^{v_{n}(\mathbf{a})}\right), \quad \text { where } \tag{3-31}
\end{equation*}
$$

$\mathfrak{D}^{0} \check{F}_{n ; \mathbf{a}}(w, q)=\frac{\check{F}_{n ; \mathbf{a}}(w, q)}{\check{I}_{0}(q)}, \quad \mathfrak{D}^{s} \check{F}_{n ; \mathbf{a}}(w, q)=\frac{1}{\check{I}_{s}(q)}\left\{1+\frac{q}{w} \frac{\mathrm{~d}}{\mathrm{~d} q}\right\} \mathfrak{D}^{s-1} \check{F}_{n ; \mathbf{a}}(w, q)$
for all $s \in \mathbb{Z}^{+}$, with $(\check{\mathcal{Y}}, \check{F}, \check{I})=(\dot{\mathcal{Y}}, \dot{F}, \dot{I}),(\ddot{\mathcal{Y}}, \ddot{F}, \ddot{I})$. Simplifying the right-hand side of (3-30) in $\mathbb{Q}_{\alpha}(\mathbf{x}, \hbar) \llbracket \hbar^{-1}, q \rrbracket$ to eliminate division by $\mathbf{x}$ and setting $\alpha=0$, we obtain (2-31).

3D. Other three-point generating functions. The main step in the proof of the mirror formula (3-14) for the stable quotients analogue of the triple Givental's $J$-function involves determining a mirror formula for the generating function

$$
\begin{equation*}
\dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{(\mathbf{0}, \mathbf{1})}(\mathbf{x}, \hbar, q) \equiv 1+\sum_{d=1}^{\infty} q^{d} \operatorname{ev}_{1 *}\left[\frac{\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}\right)}{\hbar-\psi_{1}}\right] \in H_{\mathbb{T}}^{*}\left(\mathbb{P}^{n-1}\right) \llbracket \hbar^{-1}, q \rrbracket \tag{3-32}
\end{equation*}
$$

where $\mathrm{ev}_{1}: \bar{Q}_{0,3}\left(\mathbb{P}^{n-1}, d\right) \rightarrow \mathbb{P}^{n-1}$ is the evaluation map at the first marked point; the meaning of the superscript $(\mathbf{0}, \mathbf{1})$ is explained in $(6-7)$. By $(3-33)$, the SQ invariants do not satisfy the string relation [Hori et al. 2003, Section 26.3] in the pure Calabi-Yau cases, $v_{n}(\mathbf{a})=0$ and $\ell^{-}(\mathbf{a})=0$ (when $\left.\dot{I}_{0}(q) \neq 1\right)$, even though the relevant forgetful morphism, $f_{2,3}$ below, is defined. Since in these cases the twisted invariants of $\mathbb{P}^{n-1}$ are intrinsic invariants of the corresponding complete intersection $X_{n ; \mathbf{a}}$, this implies that the construction of virtual fundamental class in [Ciocan-Fontanine et al. 2014] does not respect the forgetful morphism

$$
f_{2,3}: \bar{Q}_{0,3}\left(X_{n ; \mathbf{a}}, d\right) \rightarrow \bar{Q}_{0,2}\left(X_{n ; \mathbf{a}}, d\right)
$$

at least in the Calabi-Yau cases.
Proposition 3.1. If $l \in \mathbb{Z}^{\geq 0}, n \in \mathbb{Z}^{+}$, and $\mathbf{a} \in\left(\mathbb{Z}^{*}\right)^{l}$ are such that $v_{n}(\mathbf{a}) \geq 0$, then

$$
\begin{equation*}
\dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{(\mathbf{0}, \mathbf{1})}(\mathbf{x}, \hbar, q)=\hbar^{-1} \frac{\dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)}{\dot{I}_{0}(q)} \tag{3-33}
\end{equation*}
$$

In principle, this proposition is contained in [Ciocan-Fontanine and Kim 2013, Corollary 1.4.1]. We give a direct proof, along the lines of [Cooper and Zinger 2014]. In the process of proving this proposition, we establish the mirror formula for equivariant Hurwitz numbers in Proposition 4.1. This in turn allows us to
derive (3-14) from (3-11) and (3-15) following the approach of [Zinger 2014]; see Section 10.

Similarly to (3-32), let

$$
\begin{equation*}
\dot{\mathcal{Z}}_{n ; \mathbf{a} ; 2}^{(\mathbf{0}, \mathbf{1})}(\mathbf{x}, \hbar, q) \equiv 1+\sum_{d=1}^{\infty} q^{d} \mathrm{ev}_{1 *}\left[\frac{f_{2,3}^{*} \mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}\right)}{\hbar-\psi_{1}}\right] \in H_{\mathbb{\mathbb { }}}^{*}\left(\mathbb{P}^{n-1}\right) \llbracket \hbar^{-1}, q \rrbracket, \tag{3-34}
\end{equation*}
$$

where $\mathrm{ev}_{1}: \bar{Q}_{0,3}\left(\mathbb{P}^{n-1}, d\right) \rightarrow \mathbb{P}^{n-1}$ is the evaluation map at the first marked point and

$$
f_{2,3}: \bar{Q}_{0,3}\left(\mathbb{P}^{n-1}, d\right) \rightarrow \bar{Q}_{0,2}\left(\mathbb{P}^{n-1}, d\right)
$$

is the forgetful morphism. By the proof of the string relation [Hori et al. 2003, Section 26.3],

$$
\begin{equation*}
\dot{\mathcal{Z}}_{n ; \mathbf{a} ; 2}^{(\mathbf{0}, \mathbf{1})}(\mathbf{x}, \hbar, q)=\hbar^{-1} \dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q) . \tag{3-35}
\end{equation*}
$$

We use this identity to establish the mirror formula for Hurwitz numbers in Proposition 4.2.

As stated in Section 1, Theorem 3 generalizes to products of projective spaces and concavex sheaves (1-13). The relevant torus action is then the product of the actions on the components described above. If its weights are denoted by $\alpha_{i ; j}$, with $i=1, \ldots, p$ and $j=1, \ldots, n_{i}$, the analogues of the above mirror formulas relate power series
(3-36) $\quad \check{\mathcal{Y}}_{n_{1}, \ldots, n_{p} ; \mathbf{a}} \in \mathbb{Q}\left[\alpha_{1 ; 1}, \ldots, \alpha_{p ; n_{p}}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{p}\right] \llbracket \hbar^{-1}, q_{1}, \ldots, q_{p} \rrbracket$,

$$
\begin{align*}
& \check{\mathcal{Z}}_{n_{1}, \ldots, n_{p} ; \mathbf{a}}^{\left(s_{1}, s_{p}\right)} H_{\mathbb{U}}^{*}\left(\mathbb{P}^{n_{1}-1} \times \cdots \times \mathbb{P}^{n_{p}-1}\right) \llbracket \hbar^{-1}, q_{1}, \ldots, q_{p} \rrbracket,  \tag{3-37}\\
& \check{\mathcal{Z}}_{n_{1}, \ldots, n_{p} ; \mathbf{a}}^{*} \in H_{\mathbb{U}}^{*}\left(\left(\mathbb{P}^{n_{1}-1} \times \cdots \times \mathbb{P}^{n_{p}-1}\right)^{m}\right) \llbracket \hbar_{1}^{-1}, \ldots, \hbar_{M}^{-1}, q_{1}, \ldots, q_{p} \rrbracket, \tag{3-38}
\end{align*}
$$

with $\check{\mathcal{Y}}$ and $\check{\mathcal{Z}}$ denoting $\mathcal{Y}, \dot{\mathcal{Y}}, \ddot{\mathcal{Y}}, \mathcal{Z}, \dot{\mathcal{Z}}$, or $\ddot{\mathcal{Z}}$ and $m=2,3$. The coefficients of $q_{1}^{d_{1}} \ldots q_{p}^{d_{p}}$ in (3-37) and (3-38) are defined by the same pushforwards as in (3-4), (3-5), (3-6), and (3-27) with the degree $d$ of the stable quotients replaced by ( $d_{1}, \ldots, d_{p}$ ) and $\mathbf{x}^{s}$ by $\mathbf{x}_{1}^{s_{1}} \cdots \mathbf{x}_{p}^{s_{p}}$. The coefficients of $q_{1}^{d_{1}} \cdots q_{p}^{d_{p}}$ in (3-36) are obtained from the coefficients in (3-9) and (3-16) by replacing $a_{k} d$ and $a_{k} \mathbf{x}$ by $a_{k ; 1} d_{1}+\cdots+a_{k ; p} d_{p}$ and $a_{k ; 1} \mathbf{x}_{1}+\cdots+a_{k ; p} \mathbf{x}_{p}$ in the numerator and taking the product of the denominators with $(n, \mathbf{x}, d)=\left(n_{i}, \mathbf{x}_{i}, d_{i}\right)$ for each $s=1, \ldots, p$; in the $i$-th factor, $\alpha_{k}$ is also replaced by $\alpha_{i ; k}$;

$$
\mathbf{x}_{1}, \ldots, \mathbf{x}_{p} \in H_{\mathbb{U}}^{*}\left(\mathbb{P}^{n_{1}-1} \times \cdots \times \mathbb{P}^{n_{p}-1}\right)
$$

now correspond to the pullbacks of the equivariant hyperplane classes by the projection maps. The statements of Theorem 3, (3-28), and (3-29) extend by replacing the symmetric polynomials by products of symmetric polynomials in the
$p$ different sets of variables and $\langle\mathbf{a}\rangle \mathbf{x}^{\ell(\mathbf{a})}$ by the products and ratios of the terms $a_{k ; 1} \mathbf{x}_{1}+\cdots+a_{k ; p} \mathbf{x}_{p}$; our proofs extend directly to this situation.

## 4. Equivariant twisted Hurwitz numbers

The fixed loci of the $\mathbb{T}$-action on $\bar{Q}_{0, m}\left(\mathbb{P}^{n-1}, d\right)$ involve moduli spaces of weighted curves and certain vector bundles, which we describe in this section. As a corollary of the proof of Theorem 3, we obtain closed formulas for Euler classes of these vector bundles in some cases. These formulas, described in Propositions 4.1 and 4.2 below, are a key ingredient in computing the genus- 1 stable quotients invariants.

A stable $d$-tuple of flecks on a quasistable $m$-marked curve is a tuple

$$
\begin{equation*}
\left(\mathcal{C}, y_{1}, \ldots, y_{m} ; \hat{y}_{1}, \ldots, \hat{y}_{d}\right) \tag{4-1}
\end{equation*}
$$

where $\mathcal{C}$ is a connected (at worst) nodal curve, $y_{1}, \ldots, y_{m} \in \mathcal{C}^{*}$ are distinct smooth points, and $\hat{y}_{1}, \ldots, \hat{y}_{d} \in \mathcal{C}^{*}-\left\{y_{1}, \ldots, y_{m}\right\}$, such that the $\mathbb{Q}$-line bundle

$$
\omega_{\mathcal{C}}\left(y_{1}+\cdots+y_{m}+\epsilon\left(\hat{y}_{1}+\cdots+\hat{y}_{d}\right)\right) \rightarrow \mathcal{C}
$$

is ample for all $\epsilon \in \mathbb{Q}^{+}$; this again implies that $2 g+m \geq 2$. An isomorphism

$$
\phi:\left(\mathcal{C}, y_{1}, \ldots, y_{m} ; \hat{y}_{1}, \ldots, \hat{y}_{d}\right) \rightarrow\left(\mathcal{C}^{\prime}, y_{1}^{\prime}, \ldots, y_{m}^{\prime} ; \hat{y}_{1}^{\prime}, \ldots, \hat{y}_{d}^{\prime}\right)
$$

between curves with $m$ marked points and $d$ flecks is an isomorphism $\phi: \mathcal{C} \rightarrow \mathcal{C}^{\prime}$ such that

$$
\phi\left(y_{i}\right)=y_{i}^{\prime} \text { for all } i=1, \ldots, m, \quad \phi\left(\hat{y}_{j}\right)=\hat{y}_{j}^{\prime} \text { for all } j=1, \ldots, d
$$

The automorphism group of any stable curve with $m$ marked points and $d$ flecks is finite. For $g, m, d \in \mathbb{Z}^{\geq 0}$, the moduli space $\overline{\mathcal{M}}_{g, m \mid d}$ parameterizing the stable $d$-tuples of flecks as in (4-1) with $h^{1}\left(\mathcal{C}, \mathcal{O}_{\mathcal{C}}\right)=g$ is a nonsingular irreducible proper Deligne-Mumford stack; see [Cooper and Zinger 2014, Proposition 2.3]. If $m \geq m^{\prime} \geq 2$, let

$$
\begin{aligned}
f_{m^{\prime}, m}: \overline{\mathcal{M}}_{0, m \mid d} & \rightarrow \overline{\mathcal{M}}_{0, m^{\prime} \mid d+m-m^{\prime}} \\
\left(\mathcal{C}, y_{1}, \ldots, y_{m} ; \hat{y}_{1}, \ldots, \hat{y}_{d}\right) & \mapsto\left(\mathcal{C}^{\prime}, y_{1}, \ldots, y_{m^{\prime}} ; \hat{y}_{1}, \ldots, \hat{y}_{d}, y_{m^{\prime}+1}, \ldots, y_{m}\right),
\end{aligned}
$$

be the morphism converting the last $m-m^{\prime}$ marked points into the last $m-m^{\prime}$ flecks and contracting components of $\mathcal{C}$ if necessary.

Any tuple as in (4-1) induces a quasistable quotient

$$
\mathcal{O}_{\mathcal{C}}\left(-\hat{y}_{1}-\cdots-\hat{y}_{d}\right) \subset \mathcal{O}_{\mathcal{C}} \equiv \mathbb{C}^{1} \otimes \mathcal{O}_{\mathcal{C}}
$$

For any ordered partition $d=d_{1}+\cdots+d_{p}$ with $d_{1}, \ldots, d_{p} \in \mathbb{Z}^{\geq 0}$, this correspondence gives rise to a morphism

$$
\overline{\mathcal{M}}_{g, m \mid d} \rightarrow \bar{Q}_{g, m}\left(\mathbb{P}^{0} \times \cdots \times \mathbb{P}^{0},\left(d_{1}, \ldots, d_{p}\right)\right)
$$

In turn, this morphism induces an isomorphism

$$
\begin{equation*}
\phi: \overline{\mathcal{M}}_{g, m \mid d} / \mathbb{S}_{d_{1}} \times \cdots \times \mathbb{S}_{d_{p}} \xrightarrow{\sim} \bar{Q}_{g, m}\left(\mathbb{P}^{0} \times \cdots \times \mathbb{P}^{0},\left(d_{1}, \ldots, d_{p}\right)\right), \tag{4-2}
\end{equation*}
$$

with the symmetric group $\mathbb{S}_{d_{1}}$ acting on $\overline{\mathcal{M}}_{g, m \mid d}$ by permuting the points $\hat{y}_{1}, \ldots, \hat{y}_{d_{1}}$, $\mathbb{S}_{d_{2}}$ acting on $\overline{\mathcal{M}}_{g, m \mid d}$ by permuting the points $\hat{y}_{d_{1}+1}, \ldots, \hat{y}_{d_{1}+d_{2}}$, etc.

There is again a universal curve

$$
\pi: \mathcal{U} \rightarrow \overline{\mathcal{M}}_{g, m \mid d}
$$

with sections $\sigma_{1}, \ldots, \sigma_{m}$ and $\hat{\sigma}_{1}, \ldots \hat{\sigma}_{d}$. Let

$$
\psi_{i}=-\pi_{*}\left(\sigma_{i}^{2}\right), \hat{\psi}_{i}=-\pi_{*}\left(\hat{\sigma}_{i}^{2}\right) \in H^{2}\left(\overline{\mathcal{M}}_{g, m \mid d}\right)
$$

be the first chern classes of the universal cotangent line bundles. For $m \geq 2$, $d^{\prime}, d \in \mathbb{Z}^{+}$with $d^{\prime} \leq d$, and $\mathbf{r} \equiv\left(r_{1}, \ldots, r_{d^{\prime}}\right) \in\left(\mathbb{Z}^{\geq 0}\right)^{d^{\prime}}$, let

$$
\mathcal{S}_{\mathbf{r}}=\mathcal{O}\left(-\hat{\sigma}_{1}-\cdots-\hat{\sigma}_{d-d^{\prime}}-r_{1} \hat{\sigma}_{d-d^{\prime}+1}-\cdots-r_{d^{\prime}} \hat{\sigma}_{d}\right) \rightarrow \mathcal{U} \rightarrow \overline{\mathcal{M}}_{0, m \mid d} .
$$

If $\beta \in H_{\mathbb{T}}^{2}$, denote by

$$
\begin{equation*}
\mathcal{S}_{\mathbf{r}}^{*}(\beta) \rightarrow \mathcal{U} \rightarrow \overline{\mathcal{M}}_{0, m \mid d} \tag{4-3}
\end{equation*}
$$

the sheaf $\mathcal{S}_{\mathbf{r}}^{*}$ with the $\mathbb{T}$-action so that

$$
\mathbf{e}\left(\mathcal{S}_{\mathbf{r}}^{*}(\beta)\right)=\beta \times 1+1 \times e\left(\mathcal{S}_{\mathbf{r}}^{*}\right) \in H_{\mathbb{\mathbb { }}}^{*}(\mathcal{U})=H_{\mathbb{U}}^{*} \otimes H^{*}(\mathcal{U}) .
$$

Similarly to (2-1), let

$$
\begin{align*}
& \dot{\mathcal{V}}_{\mathbf{a} \mathbf{r}}^{\prime(d)}(\beta)=\bigoplus_{a_{k}>0} R^{0} \pi_{*}\left(\mathcal{S}_{\mathbf{r}}^{*}(\beta)^{a_{k}}\left(-\sigma_{1}\right)\right) \oplus \bigoplus_{a_{k}<0} R^{1} \pi_{*}\left(\mathcal{S}_{\mathbf{r}}^{*}(\beta)^{a_{k}}\left(-\sigma_{1}\right)\right) \rightarrow \overline{\mathcal{M}}_{0, m \mid d},  \tag{4-4}\\
& \ddot{\mathcal{V}}_{\mathbf{a} ; \mathbf{r}}^{\prime(d)}(\beta)=\bigoplus_{a_{k}>0} R^{0} \pi_{*}\left(\mathcal{S}_{\mathbf{r}}^{*}(\beta)^{a_{k}}\left(-\sigma_{2}\right)\right) \oplus \bigoplus_{a_{k}<0} R^{1} \pi_{*}\left(\mathcal{S}_{\mathbf{r}}^{*}(\beta)^{a_{k}}\left(-\sigma_{2}\right)\right) \rightarrow \overline{\mathcal{M}}_{0, m \mid d},
\end{align*}
$$

where $\pi: \mathcal{U} \rightarrow \overline{\mathcal{M}}_{0, m \mid d}$ is the projection as before; these sheaves are locally free. If $m^{\prime} \in \mathbb{Z}^{+}, 2 \leq m^{\prime} \leq m$, and $\mathbf{r} \in\left(\mathbb{Z}^{\geq 0}\right)^{m-m^{\prime}}$, let

$$
\begin{equation*}
\dot{\mathcal{V}}_{\mathbf{a} ; \mathbf{r}}^{(d)}(\beta)=f_{m^{\prime}, m}^{*} \dot{\mathbf{V}}_{\mathbf{a}, \mathbf{r}}^{\prime(d)}(\beta), \ddot{\mathcal{V}}_{\mathbf{a} ; \mathbf{r}}^{(d)}(\beta)=f_{m^{\prime}, m}^{*} \ddot{\mathcal{V}}_{\mathbf{a} ; \mathbf{r}}^{\prime(d)}(\beta) \rightarrow \overline{\mathcal{M}}_{0, m \mid d} . \tag{4-5}
\end{equation*}
$$

In the case $m^{\prime}=m$, we will denote the bundles $\dot{\mathcal{V}}_{\mathbf{a} ; \mathbf{r}}^{(d)}(\beta)$ and $\ddot{\mathcal{V}}_{\mathbf{a} ; \mathbf{r}}^{(d)}(\beta)$ by $\dot{\mathcal{V}}_{\mathbf{a}}^{(d)}(\beta)$ and $\ddot{\mathcal{V}}_{\mathbf{a}}^{(d)}(\beta)$, respectively.

The equivariant Euler classes of the bundles $\dot{\mathcal{V}}_{\mathbf{a} ; \mathbf{r}}^{(d)}(\beta)$ and $\ddot{\mathcal{V}}_{\mathbf{a} ; \mathbf{r}}^{(d)}(\beta)$ enter into the localization computations in Sections 7-9. As a corollary of these computations, we obtain closed formulas for the Euler classes of these bundles in the case $m=3$; see Propositions 4.1 and 4.2 below. These formulas are a key ingredient in computing the genus-0 three-point and genus-1 SQ invariants.

If $f \in \mathbb{Q}_{\alpha} \llbracket q \rrbracket$ and $d \in \mathbb{Z}^{\geq 0}$, let $\llbracket f \rrbracket_{q ; d} \in \mathbb{Q}_{\alpha}$ denote the coefficient of $q^{d}$ in $f$. If $f=f(z)$ is a rational function in $z$ and possibly some other variables, for any $z_{0} \in \mathbb{P}^{1} \supset \mathbb{C}$ let

$$
\begin{equation*}
\underset{z=z_{0}}{\mathfrak{R}} f(z) \equiv \frac{1}{2 \pi \mathfrak{i}} \oint f(z) \mathrm{d} z, \tag{4-6}
\end{equation*}
$$

where the integral is taken over a positively oriented loop around $z=z_{0}$ with no other singular points of $f \mathrm{~d} z$, denote the residue of the 1 -form $f \mathrm{~d} z$. If $z_{1}, \ldots, z_{k} \in \mathbb{P}^{1}$ is any collection of points, let

$$
\begin{equation*}
\underset{z=z_{1}, \ldots, z_{k}}{\mathfrak{R}} f(z) \equiv \sum_{i=1}^{i=k} \underset{z}{\mathfrak{R}} f(z) \tag{4-7}
\end{equation*}
$$

be the sum of the corresponding residues.
For any variable $\mathbf{y}$ and $r \in \mathbb{Z} \geq 0$, let $\mathbf{s}_{r}(\mathbf{y})$ denote the $r$-th elementary symmetric polynomial in $\left\{\mathbf{y}-\alpha_{k}\right\}$. We define power series $L_{n ; \mathbf{a}}, \xi_{n ; \mathbf{a}} \in \mathbb{Q}_{\alpha}[\mathbf{x}] \llbracket q \rrbracket$ by

$$
\begin{align*}
L_{n ; \mathbf{a}} \in \mathbf{x}+q \mathbb{Q}_{\alpha}[\mathbf{x}] \llbracket q \rrbracket, & \mathbf{s}_{n}\left(L_{n ; \mathbf{a}}(\mathbf{x}, q)\right)-q \mathbf{a}^{\mathbf{a}} L_{n ; \mathbf{a}}(\mathbf{x}, q)^{|\mathbf{a}|} & =\mathbf{s}_{n}(\mathbf{x}), \\
\xi_{n ; \mathbf{a}} \in q \mathbb{Q}_{\alpha}[\mathbf{x}] \llbracket q \rrbracket, & \mathbf{x}+q \frac{\mathrm{~d}}{\mathrm{~d} q} \xi_{n ; \mathbf{a}}(\mathbf{x}, q) & =L_{n ; \mathbf{a}}(\mathbf{x}, q) .
\end{align*}
$$

By [Zinger 2014, Remark 4.5], the coefficients of the power series

$$
\mathrm{e}^{-\xi_{n ; \mathbf{a}}\left(\alpha_{i}, q\right) / \hbar} \dot{\mathcal{Y}}_{n ; \mathbf{a}}\left(\alpha_{i}, \hbar, q\right) \in \mathbb{Q}_{\alpha}[\hbar] \llbracket q \rrbracket
$$

are regular at $\hbar=0$. Thus, there is an expansion

$$
\begin{equation*}
\mathrm{e}^{-\xi_{n: \mathbf{a}}\left(\alpha_{i}, q\right) / \hbar} \dot{\mathcal{Y}}_{n ; \mathbf{a}}\left(\alpha_{i}, \hbar, q\right)=\sum_{r=0}^{\infty} \dot{\Phi}_{n ; \mathbf{a}}^{(r)}\left(\alpha_{i}, q\right) \hbar^{r} \tag{4-9}
\end{equation*}
$$

with $\dot{\Phi}_{n ; \mathbf{a}}^{(0)}(\mathbf{x}, q)-1, \dot{\Phi}_{n ; \mathbf{a}}^{(1)}(\mathbf{x}, q), \dot{\Phi}_{n ; \mathbf{a}}^{(2)}(\mathbf{x}, q), \cdots \in q \mathbb{Q}_{\alpha}[\mathbf{x}] \llbracket q \rrbracket$. Furthermore,
(4-10) $\dot{\Phi}_{n ; \mathbf{a}}^{(0)}(\mathbf{x}, q)$

$$
=\left(\frac{\mathbf{x} \cdot \mathbf{s}_{n-1}(\mathbf{x})}{\left.L_{n ; \mathbf{a}}(\mathbf{x}, q) \mathbf{s}_{n-1}\left(L_{n ; \mathbf{a}} \mathbf{a}, q\right)\right)-|\mathbf{a}| q \mathbf{a}^{\mathbf{a}} L_{n ; \mathbf{a}}(\mathbf{x}, q)^{|\mathbf{a}|}}\right)^{\frac{1}{2}}\left(\frac{L_{n ; \mathbf{a}}(\mathbf{x}, q)}{\mathbf{x}}\right)^{\frac{\ell(\mathbf{a})+1}{2}}{ }^{5}
$$

Proposition 4.1. If $l \in \mathbb{Z}^{\geq 0}, n \in \mathbb{Z}^{+}$, and $\mathbf{a} \in\left(\mathbb{Z}^{*}\right)^{l}$, then for every $i=1, \ldots, n$

$$
\begin{aligned}
\sum_{d=0}^{\infty} \frac{q^{d}}{d!} \int_{\overline{\mathcal{M}}_{0,3 \mid d}} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{\mathbf{a}}^{(d)}\left(\alpha_{i}\right)\right)}{\prod_{k \neq i} \mathbf{e}\left(\dot{\mathcal{V}}_{1}^{(d)}\left(\alpha_{i}-\alpha_{k}\right)\right)\left(\hbar_{1}-\psi_{1}\right)\left(\hbar_{2}-\psi_{2}\right)\left(\hbar_{3}-\psi_{3}\right)} \\
=\frac{\mathrm{e}^{\xi_{n ; \mathbf{a}}\left(\alpha_{i}, q\right) / \hbar_{1}+\xi_{n ; \mathbf{a}}\left(\alpha_{i}, q\right) / \hbar_{2}+\xi_{n ; \mathbf{a}}\left(\alpha_{i}, q\right) / \hbar_{3}}}{\hbar_{1} \hbar_{2} \hbar_{3} \dot{\Phi}_{n ; \mathbf{a}}^{(0)}\left(\alpha_{i}, q\right)} \in \mathbb{Q}_{\alpha} \llbracket \hbar_{1}^{-1}, \hbar_{2}^{-1}, \hbar_{3}^{-1}, q \rrbracket .
\end{aligned}
$$

[^21]Proposition 4.2. If $l \in \mathbb{Z}^{\geq 0}, n \in \mathbb{Z}^{+}$, and $\mathbf{a} \in\left(\mathbb{Z}^{*}\right)^{l}$, then for every $i=1, \ldots, n$

$$
\begin{array}{r}
\sum_{b=0}^{\infty} \sum_{r=0}^{\infty} \sum_{d=0}^{\infty} \frac{q^{d}}{d!} \int_{\overline{\mathcal{M}}_{0,3 \mid d}} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{\mathbf{a} ; r}^{(d)}\left(\alpha_{i}\right)\right) \psi_{3}^{b} \Re_{\hbar=0} \frac{(-1)^{b}}{\hbar^{b+1}} \llbracket \dot{\mathcal{Y}}_{n ; \varnothing}\left(\alpha_{i}, \hbar, q\right) \rrbracket_{q ; r} q^{r}}{\prod_{k \neq i} \mathbf{e}\left(\dot{\mathcal{V}}_{1}^{(d)}\left(\alpha_{i}-\alpha_{k}\right)\right)\left(\hbar_{1}-\psi_{1}\right)\left(\hbar_{2}-\psi_{2}\right)} \\
=\frac{\mathrm{e}^{\xi_{n ; \mathbf{a}}\left(\alpha_{i}, q\right) / \hbar_{1}+\xi_{n ; \mathbf{a}}\left(\alpha_{i}, q\right) / \hbar_{2}}}{\hbar_{1} \hbar_{2}} \in \mathbb{Q}_{\alpha} \llbracket \hbar_{1}^{-1}, \hbar_{2}^{-1}, q \rrbracket
\end{array}
$$

## 5. Outline of the proof of Theorem 3

The first identity in (3-12) is the subject of [Cooper and Zinger 2014, Theorem 3]. The proof of the remaining statements of Theorem 3 follows the same principle as the proof of [Popa and Zinger 2014, Theorem 4]; it is outlined below. However, its adaptation to the present situation requires a number of modifications. In particular, the twisted stable quotients invariants are not known to satisfy the analogue of the string relation of Gromov-Witten theory (in fact, by Proposition 3.1, in general they do not). This requires a direct proof of the key properties for the stable quotients analogue of double Givental's $J$-function described in Lemmas 6.5 and 6.6 below; in Gromov-Witten theory, these properties are deduced from the analogous properties for three-point invariants, which simplifies the argument. We thus describe the argument in detail.

Let $\left.\mathbb{Q}_{\alpha} \llbracket \hbar\right\rceil \equiv \mathbb{Q}_{\alpha} \llbracket \hbar^{-1} \rrbracket+\mathbb{Q}_{\alpha}[\hbar]$ denote the $\mathbb{Q}_{\alpha}$-algebra of Laurent series in $\hbar^{-1}$ (with finite principal part). We will view the $\mathbb{Q}_{\alpha}$-algebra $\mathbb{Q}_{\alpha}(\hbar)$ of rational functions in $\hbar$ with coefficients in $\mathbb{Q}_{\alpha}$ as a subalgebra of $\left.\mathbb{Q}_{\alpha} \| \hbar\right\rceil$ via the embedding given by taking the Laurent series of rational functions at $\hbar^{-1}=0$. If

$$
\mathcal{F}(\hbar, q)=\sum_{d=0}^{\infty} \sum_{r=-N_{d}}^{\infty} \mathcal{F}^{(r)}(d) \hbar^{-r} q^{d} \in \mathbb{Q}_{\alpha} \llbracket \hbar \rrbracket \llbracket q \rrbracket
$$

for some $N_{d} \in \mathbb{Z}$ and $\mathcal{F}^{(r)}(d) \in \mathbb{Q}_{\alpha}$, we define

$$
\mathcal{F}(\hbar, q) \cong \sum_{d=0}^{\infty} \sum_{r=-N_{d}}^{p-1} \mathcal{F}^{(r)}(d) \hbar^{-r}\left(\bmod \hbar^{-p}\right),
$$

that is we drop $\hbar^{-p}$ and higher powers of $\hbar^{-1}$, instead of higher powers of $\hbar$.
For $1 \leq i, j \leq n$ with $i \neq j$ and $d \in \mathbb{Z}^{+}$, let

$$
\begin{align*}
& \dot{\mathfrak{C}}_{i}^{j}(d) \equiv \frac{\prod_{a_{k}>0} \prod_{r=1}^{a_{k} d}\left(a_{k} \alpha_{i}+r \frac{\alpha_{j}-\alpha_{i}}{d}\right) \prod_{a_{k}<0} \prod_{r=0}^{-a_{k} d-1}\left(a_{k} \alpha_{i}-r \frac{\alpha_{j}-\alpha_{i}}{d}\right)}{d \prod_{r=1}^{d} \prod_{k=1}^{n}\left(\alpha_{i}-\alpha_{k}+r \frac{\alpha_{j}-\alpha_{i}}{d}\right)} \in \mathbb{Q}_{\alpha},  \tag{5-1}\\
& \ddot{\mathfrak{C}}_{i}^{j}(d) \equiv \frac{\prod_{a_{k}>0} \prod_{r=0}^{a_{k} d-1}\left(a_{k} \alpha_{i}+r \frac{\alpha_{j}-\alpha_{i}}{d}\right) \prod_{a_{k}<0} \prod_{r=1}^{-a_{k} d}\left(a_{k} \alpha_{i}-r \frac{\alpha_{j}-\alpha_{i}}{d}\right)}{d \prod_{r=1}^{d} \prod_{k=1}^{n}\left(\alpha_{i}-\alpha_{k}+r \frac{\alpha_{j}-\alpha_{i}}{d}\right)} \in \mathbb{Q}_{\alpha} .
\end{align*}
$$

We will follow the five steps in [Zinger 2009, Section 1.3] to verify (3-11), the second statement in (3-12), and (3-15):
$(\mathrm{Ma})$ if $\mathcal{F}, \mathcal{F}^{\prime} \in H_{\mathbb{T}}^{*}\left(\mathbb{P}^{n-1}\right) \llbracket \hbar \rrbracket \llbracket q \rrbracket$,

$$
\mathcal{F}\left(\mathbf{x}=\alpha_{i}, \hbar, q\right) \in \mathbb{Q}_{\alpha}(\hbar) \llbracket q \rrbracket \subset \mathbb{Q}_{\alpha} \llbracket \hbar \rrbracket \llbracket q \rrbracket \text { for all } i=1,2, \ldots, n
$$

$\mathcal{F}^{\prime}$ is recursive in the sense of Definition 6.1, and $\mathcal{F}$ and $\mathcal{F}^{\prime}$ satisfy a mutual polynomiality condition (MPC) of Definition 6.2 , then the transforms of $\mathcal{F}^{\prime}$ of Lemma 6.4 are also recursive and satisfy the same MPC with respect to $\mathcal{F}$;
$(\mathrm{Mb})$ if $\mathcal{F}, \mathcal{F}^{\prime} \in H_{\mathbb{T}}^{*}\left(\mathbb{P}^{n-1}\right) \llbracket \hbar \rrbracket \llbracket q \rrbracket$,

$$
\left.\mathcal{F}\left(\mathbf{x}=\alpha_{i}, \hbar, q\right) \in \mathbb{Q}_{\alpha}^{*}+q \cdot \mathbb{Q}_{\alpha}(\hbar) \llbracket q \rrbracket \subset \mathbb{Q}_{\alpha} \llbracket \hbar\right\rceil \llbracket q \rrbracket \text { for all } i=1,2, \ldots, n,
$$

$\mathcal{F}^{\prime}$ is recursive in the sense of Definition 6.1, and $\mathcal{F}$ and $\mathcal{F}^{\prime}$ satisfy a fixed MPC, then $\mathcal{F}^{\prime}$ is determined by its " $\bmod \hbar^{-1}$ part";
(Mc) the two sides of the second identity in (3-12) and the $\ddot{\mathcal{Z}}$ case in (3-15) are $\ddot{\mathfrak{C}}$-recursive in the sense of Definition 6.1 with $\ddot{\mathfrak{C}}$ as in (5-1), while the two sides of the $\dot{\mathcal{Z}}$ case in (3-15) are $\dot{\mathfrak{C}}$-recursive in the sense of Definition 6.1 with $\dot{\mathfrak{C}}$ as in (5-1);
(Md) the two sides of each of the equations in (3-12) and (3-15) satisfy the same $\eta$-MPC (dependent on the equation) with respect to $\dot{\mathcal{Y}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)$;
(Me) the two sides of each of the four equations in (3-12) and (3-15), viewed as elements of $H_{\mathbb{T}}^{*}\left(\mathbb{P}^{n-1}\right) \llbracket \hbar \rrbracket \rrbracket q \rrbracket$, agree $\bmod \hbar^{-1}$.
The first two claims, (Ma) and (Mb), sum up Lemma 6.4 and Proposition 6.3, respectively. By Lemmas 6.5 and 6.6, the stable quotients generating functions $\dot{\mathcal{Z}}_{n ; \mathbf{a}}^{(s)}$ and $\ddot{\mathcal{Z}}_{n ; \mathbf{a}}^{(s)}$ are $\dot{\mathfrak{C}}$-recursive and $\ddot{\mathfrak{C}}$-recursive and satisfy MPCs with respect to $\dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)$. Along with the first identity in (3-12), the latter implies that they satisfy MPCs with respect to $\dot{\mathcal{Y}}_{n ; \mathbf{a}}$. It is immediate from (3-4) that

$$
\begin{equation*}
\dot{\mathcal{Z}}_{n ; \mathbf{a}}^{(s)}(\mathbf{x}, \hbar, q), \ddot{\mathcal{Z}}_{n ; \mathbf{a}}^{(s)}(\mathbf{x}, \hbar, q) \cong \mathbf{x}^{s}\left(\bmod \hbar^{-1}\right) \text { for all } s \in \mathbb{Z}^{\geq 0} \tag{5-2}
\end{equation*}
$$

By the proof of the first identity in (3-12), as well as of its Gromov-Witten analogue, the power series $\dot{\mathcal{Y}}_{n ; \mathbf{a}}$ is $\dot{\mathfrak{C}}$-recursive and satisfies the same MPC with respect to $\dot{\mathcal{Y}}_{n ; \mathbf{a}}$ as $\dot{\mathcal{Z}}_{n ; \mathbf{a}}^{(s)}$; see [Cooper and Zinger 2014, Lemma 5.4]. A nearly identical argument shows that the power series $\ddot{\mathcal{Y}}_{n ; \mathbf{a}}$ is $\ddot{\mathfrak{C}}$-recursive and satisfies the same MPC with respect to $\dot{\mathcal{Y}}_{n ; \mathbf{a}}$ as $\ddot{\mathcal{Z}}_{n ; \mathbf{a}}^{(s)}$; see [Popa and Zinger 2014, Section 4.3] for the $\ell^{-}(\mathbf{a})=0$ case. Since

$$
\ddot{\mathcal{Y}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q) \cong 1\left(\bmod \hbar^{-1}\right),
$$

this establishes the second identity in (3-12). Along with (3-12), the admissibility of transforms (i) and (ii) in Lemma 6.4 implies that both sides of the $\dot{\mathcal{Z}}$ equation in
(3-15) are $\dot{\mathfrak{C}}$-recursive and satisfy the same MPC with respect to $\dot{\mathcal{Y}}_{n ; \mathbf{a}}$, no matter what the coefficients $\tilde{\mathcal{C}}_{s, s^{\prime}}^{(r)}$ are. Similarly, both sides of the $\ddot{\mathcal{Z}}$ equation in (3-15) are $\ddot{\mathfrak{C}}$-recursive and satisfy the same MPC with respect to $\dot{\mathcal{Y}}_{n ; \mathbf{a}}$. By (3-10), (3-12), (3-9), (3-21), (3-19), (3-17), and (3-16),

$$
\begin{align*}
& \sum_{r=0}^{s} \sum_{s^{\prime}=0}^{s-r} \widetilde{\mathcal{C}}_{s-\ell^{-}(\mathbf{a}), s^{\prime}-\ell^{-}(\mathbf{a})}^{(r)}(q) \hbar^{s-r-s^{\prime}} \mathfrak{D}^{s^{\prime}} \dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q) \cong \mathbf{x}^{s}\left(\bmod \hbar^{-1}\right),  \tag{5-3}\\
& \sum_{r=0}^{s} \sum_{s^{\prime}=0}^{s-r} \tilde{\mathcal{C}}_{s-\ell^{+}(\mathbf{a}), s^{\prime}-\ell^{+}(\mathbf{a})}^{(r)}(q) \hbar^{s-r-s^{\prime}} \mathfrak{D}^{s^{\prime}} \ddot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q) \cong \mathbf{x}^{s}\left(\bmod \hbar^{-1}\right) .^{6}
\end{align*}
$$

Thus, (3-15) follows from (Mb).
The proof of (3-11) follows the same principle, which we apply to a multiple of (3-11). For each $i=1,2, \ldots, n$, let

$$
\begin{equation*}
\phi_{i} \equiv \prod_{k \neq i}\left(\mathbf{x}-\alpha_{k}\right) \in H_{\mathbb{U}}^{*}\left(\mathbb{P}^{n-1}\right) . \tag{5-4}
\end{equation*}
$$

By [Atiyah and Bott 1984, localization theorem], $\phi_{i}$ is the equivariant Poincaré dual of the fixed point $P_{i} \in \mathbb{P}^{n-1}$; see [Zinger 2009, Section 3.1]. Since $\left.\mathbf{x}\right|_{P_{i}}=\alpha_{i}$,

$$
\begin{align*}
& \dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\alpha_{i}, \alpha_{j}, \hbar_{1}, \hbar_{2}, q\right)  \tag{5-5}\\
& \quad=\int_{P_{i} \times P_{j}} \dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \hbar_{1}, \hbar_{2}, q\right) \\
& \quad=\int_{\mathbb{P}^{n-1} \times \mathbb{P}^{n-1}} \dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \hbar_{1}, \hbar_{2}, q\right) \phi_{i} \times \phi_{j} \\
& \quad=\frac{1}{\hbar_{1}+\hbar_{2}} \prod_{k \neq i}\left(\alpha_{j}-\alpha_{k}\right)+\sum_{d=1}^{\infty} q^{d} \int_{\bar{Q}_{0,2}\left(\mathbb{P}^{n-1}, d\right)} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}\right) \mathrm{ev}_{1}^{*} \phi_{i} \mathrm{ev}_{2}^{*} \phi_{j}}{\left(\hbar_{1}-\psi_{1}\right)\left(\hbar_{2}-\psi_{2}\right)} ;
\end{align*}
$$

the last equality holds by the defining property of the cohomology push-forward [Zinger 2009, Equation (3.11)]. By Lemmas 6.5 and $6.6, \dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \hbar_{1}, \hbar_{2}, q\right)$ is $\dot{\mathfrak{C}}$-recursive and satisfies the same MPC as $\dot{\mathcal{Z}}_{n ; \mathbf{a}}$ with respect to $\dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)$ for $(\mathbf{x}, \hbar)=\left(\mathbf{x}_{1}, \hbar_{1}\right)$ and $\mathbf{x}_{2}=\alpha_{j}$ fixed. ${ }^{7}$ It is also $\ddot{\mathfrak{C}}$-recursive and satisfies the same MPC as $\ddot{\mathcal{Z}}_{n ; \mathbf{a}}$ with respect to $\dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)$ for $(\mathbf{x}, \hbar)=\left(\mathbf{x}_{2}, \hbar_{2}\right)$ and $\mathbf{x}_{1}=\alpha_{i}$ fixed.

[^22]By (Ma) and ( Mb ), it is thus sufficient to compare

$$
\begin{gather*}
\left(\hbar_{1}+\hbar_{2}\right) \dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \hbar_{1}, \hbar_{2}, q\right) \quad \text { and }  \tag{5-6}\\
\sum_{\substack{s_{1}, s_{2}, r \geq 0 \\
s_{1}+s_{2}+r=n-1}}(-1)^{r} \mathbf{s}_{r} \dot{\mathcal{Z}}_{n ; \mathbf{a}}^{\left(s_{1}\right)}\left(\mathbf{x}_{1}, \hbar_{1}, q\right) \ddot{\mathcal{Z}}_{n ; \mathbf{a}}^{\left(s_{2}\right)}\left(\mathbf{x}_{2}, \hbar_{2}, q\right)
\end{gather*}
$$

for all $\mathbf{x}_{1}=\alpha_{i}$ and $\mathbf{x}_{2}=\alpha_{j}$ with $i, j=1,2, \ldots, n$ modulo $\hbar_{1}^{-1}$ :

$$
\left(\hbar_{1}+\hbar_{2}\right) \dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\alpha_{i}, \alpha_{j}, \hbar_{1}, \hbar_{2}, q\right)
$$

$$
\cong \sum_{\substack{s_{1}, s_{2}, r \geq 0 \\ s_{1}+s_{2}+r=n-1}}(-1)^{r} \mathbf{s}_{r} \alpha_{i}^{s_{1}} \alpha_{j}^{s_{2}}+\sum_{d=1}^{\infty} q^{d} \int_{\bar{Q}_{0,2}\left(\mathbb{P}^{n-1}, d\right)} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{\dot{(d)}}\right) \mathrm{ev}_{1}^{*} \phi_{i} \mathrm{ev}_{2}^{*} \phi_{j}}{\hbar_{2}-\psi_{2}}
$$

$$
\begin{aligned}
& \sum_{\substack{s_{1}, s_{2}, r \geq 0 \\
s_{1}+s_{2}+r=n-1}}(-1)^{r} \mathbf{s}_{r} \dot{\mathcal{Z}}_{n ; \mathbf{a}}^{\left(s_{1}\right)}\left(\alpha_{i}, \hbar_{1}, q\right) \ddot{\mathcal{Z}}_{n ; \mathbf{a}}^{\left(s_{2}\right)}\left(\alpha_{j}, \hbar_{2}, q\right) \\
& \cong \sum_{\substack{s_{1}, s_{2}, r \geq 0 \\
s_{1}+s_{2}+r=n-1}}(-1)^{r} \mathbf{s}_{r} \alpha_{i}^{s_{1}} \ddot{\mathcal{Z}}_{n ; \mathbf{a}}^{\left(s_{2}\right)}\left(\alpha_{j}, \hbar_{2}, q\right)
\end{aligned}
$$

In order to see that the two right-hand side power series are the same, it is sufficient to compare them modulo $\hbar_{2}^{-1}$ :

$$
\begin{gathered}
\sum_{\substack{s_{1}, s_{2}, r \geq 0 \\
s_{1}+s_{2}+r=n-1}}(-1)^{r} \mathbf{s}_{r} \alpha_{i}^{s_{1}} \alpha_{j}^{s_{2}}+\sum_{d=1}^{\infty} q^{d} \int_{\bar{Q}_{0,2}\left(\mathbb{P}^{n-1}, d\right)} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}\right) \mathrm{ev}_{1}^{*} \phi_{i} \mathrm{ev}_{2}^{*} \phi_{j}}{\hbar_{2}-\psi_{2}} \\
\cong \sum_{\substack{s_{1}, s_{2}, r \geq 0 \\
s_{1}+s_{2}+r=n-1}}(-1)^{r} \mathbf{s}_{r} \alpha_{i}^{s_{1}} \alpha_{j}^{s_{2}} ; \\
\sum_{\substack{s_{1}, s_{2}, r \geq 0 \\
s_{1}+s_{2}+r=n-1}}(-1)^{r} \mathbf{s}_{r} \alpha_{i}^{s_{1}} \ddot{\mathcal{Z}}_{n ; \mathbf{a}}^{\left(s_{2}\right)}\left(\alpha_{j}, \hbar_{2}, q\right) \cong \sum_{\substack{s_{1}, s_{2}, r \geq 0 \\
s_{1}+s_{2}+r=n-1}}(-1)^{r} \mathbf{s}_{r} \alpha_{i}^{s_{1}} \alpha_{j}^{s_{2}}
\end{gathered}
$$

From this we conclude that the two expressions in (5-6) are the same; this proves (3-11).

By Proposition 6.3 and Lemmas 6.5 and 6.6, the stable quotients analogue of triple Givental's $J$-function is determined by the primary three-point SQ invariants. Since all such invariants are related to the corresponding GW invariants by [CiocanFontanine and Kim 2013, Theorem 1.2.2 and Corollaries 1.4.1, 1.4.2], a version of (3-14) can be proved by comparing it to its GW analogue provided by [Zinger 2014, Theorem B]. We instead prove (3-14) directly in Section 10 by reducing the computation to the two-point formulas of Theorem 3 and the mirror formula for Hurwitz numbers in Propositions 4.1. In the process, we obtain a precise description of the equivariant structure coefficients appearing in (3-14), which is not done in [Zinger 2014].

## 6. Recursivity, polynomiality, and admissible transforms

This section describes the algebraic observations used in the proof of Theorem 3. It is based on [Zinger 2009, Sections 2.1, 2.2] and [Popa and Zinger 2014, Section 4.1]. Let

$$
[n]=\{1,2, \ldots, n\} .
$$

Definition 6.1. Let $C \equiv\left(C_{i}^{j}(d)\right)_{d, i, j \in \mathbb{Z}^{+}}$be any collection of elements of $\mathbb{Q}_{\alpha}$. A power series $\mathcal{F} \in H_{\mathbb{T}}^{*}\left(\mathbb{P}^{n-1}\right) \llbracket \hbar \rrbracket \llbracket q \rrbracket$ is $C$-recursive if the following holds: if $d^{*} \in \mathbb{Z} \geq 0$ is such that

$$
\llbracket \mathcal{F}\left(\mathbf{x}=\alpha_{i}, \hbar, q\right) \rrbracket_{q ; d^{*}-d} \in \mathbb{Q}_{\alpha}(\hbar) \subset \mathbb{Q}_{\alpha} \llbracket \hbar \rrbracket \text { for all } d \in\left[d^{*}\right], i \in[n],
$$

and $\llbracket \mathcal{F}\left(\alpha_{i}, \hbar, q\right) \rrbracket_{q ; d}$ is regular at $\hbar=\left(\alpha_{i}-\alpha_{j}\right) / d$ for all $d<d^{*}$ and $i \neq j$, then

$$
\begin{array}{r}
\llbracket \mathcal{F}\left(\alpha_{i}, \hbar, q\right) \rrbracket_{q ; d^{*}}-\left.\sum_{d=1}^{d^{*}} \sum_{j \neq i} \frac{C_{i}^{j}(d)}{\hbar-\left(\alpha_{j}-\alpha_{i}\right) / d} \llbracket \mathcal{F}\left(\alpha_{j}, z, q\right) \rrbracket_{q ; d^{*}-d}\right|_{z=\left(\alpha_{j}-\alpha_{i}\right) / d}  \tag{6-1}\\
\left.\in \mathbb{Q}_{\alpha}\left[\hbar, \hbar^{-1}\right\rfloor \subset \mathbb{Q}_{\alpha} \llbracket \hbar\right\rceil .
\end{array}
$$

Thus, if $\left.\mathcal{F} \in H_{\mathbb{T}}^{*}\left(\mathbb{P}^{n-1}\right) \llbracket \hbar\right\rceil \llbracket q \rrbracket$ is $C$-recursive, for any collection $C$, then

$$
\left.\mathcal{F}\left(\mathbf{x}=\alpha_{i}, \hbar, q\right) \in \mathbb{Q}_{\alpha}(\hbar) \llbracket q \rrbracket \subset \mathbb{Q}_{\alpha} \llbracket \hbar\right\rceil \llbracket q \rrbracket \text { for all } i \in[n],
$$

as can be seen by induction on $d$, and

$$
\begin{align*}
& \mathcal{F}\left(\alpha_{i}, \hbar, q\right)  \tag{6-2}\\
& \quad=\sum_{d=0}^{\infty} \sum_{r=-N_{d}}^{N_{d}} \mathcal{F}_{i}^{r}(d) \hbar^{r} q^{d}+\sum_{d=1}^{\infty} \sum_{j \neq i} \frac{C_{i}^{j}(d) q^{d}}{\hbar-\left(\alpha_{j}-\alpha_{i}\right) / d} \mathcal{F}\left(\alpha_{j},\left(\alpha_{j}-\alpha_{i}\right) / d, q\right)
\end{align*}
$$

for all $i \in[n]$, for some $\mathcal{F}_{i}^{r}(d) \in \mathbb{Q}_{\alpha}$. The nominal issue with defining $C$-recursivity by (6-2), as is normally done, is that a priori the evaluation of $\mathcal{F}\left(\alpha_{j}, \hbar, q\right)$ at $\hbar=\left(\alpha_{j}-\alpha_{i}\right) / d$ need not be well defined, since $\mathcal{F}\left(\alpha_{j}, \hbar, q\right)$ is a power series with coefficients in $\left.\mathbb{Q}_{\alpha} \| \hbar^{-1}\right\rceil$; a priori they may not converge anywhere. However, taking the coefficient of each power of $q$ in (6-2) shows by induction on the degree $d$ that this evaluation does make sense; this is the substance of Definition 6.1.

Definition 6.2. Let $\eta \in \mathbb{Q}_{\alpha}(\mathbf{x})$ be such that $\eta\left(\mathbf{x}=\alpha_{i}\right) \in \mathbb{Q}_{\alpha}$ is well defined and nonzero for every $i \in[n]$. For any $\mathcal{F} \equiv \mathcal{F}(\mathbf{x}, \hbar, q), \mathcal{F}^{\prime} \equiv \mathcal{F}^{\prime}(\mathbf{x}, \hbar, q) \in$ $H_{\mathbb{T}}^{*}\left(\mathbb{P}^{n-1}\right) \llbracket \hbar \rrbracket \llbracket q \rrbracket$, let

$$
\begin{align*}
& \Phi_{\mathcal{F}, \mathcal{F}^{\prime}}^{\eta}(\hbar, z, q)  \tag{6-3}\\
& \left.\quad \equiv \sum_{i=1}^{n} \frac{\eta\left(\alpha_{i}\right) \mathrm{e}^{\alpha_{i} z}}{\prod_{k \neq i}\left(\alpha_{i}-\alpha_{k}\right)} \mathcal{F}\left(\alpha_{i}, \hbar, q \mathrm{e}^{\hbar z}\right) \mathcal{F}^{\prime}\left(\alpha_{i},-\hbar, q\right) \in \mathbb{Q}_{\alpha} \Pi \hbar\right\rceil \llbracket z, q \rrbracket .
\end{align*}
$$

If $\left.\mathcal{F}, \mathcal{F}^{\prime} \in H_{\mathbb{T}}^{*}\left(\mathbb{P}^{n-1}\right) \llbracket \hbar\right\rceil \llbracket q \rrbracket$, the pair $\left(\mathcal{F}, \mathcal{F}^{\prime}\right)$ satisfies the $\eta$ mutual polynomiality condition ( $\eta$-MPC) if $\Phi_{\mathcal{F}, \mathcal{F}^{\prime}}^{\eta} \in \mathbb{Q}_{\alpha}[\hbar] \llbracket z, q \rrbracket$.

If $\left.\mathcal{F}, \mathcal{F}^{\prime} \in H_{\mathbb{T}}^{*}\left(\mathbb{P}^{n-1}\right) \llbracket \hbar\right\rceil \llbracket q \rrbracket$ and

$$
\begin{equation*}
\mathcal{F}\left(\mathbf{x}=\alpha_{i}, \hbar, q\right), \mathcal{F}^{\prime}\left(\mathbf{x}=\alpha_{i}, \hbar, q\right) \in \mathbb{Q}_{\alpha}(\hbar) \llbracket q \rrbracket \text { for all } i \in[n], \tag{6-4}
\end{equation*}
$$

then the pair $\left(\mathcal{F}, \mathcal{F}^{\prime}\right)$ satisfies the $\eta$-MPC if and only if the pair $\left(\mathcal{F}^{\prime}, \mathcal{F}\right)$ does; see [Zinger 2009, Lemma 2.2] for the $\eta=1, \ell^{+}(\mathbf{a})=1, \ell^{-}(\mathbf{a})=0$ case (the proof readily carries over to the general case). Thus, if (6-4) holds, the statement that $\mathcal{F}$ and $\mathcal{F}^{\prime}$ satisfy the MPC is unambiguous.
Proposition 6.3. Let $\eta \in \mathbb{Q}_{\alpha}(\mathbf{x})$ be such that $\eta\left(\mathbf{x}=\alpha_{i}\right) \in \mathbb{Q}_{\alpha}$ is well defined and nonzero for every $i \in[n]$. If $\mathcal{F}, \mathcal{F}^{\prime} \in H_{\mathbb{\top}}^{*}\left(\mathbb{P}^{n-1}\right) \llbracket \hbar \rrbracket \llbracket q \rrbracket$,

$$
\left.\mathcal{F}\left(\mathbf{x}=\alpha_{i}, \hbar, q\right) \in \mathbb{Q}_{\alpha}^{*}+q \cdot \mathbb{Q}_{\alpha}(\hbar) \llbracket q \rrbracket \subset \mathbb{Q}_{\alpha} \llbracket \hbar\right\rceil \rrbracket q \rrbracket \text { for all } i \in[n],
$$

$\mathcal{F}^{\prime}$ is recursive, and $\mathcal{F}$ and $\mathcal{F}^{\prime}$ satisfy the $\eta-M P C$, then $\mathcal{F}^{\prime} \cong 0\left(\bmod \hbar^{-1}\right)$ if and only if $\mathcal{F}^{\prime}=0$.

This is essentially [Zinger 2009, Proposition 2.1], with the assumptions corrected in [Popa and Zinger 2014, Footnote 3]. The proof in [Zinger 2009], which treats the $\eta=1$ case, readily extends to the general case; see also the paragraph following [Popa and Zinger 2014, Proposition 4.3].
Lemma 6.4. Let $C \equiv\left(C_{i}^{j}(d)\right)_{d, i, j \in \mathbb{Z}^{+}}$be any collection of elements of $\mathbb{Q}_{\alpha}$ and $\eta \in \mathbb{Q}_{\alpha}(\mathbf{x})$ be such that $\eta\left(\mathbf{x}=\alpha_{i}\right) \in \mathbb{Q}_{\alpha}$ is well defined and nonzero for every $i \in[n]$. If $\mathcal{F}, \mathcal{F}^{\prime} \in H_{\mathbb{T}}^{*}\left(\mathbb{P}^{n-1}\right) \llbracket \hbar \rrbracket \rrbracket q \rrbracket$,

$$
\left.\mathcal{F}\left(\mathbf{x}=\alpha_{i}, \hbar, q\right) \in \mathbb{Q}_{\alpha}(\hbar) \llbracket q \rrbracket \subset \mathbb{Q}_{\alpha} \llbracket \hbar\right\rceil \llbracket q \rrbracket \text { for all } i \in[n],
$$

$\mathcal{F}^{\prime}$ is $C$-recursive (and satisfies the $\eta$-MPC with respect to $\mathcal{F}$ ), then
(i) $\{\mathbf{x}+\hbar q \mathrm{~d} / \mathrm{d} q\} \mathcal{F}^{\prime}$ is $C$-recursive (and satisfies the $\eta$-MPC with respect to $\mathcal{F}$ );
(ii) if $f \in \mathbb{Q}_{\alpha}[\hbar] \llbracket q \rrbracket$, then $f \mathcal{F}^{\prime}$ is $C$-recursive (and satisfies the $\eta$-MPC with respect to $\mathcal{F}$ ).

This lemma is essentially contained in [Zinger 2009, Lemma 2.3]. The proof in [Zinger 2009], which treats the $\eta=1$ case, readily extends to the general case; see also the paragraph following [Popa and Zinger 2014, Lemma 4.4].

The next two sections establish Lemmas 6.5 and 6.6 below, the $m=2$ cases of which complete the proofs of (3-11), the second statement in (3-12), and (3-15). The $m=3$ cases of these lemmas are used in the proof of Proposition 3.1 and 4.1 in Section 9. If $m \geq m^{\prime} \geq 2$, let

$$
\begin{equation*}
f_{m^{\prime}, m}: \bar{Q}_{0, m}\left(\mathbb{P}^{n-1}, d\right) \rightarrow \bar{Q}_{0, m^{\prime}}\left(\mathbb{P}^{n-1}, d\right) \tag{6-5}
\end{equation*}
$$

denote the forgetful morphism dropping the last $m-m^{\prime}$ points; this morphism is defined if $m^{\prime}>2$ or $d>0$. With the bundles

$$
\dot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}, \ddot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)} \rightarrow \bar{Q}_{0, m^{\prime}}\left(\mathbb{P}^{n-1}, d\right)
$$

defined by (2-1), let

$$
\begin{equation*}
\dot{\mathcal{V}}_{n ; \mathbf{a} ; m^{\prime}}^{(d)}=f_{m^{\prime}, m}^{*} \dot{\dot{V}}_{n ; \mathbf{a}}^{(d)}, \ddot{V}_{n ; \mathbf{a} ; m^{\prime}}^{(d)}=f_{m^{\prime}, m}^{*} \ddot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)} \rightarrow \bar{Q}_{0, m}\left(\mathbb{P}^{n-1}, d\right) . \tag{6-6}
\end{equation*}
$$

For $\mathbf{b} \equiv\left(b_{2}, \ldots, b_{m}\right) \in\left(\mathbb{Z}^{\geq 0}\right)^{m-1}$ and $\varpi \equiv\left(\varpi_{2}, \ldots, \varpi_{m}\right) \in H_{\mathbb{T}}^{*}\left(\mathbb{P}^{n-1}\right)^{m-1}$, let

$$
\begin{align*}
& \dot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \varpi)}(\mathbf{x}, \hbar, q) \equiv \sum_{d=0}^{\infty} q^{d} \mathrm{ev}_{1 *}\left[\frac{\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a} ; m^{\prime}}^{(d)}\right)}{\hbar-\psi_{1}} \prod_{j=2}^{j=m}\left(\psi_{j}^{b_{j}} \operatorname{ev}_{j}^{*} \sigma_{j}\right)\right] \in H_{\mathbb{U}}^{*}\left(\mathbb{P}^{n-1}\right)\left[\hbar^{-1}\right] \llbracket q \rrbracket,  \tag{6-7}\\
& \ddot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \sigma)}(\mathbf{x}, \hbar, q) \equiv \sum_{d=0}^{\infty} q^{d} \operatorname{ev}_{1 *}\left[\frac{\mathbf{e}\left(\ddot{\mathcal{V}_{n ; \mathbf{a}}(d)}\left[m^{\prime}\right)\right.}{\hbar-\psi_{1}} \prod_{j=2}^{j=m}\left(\psi_{j}^{b_{j}} \mathrm{ev}_{j}^{*} \varpi_{j}\right)\right] \in H_{\mathbb{U}}^{*}\left(\mathbb{P}^{n-1}\right)\left[\hbar^{-1}\right] \llbracket q \rrbracket,
\end{align*}
$$

where $\mathrm{ev}_{j}: \bar{Q}_{0, m}\left(\mathbb{P}^{n-1}, d\right) \rightarrow \mathbb{P}^{n-1}$ is the evaluation map at the $j$-th marked point and the degree- 0 terms in the $m^{\prime}=2$ case are defined by

$$
\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a} ; 2}^{(0)}\right), \mathbf{e}\left(\ddot{\mathcal{V}}_{n ; \mathbf{a} ; 2}^{(0)}\right)=1 \quad \text { if } m \geq 3
$$

$$
\operatorname{ev}_{1 *}\left[\frac{\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{;} ;}^{*}\right)}{\hbar-\psi_{1}}\left(\psi_{2}^{b_{2}} \operatorname{ev}_{2}^{*} \varpi_{2}\right)\right], \mathrm{ev}_{1 *}\left[\frac{\mathbf{e}\left(\ddot{\mathcal{V}}_{n ; ; 2}^{(0)}\right)}{\hbar-\psi_{1}}\left(\psi_{2}^{b_{2}} \mathrm{ev}_{2}^{*} \varpi_{2}\right)\right]=(-\hbar)^{b_{2}} \varpi_{2} \text { if } m=2
$$

Lemma 6.5. Let $l \in \mathbb{Z}^{\geq 0}, m, m^{\prime}, n \in \mathbb{Z}^{+}$with $m \geq m^{\prime} \geq 2$, and $\mathbf{a} \in\left(\mathbb{Z}^{*}\right)^{l}$. For all $\mathbf{b} \in\left(\mathbb{Z}^{\geq 0}\right)^{m-1}$ and $\varpi \in H_{\mathbb{T}}^{*}\left(\mathbb{P}^{n-1}\right)^{m-1}$, the power series $\dot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \varpi)}$ and $\ddot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \sigma)}$ defined by (6-7) are $\dot{\mathfrak{C}}$ and $\ddot{\mathfrak{C}}$-recursive, respectively.

Lemma 6.6. Let $l \in \mathbb{Z}^{\geq 0}, m, m^{\prime}, n \in \mathbb{Z}^{+}$with $m \geq m^{\prime} \geq 2, \mathbf{a} \in\left(\mathbb{Z}^{*}\right)^{l}$,

$$
\dot{\eta}(\mathbf{x})=\langle\mathbf{a}\rangle \mathbf{x}^{\ell(\mathbf{a})}, \quad \ddot{\eta}(\mathbf{x})=1 .
$$

For all $\mathbf{b} \in\left(\mathbb{Z}^{\geq 0}\right)^{m-1}$ and $\varpi \in H_{\mathbb{T}}^{*}\left(\mathbb{P}^{n-1}\right)^{m-1}$, the power series

$$
\hbar^{m-2} \dot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \sigma)}(\mathbf{x}, \hbar, q) \quad \text { and } \quad \hbar^{m-2} \ddot{\mathcal{Z}}_{n ; \mathbf{a}, m^{\prime}}^{(\mathbf{b}, \boldsymbol{\sigma})}(\mathbf{x}, \hbar, q)
$$

satisfy the $\dot{\eta}$ and $\ddot{\eta}-M P C$, respectively, with respect to the power series $\dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)$ defined by (3-3).

By Lemma 6.5, the power series $\dot{\mathcal{Z}}_{n ; \mathbf{a}}^{(s)}$ and $\ddot{\mathcal{Z}}_{n ; \mathbf{a}}^{(s)}$ defined by (3-4) are $\dot{\mathfrak{C}}$ - and $\ddot{\mathfrak{C}}$-recursive, respectively. Furthermore, the power series $\dot{\mathcal{Z}}_{n ; \mathbf{a}}$ defined by (3-7) is $\dot{\mathfrak{C}}$-recursive for $(\mathbf{x}, \hbar)=\left(\mathbf{x}_{1}, \hbar_{1}\right)$ and $\mathbf{x}_{2}=\alpha_{j}$ fixed and is $\ddot{\mathfrak{C}}$-recursive for $(\mathbf{x}, \hbar)=$ $\left(\mathbf{x}_{2}, \hbar_{2}\right)$ and $\mathbf{x}_{1}=\alpha_{j}$ fixed. By Lemma 6.6, $\dot{\mathcal{Z}}_{n ; \mathbf{a}}^{(s)}$ and $\ddot{\mathcal{Z}}_{n ; \mathbf{a}}^{(s)}$ satisfy the $\dot{\eta}$ - and $\ddot{\eta}$ MPC, respectively, with respect to the power series $\left.\dot{\mathcal{Z}}_{n ; \mathbf{a}} \mathbf{a}, \hbar, \hbar, q\right)$ defined by (3-3).

Furthermore, the power series $\dot{\mathcal{Z}}_{n ; \text { a }}$ defined by (3-7) satisfies the $\dot{\eta}$-MPC with respect to $\dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)$ for $(\mathbf{x}, \hbar)=\left(\mathbf{x}_{1}, \hbar_{1}\right)$ and $\mathbf{x}_{2}=\alpha_{j}$ fixed and the $\ddot{\eta}$-MPC with respect to $\dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)$ for $(\mathbf{x}, \hbar)=\left(\mathbf{x}_{2}, \hbar_{2}\right)$ and $\mathbf{x}_{1}=\alpha_{j}$ fixed.

In the case of products of projective spaces and concavex sheaves (1-13), the above Definition 6.1 becomes inductive on the total degree $d_{1}+\cdots+d_{p}$ of $q_{1}^{d_{1}} \cdots q_{p}^{d_{p}}$. The power series $\mathcal{F}$ is evaluated at $\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{p}\right)=\left(\alpha_{1 ; i_{1}}, \ldots, \alpha_{p ; i_{p}}\right)$ for the purposes of the $C$-recursivity condition (6-1) and (6-2). The relevant structure coefficients, extending (5-1), are given by

$$
\dot{\mathfrak{C}}_{i_{1} \ldots i_{p}}^{j}(s ; d)
$$

$$
\equiv \frac{\prod_{a_{k ; 1} \geq 0} \prod_{r=1}^{a_{k ; s} d}\left(\sum_{t=1}^{p} a_{k ; t} \alpha_{t ; i_{t}}+r \frac{\alpha_{s ; j}-\alpha_{s ; i_{s}}}{d}\right)_{a_{k ; 1}<0} \prod_{r=0}^{-a_{k ; s} d-1}\left(\sum_{t=1}^{p} a_{k ; t} \alpha_{t ; i_{t}}-r \frac{\alpha_{s ; j}-\alpha_{s ; i_{s}}}{d}\right)}{d \prod_{\substack{r=1 \\(r, k) \neq(d, j)}}^{d} \prod_{k=1}^{n_{s}}\left(\alpha_{s ; i_{s}}-\alpha_{s ; k}+r \frac{\alpha_{s ; j}-\alpha_{s ; i_{s}}}{d}\right)}
$$

$$
\ddot{\mathfrak{C}}_{i_{1} \ldots i_{p}}^{j}(s ; d)
$$

$$
\equiv \frac{\prod_{a_{k ; 1} \geq 0} \prod_{r=0}^{a_{k ; s} d-1}\left(\sum_{t=1}^{p} a_{k ; t} \alpha_{t ; i_{t}}+r \frac{\alpha_{s ; j}-\alpha_{s ; i_{s}}}{d}\right) \prod_{a_{k ; 1}<0} \prod_{r=1}^{-a_{k ; s} d}\left(\sum_{t=1}^{p} a_{k ; t} \alpha_{t ; i_{t}}-r \frac{\alpha_{s ; j}-\alpha_{s ; i_{s}}}{d}\right)}{d \prod_{\substack{r=1 \\(r, k) \neq(d, j)}}^{\prod_{k=1}^{n}}\left(\alpha_{s ; i_{s}}-\alpha_{s ; k}+r \frac{\alpha_{s ; j}-\alpha_{s ; i_{s}}}{d}\right)}
$$

with $s \in[p]$ and $j \neq i_{s}$. The double sums in these equations are then replaced by triple sums over $s \in[p], j \in\left[n_{s}\right]-i_{s}$, and $d \in \mathbb{Z}^{+}$, and with $\mathcal{F}$ evaluated at

$$
\mathbf{x}_{t}=\left\{\begin{array}{ll}
\alpha_{s ; j} & \text { if } t=s ; \\
\alpha_{t ; i_{t}} & \text { if } t \neq s ;
\end{array} \quad z=\frac{\alpha_{s ; j}-\alpha_{s ; i_{s}}}{d}\right.
$$

The secondary coefficients $\mathcal{F}_{i}^{r}(d)$ in (6-2) now become $\mathcal{F}_{i_{1} \ldots i_{p}}^{r}\left(d_{1}, \ldots, d_{p}\right)$, with $i_{s} \in\left[n_{s}\right]$ and $d_{s} \in \mathbb{Z}^{\geq 0}$. In the analogue of Definition $6.2, \eta \in R\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{p}\right)$ is such that the evaluation of $\eta$ at $\left(\alpha_{1 ; i_{1}}, \ldots, \alpha_{p ; i_{p}}\right)$ for all elements $\left(i_{1}, \ldots, i_{p}\right)$ of $\left[n_{1}\right] \times \cdots \times\left[n_{p}\right]$ is well defined and not zero, $\Phi_{\mathcal{F}}$ is a power series in $z_{1}, \ldots, z_{p}$ and $q_{1}, \ldots, q_{p}$, the sum is taken over all elements $\left(i_{1}, \ldots, i_{p}\right)$ of $\left[n_{1}\right] \times \cdots \times\left[n_{p}\right]$, the leading fraction is replaced by

$$
\frac{\eta\left(\alpha_{1 ; i_{1}}, \ldots, \alpha_{p ; i_{p}}\right) \mathrm{e}^{\alpha_{1 ; i_{1}} z_{1}+\cdots+\alpha_{p ; i_{p}} z_{p}}}{\prod_{s=1}^{p} \prod_{k \neq i_{s}}\left(\alpha_{s ; i_{s}}-\alpha_{s ; k}\right)}
$$

and the $q \mathrm{e}^{\hbar z}$-insertion in the first power series is replaced by $q_{1} \mathrm{e}^{\hbar z_{1}}, \ldots, q_{p} \mathrm{e}^{\hbar z_{p}}$. Lemma 6.6 holds with

$$
\dot{\eta}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{p}\right)=\frac{\prod_{a_{k ; 1} \geq 0} \sum_{s=1}^{p} a_{k ; s} \mathbf{x}_{s}}{\prod_{a_{k ; 1}<0} \sum_{s=1}^{p} a_{k ; s} \mathbf{x}_{s}}
$$

## 7. Recursivity for stable quotients

In this section, we use the classical localization theorem [Atiyah and Bott 1984] to show that the generating functions $\dot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \boldsymbol{\sigma})}$ and $\ddot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \boldsymbol{\sigma})}$ defined in (6-7) are recursive. The argument is similar to the proof in [Cooper and Zinger 2014, Section 6] of recursivity for the generating function $\dot{\mathcal{Z}}_{n ; \text { a }}$ defined by (3-3), but requires some modifications.

If $\mathbb{T}$ acts smoothly on a smooth compact oriented manifold $M$, there is a welldefined integration-along-the-fiber homomorphism

$$
\int_{M}: H_{\mathbb{U}}^{*}(M) \rightarrow H_{\mathbb{U}}^{*}
$$

for the fiber bundle $B M \rightarrow B \mathbb{T}$. The classical localization theorem of [Atiyah and Bott 1984] relates it to integration along the fixed locus of the $\mathbb{T}$-action. The latter is a union of smooth compact orientable manifolds $F ; \mathbb{T}$ acts on the normal bundle $\mathcal{N} F$ of each $F$. Once an orientation of $F$ is chosen, there is a well-defined integration-along-the-fiber homomorphism

$$
\int_{F}: H_{\mathbb{\mathbb { }}}^{*}(F) \rightarrow H_{\mathbb{\mathbb { N }}}^{*} .
$$

The localization theorem states that

$$
\begin{equation*}
\int_{M} \eta=\sum_{F} \int_{F} \frac{\left.\eta\right|_{F}}{\mathbf{e}(\mathcal{N} F)} \in \mathbb{Q}_{\alpha} \text { for all } \eta \in H_{\mathbb{T}}^{*}(M), \tag{7-1}
\end{equation*}
$$

where the sum is taken over all components $F$ of the fixed locus of $\mathbb{T}$. Part of the statement of (7-1) is that $\mathbf{e}(\mathcal{N} F)$ is invertible in $H_{\mathbb{T}}^{*}(F) \otimes_{\mathbb{Q}\left[\alpha_{1}, \ldots, \alpha_{n}\right]} \mathbb{Q}_{\alpha}$. In the case of the standard action of $\mathbb{T}$ on $\mathbb{P}^{n-1}$, (7-1) implies that

$$
\begin{equation*}
\left.\eta\right|_{P_{i}}=\int_{\mathbb{P}^{n-1}} \eta \phi_{i} \in \mathbb{Q}_{\alpha} \tag{7-2}
\end{equation*}
$$

for all $\eta \in H_{\mathbb{U}}^{*}\left(\mathbb{P}^{n-1}\right), i=1,2, \ldots, n$, with $\phi_{i}$ as in (5-4).
7A. Fixed locus data. The proof of Lemma 6.5 involves a localization computation on $\bar{Q}_{0, m}\left(\mathbb{P}^{n-1}, d\right)$. Thus, we need to describe the fixed loci of the $\mathbb{T}$-action on $\bar{Q}_{0, m}\left(\mathbb{P}^{n-1}, d\right)$, their normal bundles, and the restrictions of the relevant cohomology classes to these fixed loci.

As in the case of stable maps described in [Hori et al. 2003, Section 27.3], the fixed loci of the $\mathbb{T}$-action on $\bar{Q}_{0, m}\left(\mathbb{P}^{n-1}, d\right)$ are indexed by decorated graphs,

$$
\begin{equation*}
\Gamma=(\text { Ver }, \text { Edg; } \mu, \mathfrak{d}, \vartheta) \tag{7-3}
\end{equation*}
$$

where (Ver, Edg) is a connected graph that has no loops, with Ver and Edg denoting its sets of vertices and edges, and

$$
\mu: \operatorname{Ver} \rightarrow[n], \quad \mathfrak{d}: \operatorname{Ver} \sqcup \operatorname{Edg} \rightarrow \mathbb{Z}^{\geq 0}, \quad \text { and } \quad \vartheta:[m] \rightarrow \operatorname{Ver}
$$

are maps such that

$$
\begin{gather*}
\mu\left(v_{1}\right) \neq \mu\left(v_{2}\right) \text { if }\left\{v_{1}, v_{2}\right\} \in \operatorname{Edg}, \quad \mathfrak{d}(e) \neq 0 \text { for all } e \in \operatorname{Edg},  \tag{7-4}\\
\operatorname{val}(v) \equiv\left|\vartheta^{-1}(v)\right|+|\{e \in \operatorname{Edg}: v \in e\}|+\mathfrak{d}(v) \geq 2 \text { for all } v \in \operatorname{Ver} .
\end{gather*}
$$

In Figure 1, the vertices of a decorated graph $\Gamma$ are indicated by dots. The values of the map $(\mu, \mathfrak{d})$ on some of the vertices are indicated next to those vertices. Similarly, the values of the map $\mathfrak{d}$ on some of the edges are indicated next to them. The elements of the sets $[m]$ are shown in bold face; they are linked by line segments to their images under $\vartheta$. By (7-4), no two consecutive vertices have the same first label and thus $j \neq i$.

With $\Gamma$ as in (7-3), let

$$
|\Gamma| \equiv \sum_{v \in \mathrm{Ver}} \mathfrak{d}(v)+\sum_{e \in \mathrm{Edg}} \mathfrak{d}(e)
$$

be the degree of $\Gamma$. For each $v \in \operatorname{Ver}$, let

$$
\mathrm{E}_{v}=\{e \in \mathrm{Edg}: v \in e\}
$$

be the set of edges leaving from $v$. There is a unique partial order $\prec$ on Ver that has a unique minimal element $v_{\text {min }}$ such that $v_{\text {min }}=\vartheta(1)$ and $v \prec w$ if there exist distinct vertices $v_{1}, \ldots, v_{k} \in$ Ver such that

$$
\begin{aligned}
& v \in\left\{v_{\min }, v_{1}, \ldots, v_{k-1}\right\}, \quad w=v_{k}, \quad \text { and } \\
& \left\{v_{\text {min }}, v_{1}\right\},\left\{v_{1}, v_{2}\right\}, \ldots,\left\{v_{k-1}, v_{k}\right\} \in \mathrm{Edg},
\end{aligned}
$$

in other words, $v$ lies between $v_{\text {min }}$ and $w$ in (Ver, Edg). If $e=\left\{v_{1}, v_{2}\right\} \in \operatorname{Edg}$ is any edge in $\Gamma$ with $v_{1} \prec v_{2}$, let

$$
\Gamma_{e} \equiv\left(\left\{v_{1}, v_{2}\right\},\{e\} ; \mu_{e}, \mathfrak{d}_{e}, \vartheta_{e}\right)
$$

be the decorated graph as in (7-3) given by
$\mu_{e}=\left.\mu\right|_{e}, \quad \mathfrak{d}_{e}(e)=\mathfrak{d}(e),\left.\mathfrak{d}_{e}\right|_{e}=0, \quad \vartheta_{e}:\{1,2\} \rightarrow e, \quad \vartheta_{e}(1)=v_{1}, \quad \vartheta_{e}(2)=v_{2} ;$
see Figure 2.
With $m^{\prime} \leq m$ as in Lemmas 6.5 and 6.6, let

$$
\begin{aligned}
\operatorname{Ver}_{m^{\prime}} & =\left\{v \in \operatorname{Ver}: v \preceq \vartheta(i) \text { for some } i \in\left[m^{\prime}\right]\right\}, \\
\operatorname{Edg}_{m^{\prime}} & =\left\{\left\{v_{1}, v_{2}\right\} \in \operatorname{Edg}: v_{1}, v_{2} \in \operatorname{Ver}_{m^{\prime}}\right\} .
\end{aligned}
$$



Figure 1. Two trees with $\operatorname{val}\left(v_{\min }\right)=2$ and a tree with $\operatorname{val}\left(v_{\min }\right) \geq 3$.


Figure 2. The subtrees corresponding to the edges of the last graph in Figure 1.

In particular, the graph $\left(\operatorname{Ver}_{m^{\prime}}, \operatorname{Edg}_{m^{\prime}}\right)$ is a tree; it is obtained from the original graph (Ver, Edg) by discarding the branches that do not end at a vertex with a marked point labeled by $i \leq m^{\prime}$. For each $v \in \operatorname{Ver}_{m^{\prime}}$, define

$$
\begin{gathered}
r_{m^{\prime} ; v}: \mathrm{E}_{v}-\operatorname{Edg}_{m^{\prime}} \rightarrow \mathbb{Z}^{+} \quad \text { by } \quad r_{m^{\prime} ; v}\left(\left\{v, v^{\prime}\right\}\right)=\sum_{\substack{\left\{v_{1}, v_{2}\right\} \in \operatorname{Edg} \\
v^{\prime} \leq v_{2}}} \mathfrak{d}\left(\left\{v_{1}, v_{2}\right\}\right)+\sum_{\substack{w \in \operatorname{Ver} \\
v^{\prime} \leq w}} \mathfrak{d}(w), \\
\mathfrak{d}_{m^{\prime}}(v)=\mathfrak{d}(v)+\sum_{e \in \mathrm{E}_{v}-\operatorname{Edg}_{m^{\prime}}} r_{m ;^{\prime} v}(e)
\end{gathered}
$$

This construction increases the degree $\mathfrak{d}(v)$ of a vertex $v \in \operatorname{Ver}_{m^{\prime}}$ by the total degree of all branches of $\Gamma$ cut off at $v$ to form the graph $\left(\operatorname{Ver}_{m^{\prime}}, \operatorname{Edg}_{m^{\prime}}\right)$. The motivation for this construction is described at the end of the next paragraph.

As is described in [Marian et al. 2011, Section 7.3], the fixed locus $Q_{\Gamma}$ of $\bar{Q}_{0, m}\left(\mathbb{P}^{n-1},|\Gamma|\right)$ corresponding to a decorated graph $\Gamma$ consists of the stable quotients

$$
\left(\mathcal{C}, y_{1}, \ldots, y_{m} ; S \subset \mathbb{C}^{n} \otimes \mathcal{O}_{\mathcal{C}}\right)
$$

over quasistable rational $m$-marked curves that satisfy the following conditions. The components of $\mathcal{C}$ on which the corresponding quotient is torsion free are rational and correspond to the edges of $\Gamma$; the restriction of $S$ to any such component corresponds to a morphism to $\mathbb{P}^{n-1}$ of the opposite degree to that of the subsheaf. Furthermore, if $e=\left\{v_{1}, v_{2}\right\}$ is an edge, the corresponding morphism $f_{e}$ is a degree- $\mathfrak{d}(e)$ cover of the line

$$
\mathbb{P}_{\mu\left(v_{1}\right), \mu\left(v_{2}\right)}^{1} \subset \mathbb{P}^{n-1}
$$

passing through the fixed points $P_{\mu\left(v_{1}\right)}$ and $P_{\mu\left(v_{2}\right)}$; it is ramified only over $P_{\mu\left(v_{1}\right)}$ and $P_{\mu\left(v_{2}\right)}$. In particular, $f_{e}$ is unique up to isomorphism. The remaining components of $\mathcal{C}$ are indexed by the vertices $v \in \operatorname{Ver}$ of valence $\operatorname{val}(v) \geq 3$. The restriction of $S$ to such a component $\mathcal{C}_{v}$ of $\mathcal{C}$ (or possibly a connected union of irreducible
components) is a subsheaf of the trivial subsheaf $P_{\mu(v)} \subset \mathbb{C}^{n} \otimes \mathcal{O}_{\mathcal{C}_{v}}$ of degree $-\mathfrak{d}(v)$; thus, the induced morphism takes $\mathcal{C}_{v}$ to the fixed point $P_{\mu(v)} \in \mathbb{P}^{n-1}$. Each such component $\mathcal{C}_{v}$ also carries $\left|\vartheta^{-1}(v)\right|+\left|\mathrm{E}_{v}\right|$ marked points, corresponding to the marked points and/or the nodes of $\mathcal{C}$; we index these points by the set $\vartheta^{-1}(v) \sqcup \mathrm{E}_{v}$ in the canonical way. Thus, as stacks,

$$
\begin{align*}
Q_{\Gamma} & \approx \prod_{\substack{v \in \operatorname{Ver} \\
\text { vall } v) \geq 3}} \bar{Q}_{0, \mid \vartheta-1}(v)\left|+\left|\mathrm{E}_{v}\right|\right. \\
& \left.\approx \mathbb{P}^{0}, \mathfrak{d}(v)\right) \times \prod_{e \in \operatorname{Edg}} Q_{\Gamma_{e}}  \tag{7-5}\\
& \prod_{\substack{v \in \operatorname{Ver} \\
\text { val }(v) \geq 3}} \overline{\mathcal{M}}_{0,\left|\vartheta^{-1}(v)\right|+\left|\mathrm{E}_{v}\right| \mid \mathfrak{o}(v)} / \mathbb{S}_{\mathfrak{O}(v)} \times \prod_{e \in \operatorname{Edg}} Q_{\Gamma_{e}} \\
& \approx\left(\prod_{\substack{v \in \operatorname{Ver} \\
\operatorname{val}(v) \geq 3}} \overline{\mathcal{M}}_{0,\left|\vartheta^{-1}(v)\right|+\left|\mathrm{E}_{v}\right| \mid \mathfrak{o}(v)} / S_{\mathfrak{o}(v)}\right) / \prod_{e \in \operatorname{Edg}} \mathbb{Z}_{\mathfrak{O}(e)},
\end{align*}
$$

with each cyclic group $\mathbb{Z}_{\mathfrak{d}(e)}$ acting trivially. For example, in the case of the last diagram in Figure 1,

$$
Q_{\Gamma} \approx\left(\overline{\mathcal{M}}_{0,2 \mid d_{0}} / \mathbb{S}_{d_{0}} \times \overline{\mathcal{M}}_{0,2 \mid 5} / \mathbb{S}_{5}\right) / \mathbb{Z}_{d} \times \mathbb{Z}_{d^{\prime}}
$$

is a fixed locus in $\bar{Q}_{0,2}\left(\mathbb{P}^{n-1}, d_{0}+5+d+d^{\prime}\right)$. If $m^{\prime} \leq m$ is as in Lemmas 6.5 and 6.6, the morphism $f_{m^{\prime}, m}$ in (6-5) sends the locus $Q_{\Gamma}$ of $\bar{Q}_{0, m}\left(\mathbb{P}^{n-1}, d\right)$ to (a subset of) the locus $Q_{\Gamma_{m^{\prime}}}$ of $\bar{Q}_{0, m^{\prime}}\left(\mathbb{P}^{n-1}, d\right)$, where

$$
\Gamma_{m^{\prime}}=\left(\operatorname{Ver}_{m^{\prime}}, \operatorname{Edg}_{m^{\prime}} ;\left.\mu\right|_{\operatorname{Ver}_{m^{\prime}}}, \mathfrak{a}_{m^{\prime}},\left.\vartheta\right|_{\left[m^{\prime}\right]}\right),
$$

as $f_{m^{\prime}, m}$ contracts the ends of the elements of $\bar{Q}_{0, m^{\prime}}\left(\mathbb{P}^{n-1}, d\right)$ that do not carry any of the marked points indexed by the set $\left[m^{\prime}\right]$.

If $v \in \operatorname{Ver}$ and $\operatorname{val}(v) \geq 3$, for the purposes of definitions (4-4) and (4-5) we identify $\left[\left|\vartheta^{-1}(v)\right|+\left|\mathrm{E}_{v}\right|\right]$ with the set $\vartheta^{-1}(v) \sqcup \mathrm{E}_{v}$ indexing the marked points on $\mathcal{C}_{v}$ so that the element 1 in the former is identified with $1 \in[m]$ if $\vartheta(1)=v$ and with the unique edge $e_{v}^{-}=\left\{v_{-}, v\right\}$ with $v^{-} \prec v$ separating $v$ from the marked point 1 otherwise. Similarly, if $v \preceq \vartheta(2)$, we associate the element 2 of $\left[\left|\vartheta^{-1}(v)\right|+\left|\mathrm{E}_{v}\right|\right]$ with $2 \in[m]$ if $\vartheta(2)=v$ and with the unique edge $e_{v}^{+}=\left\{v, v_{+}\right\}$with $v_{+} \preceq \vartheta(2)$ separating $v$ from the marked point 2 otherwise. Finally, if $m^{\prime} \leq m$ is as in Lemmas 6.5 and 6.6 and $v \in \operatorname{Ver}_{m^{\prime}}$, we associate the $\left|\mathrm{E}_{v}-\operatorname{Edg}_{m^{\prime}}\right|$ largest elements of $\left[\left|\vartheta^{-1}(v)\right|+\left|\mathrm{E}_{v}\right|\right]$ with the subset $\mathrm{E}_{v}-\operatorname{Edg}_{m^{\prime}}$ of $\vartheta^{-1}(v) \sqcup \mathrm{E}_{v}$.

If $\Gamma$ is a decorated graph as above and $e=\left\{v_{1}, v_{2}\right\} \in \operatorname{Edg}$ with $v_{1} \prec v_{2}$, let

$$
\pi_{e}: Q_{\Gamma} \rightarrow Q_{\Gamma_{e}} \subset \bar{Q}_{0,2}\left(\mathbb{P}^{n-1}, \mathfrak{d}(e)\right)
$$

be the projection in the decomposition (7-5) and

$$
\omega_{e ; v_{1}}=-\pi_{e}^{*} \psi_{1}, \omega_{e ; v_{2}}=-\pi_{e}^{*} \psi_{2} \in H^{2}\left(Q_{\Gamma}\right) .
$$

Similarly, for each $v \in \operatorname{Ver}$ such that $\operatorname{val}(v) \geq 3$, let

$$
\pi_{v}: Q_{\Gamma} \rightarrow \overline{\mathcal{M}}_{0,\left|\vartheta^{-1}(v)\right|+\left|\mathrm{E}_{v}\right| \mid \mathfrak{O}(v)} / \mathrm{S}_{\mathfrak{O}(v)}
$$

be the corresponding projection and

$$
\psi_{v ; e}=\pi_{v}^{*} \psi_{e} \in H^{2}\left(Q_{\Gamma}\right) \quad \text { for all } v \in \mathrm{E}_{v} .
$$

By [Hori et al. 2003, Section 27.2],

$$
\begin{equation*}
\omega_{e ; v_{i}}=\frac{\alpha_{\mu\left(v_{i}\right)}-\alpha_{\mu\left(v_{3-i}\right)}}{\mathfrak{d}(e)} \quad i=1,2 . \tag{7-6}
\end{equation*}
$$

By [Marian et al. 2011, Section 7.4], the Euler class of the normal bundle of $Q_{\Gamma}$ in $\bar{Q}_{0, m}\left(\mathbb{P}^{n-1},|\Gamma|\right)$ is described by

$$
\begin{align*}
& \frac{\mathbf{e}\left(\mathcal{N} Q_{\Gamma}\right)}{\mathbf{e}\left(T_{\mu\left(v_{\min }\right)} \mathbb{P}^{n-1}\right)}  \tag{7-7}\\
& =\prod_{\substack{v \in \operatorname{Ver} \\
\operatorname{val}(v) \geq 3}} \prod_{k \neq \mu(v)} \pi_{v}^{*} \mathbf{e}\left(\dot{\mathcal{V}}_{1}^{(\mathfrak{d}(v))}\left(\alpha_{\mu(v)}-\alpha_{k}\right)\right) \prod_{e \in \mathrm{Edg}} \pi_{e}^{*} \mathbf{e}\left(H^{0}\left(f_{e}^{*} T \mathbb{P}^{n} \otimes \mathcal{O}\left(-y_{1}\right)\right) / \mathbb{C}\right) \\
& \quad \times \prod_{\substack{v \in \operatorname{Ver} \\
\operatorname{val}(v)=2, \vartheta^{-1}(v)=\varnothing}}\left(\sum_{e \in \mathrm{E}_{v}} \omega_{e ; v}\right) \prod_{\substack{v \in \operatorname{Ver} \\
\operatorname{val}(v) \geq 3}}\left(\prod_{e \in \mathrm{E}_{v}}\left(\omega_{e ; v}-\psi_{v ; e}\right)\right),
\end{align*}
$$

where $\mathbb{C} \subset H^{0}\left(f_{e}^{*} T \mathbb{P}^{n} \otimes \mathcal{O}\left(-y_{1}\right)\right)$ denotes the trivial $\mathbb{T}$-representation. The terms on the first line correspond to the deformations of the sheaf without changing the domain, while the terms on the second line correspond to the deformations of the domain. By (6-6), (2-1), (4-4), and (4-5),

$$
\begin{align*}
& \mathbf{e}\left(\left.\dot{\mathcal{V}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mid \Gamma)}\right|_{Q_{\Gamma}}=\prod_{\substack{\left.v \in \operatorname{Ver}_{m^{\prime}} \\
\text { vall } v\right) \geq 3}} \pi_{v}^{*} \mathbf{e}\left(\dot{\mathcal{V}}_{\left.\mathbf{a} ; r_{m^{\prime} ; v}^{(\mathcal{d}}(v)\right)}^{(0)}\left(\alpha_{\mu(v)}\right)\right) \cdot \prod_{e \in \operatorname{Edg}_{m^{\prime}}} \pi_{e}^{*} \mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{\dot{0}(e)}\right),\right. \\
& \mathbf{e}\left(\left.\ddot{\mathcal{V}}_{n ; \mathbf{a}, m^{\prime}}^{(|\Gamma|)}\right|_{Q_{\Gamma}}=\prod_{\substack{v \in \operatorname{Ver}, \operatorname{val}(v) \geq 3}} \pi_{v}^{*} \mathbf{e}\left(\ddot{\mathcal{V}}_{\left.\mathbf{a} ; r_{m^{\prime} ; v}^{(\mathcal{O}}(v)\right)}^{\left(\alpha_{\mu}\right)}\left(\alpha_{\mu(v)}\right)\right) \cdot \prod_{e \in \operatorname{Edg}_{2}} \pi_{e}^{*} \mathbf{e}\left(\ddot{\mathcal{V}}_{n ; \mathbf{a}}^{\boldsymbol{o}(e)}\right)\right.  \tag{7-8}\\
& \times \prod_{\substack{v \in \operatorname{Ver}_{m^{\prime}}, \operatorname{Ver}_{2} \\
\operatorname{val}(v) \geq 3}} \pi_{v}^{*} \mathbf{e}\left(\dot{\mathcal{V}}_{\mathbf{a}, r_{m^{\prime} ; v}^{(v)}}^{(\mathcal{v}())}\left(\alpha_{\mu(v)}\right)\right) \cdot \prod_{e \in \operatorname{Edg}_{m^{\prime}}-\operatorname{Edg}_{2}} \pi_{e}^{*} \mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{(e)}\right) .
\end{align*}
$$

By [Hori et al. 2003, Section 27.2], for all $e=\left\{v_{1}, v_{2}\right\}$ with $v_{1} \prec v_{2}$

$$
\begin{align*}
& \int_{Q_{\Gamma_{e}}} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{n \mathbf{a}}^{\mathfrak{O}(e)}\right)}{\mathbf{e}\left(H^{0}\left(f_{e}^{*} T \mathbb{P}^{n} \otimes \mathcal{O}\left(-y_{1}\right)\right) / \mathbb{C}\right)}=\dot{\mathfrak{C}}_{\mu\left(v_{1}\right)}^{\mu\left(v_{2}\right)}(\mathfrak{d}(e)), \\
& \int_{Q_{\Gamma_{e}}} \frac{\mathbf{e}\left(\ddot{\mathcal{V}}_{n ; \mathbf{a}}^{\jmath(e)}\right)}{\mathbf{e}\left(H^{0}\left(f_{e}^{*} T \mathbb{P}^{n} \otimes \mathcal{O}\left(-y_{1}\right)\right) / \mathbb{C}\right)}=\ddot{\mathfrak{C}}_{\mu\left(v_{1}\right)}^{\mu\left(v_{2}\right)}(\mathfrak{d}(e)), \tag{7-9}
\end{align*}
$$

with $\dot{\mathfrak{C}}_{\mu\left(v_{1}\right)}^{\mu\left(v_{2}\right)}(\mathfrak{d}(e))$ and $\ddot{\mathfrak{C}}_{\mu\left(v_{1}\right)}^{\mu\left(v_{2}\right)}(\mathfrak{d}(e))$ given by (5-1).
7B. Proof of Lemma 6.5. We apply the localization theorem to

$$
\begin{align*}
& \dot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \sigma)}\left(\alpha_{i}, \hbar, q\right)=\sum_{d=0}^{\infty} q^{d} \int_{\bar{Q}_{0, m}\left(\mathbb{P}^{n-1}, d\right)} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a} ; m^{\prime}}^{(d)}\right) \mathrm{ev}_{1}^{*} \phi_{i}}{\hbar-\psi_{1}} \prod_{j=2}^{m}\left(\psi_{j}^{b_{j}} \mathrm{ev}_{j}^{*} \varpi_{j}\right), \\
& \ddot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \boldsymbol{a})}\left(\alpha_{i}, \hbar, q\right)=\sum_{d=0}^{\infty} q^{d} \int_{\bar{Q}_{0, m}\left(\mathbb{P}^{n-1}, d\right)} \frac{\mathbf{e}\left(\ddot{\mathcal{V}_{n ; \mathbf{a}}(d)} \frac{m^{\prime}}{}\right) \mathrm{ev}_{1}^{*} \phi_{i}}{\hbar-\psi_{1}} \prod_{j=2}^{m}\left(\psi_{j}^{b_{j}} \mathrm{ev}_{j}^{*} \varpi_{j}\right), \tag{7-10}
\end{align*}
$$

where $\phi_{i}$ is the equivariant Poincaré dual of the fixed point $P_{i} \in \mathbb{P}^{n-1}$, as in (5-4), and the degree- 0 terms in the $m=2$ case are defined by

$$
\begin{aligned}
& \left.\int_{\bar{Q}_{0,2}\left(\mathbb{P}^{n-1}, 0\right)} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a} ; m^{\prime}}^{(d)}\right) \operatorname{ev}_{1}^{*} \phi_{i}}{\hbar-\psi_{1}}\left(\psi_{2}^{b_{2}} \mathrm{ev}_{2}^{*} \varpi_{2}\right) \equiv(-\hbar)^{b_{2}} \varpi_{2}\right|_{P_{i}}, \\
& \left.\int_{\bar{Q}_{0,2}\left(\mathbb{P}^{n-1}, 0\right)} \frac{\mathbf{e}\left(\ddot{\mathcal{V}}_{n ; \mathbf{a} ; \boldsymbol{m}^{\prime}}^{(d)}\right) \operatorname{ev}_{1}^{*} \phi_{i}}{\hbar-\psi_{1}}\left(\psi_{2}^{b_{2}} \mathrm{ev}_{2}^{*} \varpi_{2}\right) \equiv(-\hbar)^{b_{2}} \varpi_{2} \right\rvert\, P_{P_{i}} .
\end{aligned}
$$

Since $\left.\phi_{i}\right|_{P_{j}}=0$ unless $j=i$, a decorated graph as in (7-3) contributes to the two expressions in (7-10) only if the first marked point is attached to a vertex labeled $i$, that is, $\mu\left(v_{\min }\right)=i$ for the smallest element $v_{\min } \in$ Ver. We show that, just as for Givental's $J$-function, the ( $d, j$ )-summand in (6-2) with $C=\dot{\mathfrak{C}}, \ddot{\mathfrak{C}}$ and $\mathcal{F}=\dot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \boldsymbol{*})}, \ddot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \boldsymbol{\sigma})}$, that is,

$$
\begin{align*}
& \frac{\dot{\mathfrak{C}}_{i}^{j}(d) q^{d}}{\hbar-\left(\alpha_{j}-\alpha_{i} / d\right)} \dot{\mathcal{Z}}_{n ; \mathbf{a} ; \boldsymbol{m}^{\prime}}^{(\mathbf{b}, \boldsymbol{\sigma})}\left(\alpha_{j},\left(\alpha_{j}-\alpha_{i}\right) / d, q\right) \quad \text { and }  \tag{7-11}\\
& \frac{\ddot{\mathfrak{C}}_{i}^{j}(d) q^{d}}{\hbar-\left(\alpha_{j}-\alpha_{i} / d\right)} \ddot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{\mathbf{( b ,}, \boldsymbol{m})}\left(\alpha_{j},\left(\alpha_{j}-\alpha_{i}\right) / d, q\right),
\end{align*}
$$

respectively, is the sum over all graphs such that $\mu\left(v_{\min }\right)=i$, that is, the first marked point is mapped to the fixed point $P_{i} \in \mathbb{P}^{n-1}, v_{\min }$ is a bivalent vertex, that is, $\mathfrak{d}\left(v_{\min }\right)=0, \vartheta^{-1}\left(v_{\min }\right)=\{1\}$, the only edge leaving this vertex is labeled $d$, and the other vertex of this edge is labeled $j$. We also show that the first sum on the right-hand side of (6-2) is the sum over all graphs such that $\mu\left(v_{\min }\right)=i$ and $\operatorname{val}\left(v_{\text {min }}\right) \geq 3$.

If $\Gamma$ is a decorated graph with $\mu\left(v_{\min }\right)=i$ as above,

$$
\begin{equation*}
\left.\mathrm{ev}_{1}^{*} \phi_{i}\right|_{Q_{\Gamma}}=\prod_{k \neq i}\left(\alpha_{i}-\alpha_{k}\right)=\mathbf{e}\left(T_{\mu\left(v_{\min }\right)} \mathbb{P}^{n-1}\right) \tag{7-12}
\end{equation*}
$$

Suppose in addition that $\operatorname{val}\left(v_{\text {min }}\right)=2$ and $\left|\mathrm{E}_{v_{\text {min }}}\right|=1$. Let $v_{1} \equiv\left(v_{\text {min }}\right)_{+}$be the immediate successor of $v_{\min }$ in $\Gamma$ and $e_{1}=\left\{v_{\min }, v_{1}\right\}$ be the edge leaving $v_{\text {min }}$. If


Figure 3. The two subgraphs of the second graph in Figure 1.
$|\operatorname{Edg}|>1$ or $\operatorname{val}\left(v_{1}\right)>2$, that is, $\Gamma$ is not as in the first diagram in Figure 1, we break $\Gamma$ at $v_{1}$ into two "subgraphs":
(i) $\Gamma_{1}=\Gamma_{e_{1}}$ consisting of the vertices $v_{\min } \prec v_{1}$, the edge $\left\{v_{\min }, v_{1}\right\}$, with the $\mathfrak{d}$-value of 0 at both vertices, and a marked point at $v$ and $v_{1}$;
(ii) $\Gamma_{2}$ consisting of all vertices, edges, and marked points of $\Gamma$, other than the vertex $v_{\min }$ and the edge $\left\{v_{\min }, v_{1}\right\}$, and with the marked point 1 attached at $v_{1}$; see Figure 3. By (7-5),

$$
\begin{equation*}
Q_{\Gamma} \approx Q_{\Gamma_{1}} \times Q_{\Gamma_{2}} \tag{7-13}
\end{equation*}
$$

Let $\pi_{1}, \pi_{2}: Q_{\Gamma} \rightarrow Q_{\Gamma_{1}}, Q_{\Gamma_{2}}$ be the component projection maps. By (7-7) and (7-8),

$$
\begin{aligned}
\frac{\mathbf{e}\left(\mathcal{N} Q_{\Gamma}\right)}{\mathbf{e}\left(T_{P_{i}} \mathbb{P}^{n-1}\right)}= & \pi_{1}^{*}\left(\frac{\mathbf{e}\left(\mathcal{N} Q_{\Gamma_{1}}\right)}{\mathbf{e}\left(T_{P_{i}} \mathbb{P}^{n-1}\right)}\right) \cdot \pi_{2}^{*}\left(\frac{\mathbf{e}\left(\mathcal{N} Q_{\Gamma_{2}}\right)}{\mathbf{e}\left(T_{\left.P_{\mu\left(v_{1}\right)}\right)} \mathbb{P}^{n-1}\right)}\right) \cdot\left(\omega_{e ; v_{1}}-\pi_{2}^{*} \psi_{1}\right), \\
& \mathbf{e}\left(\dot{\left.\mathcal{V}_{n ; \mathbf{a} ; m^{\prime}}^{(|\Gamma|)}\right)\left.\right|_{Q_{\Gamma}}=\pi_{1}^{*} \mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{\left(\left|\Gamma_{1}\right|\right)}\right) \cdot \pi_{2}^{*} \mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a} ; m^{\prime}}^{\left(| | \Gamma_{2}\right)}\right),}\right. \\
& \mathbf{e}\left(\left.\ddot{\mathcal{V}}_{n ; \mathbf{a} ; m^{\prime}}^{(|\Gamma|)}\right|_{Q_{\Gamma}}=\pi_{1}^{*} \mathbf{e}\left(\ddot{\mathcal{V}}_{n ; \mathbf{a}}^{\left(\left|\Gamma_{1}\right|\right)}\right) \cdot \pi_{2}^{*} \mathbf{e}\left(\ddot{\mathcal{V}}_{n ; \mathbf{a} ; m^{\prime}}^{\left(\mid \Gamma_{2}\right)}\right) .\right.
\end{aligned}
$$

Combining the above splittings with (7-6), (7-9), and (7-12), we find that

$$
\begin{aligned}
& \left.q^{|\Gamma|} \int_{Q_{\Gamma}} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a} ; m^{\prime}}^{(|\Gamma|)}\right) \mathrm{ev}_{1}^{*} \phi_{i}}{\hbar-\psi_{1}} \prod_{j=2}^{j=m}\left(\psi_{j}^{b_{j}} \mathrm{ev}_{j}^{*} \varpi_{j}\right)\right|_{Q_{\Gamma}} \frac{1}{\mathbf{e}\left(\mathcal{N} Q_{\Gamma}\right)} \\
& =\frac{\dot{\mathfrak{C}}_{i}^{\mu\left(v_{1}\right)}\left(\mathfrak{d}\left(e_{1}\right)\right) q^{\mathfrak{D}\left(e_{1}\right)}}{\hbar-\left(\alpha_{\mu\left(v_{1}\right)}-\alpha_{i}\right) / \mathfrak{d}\left(e_{1}\right)}
\end{aligned}
$$

the same identity holds with $\dot{\mathcal{V}}$ replaced by $\ddot{\mathcal{V}}$ and $\dot{\mathfrak{C}}_{i}^{\mu\left(v_{1}\right)}\left(\mathfrak{d}\left(e_{1}\right)\right)$ by $\ddot{\mathfrak{C}}_{i}^{\mu\left(v_{1}\right)}\left(\mathfrak{d}\left(e_{1}\right)\right)$. By the first equation in (7-10) with $i$ replaced by $\mu\left(v_{1}\right)$ and the localization formula (7-1), the sum of the last factor above over all possibilities for $\Gamma_{2}$, with $\Gamma_{1}$ held
fixed, is

$$
\dot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \boldsymbol{\pi})}\left(\alpha_{\mu\left(v_{1}\right)},\left(\alpha_{\mu\left(v_{1}\right)}-\alpha_{i}\right) / \mathfrak{d}\left(e_{1}\right), q\right)-\left.\delta_{m, 2}\left(\frac{\alpha_{i}-\alpha_{\mu\left(v_{1}\right)}}{\mathfrak{d}\left(e_{1}\right)}\right)^{b_{2}} \varpi_{2}\right|_{P_{\mu\left(v_{1}\right)}} ;
$$

if $\dot{\mathcal{V}}$ is replaced by $\ddot{\mathcal{V}}$, then the sum becomes

$$
\ddot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{\left(\mathbf{b}, \varpi_{)}\right)}\left(\alpha_{\mu\left(v_{1}\right)},\left(\alpha_{\mu\left(v_{1}\right)}-\alpha_{i}\right) / \mathfrak{d}\left(e_{1}\right), q\right)-\left.\delta_{m, 2}\left(\frac{\alpha_{i}-\alpha_{\mu\left(v_{1}\right)}}{\mathfrak{d}\left(e_{1}\right)}\right)^{b_{2}} \varpi_{2}\right|_{P_{\mu\left(v_{1}\right)}} .
$$

In the $m=2$ case, the contributions of the one-edge graph $\Gamma_{i \mu\left(v_{1}\right)}\left(\mathfrak{d}\left(e_{1}\right)\right)$ such as $\mathfrak{d}\left(v_{1}\right)=0$, as in the first diagram in Figure 1, to the two expressions in (7-10) are

$$
\begin{aligned}
& \left.\frac{\dot{\mathfrak{C}}_{i}^{\mu\left(v_{1}\right)}\left(\mathfrak{d}\left(e_{1}\right)\right) q^{\mathfrak{d}\left(e_{1}\right)}}{\hbar_{1}-\left(\alpha_{\mu\left(v_{1}\right)}-\alpha_{i}\right) / \mathfrak{d}\left(e_{1}\right)}\left(\frac{\alpha_{i}-\alpha_{\mu\left(v_{1}\right)}}{\mathfrak{d}\left(e_{1}\right)}\right)^{b_{2}} \varpi_{2}\right|_{P_{\mu\left(v_{1}\right)}} \quad \text { and } \\
& \left.\frac{\ddot{\mathfrak{C}}_{i}^{\mu\left(v_{1}\right)}\left(\mathfrak{d}\left(e_{1}\right)\right) q^{\mathfrak{d}\left(e_{1}\right)}}{\hbar_{1}-\left(\alpha_{\mu\left(v_{1}\right)}-\alpha_{i}\right) / \mathfrak{d}\left(e_{1}\right)}\left(\frac{\alpha_{i}-\alpha_{\mu\left(v_{1}\right)}}{\mathfrak{d}\left(e_{1}\right)}\right)^{b_{2}} \varpi_{2}\right|_{P_{\mu\left(v_{1}\right)}}
\end{aligned}
$$

respectively. Thus, the contributions to the two expressions in (7-10) from all graphs $\Gamma$ such that $\mathfrak{d}\left(v_{\text {min }}\right)=0, \mu\left(v_{1}\right)=j$, and $\mathfrak{d}\left(e_{1}\right)=d$ are given by (7-11), that is, they are the $(d, j)$-summands in the recursions (6-2) for $\dot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \boldsymbol{m})}$ and $\ddot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \boldsymbol{m})}$.

Suppose next that $\Gamma$ is a graph such that $\mu\left(v_{\min }\right)=i$ and $\operatorname{val}\left(v_{\min }\right) \geq 3$. If $|\operatorname{Ver}|>1$, that is, $\Gamma$ is not as in the first diagram in Figure 4, we break $\Gamma$ at $v_{\text {min }}$ into "subgraphs":
(i) $\Gamma_{0}$ consisting of the vertex $\left\{v_{\min }\right\}$ only, with the same $\mu$ and $\mathfrak{d}$-values as in $\Gamma$, with the same marked points as before, along with a marked point $e$ for each edge $e \in \mathrm{E}_{v_{\text {min }}}$ from $v_{\text {min }}$;
(ii) for each $e \in \mathrm{E}_{v_{\text {min }}}, \Gamma_{c ; e}$ consisting of the branch of $\Gamma$ beginning with the edge $e$ at $v_{\text {min }}$, with the $\mathfrak{d}$-value of $v_{\text {min }}$ replaced by 0 , and with one marked point at $v_{\text {min }}$;
see Figure 4 and 8. By (7-5),

$$
\begin{gather*}
Q_{\Gamma} \approx Q_{\Gamma_{0}} \times \prod_{e \in \mathrm{E}_{v_{\text {min }}}} Q_{\Gamma_{c ; e}}=\left(\overline{\mathcal{M}}_{0, m_{0} \mid 0\left(v_{\text {min }}\right)} / \mathbb{S}_{\mathfrak{d}\left(v_{\text {min }}\right)}\right) \times \prod_{e \in \mathrm{E}_{v_{\text {min }}}} Q_{\Gamma_{c ; e}},  \tag{7-14}\\
\text { where } m_{0}=\left|\vartheta^{-1}\left(v_{\text {min }}\right)\right|+\left|\mathrm{E}_{v_{\text {min }}}\right| .
\end{gather*}
$$

Let $\pi_{0}, \pi_{c ; e}$ be the component projection maps in (7-14). Since $\left.\psi_{1}\right|_{Q_{\Gamma}}=\pi_{0}^{*} \psi_{1}, \mathbb{T}$ acts trivially on $\overline{\mathcal{M}}_{0, m_{0} \mid \mathrm{D}\left(v_{\text {min }}\right)}$,

$$
\psi_{1}=1 \times \psi_{1} \in H_{\mathbb{T}}^{*}\left(\overline{\mathcal{M}}_{0, m_{0} \mid \mathcal{D}\left(v_{\text {min }}\right.}\right)=H_{\mathbb{T}}^{*} \otimes H^{*}\left(\overline{\mathcal{M}}_{0, m_{0} \mid \mathcal{O}\left(v_{\text {min }}\right)}\right),
$$



Figure 4. The two subgraphs of the last graph in Figure 1.
that is, $\mathbb{T}$ acts trivially on the universal cotangent line bundle for the first marked point on $\overline{\mathcal{M}}_{0, m_{0} \mid \mathfrak{d}\left(v_{\text {min }}\right)}$, and the dimension of $\overline{\mathcal{M}}_{0, m_{0} \mid \mathfrak{d}\left(v_{\text {min }}\right)}$ is $m_{0}+\mathfrak{d}\left(v_{\text {min }}\right)-3$,

$$
\left.\frac{1}{\hbar-\psi_{1}}\right|_{Q_{\Gamma}}=\sum_{r=0}^{m_{0}+\mathfrak{d}\left(v_{\min }\right)-3} \hbar^{-(r+1)} \pi_{0}^{*} \psi_{1}^{r}
$$

Since $m_{0}+\mathfrak{d}\left(v_{\min }\right) \leq m+|\Gamma|$ and $\Gamma$ contributes to the coefficient of $q^{|\Gamma|}$ in (7-10), it follows that (6-2) holds with $\mathcal{F}$ replaced by $\dot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, w)}$ and $\ddot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, w)}$ with $N_{d}=m+d-2$, $C_{i}^{j}(d)=\dot{\mathfrak{C}}_{i}^{j}(d)$ in the first case, and $C_{i}^{j}(d)=\ddot{\mathfrak{C}}_{i}^{j}(d)$ in the second case.

The argument in this section extends to products of projective spaces and concavex sheaves (1-13) as described in [Cooper and Zinger 2014, Section 6].

## 8. Polynomiality for stable quotients

In this section, we use the classical localization theorem [Atiyah and Bott 1984] to show that the generating functions $\hbar^{m-2} \dot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \varpi)}$ and $\hbar^{m-2} \ddot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \varpi)}$ defined in (6-7) satisfy specific mutual polynomiality conditions of Definition 6.2 with respect to the generating function $\dot{\mathcal{Z}}_{n \text {; a }}$ defined in (3-3). The argument is similar to the proof in [Cooper and Zinger 2014, Section 7] of self-polynomiality for the generating function $\dot{\mathcal{Z}}_{n ; \text { a }}$ defined in (3-3), but requires some modifications.

8A. Proof of Lemma 6.6. The proof involves applying the classical localization theorem [Atiyah and Bott 1984] with $(n+1)$-torus

$$
\tilde{\mathbb{T}} \equiv \mathbb{C}^{*} \times \mathbb{T}
$$

where $\mathbb{T}=\left(\mathbb{C}^{*}\right)^{n}$ as before. We denote the weight of the standard action of the one-torus $\mathbb{C}^{*}$ on $\mathbb{C}$ by $\hbar$. Thus, by Section 3 A ,

$$
H_{\mathbb{C}^{*}}^{*} \approx \mathbb{Q}[\hbar], \quad H_{\widetilde{\mathbb{}}}^{*} \approx \mathbb{Q}\left[\hbar, \alpha_{1}, \ldots, \alpha_{n}\right] .
$$

Throughout this section, $V=\mathbb{C} \oplus \mathbb{C}$ denotes the representation of $\mathbb{C}^{*}$ with the weights 0 and $-\hbar$. The induced action on $\mathbb{P} V$ has two fixed points:

$$
q_{1} \equiv[1,0], \quad q_{2} \equiv[0,1]
$$

With $\gamma_{1} \rightarrow \mathbb{P} V$ denoting the tautological line bundle,

$$
\begin{equation*}
\left.\mathbf{e}\left(\gamma_{1}^{*}\right)\right|_{q_{1}}=0,\left.\quad \mathbf{e}\left(\gamma_{1}^{*}\right)\right|_{q_{2}}=-\hbar, \quad \mathbf{e}\left(T_{q_{1}} \mathbb{P} V\right)=\hbar, \quad \mathbf{e}\left(T_{q_{2}} \mathbb{P} V\right)=-\hbar \tag{8-1}
\end{equation*}
$$

this follows from our definition of the weights in [Cooper and Zinger 2014, Section 3].

For each $d \in \mathbb{Z}^{\geq 0}$, the action of $\tilde{\mathbb{T}}$ on $\mathbb{C}^{n} \otimes \operatorname{Sym}^{d} V^{*}$ induces an action on

$$
\overline{\mathfrak{X}}_{d} \equiv \mathbb{P}\left(\mathbb{C}^{n} \otimes \operatorname{Sym}^{d} V^{*}\right)
$$

It has $(d+1) n$ fixed points:

$$
P_{i}(r) \equiv\left[\tilde{P}_{i} \otimes u^{d-r} v^{r}\right], \quad i \in[n], r \in\{0\} \cup[d],
$$

if $(u, v)$ are the standard coordinates on $V$ and $\tilde{P}_{i} \in \mathbb{C}^{n}$ is the $i$-th coordinate vector (so that $\left[\tilde{P}_{i}\right]=P_{i} \in \mathbb{P}^{n-1}$ ). Let

$$
\Omega \equiv \mathbf{e}\left(\gamma^{*}\right) \in H_{\widetilde{\mathbb{T}}}^{*}\left(\overline{\mathfrak{X}}_{d}\right)
$$

denote the equivariant hyperplane class.
For all $i \in[n]$ and $r \in\{0\} \cup[d]$,

$$
\begin{equation*}
\left.\Omega\right|_{P_{i}(r)}=\alpha_{i}+r \hbar, \quad \mathbf{e}\left(T_{P_{i}(r)} \overline{\mathfrak{X}}_{d}\right)=\left.\left\{\prod_{\substack{s=0 \\(s, k) \neq(r, i)}}^{d} \prod_{k=1}^{n}\left(\Omega-\alpha_{k}-s \hbar\right)\right\}\right|_{\Omega=\alpha_{i}+r \hbar} \tag{8-2}
\end{equation*}
$$

Since

$$
\begin{gathered}
B \overline{\mathfrak{X}}_{d}=\mathbb{P}\left(B\left(\mathbb{C}^{n} \otimes \operatorname{Sym}^{d} V^{*}\right)\right) \rightarrow B \widetilde{\mathbb{T}} \quad \text { and } \\
c\left(B\left(\mathbb{C}^{n} \otimes \operatorname{Sym}^{d} V^{*}\right)\right)=\prod_{s=0}^{d} \prod_{k=1}^{n}\left(1-\left(\alpha_{k}+s \hbar\right)\right) \in H^{*}(B \widetilde{\mathbb{T}}),
\end{gathered}
$$

the $\widetilde{\mathbb{T}}$-equivariant cohomology of $\overline{\mathfrak{X}}_{d}$ is given by

$$
\begin{aligned}
H_{\mathbb{\mathbb { V }}}^{*}\left(\overline{\mathfrak{X}}_{d}\right) \equiv H^{*}\left(B \overline{\mathfrak{X}}_{d}\right) & =H^{*}(B \tilde{\mathbb{U}})[\Omega] / \prod_{s=0}^{d} \prod_{k=1}^{n}\left(\Omega-\left(\alpha_{k}+s \hbar\right)\right) \\
& \approx \mathbb{Q}\left[\Omega, \hbar, \alpha_{1}, \ldots, \alpha_{n}\right] / \prod_{s=0}^{d} \prod_{k=1}^{n}\left(\Omega-\alpha_{k}-s \hbar\right) \\
& \subset \mathbb{Q}_{\alpha}[\hbar, \Omega] / \prod_{s=0}^{d} \prod_{k=1}^{n}\left(\Omega-\alpha_{k}-s \hbar\right)
\end{aligned}
$$

In particular, every element of $H_{\tilde{\mathbb{T}}}^{*}\left(\overline{\mathfrak{X}}_{d}\right)$ is a polynomial in $\Omega$ with coefficients in $\mathbb{Q}_{\alpha}[\hbar]$ of degree at most $(d+1) n-1$.

For each $d \in \mathbb{Z}^{\geq 0}$, let
$\mathfrak{X}_{d}^{\prime}=\left\{b \in \bar{Q}_{0, m}\left(\mathbb{P} V \times \mathbb{P}^{n-1},(1, d)\right): \mathrm{ev}_{1}(b) \in q_{1} \times \mathbb{P}^{n-1}, \mathrm{ev}_{2}(b) \in q_{2} \times \mathbb{P}^{n-1}\right\}$.

A general element of $b$ of $\mathfrak{X}_{d}^{\prime}$ determines a morphism

$$
(f, g): \mathbb{P}^{1} \rightarrow\left(\mathbb{P} V, \mathbb{P}^{n-1}\right),
$$

up to an automorphism of the domain $\mathbb{P}^{1}$. Thus, the morphism

$$
g \circ f^{-1}: \mathbb{P} V \rightarrow \mathbb{P}^{n-1}
$$

is well defined and determines an element $\theta(b) \in \overline{\mathfrak{X}}_{d}$. By [Cooper and Zinger 2014, Section 7], this morphism extends to a $\tilde{\mathbb{T}}$-equivariant morphism

$$
\theta=\theta_{d}: \mathfrak{X}_{d}^{\prime \prime} \rightarrow \overline{\mathfrak{X}}_{d} .^{8}
$$

If $d \in \mathbb{Z}^{+}$, there is also a natural forgetful morphism

$$
F: \mathfrak{X}_{d}^{\prime} \rightarrow \bar{Q}_{0, m}\left(\mathbb{P}^{n-1}, d\right),
$$

which drops the first sheaf in the pair and contracts one component of the domain if necessary. If in addition $m \geq m^{\prime} \geq 2, f_{m^{\prime}, m}$ is as in (6-5), and $\mathcal{V}_{n ; \mathbf{a}}^{(d)}$ is as in (1-3), let

$$
\mathcal{V}_{n ; \mathbf{a} ; m^{\prime}}^{(d)}=f_{m^{\prime}, m}^{*} \mathcal{V}_{n ; \mathbf{a}}^{(d)} \rightarrow \bar{Q}_{0, m}\left(\mathbb{P}^{n-1}, d\right) .
$$

From the usual short exact sequence for the restriction along $\sigma_{1}$, we find that

$$
\begin{equation*}
\mathbf{e}\left(\mathcal{V}_{n ; \mathbf{a} ; m^{\prime}}^{(d)}\right)=\langle\mathbf{a}\rangle \operatorname{ev}_{1}^{*} \mathbf{x}^{\ell(\mathbf{a})} \mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a} ; m^{\prime}}^{(d)}\right) \in H_{\mathbb{T}}^{*}\left(\bar{Q}_{0, m}\left(\mathbb{P}^{n-1}, d\right)\right) . \tag{8-4}
\end{equation*}
$$

In the case $d=0$, we set

$$
\begin{aligned}
& F^{*} \mathbf{e}\left(\mathcal{V}_{n ; \mathbf{a} ; m^{\prime}}^{(0)}\right)=\langle\mathbf{a}\rangle \mathrm{ev}_{1}^{*}\left(1 \times \mathbf{x}^{\ell(\mathbf{a})}\right) \in H^{*}\left(\bar{Q}_{0, m}\left(\mathbb{P} V \times \mathbb{P}^{n-1},(1,0)\right)\right), \\
& F^{*} \mathbf{e}\left(\ddot{\mathcal{V}}_{n ; \mathbf{a} ; m^{\prime}}^{(0)}\right)=1 \in H^{*}\left(\bar{Q}_{0, m}\left(\mathbb{P} V \times \mathbb{P}^{n-1},(1,0)\right)\right) .
\end{aligned}
$$

Lemma 8.1. Let $l \in \mathbb{Z}^{\geq 0}, m, m^{\prime}, n \in \mathbb{Z}^{+}$with $m \geq m^{\prime} \geq 2$, and $\mathbf{a} \in\left(\mathbb{Z}^{*}\right)^{l}$. With $\dot{\mathcal{Z}}_{n ; \mathbf{a}}, \dot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \sigma)}, \ddot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \sigma)}$ as in (3-3) and (6-7),

$$
\begin{align*}
& (-\hbar)^{m-2} \Phi^{\check{\eta}} \dot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}, \check{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \tilde{\prime})}}(\hbar, z, q)  \tag{8-5}\\
& \quad=\sum_{d=0}^{\infty} q^{d} \int_{\mathfrak{X}_{d}^{\prime}} \mathrm{e}^{\left(\theta^{*} \Omega\right) z} F^{*} \mathbf{e}\left(\check{\mathcal{V}}_{n ; \mathbf{a} ; m^{\prime}}^{(d)}\right) \psi_{2}^{b_{2}} \operatorname{ev}_{2}^{*} \varpi_{2} \prod_{j=3}^{m} \psi_{j}^{b_{j}} \operatorname{ev}_{j}^{*}\left(\mathbf{e}\left(\gamma_{1}^{*}\right) \varpi_{j}\right) .
\end{align*}
$$

with $(\check{\mathcal{Z}}, \check{\mathcal{V}}, \check{\eta})=(\dot{\mathcal{Z}}, \mathcal{V}, \dot{\eta}),(\ddot{\mathcal{Z}}, \ddot{\mathcal{V}}, \ddot{\eta})$.
Since the right-hand sides of the above expressions lie in $H_{\widetilde{\mathbb{N}}}^{*} \llbracket z, q \rrbracket \subset \mathbb{Q}_{\alpha}[\hbar] \llbracket z, q \rrbracket$, this lemma is a more precise version of Lemma 6.6.

[^23]

Figure 5. A graph representing a fixed locus in $\mathfrak{X}_{d}^{\prime} ; i \neq 1,3$.
8B. Proof of Lemma 8.1. We apply the localization theorem of [Atiyah and Bott 1984] to the $\widetilde{\mathbb{T}}$-action on $\mathfrak{X}_{d}^{\prime}$. We show that each fixed locus of the $\tilde{\mathbb{T}}$-action on $\mathfrak{X}_{d}^{\prime}$ contributing to the right-hand sides in (8-5) corresponds to a pair $\left(\Gamma_{1}, \Gamma_{2}\right)$ of decorated graphs as in (7-3), with $\Gamma_{1}$ and $\Gamma_{2}$ contributing to the two generating functions in the subscript of the corresponding correlator $\Phi$ evaluated at $x=\alpha_{i}$ for some $i \in[n]$.

Similarly to Section 7 , the fixed loci of the $\tilde{\mathbb{T}}$-action on $\bar{Q}_{0, m}\left(\mathbb{P} V \times \mathbb{P}^{n-1},\left(d^{\prime}, d\right)\right)$ correspond to decorated graphs $\Gamma$ with $m$ marked points distributed between the ends of $\Gamma$. The map $\mathfrak{d}$ should now take values in pairs of nonnegative integers, indicating the degrees of the two subsheaves. The map $\mu$ should similarly take values in the pairs $(i, j)$ with $i \in[2]$ and $j \in[n]$, indicating the fixed point $\left(q_{i}, P_{j}\right)$ to which the vertex is mapped. The $\mu$-values on consecutive vertices must differ by precisely one of the two components.

The situation for the $\tilde{\mathbb{T}}$-action on

$$
\mathfrak{X}_{d}^{\prime} \subset \bar{Q}_{0, m}\left(\mathbb{P} V \times \mathbb{P}^{n-1},(1, d)\right)
$$

is simpler, however. There is a unique edge of positive $\mathbb{P} V$-degree; we draw it as a thick line in Figure 5. The first component of the value of $\mathfrak{d}$ on all other edges and on all vertices must be 0 ; so we drop it. The first component of the value of $\mu$ on the vertices changes only when the thick edge is crossed. Thus, we drop the first components of the vertex labels as well, with the convention that these components are 1 on the left side of the thick edge and 2 on the right. In particular, the vertices to the left of the thick edge (including the left endpoint) lie in $q_{1} \times \mathbb{P}^{n-1}$ and the vertices to its right lie in $q_{2} \times \mathbb{P}^{n-1}$. Thus, by (8-3), the marked point 1 is attached to a vertex to the left of the thick edge and the marked point 2 is attached to a vertex to the right. By the localization formula (7-1) and the first equation in (8-1), $\Gamma$ does not contribute to the right-hand sides in (8-5) unless the marked points indexed by $j \geq 3$ are also attached to vertices to the right of the thick edge. Finally, the remaining, second component of $\mu$ takes the same value $i \in[n]$ on the two vertices of the thick edge.

Let $\mathcal{A}_{i}$ denote the set of graphs as above so that the $\mu$-value on the two endpoints of the thick edge is labeled $i$; see Figure 5. We break each graph $\Gamma \in \mathcal{A}_{i}$ into three subgraphs:
(i) $\Gamma_{1}$ consisting of all vertices of $\Gamma$ to the left of the thick edge, including its left vertex $v_{1}$ with its $\mathfrak{d}$-value, and a new marked point attached to $v_{1}$;


Figure 6. The three subgraphs of the graph in Figure 5.
(ii) $\Gamma_{0}$ consisting of the thick edge $e_{0}$, its two vertices $v_{1}$ and $v_{2}$, with $\mathfrak{d}$-values set to 0 , and new marked points 1 and 2 attached to $v_{1}$ and $v_{2}$, respectively;
(iii) $\Gamma_{2}$ consisting of all vertices to the right of the thick edge, including its right vertex $v_{2}$ with its $\mathfrak{d}$-value, and a new marked point attached to $v_{2}$;
see Figure 6. From (7-5), we then obtain a splitting of the fixed locus in $\mathfrak{X}_{d}^{\prime}$ corresponding to $\Gamma$ :

$$
\begin{equation*}
Q_{\Gamma} \approx Q_{\Gamma_{1}} \times Q_{\Gamma_{0}} \times Q_{\Gamma_{2}} \subset \bar{Q}_{0,2}\left(\mathbb{P}^{n-1},\left|\Gamma_{1}\right|\right) \times \bar{Q}_{0,2}(\mathbb{P} V, 1) \times \bar{Q}_{0, m}\left(\mathbb{P}^{n-1},\left|\Gamma_{2}\right|\right) \tag{8-6}
\end{equation*}
$$

The exceptional cases are $\left|\Gamma_{1}\right|=0$ and $m=2,\left|\Gamma_{2}\right|=0$; the above isomorphism then holds with the corresponding component replaced by a point.

Let $\pi_{1}, \pi_{0}$, and $\pi_{2}$ denote the three component projection maps in (8-6). By (7-7),
(8-7) $\frac{\mathbf{e}\left(\mathcal{N} Q_{\Gamma}\right)}{\mathbf{e}\left(T_{P_{i}} \mathbb{P}^{n-1}\right)}$

$$
=\pi_{1}^{*}\left(\frac{\mathbf{e}\left(\mathcal{N} Q_{\Gamma_{1}}\right)}{\mathbf{e}\left(T_{P_{i}} \mathbb{P}^{n-1}\right)}\right) \cdot \pi_{2}^{*}\left(\frac{\mathbf{e}\left(\mathcal{N} Q_{\Gamma_{2}}\right)}{\mathbf{e}\left(T_{P_{i}} \mathbb{P}^{n-1}\right)}\right) \cdot\left(\omega_{e_{0} ; v_{1}}-\pi_{1}^{*} \psi_{2}\right)\left(\omega_{e_{0} ; v_{2}}-\pi_{2}^{*} \psi_{1}\right)
$$

Since for every $j=m^{\prime}+1, \ldots, m$ the closest vertex of $\operatorname{Ver}_{m^{\prime}}$ lies to the right of the thick edge, by (7-8) and (8-4),

$$
\begin{align*}
& F^{*} \mathbf{e}\left(\left.\mathcal{V}_{n ; \mathbf{a} ; m^{\prime}}^{(||\Gamma|)}\right|_{Q_{\Gamma}}=\dot{\eta}\left(\alpha_{i}\right) \pi_{1}^{*} \mathbf{e}\left(\ddot{\mathcal{V}}_{n ; \mathbf{a}}^{\left(\left|\Gamma_{1}\right|\right)}\right) \pi_{2}^{*} \mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a} ; m^{\prime}}^{\left(\left|\Gamma_{2}\right|\right)}\right.\right.  \tag{8-8}\\
& \left.F^{*} \mathbf{e}\left(\ddot{\mathcal{V}_{n ; \mathbf{a}}^{(|\Gamma|} ; m^{\prime}}\right)\right|_{Q_{\Gamma}}=\ddot{\eta}\left(\alpha_{i}\right) \pi_{1}^{*} \mathbf{e}\left(\ddot{\mathcal{V}}_{n ; \mathbf{a}}^{\left(\left|\Gamma_{1}\right|\right)}\right) \pi_{2}^{*} \mathbf{e}\left(\ddot{\mathcal{V}}_{n ; \mathbf{a} ; m^{\prime}}^{\left(\left|\Gamma_{2}\right|\right)}\right.
\end{align*}
$$

Since $Q_{\Gamma_{0}}$ consists of a degree-1 map, by the last two identities in (8-1)

$$
\begin{equation*}
\omega_{e_{0} ; v_{1}}=\hbar, \quad \omega_{e_{0} ; v_{2}}=-\hbar \tag{8-9}
\end{equation*}
$$

The morphism $\theta$ takes the locus $Q_{\Gamma}$ to a fixed point $P_{k}(r) \in \overline{\mathfrak{X}}_{d}$. It is immediate that $k=i$. By continuity considerations, $r=\left|\Gamma_{1}\right|$. Thus, by the first identity in (8-2),

$$
\begin{equation*}
\left.\theta^{*} \Omega\right|_{Q_{\Gamma}}=\alpha_{i}+\left|\Gamma_{1}\right| \hbar \tag{8-10}
\end{equation*}
$$

Combining (8-7)-(8-10) and the second equation in (8-1), we obtain

$$
\begin{align*}
& q^{|\Gamma|} \int_{Q_{\Gamma}} \frac{\mathrm{e}^{\left(\theta^{*} \Omega\right) z} F^{*} \mathbf{e}\left(\mathcal{V}_{\left.n ; \mathbf{a}, m^{\prime}\right)}^{(|\Gamma|}\right) \psi_{2}^{b_{2}} \mathrm{ev}_{2}^{*} \varpi_{2} \prod_{j=3}^{m} \psi_{j}^{b_{j}} \mathrm{ev}_{j}^{*}\left(\mathbf{e}\left(\gamma_{1}^{*}\right) \varpi_{j}\right)}{\mathbf{e}\left(\mathcal{N} Q_{\Gamma}\right)}  \tag{8-11}\\
& =\frac{(-\hbar)^{m-2} \dot{\eta}\left(\alpha_{i}\right) \mathrm{e}^{\alpha_{i} z}}{\prod_{k \neq i}\left(\alpha_{i}-\alpha_{k}\right)}\left\{\left.\mathrm{e}^{\left|\Gamma_{1}\right| \hbar z} q^{\left|\Gamma_{1}\right|} \int_{Q_{\Gamma_{1}}} \frac{\mathbf{e}\left(\ddot{\mathcal{V}}_{n ; \mathbf{a}}^{\left(\left|\Gamma_{\mathbf{a}}\right|\right)}\right) \mathrm{ev}_{2}^{*} \phi_{i}}{\hbar-\psi_{2}}\right|_{Q_{\Gamma_{1}}} \frac{1}{\mathbf{e}\left(\mathcal{N} Q_{\Gamma_{1}}\right)}\right\} \\
& \quad \quad \times\left\{\left.q^{\left|\Gamma_{2}\right|} \int_{Q_{\Gamma_{2}}} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{\left.n ; \mathbf{a} ; m^{\prime}\right)}^{\left(\left|\Gamma_{2}\right|\right)}\right) \mathrm{ev}_{1}^{*} \phi_{i} \prod_{j=2}^{m}\left(\psi_{j}^{b_{j}} \mathrm{ev}_{j}^{*} \varpi_{j}\right)}{(-\hbar)-\psi_{1}}\right|_{Q_{\Gamma_{2}}} \frac{1}{\mathbf{e}\left(\mathcal{N} Q_{\Gamma_{2}}\right)}\right\} .
\end{align*}
$$

This identity remains valid with $\left|\Gamma_{1}\right|=0$ and/or $m=2,\left|\Gamma_{2}\right|=0$ if we set the corresponding integral to 1 or to $\left.\hbar^{b_{2}} \varpi_{2}\right|_{P_{i}}$, respectively.

We now sum up the last identity over all $\Gamma \in \mathcal{A}_{i}$. This is the same as summing over all pairs $\left(\Gamma_{1}, \Gamma_{2}\right)$ of decorated graphs such that
(1) $\Gamma_{1}$ is a 2 -pointed graph of degree $d_{1} \geq 0$ such that the marked point 2 is attached to a vertex labeled $i$;
(2) $\Gamma_{2}$ is an $m$-pointed graph of degree $d_{2} \geq 0$ such that the marked point 1 is attached to a vertex labeled $i$.

By the localization formula (7-1) and symmetry,

$$
\begin{aligned}
& 1+\sum_{\Gamma_{1}}\left(q \mathrm{e}^{\hbar z}\right)^{\left|\Gamma_{1}\right|}\left\{\int_{Q_{\Gamma_{1}}} \frac{\mathbf{e}\left(\ddot{\mathcal{V}}_{n ; \mathbf{a}}^{\left(\left|\Gamma_{1}\right|\right)}\right) \mathrm{ev}_{2}^{*} \phi_{i}}{\left(\hbar-\psi_{2}\right) \mathbf{e}\left(\mathcal{N} Q_{\Gamma_{1}}\right)}\right\} \\
& =1+\sum_{d=1}^{\infty}\left(q \mathrm{e}^{\hbar z}\right)^{d} \int_{\bar{Q}_{0,2}\left(\mathbb{P}^{n-1}, d\right)} \frac{\mathbf{e}\left(\ddot{\mathcal{V}}_{n ; \mathbf{a}}^{(d)}\right) \mathrm{ev}_{2}^{*} \phi_{i}}{\hbar-\psi_{2}}=\dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\alpha_{i}, \hbar, q \mathrm{e}^{\hbar z}\right) ; \\
& \delta_{m, 2} \hbar^{b_{2}} \varpi_{2} \left\lvert\, P_{i}+\sum_{\Gamma_{2}} q^{\left|\Gamma_{2}\right|}\left\{\int_{Q_{\Gamma_{2}}} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a} ; m^{\prime}}^{\left(\left|\Gamma_{2}\right|\right)} \mathrm{ev}_{1}^{*} \phi_{i} \prod_{j=2}^{m}\left(\psi_{j}^{b_{j}} \mathrm{ev}_{j}^{*} \varpi_{j}\right)\right.}{\mathbf{e}\left(\mathcal{N} Q_{\Gamma_{2}}\right)\left(-\hbar-\psi_{1}\right)}\right\}\right. \\
& =\left.\delta_{m, 2} \hbar^{b_{2}} \varpi_{2}\right|_{P_{i}}+\sum_{d=\max (3-m, 0)}^{\infty} q^{d} \int_{\bar{Q}_{0, m}\left(\mathbb{P}^{n-1}, d\right)} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{\left.n ; \mathbf{a} ; m^{\prime}\right)}^{\left(\left|\Gamma_{2}\right|\right)}\right) \operatorname{ev}_{1}^{*} \phi_{i} \prod_{j=2}^{m}\left(\psi_{j}^{b_{j}} \mathrm{ev}_{j}^{*} \varpi_{j}\right)}{\left(-\hbar-\psi_{1}\right)} \\
& =\dot{\mathcal{Z}}_{n ; \mathbf{a} ; \boldsymbol{m}^{\prime}}^{(\mathbf{b}, \boldsymbol{\pi})}\left(\alpha_{i},-\hbar, q\right) .
\end{aligned}
$$

Combining with this with (7-1), we obtain

$$
\begin{aligned}
& \sum_{d=0}^{\infty} q^{d} \int_{\mathfrak{X}_{d}^{\prime}} \mathrm{e}^{\left(\theta^{*} \Omega\right) z} F^{*} \mathbf{e}\left(\mathcal{V}_{n ; \mathbf{a} ; m^{\prime}}^{(d)}\right) \psi_{2}^{b_{2}} \mathrm{ev}_{2}^{*} \varpi_{2} \prod_{j=3}^{m} \psi_{j}^{b_{j}} \mathrm{ev}_{j}^{*}\left(\mathbf{e}\left(\gamma_{1}^{*}\right) \varpi_{j}\right) \\
& =(-\hbar)^{m-2} \sum_{i=1}^{n} \frac{\dot{\eta}\left(\alpha_{i}\right) \mathrm{e}^{\alpha_{i} z}}{\prod_{k \neq i}\left(\alpha_{i}-\alpha_{k}\right)} \dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\alpha_{i}, \hbar, q \mathrm{e}^{\hbar z}\right) \dot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \sigma)}\left(\alpha_{i},-\hbar, q\right) \\
& =(-\hbar)^{m-2} \Phi_{\dot{\mathcal{Z}}_{n ; \mathrm{a}} \dot{\mathrm{Z}}_{n ; ; a ; m^{\prime}}^{\dot{( } \mathbf{( b , \omega )}}}(\hbar, z, q),
\end{aligned}
$$

as claimed in the $\dot{\mathcal{Z}}$ identity in (8-5).
From (8-7)-(8-10), we also find that (8-11) holds with $\mathcal{V}$ and $\dot{\mathcal{V}}$ replaced by $\ddot{\mathcal{V}}$ and $\dot{\eta}$ by $\ddot{\eta}$, with the same conventions in the $\left|\Gamma_{1}\right|=0$ and $m=2,\left|\Gamma_{2}\right|=0$ cases. We then sum up the resulting identity over all pairs $\left(\Gamma_{1}, \Gamma_{2}\right)$ of decorated graphs as in the previous paragraph. The sum of the terms in the first curly brackets over all possibilities for $\Gamma_{1}$ is exactly the same as before, while the sum of the terms in the second curly brackets over all possibilities for $\Gamma_{2}$ is described by the same expression as before with $\dot{\mathcal{V}}_{n ; \mathbf{a} ; m^{\prime}}^{\left(\left|\Gamma_{2}\right|\right)}$ and $\dot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \boldsymbol{a})}$ replaced by $\ddot{\mathcal{V}}_{n ; \mathbf{a} ; m^{\prime}}^{\left(\left|\Gamma_{2}\right|\right)}$ and $\ddot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \boldsymbol{m})}$, respectively. Thus,

$$
\begin{aligned}
& \sum_{d=0}^{\infty} q^{d} \int_{\mathfrak{X}_{d}^{\prime}} \mathrm{e}^{\left(\theta^{*} \Omega\right) z} F^{*} \mathbf{e}\left(\ddot{\mathcal{V}}_{n ; \mathbf{a} ; m^{\prime}}^{(d)}\right) \psi_{2}^{b_{2}} \mathrm{ev}_{2}^{*} \varpi_{2} \prod_{j=3}^{m} \psi_{j}^{b_{j}} \mathrm{ev}_{j}^{*}\left(\mathbf{e}\left(\gamma_{1}^{*}\right) \varpi_{j}\right) \\
& =(-\hbar)^{m-2} \sum_{i=1}^{n} \frac{\ddot{\eta}\left(\alpha_{i}\right) \mathrm{e}^{\alpha_{i} z}}{\prod_{k \neq i}\left(\alpha_{i}-\alpha_{k}\right)} \dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\alpha_{i}, \hbar, q \mathrm{e}^{\hbar z}\right) \ddot{\mathcal{Z}}_{n ; \mathbf{a} ; m^{\prime}}^{(\mathbf{b}, \sigma)}\left(\alpha_{i},-\hbar, q\right)
\end{aligned}
$$

as claimed in the $\ddot{\mathcal{Z}}$ identity in (8-5).
In the case of products of projective spaces and concavex sheaves (1-13), the spaces

$$
\bar{Q}_{0, m}\left(\mathbb{P} V \times \mathbb{P}^{n-1},(1, d)\right) \quad \text { and } \quad \overline{\mathfrak{X}}_{d}=\mathbb{P}\left(\mathbb{C}^{n} \otimes \operatorname{Sym}^{d} V^{*}\right)
$$

are replaced by

$$
\begin{gathered}
\bar{Q}_{0, m}\left(\mathbb{P} V \times \mathbb{P}^{n_{1}-1} \times \cdots \times \mathbb{P}^{n_{p}-1},\left(1, d_{1}, \ldots, d_{p}\right)\right) \quad \text { and } \\
\quad \mathbb{P}\left(\mathbb{C}^{n_{1}} \otimes \operatorname{Sym}^{d_{1}} V^{*}\right) \times \cdots \times \mathbb{P}\left(\mathbb{C}^{n_{p}} \otimes \operatorname{Sym}^{d_{p}} V^{*}\right),
\end{gathered}
$$

respectively. Lemma 8.1 extends to this situation by replacing $z$ and $q$ in (8-5) with $z_{1}, \ldots, z_{p}$ and $q_{1}, \ldots, q_{p}, q^{d}$ with $q_{1}^{d_{1}} \cdots q_{p}^{d_{p}}, \mathfrak{X}_{d}^{\prime}$ with $\mathfrak{X}_{d_{1}, \ldots, d_{p}}^{\prime}, \mathrm{e}^{\left(\theta^{*} \Omega z\right)}$ with $\mathrm{e}^{\left(\theta^{*} \Omega_{1}\right) z_{1}+\cdots+\left(\theta^{*} \Omega_{p}\right) z_{p}}$, and the indices $d$ and $n$ on the bundles $\mathcal{V}, \ddot{\mathcal{V}}$ with $\left(d_{1}, \ldots, d_{p}\right)$ and ( $n_{1}, \ldots, n_{p}$ ), and summing over $d_{1}, \ldots, d_{p} \geq 0$ instead of $d \geq 0$. The vertices of the thick edge in Figure 5 are now labeled by a tuple ( $i_{1}, \ldots, i_{p}$ ) with $i_{s} \in\left[n_{s}\right]$, as needed for the extension of Definition 6.2 described at the end of Section 6. The relation (8-10) becomes

$$
\left.\theta^{*} \Omega_{s}\right|_{Q_{\Gamma}}=\alpha_{s ; i_{s}}+\left|\Gamma_{1}\right|_{s} \hbar,
$$

where $\left|\Gamma_{1}\right|_{s}$ is the sum of the $s$-th components of the values of $\mathfrak{d}$ on the vertices and edges of $\Gamma_{1}$ (corresponding to the degree of the maps to $\mathbb{P}^{n_{s}-1}$ ). Otherwise, the proof is identical.

## 9. Stable quotients vs. Hurwitz numbers

Our proof of Propositions 4.1 and 4.2 that describe twisted Hurwitz numbers on $\overline{\mathcal{M}}_{0,3 \mid d}$ is analogous to the proof of [Cooper and Zinger 2014, Theorem 4], which describes similar integrals on $\overline{\mathcal{M}}_{0,2 \mid d}$. In particular, we show that it is sufficient to verify the statements of Propositions 4.1 and 4.2 for each fixed $\mathbf{a}$ and for all $n$ sufficiently large (compared to $|\mathbf{a}|$ ). For $v_{n}(\mathbf{a})>0$, we obtain the statements of Propositions 4.1 and 4.2 by analyzing the secondary (middle) terms in the recursion (6-2) for the three-point generating functions $\dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{(\mathbf{0}, \mathbf{1})}$ and $\dot{\mathcal{Z}}_{n ; \mathbf{a} ; 2}^{(\mathbf{0}, \mathbf{1})}$ defined in (3-32) and (3-34), respectively. We also use (3-35) and (3-33). The latter is the string equation for stable quotients invariants; in Proposition 9.3, we show that it is equivalent to Proposition 4.2 whenever $v_{n}(\mathbf{a}) \geq 0$. In Proposition 9.2, we show that (3-33) is equivalent to Proposition 4.1 whenever $v_{n}(\mathbf{a}) \geq 0$. We confirm Proposition 4.1 whenever $v_{n}(\mathbf{a})>0$ using Proposition 6.3; see Corollary 9.1. Since it is sufficient to verify the statement of Proposition 4.1 with $v_{n}(\mathbf{a})>0$, the $v_{n}(\mathbf{a})=0$ case of Proposition 4.1 then concludes the proof of (3-33).

9A. Proof of Propositions 3.1, 4.1, and 4.2. With $n$ and $\mathbf{a}$ as in Propositions 4.1 and 4.2 and $b_{1}, b_{2}, b_{3}, r \in \mathbb{Z} \geq 0$, let

$$
\begin{aligned}
& \mathcal{F}_{n ; \mathbf{a}}^{\left(b_{1}, b_{2}, b_{3}\right)}\left(\alpha_{i}, q\right)=\sum_{d=0}^{\infty} \frac{q^{d}}{d!} \int_{\overline{\mathcal{M}}_{0,3 \mid d}} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{\mathbf{a}}^{(d)}\left(\alpha_{i}\right)\right) \psi_{1}^{b_{1}} \psi_{2}^{b_{2}} \psi_{3}^{b_{3}}}{\prod_{k \neq i} \mathbf{e}\left(\dot{\mathcal{V}}_{1}^{(d)}\left(\alpha_{i}-\alpha_{k}\right)\right)}, \\
& \mathcal{F}_{n ; \mathbf{a}, r}^{\left(b_{1}, b_{2}, b_{3}\right)}\left(\alpha_{i}, q\right)=\sum_{d=0}^{\infty} \frac{q^{d}}{d!} \int_{\overline{\mathcal{M}}_{0,3 \mid d}} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{\mathbf{a} ; r}^{(d)}\left(\alpha_{i}\right)\right) \psi_{1}^{b_{1}} \psi_{2}^{b_{2}} \psi_{3}^{b_{3}}}{\left.\prod_{k \neq i} \mathbf{e} \dot{\mathcal{V}}_{1}^{(d)}\left(\alpha_{i}-\alpha_{k}\right)\right)} .
\end{aligned}
$$

By [Cooper and Zinger 2014, Remark 8.5],

$$
\begin{equation*}
\mathcal{F}_{n ; \mathbf{a}}^{\left(b_{1}, b_{2}, b_{3}\right)}\left(\alpha_{i}, q\right)=\frac{\xi_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)^{b_{1}+b_{2}+b_{3}}}{b_{1}!b_{2}!b_{3}!} \mathcal{F}_{n ; \mathbf{a}}^{(0,0,0)}\left(\alpha_{i}, q\right) ; \tag{9-1}
\end{equation*}
$$

thus, it is sufficient to show that

$$
\begin{equation*}
\mathcal{F}_{n ; \mathbf{a}}^{(0,0,0)}\left(\alpha_{i}, q\right)=\frac{1}{\dot{\Phi}_{n ; \mathbf{a}}^{(0)}\left(\alpha_{i}, q\right)} . \tag{9-2}
\end{equation*}
$$

By the same reasoning as in [Cooper and Zinger 2014, Remarks 8.4, 8.5],

$$
\mathcal{F}_{n ; \mathbf{a} ; r}^{\left(b_{1}, b_{2}, b_{3}\right)}\left(\alpha_{i}, q\right)=\frac{\xi_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)^{b_{1}+b_{2}}}{b_{1}!b_{2}!} \mathcal{F}_{n ; \mathbf{a} ; r}^{\left(0,0, b_{3}\right)}\left(\alpha_{i}, q\right) ;
$$

thus, it is sufficient to show that

$$
\begin{equation*}
\sum_{b=0}^{\infty} \sum_{r=0}^{\infty} \mathcal{F}_{n ; \mathbf{a} ; r}^{(0,0, b)}\left(\alpha_{i}, q\right) \underset{\hbar=0}{\mathfrak{R}}\left\{\frac{(-1)^{b}}{\hbar^{b+1}} \llbracket \dot{\mathcal{Y}}_{n ; \varnothing}\left(\alpha_{i}, \hbar, q\right) \rrbracket_{q ; r} q^{r}\right\}=1 . \tag{9-3}
\end{equation*}
$$

Corollary 9.1. Let $l \in \mathbb{Z}^{\geq 0}, n \in \mathbb{Z}^{+}$, and $\mathbf{a} \in\left(\mathbb{Z}^{*}\right)^{l}$. If $v_{n}(\mathbf{a})>0$,

$$
\dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{(\mathbf{0}, \mathbf{1})}(\mathbf{x}, \hbar, q)=\hbar^{-1} \dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q) \in H_{\mathbb{U}}^{*}\left(\mathbb{P}^{n-1}\right) \llbracket \hbar^{-1}, q \rrbracket .
$$

Proof. By Lemma 6.4(ii) and Lemmas 6.5 and 6.6, the series $\hbar \dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{(\mathbf{0}, \mathbf{1}} \mathbf{( \mathbf { x } , \hbar , q ) \text { and } , ~}$ $\dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)$ are $\mathfrak{C}$-recursive and satisfy the $\dot{\eta}$-MPC with respect to $\dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)$, no matter what $n$ and a are. It is immediate that

$$
\dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q) \cong 1\left(\bmod \hbar^{-1}\right)
$$

If $v_{n}(\mathbf{a})>0$ and $d \in \mathbb{Z}^{+}$,

$$
\operatorname{dim} \bar{Q}_{0,3}\left(\mathbb{P}^{n-1}, d\right)-\operatorname{rk} \dot{\mathcal{V}}_{n ; \mathbf{a} ; 3}^{(d)}=v_{n}(\mathbf{a}) d+(n-1)>n-1=\operatorname{dim} \mathbb{P}^{n-1}
$$

Thus,

$$
\hbar \dot{\mathcal{Z}}_{n ; \mathbf{a} ; \mathbf{3}}^{(\mathbf{0}, \mathbf{1})}(\mathbf{x}, \hbar, q) \cong 1\left(\bmod \hbar^{-1}\right),
$$

whenever $v_{n}(\mathbf{a})>0$. The claim now follows from Proposition 6.3.
Proposition 9.2. If $l \in \mathbb{Z}^{\geq 0}, n \in \mathbb{Z}^{+}$, and $\mathbf{a} \in\left(\mathbb{Z}^{*}\right)^{l}$ are such that $v_{n}(\mathbf{a}) \geq 0$, then

$$
\begin{equation*}
\dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{(\mathbf{0}, \mathbf{1})}(\mathbf{x}, \hbar, q)=\hbar^{-1} \frac{\dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)}{\dot{I}_{0}(q)} \in\left(H_{\mathbb{\Psi}}^{*}\left(\mathbb{P}^{n-1}\right)\right) \llbracket \hbar^{-1}, q \rrbracket \tag{9-4}
\end{equation*}
$$

if and only if (9-2) holds for all $i \in[n]$.
Proposition 9.3. If $l \in \mathbb{Z}^{\geq 0}, n \in \mathbb{Z}^{+}$, and $\mathbf{a} \in\left(\mathbb{Z}^{*}\right)^{l}$ are such that $v_{n}(\mathbf{a}) \geq n$, then

$$
\begin{equation*}
\dot{\mathcal{Z}}_{n ; \mathbf{a} ; 2}^{(\mathbf{0}, \mathbf{1})}(\mathbf{x}, \hbar, q)=\hbar^{-1} \dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q) \in\left(H_{\mathbb{U}}^{*}\left(\mathbb{P}^{n-1}\right)\right) \llbracket \hbar^{-1}, q \rrbracket \tag{9-5}
\end{equation*}
$$

if and only if (9-3) holds for all $i \in[n]$.
For any $t, t^{\prime} \in[d]$ with $t \neq t^{\prime}$, let $\Delta_{t t^{\prime}} \in H^{2}\left(\overline{\mathcal{M}}_{0, m \mid d}\right)$ denote the class of the diagonal divisor

$$
\left\{\left[\mathcal{C}, y_{1}, \ldots, y_{m} ; \hat{y}_{1}, \ldots, \hat{y}_{d}\right] \in \overline{\mathcal{M}}_{g, m \mid d}: \hat{y}_{t}=\hat{y}_{t^{\prime}}\right\} .
$$

For any $t \in[d]$, let

$$
\Delta_{t}=\sum_{t^{\prime}>t} \Delta_{t t^{\prime}}
$$

We denote by $\mathfrak{s}_{1}, \mathfrak{s}_{2}, \ldots$ the elementary symmetric polynomials in

$$
\left\{\beta_{k}\right\}=\left\{\left(\alpha_{i}-\alpha_{k}\right)^{-1}: k \neq i\right\}
$$

for any given number of formal variables $\beta_{k}$. Let

$$
A_{\mathbf{a}}\left(\alpha_{i}\right)=\prod_{a_{k}>0}\left(a_{k}^{a_{k}} \alpha_{i}^{a_{k}}\right) \prod_{a_{k}<0}\left(a_{k}^{-a_{k}} \alpha_{i}^{-a_{k}}\right), \quad A_{n ; \mathbf{a}}\left(\alpha_{i}\right)=\frac{A_{\mathbf{a}}\left(\alpha_{i}\right)}{\prod_{k \neq i}\left(\alpha_{i}-\alpha_{k}\right)} .
$$

Proof of (9-2). By (1) in the proof of [Cooper and Zinger 2014, Proposition 8.3],
(9-6) $\frac{\llbracket \mathcal{F}_{n ; \mathbf{a}}^{(0,0,0)}\left(\alpha_{i}, q\right) \rrbracket_{q ; d}}{A_{n ; \mathbf{a}}^{d}\left(\alpha_{i}\right)}$

$$
\begin{aligned}
& =\int_{\overline{\mathcal{M}}_{0,3 \mid d}} \frac{\prod_{a_{k}>0} \prod_{t=1}^{d} \prod_{\lambda=1}^{a_{k}}\left(1-\frac{\lambda \hat{\psi}_{t}}{a_{k} \alpha_{i}}+\frac{\Delta_{t}}{\alpha_{i}}\right) \prod_{a_{k}<0} \prod_{t=1}^{d} \prod_{\lambda=0}^{-a_{k}-1}\left(1+\frac{\lambda \hat{\psi}_{t}}{a_{k} \alpha_{i}}+\frac{\Delta_{t}}{\alpha_{i}}\right)}{\prod_{k \neq i} \prod_{t=1}^{d}\left(1-\frac{\hat{\psi}_{t}}{\alpha_{i}-\alpha_{k}}+\frac{\Delta_{t}}{\alpha_{i}-\alpha_{k}}\right)} \\
& =\mathcal{H}_{\mathbf{a}: d}\left(\alpha_{i}^{-1}, \mathfrak{s}_{1}, \ldots, \mathfrak{s}_{d}\right)
\end{aligned}
$$

for some $\mathcal{H}_{\mathbf{a} ; d} \in \mathbb{Q}\left[y, \mathfrak{s}_{1}, \ldots, \mathfrak{s}_{d}\right]$ dependent only on $\mathbf{a}$ and $d$, but not on $n .{ }^{9}$ Similarly, for any $d, d^{\prime} \in \mathbb{Z}^{\geq 0}$ there exists $\dot{\mathcal{Y}}_{\mathbf{a} ; d, d^{\prime}} \in \mathbb{Q}\left[y, \mathfrak{s}_{1}, \ldots, \mathfrak{s}_{d^{\prime}}\right]$, independent of $n$, such that

$$
\begin{equation*}
\llbracket \hbar^{d} \llbracket \dot{\mathcal{Y}}_{n ; \mathbf{a}}\left(\alpha_{i}, \hbar, q\right) \rrbracket_{q ; d} \rrbracket_{\hbar ; d^{\prime}}=A_{n ; \mathbf{a}}^{d}\left(\alpha_{i}\right) \dot{\mathcal{Y}}_{\mathbf{a} ; d, d^{\prime}}\left(y, \mathfrak{s}_{1}, \ldots, \mathfrak{s}_{d^{\prime}}\right) \tag{9-7}
\end{equation*}
$$

Thus, by (4-9), there exist $\xi_{\mathbf{a} ; d}, \dot{\Phi}_{\mathbf{a} ; d}^{(0)} \in \mathbb{Q}\left[y, \mathfrak{s}_{1}, \ldots, \mathfrak{s}_{d}\right]$, independent of $n$, such that

$$
\begin{aligned}
\llbracket \xi_{n ; \mathbf{a}}\left(\alpha_{i}, q\right) \rrbracket_{q ; d} & \equiv \underset{\hbar=0}{\Re} \llbracket \log \dot{\mathcal{Y}}_{n ; \mathbf{a}}\left(\alpha_{i}, \hbar, q\right) \rrbracket_{q ; d}=A_{n ; \mathbf{a}}^{d}\left(\alpha_{i}\right) \xi_{\mathbf{a} ; d}\left(\alpha_{i}^{-1}, \mathfrak{s}_{1}, \ldots, \mathfrak{s}_{d-1}\right), \\
\llbracket \dot{\Phi}_{n ; \mathbf{a}}^{(0)}\left(\alpha_{i}, q\right) \rrbracket_{q ; d} & \equiv \underset{\hbar=0}{\mathfrak{R}} \frac{1}{\hbar} \llbracket \mathrm{e}^{-\xi_{n ; \mathbf{a}}\left(\alpha_{i}, q\right) / \hbar} \dot{\mathcal{Y}}_{n ; \mathbf{a}}\left(\alpha_{i}, \hbar, q\right) \rrbracket_{q ; d} \\
& =A_{n ; \mathbf{a}}^{d}\left(\alpha_{i}\right) \dot{\Phi}_{\mathbf{a} ; d}^{(0)}\left(\alpha_{i}^{-1}, \mathfrak{s}_{1}, \ldots, \mathfrak{s}_{d}\right)
\end{aligned}
$$

We conclude that (9-2) is equivalent to

$$
\sum_{\substack{d_{1}, d_{2} \geq 0 \\ d_{1}+d_{2}=d}} \mathcal{H}_{\mathbf{a} ; d_{1}} \dot{\Phi}_{\mathbf{a} ; d_{2}}^{(0)}=\delta_{d, 0} \text { for all } d \in \mathbb{Z}^{\geq 0}
$$

By Corollary 9.1 and Proposition 9.2, these relations hold whenever $v_{n}(\mathbf{a})>0$; since they do not involve $n$, they thus hold for all pairs $(n, \mathbf{a})$.

Proof of (9-3). For $t \in[d+1]$ and $r \in \mathbb{Z}^{\geq 0}$, we define $\hat{\psi}_{t}^{\prime}, \Delta_{t ; r}^{\prime} \in H^{2}\left(\overline{\mathfrak{M}}_{0,3 \mid d}\right)$ by

$$
\hat{\psi}_{t}^{\prime}=f_{2 ; 3}^{*} \hat{\psi}_{t}, \quad \Delta_{t ; r}=f_{2 ; 3}^{*} \Delta_{t}+ \begin{cases}(r-1) f_{2 ; 3}^{*} \Delta_{t, d+1} & \text { if } t \leq d \\ 0 & \text { if } t=d+1\end{cases}
$$

[^24]Similarly to (1) in the proof of [Cooper and Zinger 2014, Proposition 8.3],

$$
\begin{aligned}
& a_{k}>0 \Rightarrow \mathbf{e}\left(\dot{\mathcal{V}}_{a_{k} ; r}^{(d)}\left(\alpha_{i}\right)\right)=\prod_{t=1}^{d} \prod_{\lambda=1}^{a_{k}}\left(a_{k} \alpha_{i}-\lambda \hat{\psi}_{t}^{\prime}+a_{k} \Delta_{t ; r}^{\prime}\right) \cdot \prod_{\lambda=1}^{r a_{k}}\left(a_{k} \alpha_{i}-\lambda \hat{\psi}_{d+1}^{\prime}\right) \\
& a_{k}<0 \Rightarrow \mathbf{e}\left(\dot{\mathcal{V}}_{a_{k} ; r}^{(d)}\left(\alpha_{i}\right)\right)=\prod_{t=1}^{d} \prod_{\lambda=0}^{-a_{k}-1}\left(a_{k} \alpha_{i}+\lambda \hat{\psi}_{t}^{\prime}+a_{k} \Delta_{t ; r}^{\prime}\right) \cdot \prod_{\lambda=0}^{-r a_{k}-1}\left(a_{k} \alpha_{i}+\lambda \hat{\psi}_{d+1}^{\prime}\right) .
\end{aligned}
$$

Thus, similarly to (9-6),

$$
\frac{\llbracket \mathcal{F}_{n ; \mathbf{a}, r}^{(0,0, b)}\left(\alpha_{i}, q\right) \rrbracket_{q ; d}}{A_{n ; \mathbf{a}}\left(\alpha_{i}\right)^{d} A_{\mathbf{a}}\left(\alpha_{i}\right)^{r}}=\mathcal{H}_{\mathbf{a} ; r ; d}^{(b)}\left(\alpha_{i}^{-1}, \mathfrak{s}_{1}, \ldots, \mathfrak{s}_{d}\right)
$$

for some $\mathcal{H}_{\mathbf{a} ; r ; d}^{(b)} \in \mathbb{Q}\left[y, \mathfrak{s}_{1}, \ldots, \mathfrak{s}_{d}\right]$ dependent only on $\mathbf{a}, r, b$, and $d$, but not on $n$. Thus, by (9-7) with $\mathbf{a}=\varnothing$, (9-3) is equivalent to

$$
\sum_{\substack{d_{1}, d_{2} \geq 0 \\ d_{1}+d_{2}=d}} \sum_{b=0}^{\infty}(-1)^{b} \mathcal{H}_{\mathrm{a} ; d_{2} ; d_{1}}^{(b)} \dot{\mathcal{Y}}_{\varnothing ; d_{2}, d_{2}+b}=\delta_{d, 0} \text { for all } d \in \mathbb{Z}^{\geq 0}
$$

By (3-35) and Proposition 9.3, these relations hold whenever $v_{n}(\mathbf{a}) \geq 0$; since they do not involve $n$, they thus hold for all pairs ( $n, \mathbf{a}$ ).

9B. Proof of Proposition 9.2. We study the secondary (middle) terms in the recursions (6-2) for

$$
\widetilde{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q) \equiv \hbar^{-1} \frac{\dot{\mathcal{Z}}_{n ; \mathbf{a}(\mathbf{x}, \hbar, q)}}{\dot{I}_{0}(q)} \quad \text { and } \quad \dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{(\mathbf{0}, \mathbf{1})}(\mathbf{x}, \hbar, q)
$$

We show that (9-4) implies (9-2) by considering the $r=-1$ coefficients in these recursions. Conversely, if (9-2) holds, we show that the $r=-1$ coefficients in these recursions are described in the same degree-recursive way in terms of the corresponding power series; Proposition 6.3 and Lemma 6.5 then imply that $\dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{(\mathbf{0}, \mathbf{1}}=\widetilde{\mathcal{Z}}_{n ; \mathbf{a} \cdot}{ }^{10}$

By Lemmas 6.4 and 6.5,
(9-8)

$$
\begin{aligned}
& \dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\alpha_{i}, \hbar, q\right) \\
& =\sum_{d=0}^{\infty} \sum_{r=0}^{N_{d}-1}\left\{\dot{\mathcal{Z}}_{n ; \mathbf{a}} \mathbf{a}_{i}^{r}(d) \hbar^{-r} q^{d}+\sum_{d=1}^{\infty} \sum_{j \neq i} \frac{\dot{\mathfrak{C}}_{i}^{j}(d) q^{d}}{\hbar-\left(\alpha_{j}-\alpha_{i}\right) / d} \dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\alpha_{j},\left(\alpha_{j}-\alpha_{i}\right) / d, q\right),\right.
\end{aligned}
$$

[^25]\[

$$
\begin{aligned}
& \widetilde{\mathcal{Z}}_{n ; \mathbf{a}}\left(\alpha_{i}, \hbar, q\right) \\
& \quad=\sum_{d=0}^{\infty} \sum_{r=1}^{N_{d}}\left\{\widetilde{\mathcal{Z}}_{n ; \mathbf{a}}\right\}_{i}^{r}(d) \hbar^{-r} q^{d}+\sum_{d=1}^{\infty} \sum_{j \neq i} \frac{\dot{\mathfrak{C}}_{i}^{j}(d) q^{d}}{\hbar-\left(\alpha_{j}-\alpha_{i}\right) / d} \widetilde{\mathcal{Z}}_{n ; \mathbf{a}}\left(\alpha_{j},\left(\alpha_{j}-\alpha_{i}\right) / d, q\right),
\end{aligned}
$$
\]

for some $N_{d} \in \mathbb{Z}^{+}$and $\left\{\dot{\mathcal{Z}}_{n ; \mathbf{a}}\right\}_{i}^{r}(d),\left\{\widetilde{\mathcal{Z}}_{n ; \mathbf{a}}\right\}_{i}^{r}(d) \in \mathbb{Q}_{\alpha}$. It is immediate that

$$
\begin{aligned}
& \dot{I}_{0}(q) \sum_{d=0}^{\infty}\left\{\widetilde{\mathcal{Z}}_{n ; \mathbf{a}}\right\}_{i}^{1}(d) q^{d}-\sum_{d=0}^{\infty}\left\{\dot{\mathcal{Z}}_{n ; \mathbf{a}}\right\}_{i}^{0}(d) q^{d} \\
& =-\sum_{d=1}^{\infty} \sum_{j \neq i} \frac{\dot{\mathfrak{C}}_{i}^{j}(d) q^{d}}{\left(\alpha_{j}-\alpha_{i}\right) / d} \dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\alpha_{j},\left(\alpha_{j}-\alpha_{i}\right) / d, q\right) \\
& =-\sum_{d=1}^{\infty} \sum_{j \neq i} \underset{\hbar=\left(\alpha_{j}-\alpha_{i}\right) / d}{\mathfrak{R}}\left\{\hbar^{-1} \dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\alpha_{i}, \hbar, q\right)\right\} \\
& =\underset{\hbar=0, \infty}{\Re}\left\{\hbar^{-1} \dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\alpha_{i}, \hbar, q\right)\right\}=\underset{\hbar=0}{\Re}\left\{\hbar^{-1} \dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\alpha_{i}, \hbar, q\right)\right\}-1 ;
\end{aligned}
$$

the first and second equalities above follow from the first equation in (9-8), while the third from the residue theorem on $\mathbb{P}^{1}$ and (9-8) again, which implies that the coefficients of $q^{d}$ in $\dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\alpha_{i}, \hbar, q\right)$ are regular in $\hbar$ away from $\hbar=\left(\alpha_{j}-\alpha_{i}\right) / d$ with $d \in \mathbb{Z}^{+}$and $j \neq i$ and $\hbar=0, \infty$. Combining the last identity with the first statement in (3-12), and (4-9), we obtain

$$
\begin{equation*}
\sum_{d=0}^{\infty}\left\{\widetilde{\mathcal{Z}}_{n ; \mathbf{a}}\right\}_{i}^{1}(d) q^{d}=\frac{\dot{\Phi}_{n ; \mathbf{a}}^{(0)}(q)}{\dot{I}_{0}(q)^{2}}-\sum_{b=1}^{\infty} \frac{\xi_{n ; \mathbf{a}}(q)^{b}}{b!} \mathfrak{R}_{\hbar=0}\left\{\frac{(-1)^{b}}{\hbar^{b}} \widetilde{\mathcal{Z}}_{n ; \mathbf{a}}\left(\alpha_{i}, \hbar, q\right)\right\} \tag{9-9}
\end{equation*}
$$

By Lemma 6.5,

$$
\begin{aligned}
& \dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{(\mathbf{0}, \mathbf{1})}\left(\alpha_{i}, \hbar, q\right) \\
& \quad=\sum_{d=0}^{\infty} \sum_{r=1}^{N_{d}}\left\{\dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{(\mathbf{0}, \mathbf{1})}\right\}_{i}^{r}(d) \hbar^{-r} q^{d}+\sum_{d=1}^{\infty} \sum_{j \neq i} \frac{\dot{\mathfrak{C}}_{i}^{j}(d) q^{d}}{\hbar-\left(\alpha_{j}-\alpha_{i}\right) / d} \dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{(\mathbf{0}, \mathbf{1})}\left(\alpha_{j},\left(\alpha_{j}-\alpha_{i}\right) / d, q\right),
\end{aligned}
$$

for some $N_{d} \in \mathbb{Z}^{+}$and $\left\{\dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{(\mathbf{0}, \mathbf{1})}\right\}_{i}^{r}(d) \in \mathbb{Q}_{\alpha}$. By Section 7 B , the secondary coefficients $\left\{\dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{(\mathbf{0}, \mathbf{1})}\right\}_{i}^{r}(d)$ arise from the contributions of decorated graphs $\Gamma$ as in (7-3) such that the vertex $v_{\min }$ to which the first marked point is attached is of valence 3 or higher. In this case, there are four types of such graphs, as shown in Figure 7:
(i) single-vertex graphs;
(ii) graphs with either marked point 2 or 3 , but not both, attached to $v_{\min }$, that is, $\left|\vartheta^{-1}\left(v_{\min }\right)\right|=2 ;$
(iii) graphs with two edges leaving $v_{\text {min }}$, that is, $\left|\mathrm{E}_{v_{\text {min }}}\right|=2$;
(iv) graphs with $\left|\vartheta^{-1}\left(v_{\text {min }}\right)\right|,\left|\mathrm{E}_{v_{\text {min }}}\right|=1$, but $\mathfrak{d}\left(v_{\text {min }}\right)>0$.


Figure 7. The four types of graphs determining the secondary coefficients $\left\{\dot{Z}_{n ; \mathbf{a} ; 3}^{(0,3)}\right\}_{i}^{r}(d)$.

By (7-7), (7-8), and (7-12), the contribution of the graphs of type (i) to the sum $\sum_{d=0}^{\infty}\left\{\dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{(\mathbf{0}, \mathbf{1}}\right\}_{i}^{1}(d) q^{d}$ is

$$
\begin{equation*}
\sum_{d=0}^{\infty} \frac{q^{d}}{d!} \int_{\overline{\mathcal{M}}_{0,3 \mid d}} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{\mathbf{a}}^{(d)}\left(\alpha_{i}\right)\right)}{\prod_{k \neq i} \mathbf{e}\left(\dot{\mathcal{V}}_{1}^{(d)}\left(\alpha_{i}-\alpha_{k}\right)\right)}=\mathcal{F}_{n ; \mathbf{a}}^{(0,0,0)}\left(\alpha_{i}, q\right) . \tag{9-10}
\end{equation*}
$$

In the three remaining cases, we split each decorated graph $\Gamma$ into subgraphs as on page 485 ; see Figure 8 . Let $\pi_{0}$, $\pi_{c ; e}$ denote the projection maps in the decomposition (7-14). By (7-7) and (7-8),
(9-11)

$$
\begin{aligned}
& \frac{\mathbf{e}\left(\mathcal{N} Q_{\Gamma}\right)}{\mathbf{e}\left(T_{P_{i}} \mathbb{P}^{n-1}\right)}=\prod_{k \neq i} \pi_{0}^{*} \mathbf{e}\left(\dot{\mathcal{V}}_{1}^{\left(\left|\Gamma_{0}\right|\right)}\left(\alpha_{i}-\alpha_{k}\right)\right) \cdot \prod_{e \in \mathrm{E}_{v_{\text {min }}}}\left(\pi_{c ; e}^{*} \frac{\mathbf{e}\left(\mathcal{N} Q_{\Gamma_{c ; e}}\right)}{\mathbf{e}\left(T_{P_{i}} \mathbb{P}^{n-1}\right)}\left(\omega_{e ; v_{\min }}-\pi_{0}^{*} \psi_{e}\right)\right), \\
& \left.\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{(|\Gamma|)}\right)\right|_{Q_{\Gamma}}=\pi_{0}^{*} \mathbf{e}\left(\dot{\mathcal{V}}_{\mathbf{a}}^{\left(\left|\Gamma_{0}\right|\right)}\left(\alpha_{i}\right)\right) \cdot \prod_{e \in \mathrm{E}_{v_{\text {min }}}} \pi_{c ; e}^{*} \mathbf{e} \mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{\left(\left|\Gamma_{c ; e}\right|\right)}\right)
\end{aligned}
$$

Thus, the contribution of $\Gamma$ to $\sum_{d=0}^{\infty}\left\{\dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{\mathbf{0}, \mathbf{1})}\right\}_{i}^{1}(d) q^{d}$ is

$$
\begin{align*}
& q^{|\Gamma|} \int_{Q_{\Gamma}} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{\dot{(|\Gamma|)})\left.\mathrm{ev}_{1}^{*} \phi_{i}\right|_{Q_{\Gamma}}}\right.}{\mathbf{e}\left(\mathcal{N} Q_{\Gamma}\right)}  \tag{9-12}\\
&=\sum_{\mathbf{b} \in\left(\mathbb{Z}^{2}\right)^{\mathrm{E}_{v_{\min }}}}\left(\frac{q^{d_{0}}}{d_{0}!} \int_{\overline{\mathcal{M}}_{0, m_{0} \mid d_{0}}} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{\mathbf{a}}^{\left(d_{0}\right)}\left(\alpha_{i}\right)\right) \prod_{e \in \mathrm{E}_{v_{\min }}} \psi_{e}^{b_{e}}}{\prod_{k \neq i} \mathbf{e}\left(\dot{\mathcal{V}}_{1}^{\left(d_{0}\right)}\left(\alpha_{i}-\alpha_{k}\right)\right)}\right. \\
&\left.\times \prod_{e \in \mathrm{E}_{v_{\min }}} q^{\left|\Gamma_{c ; e \mid}\right|} \omega_{e ; v_{\min }}^{-\left(b_{e}+1\right)} \int_{Q_{\Gamma_{c ; e}}} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{\left(\left|\Gamma_{c ; e}\right|\right)}\right) \mathrm{ev}_{1}^{*} \phi_{i}}{\mathbf{e}\left(\mathcal{N} Q_{\left.\Gamma_{c ; e}\right)}\right)}\right)
\end{align*}
$$

where $m_{0}=\left|\vartheta^{-1}\left(v_{\min }\right)\right|+\left|\mathrm{E}_{v_{\text {min }}}\right|$ (which equals 3 if $\Gamma$ is of type (ii) or (iii), or 2 if $\Gamma$ is of type (iv) above) and $d_{0}=\mathfrak{d}\left(v_{\text {min }}\right)$.


Figure 8. The subgraphs of the second and third graphs in Figure 7.
We now sum up (9-12) over all possibilities for $\Gamma$ of each of the three types. For each $e \in \mathrm{E}_{v_{\text {min }}}$, let $v_{e} \in \operatorname{Ver}$ denote the vertex of $e$ other than $v_{\text {min }}$. By (7-6) and Section 7B, the sum of the factor corresponding to $e \in \mathrm{E}_{v_{\text {min }}}$ over all possibilities for $\Gamma_{e}$ with $\mathfrak{d}(e)=d_{e}$ and $\mu\left(v_{e}\right)=j_{e}$ fixed is

$$
(-1)^{b_{e}+1} \underset{\hbar=\left(\alpha_{\left.j_{e}-\alpha_{i} / d_{e}\right)}^{\mathfrak{R}}\right.}{\mathfrak{R}}\left\{\hbar^{-\left(b_{e}+1\right)} \dot{\mathcal{Z}}\left(\alpha_{i}, \hbar, q\right)\right\},
$$

where $\dot{\mathcal{Z}}=\dot{\mathcal{Z}}_{n ; \mathbf{a}}$ in cases (ii) and (iii) and $\dot{\mathcal{Z}}=\dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{(\mathbf{1}, \mathbf{0}}$ in case (iv). Thus, by the residue theorem on $\mathbb{P}^{1}$ and Lemma 6.5 , the sum of the factors corresponding to $e \in \mathrm{E}_{v_{\text {min }}}$ over all possibilities for $\Gamma_{e}$ is

$$
(-1)^{b_{e}} \mathfrak{\Re} \mathfrak{R}_{n=0, \infty}\left\{\frac{\dot{\mathcal{Z}}\left(\alpha_{i}, \hbar, q\right)}{\hbar^{b_{e}+1}}\right\}=(-1)^{b_{e}} \mathfrak{R}\left\{\frac{\dot{\mathcal{Z}}\left(\alpha_{i}, \hbar, q\right)}{\hbar^{b_{e}+1}}\right\}- \begin{cases}\delta_{b_{e}, 0} & \text { in cases (ii), (iii); }  \tag{9-13}\\ 0 & \text { in case (iv). }\end{cases}
$$

Combining (9-12) and (9-13) with (9-1), the first equation in (3-12), and (4-9), we find that the contribution to $\sum_{d=0}^{\infty}\left\{\dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{\left(\mathbf{0}, 3_{i}\right.}\right\}_{i}^{1}(d) q^{d}$ from all graphs $\Gamma$ of types (ii) and (iii) above is given by

$$
\begin{aligned}
\mathcal{F}_{n ; \mathbf{a}}^{(0,0,0)}\left(\alpha_{i}, q\right) & \sum_{\mathbf{b} \in\left(\mathbb{Z}^{2}\right)^{\mathrm{E}_{v_{m i n}}}} \\
& \frac{\left(-\xi_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)\right)^{|\mathbf{b}|}}{\mathbf{b}!} \prod_{e \in \mathrm{E}_{v_{\min }}}\left(\Re_{\hbar=0}^{\Re}\left\{\frac{1}{\hbar^{b_{e}+1}} \dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\alpha_{i}, \hbar, q\right)\right\}-\delta_{b_{e}, 0}\right) \\
& =\mathcal{F}_{n ; \mathbf{a}}^{(0,0,0)}\left(\alpha_{i}, q\right)\left(\Re_{\hbar=0}^{\Re\{ }\left\{\frac{1}{\hbar} \mathrm{e}^{-\frac{\xi_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)}{\hbar}} \dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\alpha_{i}, \hbar, q\right)\right\}-1\right)^{\left|\mathrm{E}_{v_{\min }}\right|} \\
& =\mathcal{F}_{n ; \mathbf{a}}^{(0,0,0)}\left(\alpha_{i}, q\right)\left(\frac{\dot{\Phi}_{n ; \mathbf{a}}^{(0)}\left(\alpha_{i}, q\right)}{\dot{I}_{0}(q)}-1\right)^{\left|\mathrm{E}_{v_{\min }}\right|}
\end{aligned}
$$

with $\left|\mathrm{E}_{v_{\text {min }}}\right|=1$ in (ii) and $\left|\mathrm{E}_{v_{\text {min }}}\right|=2$ in (iii). Using [Cooper and Zinger 2014, Theorem 4] instead of (9-1), we find that the contribution to $\sum_{d=0}^{\infty}\left\{\dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{\mathbf{0}, \mathbf{1})}\right\}_{i}^{1}(d) q^{d}$ from all graphs $\Gamma$ of type (iv) above is given by

$$
\begin{aligned}
&-\sum_{b=0}^{\infty} \frac{\left(-\xi_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)\right)^{b+1}}{(b+1)!} \underset{\hbar=0}{\mathfrak{R}}\left\{\frac{1}{\hbar^{b+1}} \dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{(\mathbf{0}, \mathbf{3}}\left(\alpha_{i}, \hbar, q\right)\right\} \\
&=-\sum_{b=1}^{\infty} \frac{\xi_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)^{b}}{b!} \underset{\hbar=1}{\mathfrak{R}\left\{\frac{(-1)^{b}}{\hbar^{b}} \dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{(\mathbf{0}, \mathbf{1})}\left(\alpha_{i}, \hbar, q\right)\right\}}
\end{aligned}
$$

Putting this all together and taking into account that there are two flavors of type (ii) graphs, we conclude that

$$
\begin{align*}
& \sum_{d=0}^{\infty}\left\{\dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{(\mathbf{0}, \mathbf{1})}\right\}_{i}^{1}(d) q^{d}=\mathcal{F}_{n ; \mathbf{a}}^{(0,0,0)}\left(\alpha_{i}, q\right) \frac{\dot{\Phi}_{n ; \mathbf{a}}^{(0)}\left(\alpha_{i}, q\right)^{2}}{\dot{I}_{0}(q)^{2}}  \tag{9-14}\\
&-\sum_{b=1}^{\infty} \frac{\xi_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)^{b}}{b!} \not \Re_{\hbar=0}\left\{\frac{(-1)^{b}}{\hbar^{b}} \dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{(\mathbf{0}, \mathbf{1})}\left(\alpha_{i}, \hbar, q\right)\right\}
\end{align*}
$$

This is the same degree-recursive relation as (9-9) if and only if (9-2) holds.
9C. Proof of Proposition 9.3. We next apply the same argument to the power series

$$
\widetilde{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q) \equiv \hbar^{-1} \dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q) \quad \text { and } \quad \dot{\mathcal{Z}}_{n ; \mathbf{a} ; 2}^{(\mathbf{0}, \mathbf{1})}(\mathbf{x}, \hbar, q)
$$

In this case, (9-9) becomes

$$
\begin{equation*}
\sum_{d=0}^{\infty}\left\{\widetilde{\mathcal{Z}}_{n ; \mathbf{a}}\right\}_{i}^{1}(d) q^{d}=\frac{\dot{\Phi}_{n ; \mathbf{a}}^{(0)}(q)}{\dot{I}_{0}(q)}-\sum_{b=1}^{\infty} \frac{\xi_{n ; \mathbf{a}}(q)^{b}}{b!} \Re_{\hbar=0}^{\Re}\left\{\frac{(-1)^{b}}{\hbar^{b}} \widetilde{\mathcal{Z}}_{n ; \mathbf{a}}\left(\alpha_{i}, \hbar, q\right)\right\} \tag{9-15}
\end{equation*}
$$

The graphs contributing to $\left\{\dot{\mathcal{Z}}_{n ; \mathbf{a}}\right\}_{i}^{r}(d)$ are the same as before, as are the decomposition (7-14) and the first splitting in (9-11). However, the second splitting in (9-11) changes. For graphs $\Gamma$ of type (i) and (ii) with $\vartheta(3)=v_{\text {min }}$, it becomes

$$
\left.\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a} ; 2}^{(|\Gamma|)}\right)\right|_{Q_{\Gamma}}=\pi_{0}^{*} \mathbf{e}\left(\dot{\mathcal{V}}_{\mathbf{a} ; 0}^{\cdot\left(\left|\Gamma_{0}\right|\right)}\left(\alpha_{i}\right)\right) \cdot \pi_{c ; e}^{*} \mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{\left(\left|\Gamma_{c ; e}\right|\right)}\right)
$$

with the second factor being 1 for the graphs of type (i) and $e \in \mathrm{E}_{v_{\text {min }}}$ denoting the unique element for the graphs of type (ii). For graphs of type (ii) with $\vartheta(2)=v_{\text {min }}$, graphs of type (iii), and graphs of type (iv), it becomes

$$
\begin{aligned}
& \left.\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a} ; 2}^{(|| |)}\right)\right|_{Q_{\Gamma}}=\pi_{0}^{*} \mathbf{e}\left(\dot{\mathcal{V}}_{\mathbf{a} ;\left|\Gamma_{c ; e}\right|}^{\left(\left|\Gamma_{0}\right|\right)}\left(\alpha_{i}\right)\right), \\
& \left.\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a} ; 2}^{(|\Gamma|)}\right)\right|_{Q_{\Gamma}}=\pi_{0}^{*} \mathbf{e}\left(\dot{\mathcal{V}}_{\mathbf{a} ; \mid \Gamma_{c ; e_{3}}^{\left(\left|\Gamma_{0}\right|\right)}}\left(\alpha_{i}\right)\right) \cdot \pi_{c ; e_{2}}^{*} \mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{\left(\left|\Gamma_{c ; e_{2}}\right|\right)}\right), \\
& \left.\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a} ; 2}^{(|\Gamma|)}\right)\right|_{Q_{\Gamma}}=\pi_{0}^{*} \mathbf{e}\left(\dot{\mathcal{V}}_{\mathbf{a}}^{\left(\left|\Gamma_{0}\right|\right)}\left(\alpha_{i}\right)\right) \cdot \pi_{c ; e}^{*} \mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a} ; 2}^{\left(\left|\Gamma_{c ; e}\right|\right)}\right),
\end{aligned}
$$

respectively.
Thus, like (9-10), the contribution of the graphs of type (i) to $\sum_{d=0}^{\infty}\left\{\dot{\mathcal{Z}}_{n ; \mathbf{a} ; 2}^{(\mathbf{0}, \mathbf{1})}\right\}_{i}^{1}(d) q^{d}$ is

$$
\begin{aligned}
& \sum_{d=0}^{\infty} \frac{q^{d}}{d!} \int_{\overline{\mathcal{M}}_{0,3 \mid d}} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{\mathbf{a} ; 0}^{(d)}\left(\alpha_{i}\right)\right)}{\prod_{k \neq i} \mathbf{e}\left(\dot{\mathcal{V}}_{1}^{(d)}\left(\alpha_{i}-\alpha_{k}\right)\right)} \\
&=\sum_{b=0}^{\infty} \mathcal{F}_{n ; \mathbf{a} ; 0}^{(0,0, b)}\left(\alpha_{i}, q\right) \Re_{\hbar=0}^{\Re}\left\{\frac{(-1)^{b}}{\hbar^{b+1}} \llbracket \dot{\mathcal{Z}}_{n ; \varnothing}\left(\alpha_{i}, \hbar, q\right) \rrbracket_{q ; 0} q^{0}\right\}
\end{aligned}
$$

Similarly to (9-13), the sum of the factor corresponding to an edge $e \in \mathrm{E}_{v_{\text {min }}}$ in the analogue of (9-12) over all possibilities for $\Gamma_{e}$ is

Thus, the contribution to $\sum_{d=0}^{\infty}\left\{\dot{\mathcal{Z}}_{n ; \mathbf{a} ; 3}^{(\mathbf{0}, \mathbf{1})}\right\}_{i}^{1}(d) q^{d}$ from all graphs $\Gamma$ of types (ii) with $\vartheta(3)=v_{\text {min }}$ and $\vartheta(2)=v_{\text {min }}$ is

$$
\begin{aligned}
& \mathcal{F}_{n ; \mathbf{a} ; 0}^{(0,0,0} \\
&\left(\alpha_{i}, q\right) \sum_{b=0}^{\infty} \frac{\left(-\xi_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)\right)^{b}}{b!}\left(\underset{\hbar=0}{\mathfrak{R}}\left\{\frac{\dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\alpha_{i}, \hbar, q\right)}{\hbar^{b+1}}\right\}-\delta_{b, 0}\right) \\
&=\left(\frac{\dot{\Phi}_{n ; \mathbf{a}}^{(0)}\left(\alpha_{i}, q\right)}{\dot{I}_{0}(q)}-1\right) \mathcal{F}_{n ; \mathbf{a} ; 0}^{(0,0)}\left(\alpha_{i}, q\right)
\end{aligned}
$$

and

$$
\sum_{b=0}^{\infty} \sum_{r=1}^{\infty} \mathcal{F}_{n ; \mathbf{a} ; r}^{(0,0, b)}\left(\alpha_{i}, q\right) \underset{\hbar=0}{\mathfrak{R}}\left\{\frac{(-1)^{b}}{\hbar^{b+1}} \llbracket \dot{\mathcal{Z}}_{n ; \varnothing}\left(\alpha_{i}, \hbar, q\right) \rrbracket_{q ; r} q^{r}\right\},
$$

respectively. Similarly, the contribution from all graphs $\Gamma$ of type (iii) is

$$
\begin{aligned}
\sum_{b_{2}, b_{3} \geq 0}^{\infty} \sum_{r=1}^{\infty} \mathcal{F}_{n ; \mathbf{a} ; r}^{\left(0,0, b_{3}\right)}\left(\alpha_{i}, q\right)\left(\frac{\left(-\xi_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)\right)^{b_{2}}}{b_{2}!}\left(\underset{\hbar=0}{\Re}\left\{\frac{\dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\alpha_{i}, \hbar, q\right)}{\hbar^{b_{2}+1}}\right\}-\delta_{b_{2}, 0}\right)\right. \\
\left.\times \underset{\hbar=0}{\mathfrak{R}\{ }\left\{\frac{(-1)^{b_{3}}}{\hbar^{b_{3}+1}} \llbracket \dot{\mathcal{Z}}_{n ; \varnothing}\left(\alpha_{i}, \hbar, q\right) \rrbracket_{q ; r} q^{r}\right\}\right) \\
=\left(\frac{\dot{\Phi}_{n ; \mathbf{a}}^{(0)}\left(\alpha_{i}, q\right)}{\dot{I}_{0}(q)}-1\right) \sum_{b=0}^{\infty} \sum_{r=1}^{\infty} \mathcal{F}_{n ; \mathbf{a} ; r}^{(0,0, b)}\left(\alpha_{i}, q\right) \underset{\hbar=0}{\mathfrak{R}}\left\{\frac{(-1)^{b}}{\hbar^{b+1}} \llbracket \dot{\mathcal{Z}}_{n ; \varnothing}\left(\alpha_{i}, \hbar, q\right) \rrbracket_{q ; r} q^{r}\right\} .
\end{aligned}
$$

Finally, the contribution from all graphs $\Gamma$ of type (iv) is given by

$$
-\sum_{b=1}^{\infty} \frac{\xi_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)^{b}}{b!} \underset{\hbar=1}{\mathfrak{R}}\left\{\frac{(-1)^{b}}{\hbar^{b}} \dot{\mathcal{Z}}_{n ; \mathbf{a} ; 2}^{(\mathbf{0}, \mathbf{1})}\left(\alpha_{i}, \hbar, q\right)\right\} .
$$

Putting this all together and using the first equation in (3-12), but now with $\mathbf{a}=\varnothing$ and thus $\dot{I}_{0}=1$, we conclude that

$$
\begin{aligned}
& \sum_{d=0}^{\infty}\left\{\dot{\mathcal{Z}}_{n ; \mathbf{a} ; 2}^{(\mathbf{0}, \mathbf{1})}\right\}_{i}^{1}(d) q^{d} \\
&= \frac{\dot{\Phi}_{n ; \mathbf{a}}^{(0)}\left(\alpha_{i}, q\right)}{\dot{I}_{0}(q)} \sum_{b=0}^{\infty} \sum_{r=0}^{\infty} \mathcal{F}_{n ; \mathbf{a} ; r}^{(0,0, b)}\left(\alpha_{i}, q\right) \Re \Re_{\hbar=0}\left\{\frac{(-1)^{b}}{\hbar^{b+1}} \llbracket \dot{\mathcal{Y}}_{n ; \varnothing}\left(\alpha_{i}, \hbar, q\right) \rrbracket_{q ; r} q^{r}\right\} \\
&-\sum_{b=1}^{\infty} \frac{\xi_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)^{b}}{b!} \Re_{\hbar=0}\left\{\frac{(-1)^{b}}{\hbar^{b}} \dot{\mathcal{Z}}_{n ; \mathbf{a} ; 2}^{(\mathbf{0}, \mathbf{1})}\left(\alpha_{i}, \hbar, q\right)\right\}
\end{aligned}
$$

This is the same degree-recursive relation as (9-15) if and only if (9-3) holds.

## 10. Proof of (3-14)

The equivariant cohomology of $\mathbb{P}^{n-1} \times \mathbb{P}^{n-1} \times \mathbb{P}^{n-1}$ is given by

$$
\begin{aligned}
& H_{\mathbb{U}}^{*}\left(\mathbb{P}^{n-1} \times \mathbb{P}^{n-1} \times \mathbb{P}^{n-1}\right) \\
& \quad=\mathbb{Q}\left[\alpha_{1}, \ldots, \alpha_{n}, \mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right] /\left\{\prod_{k=1}^{n}\left(\mathbf{x}_{1}-\alpha_{k}\right), \prod_{k=1}^{n}\left(\mathbf{x}_{2}-\alpha_{k}\right), \prod_{k=1}^{n}\left(\mathbf{x}_{3}-\alpha_{k}\right)\right\} .
\end{aligned}
$$

Thus, by the defining property of the cohomology pushforward [Zinger 2009, Equation (3.11)], the three-point power series $\dot{\mathcal{Z}}_{n ; \text { a }}$ in (3-3) is completely determined by the $n^{3}$ power series

$$
\begin{align*}
\dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\alpha_{i_{1}}, \alpha_{i_{2}}, \alpha_{i_{3}}, \hbar_{1},\right. & \left.\hbar_{2}, \hbar_{3}, q\right)  \tag{10-1}\\
& =\sum_{d=0}^{\infty} q^{d} \int_{\bar{Q}_{0,3}\left(\mathbb{P}^{n-1}, d\right)} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{d}\right) \mathrm{ev}_{1}^{*} \phi_{i_{1}} \mathrm{ev}_{2}^{*} \phi_{i_{2}} \mathrm{ev}_{3}^{*} \phi_{i_{3}}}{\left(\hbar_{1}-\psi_{1}\right)\left(\hbar_{2}-\psi_{2}\right)\left(\hbar_{3}-\psi_{3}\right)}
\end{align*}
$$

The localization formula (7-1) reduces this expression to a sum over decorated trees as in Section 7. Each of these trees has a unique special vertex $v_{0}$ : the vertex where the branches from the three marked points come together (one or more of the marked points may be attached to this vertex). We compute this sum by breaking each such tree $\Gamma$ at $v_{0}$ into up to 4 "subgraphs":
(i) $\Gamma_{0}$ consisting of the vertex $v_{0}$ only, with 3 marked points and with the same $\mu$ and $\mathfrak{d}$-values as in $\Gamma$;
(ii) for each marked point $t=1,2,3$ of $\Gamma$ with $\vartheta(t) \neq v_{0}, \Gamma_{t}$ consisting of the branch of $\Gamma$ running between the vertices $\vartheta(t)$ and $v_{0}$, with the $\mathfrak{d}$-value of $v_{0}$ replaced by 0 and with one new marked point attached to $v_{0}$;
see Figure 9. The contribution of the vertex graphs (i) is accounted for by the Hurwitz numbers of Proposition 4.1, while the contribution of each of the strands is accounted for by the SQ analogue of the double Givental's $J$-function computed by (3-11), (3-12), and (3-15). Putting these contributions together, we will obtain (3-14).


Figure 9. The four subgraphs of the second graph in Figure 1, with label $i$ replaced by $i_{1}$.

Let $i=\mu\left(v_{0}\right)$ and $d_{0}=\mathfrak{d}\left(v_{0}\right)$. For each $t=1,2,3$ with $\vartheta(t) \neq v_{0}$, let $e_{t}=\left\{v_{0}, v_{t}\right\}$ be the edge leaving $v_{0}$ in the direction of $\vartheta(t)$. By (7-5),

$$
\begin{equation*}
Q_{\Gamma} \approx Q_{\Gamma_{0}} \times \prod_{t=1}^{3} Q_{\Gamma_{t}}=\left(\overline{\mathcal{M}}_{0,3 \mid d_{0}} / \mathbb{S}_{d_{0}}\right) \times \prod_{t=1}^{3} Q_{\Gamma_{t}} \tag{10-2}
\end{equation*}
$$

where the $t$-th factor is defined to be a point if $\vartheta(t)=v_{0}$. Let $\pi_{0}, \ldots, \pi_{3}$ be the component projection maps in (10-2). By (7-7) and (7-8),
(10-3)

$$
\begin{aligned}
\frac{\mathbf{e}\left(\mathcal{N} Q_{\Gamma}\right)}{\mathbf{e}\left(T_{P_{i}} \mathbb{P}^{n-1}\right)} & =\prod_{k \neq i} \pi_{0}^{*} \mathbf{e}\left(\dot{\mathcal{V}}_{1}^{\left(d_{0}\right)}\left(\alpha_{i}-\alpha_{k}\right)\right) \cdot \prod_{t=1}^{3}\left(\pi_{t}^{*} \frac{\mathbf{e}\left(\mathcal{N} Q_{\Gamma_{t}}\right)}{\mathbf{e}\left(T_{P_{i}} \mathbb{P}^{n-1}\right)}\left(\omega_{e_{t} ; v_{0}}-\pi_{0}^{*} \psi_{t}\right)\right), \\
\left.\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{(|\Gamma|)}\right)\right|_{Q_{\Gamma}} & =\pi_{0}^{*} \mathbf{e}\left(\dot{\mathcal{V}}_{\mathbf{a}}^{\left(d_{0}\right)}\left(\alpha_{i}\right)\right) \cdot \prod_{t=1}^{3} \pi_{t}^{*} \mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{*\left(\Gamma_{t} \mid\right)}\right)
\end{aligned}
$$

with the $t$-factor defined to be 1 if $\vartheta(t)=v_{0}$. Thus, the contribution of $\Gamma$ to (10-1) is

$$
\begin{align*}
& \frac{1}{\prod_{k \neq i}\left(\alpha_{i}-\alpha_{k}\right)} \sum_{b_{1}, b_{2}, b_{3} \geq 0}\left(\frac{q^{d_{0}}}{d_{0}!} \int_{\overline{\mathcal{M}}_{0,3 \mid d_{0}}} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{\mathbf{a}}^{\left(d_{0}\right)}\left(\alpha_{i}\right)\right) \prod_{t=1}^{3} \psi_{t}^{b_{t}}}{\prod_{k \neq i} \mathbf{e}\left(\dot{\mathcal{V}}_{1}^{\left(d_{0}\right)}\left(\alpha_{i}-\alpha_{k}\right)\right)}\right.  \tag{10-4}\\
& \left.\times q^{\left|\Gamma_{1}\right|} \omega_{e_{1} ; v_{0}}^{-\left(b_{1}+1\right)} \int_{Q_{\Gamma_{1}}} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{\left(\left|\Gamma_{1}\right|\right)}\right) \mathrm{ev}_{1}^{*} \phi_{i_{1}} \mathrm{ev}_{2}^{*} \phi_{i}}{\mathbf{e}\left(\mathcal{N} Q_{\Gamma_{1}}\right)\left(\hbar_{1}-\psi_{1}\right)} \prod_{t=2}^{3} q^{\left|\Gamma_{t}\right|} \omega_{e_{t} ; v_{0}}^{-\left(b_{t}+1\right)} \int_{Q_{\Gamma_{t}}} \frac{\mathbf{e}\left(\dot{\mathcal{V}}_{n ; \mathbf{a}}^{\left(\left|\Gamma_{t}\right|\right)}\right) \mathrm{ev}_{1}^{*} \phi_{i} \mathrm{ev}_{t}^{*} \phi_{i_{t}}}{\left.\mathbf{N} Q_{\Gamma_{t}}\right)\left(\hbar_{t}-\psi_{t}\right)}\right),
\end{align*}
$$

where the $t$-th factor on the second line is defined to be $\hbar_{t}^{-\left(b_{t}+1\right)}$ if $\vartheta(t)=v_{0}$.
We next sum up (10-4) over all possibilities for $\Gamma$. Let

$$
\dot{\mathcal{Z}}_{i}\left(\hbar, \alpha_{i_{t}}, \hbar_{t}, q\right)= \begin{cases}\dot{\mathcal{Z}}_{n: \mathbf{a}}\left(\alpha_{i_{1}}, \alpha_{i}, \hbar_{1}, \hbar, q\right) & \text { if } t=1 \\ \dot{\mathcal{Z}}_{n: \mathbf{a}}\left(\alpha_{i}, \alpha_{i_{t}}, \hbar, \hbar_{t}, q\right) & \text { if } t=2,3\end{cases}
$$

By (7-6) and Section 7B, the sum of the factor in (10-4) corresponding to each $t=1,2,3$ over all possibilities for $\Gamma_{t}$ with $\mathfrak{d}\left(e_{t}\right)=d_{t}$ and $\mu\left(v_{t}\right)=j_{t}$ fixed is

$$
(-1)^{b_{t}+1} \underset{\hbar=\left(\alpha_{\left.j_{t}-\alpha_{i}\right) / d_{t}}\right.}{\Re}\left\{\hbar^{-\left(b_{t}+1\right)} \dot{\mathcal{Z}}_{i}\left(\hbar, \alpha_{i_{t}}, \hbar_{t}, q\right)\right\} .
$$

Thus, by the residue theorem on $\mathbb{P}^{1}$ and Lemma 6.5, the sum of the factor in (10-4) corresponding to each $t=1,2,3$ over all possibilities for $\Gamma_{t}$ nontrivial is

$$
\begin{aligned}
& (-1)^{b_{t}} \underset{\hbar=0, \infty,-\hbar_{t}}{\mathfrak{R}}\left\{\frac{\dot{\mathcal{Z}}_{i}\left(\hbar, \alpha_{i_{t}}, \hbar_{t}, q\right)}{\hbar^{b_{t}+1}}\right\} \\
& =(-1)^{b_{t}} \mathfrak{\Re = 0}\left\{\frac{\mathcal{Z}_{i}\left(\hbar, \alpha_{i_{t}}, \hbar_{t}, q\right)}{\hbar^{b_{t}+1}}\right\}-\hbar_{t}^{-\left(b_{t}+1\right)} \prod_{k \neq i}\left(\alpha_{i_{t}}-\alpha_{k}\right) .
\end{aligned}
$$

Since the last term above is the contribution from the trivial subgraph $\Gamma_{t}$, the sum of the factor in (10-4) corresponding to each $t=1,2,3$ over all possibilities for $\Gamma_{t}$ with $\mu\left(v_{0}\right)=i$ fixed is

$$
\begin{equation*}
\sum_{\Gamma_{t}}\left[t \text {-factor in (10-4)]=(-1) }{ }_{\substack{b_{t}}}^{\mathfrak{R}=0}\left\{\frac{\dot{\mathcal{Z}}_{i}\left(\hbar, \alpha_{i_{t}}, \hbar_{t}, q\right)}{\hbar^{b_{t}+1}}\right\} ;\right. \tag{10-5}
\end{equation*}
$$

this takes into account the graphs $\Gamma$ with $\vartheta(t)=i$.
By (10-4), (10-5), and Proposition 4.1,
$(10-6) \quad \dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\alpha_{i_{1}}, \alpha_{i_{2}}, \alpha_{i_{3}}, \hbar_{1}, \hbar_{2}, \hbar_{3}, q\right)$

$$
=\sum_{i=1}^{n} \frac{1}{\mathbf{s}_{n-1}\left(\alpha_{i}\right) \dot{\Phi}_{n ; \mathbf{a}}^{(0)}\left(\alpha_{i}, q\right)} \prod_{t=1}^{3} \underset{\hbar=0}{\mathfrak{R}\{ }\left\{\frac{1}{\hbar} \mathrm{e}^{-\xi_{n: \mathbf{a}}\left(\alpha_{i}, q\right) / \hbar} \dot{\mathcal{Z}}_{i}\left(\hbar, \alpha_{i_{t}}, \hbar_{t}, q\right)\right\} .
$$

By (3-11), (3-15), (3-12), and (4-9),

$$
\begin{aligned}
& \underset{\hbar=0}{\mathfrak{R}}\left\{\frac{1}{\hbar} \mathrm{e}^{-\xi_{n ; \mathbf{a}}\left(\alpha_{i}, q\right) / \hbar} \dot{\mathcal{Z}}_{i}\left(\hbar, \alpha_{i_{t}}, \hbar_{t}, q\right)\right\}=\sum_{\substack{s_{t}^{\prime}, s_{t}, r^{\prime} \geq 0 \\
s_{t}^{\prime}+s_{t}+r_{t}^{\prime}=n-1}}\left((-1)^{r_{t}^{\prime} \mathbf{s}_{r_{t}^{\prime}}}\right. \\
& \left.\quad \times \sum_{r_{t}^{\prime \prime}=0}^{s_{t}^{\prime}} \widetilde{\mathcal{C}}_{\left.s_{t}^{\prime}-r_{t}^{\prime \prime}\right)}^{\left(r^{\prime \prime}\right),(\mathbf{a}) s_{t}^{\prime}-r_{t}^{\prime \prime}-\ell^{-}(\mathbf{a})}(q) \frac{\dot{\Phi}_{n ; \mathbf{a}}^{(0)}\left(\alpha_{i}, q\right) L_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)^{s_{t}^{\prime}-r_{t}^{\prime \prime}}}{\dot{I}_{0}(q) \cdots \dot{I}_{s_{t}^{\prime}-r_{t}^{\prime \prime}}(q)} \ddot{\mathcal{Z}}_{n ; \mathbf{a}}^{\left(s_{t}\right)}\left(\alpha_{i_{t},}, \hbar_{t}, q\right)\right)
\end{aligned}
$$

for $t=2$, 3. Combining this with (3-26), [Popa 2013, Proposition 4.4], and (2-16), we find that

$$
\begin{align*}
& \mathfrak{\hbar = 0} \mathfrak{\Re}\left\{\frac{1}{\hbar} \mathrm{e}^{-\xi_{n ; \mathbf{a}}\left(\alpha_{i}, q\right) / \hbar} \dot{\mathcal{Z}}_{i}\left(\hbar, \alpha_{i_{t}}, \hbar_{t}, q\right)\right\}  \tag{10-7}\\
& =\sum_{s_{t}=0}^{n-1} \sum_{r_{t}=0}^{\hat{s}_{t}} \dot{\mathcal{C}}_{\hat{s}_{t}}^{\left(r_{t}\right)}(q) \frac{\dot{\Phi}_{n ; \mathbf{a}}^{(0)}\left(\alpha_{i}, q\right) L_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)^{\hat{s}_{t}-r_{t}}}{\ddot{\ddot{~}}_{s_{t}+r_{t}}^{c}(q)} \ddot{\mathcal{Z}}_{n ; \mathbf{a}}^{\left(s_{t}\right)}\left(\alpha_{i_{t}}, \hbar_{t}, q\right)
\end{align*}
$$

for $t=2,3$. By the same reasoning,
(10-8) $\underset{\hbar=0}{\mathfrak{R}}\left\{\frac{1}{\hbar} \mathrm{e}^{-\xi_{n: \mathbf{a}}\left(\alpha_{i}, q\right) / \hbar} \dot{\mathcal{Z}}_{i}\left(\hbar, \alpha_{i_{1}}, \hbar_{1}, q\right)\right\}$

$$
=\sum_{s_{1}=0}^{n-1} \sum_{r_{1}=0}^{\hat{s}_{1}} \ddot{\mathcal{C}}_{\hat{s}_{1}}^{\left(r_{1}\right)}(q) \frac{\ddot{\Phi}_{n ; \mathbf{a}}^{(0)}\left(\alpha_{i}, q\right) L_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)^{\hat{s}_{1}-r_{1}}}{\dot{\mathrm{i}}_{s_{1}+r_{1}}^{c}(q)} \dot{\mathcal{Z}}_{n ; \mathbf{a}}^{\left(s_{1}\right)}\left(\alpha_{i_{1}}, \hbar_{1}, q\right),
$$

where

$$
\begin{equation*}
\ddot{\Phi}_{n ; \mathbf{a}}^{(0)}\left(\alpha_{i}, q\right)=\left(\frac{L_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)}{\alpha_{i}}\right)^{-\ell(\mathbf{a})} \dot{\Phi}_{n ; \mathbf{a}}^{(0)}\left(\alpha_{i}, q\right) \tag{10-9}
\end{equation*}
$$

On the other hand, by (4-10) and (4-8),

$$
\begin{aligned}
& \sum_{i=1}^{n} \frac{\dot{\Phi}_{n ; \mathbf{a}}^{(0)}\left(\alpha_{i}, q\right)^{3} L_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)^{s}}{\mathbf{s}_{n-1}\left(\alpha_{i}\right) \Phi_{n ; \mathbf{a}}^{\dot{(0)}}\left(\alpha_{i}, q\right)}\left(\frac{L_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)}{\alpha_{i}}\right)^{-\ell(\mathbf{a})} \\
&=\frac{1}{\mathbf{a}^{\mathbf{a}}} \sum_{i=1}^{n} L_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)^{s-|\mathbf{a}|} \frac{\mathrm{d} L}{\mathrm{~d} q} \\
&=\frac{1}{\mathbf{a}^{\mathbf{a}}} \frac{\mathrm{d}}{\mathrm{~d} q} \begin{cases}\ln \prod_{i=1}^{n} L_{n ; \mathbf{a}}\left(\alpha_{i}, q\right) & \text { if } s=|\mathbf{a}|-1 ; \\
\frac{1}{s+1-|\mathbf{a}|} \sum_{i=1}^{n} L_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)^{s+1-|\mathbf{a}|} & \text { otherwise. }\end{cases}
\end{aligned}
$$

The collection $\left\{L_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)^{-1}\right\}$ is the set of $n$ roots $\mathbf{y}$ of the equation

$$
1-\mathbf{s}_{1} \mathbf{y}+\cdots+(-1)^{n} \mathbf{s}_{n} \mathbf{y}^{n}-\mathbf{a}^{\mathbf{a}} q \mathbf{y}^{\mathbf{v}_{n}(\mathbf{a})}=0
$$

Thus, if $s \geq 0$ and $s+1<|\mathbf{a}|$,

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} q} \sum_{i=1}^{n} L_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)^{s+1-|\mathbf{a}|} \\
& \quad=\frac{\mathrm{d}}{\mathrm{~d} q} \mathcal{H}^{(\mathbf{a} \mid-s-1)}\left(-\frac{\mathbf{s}_{n-1}}{\mathbf{s}_{n}}, \frac{\mathbf{s}_{n-2}}{\mathbf{s}_{n}}, \ldots,(-1)^{|\mathbf{a}|-s-1} \frac{\mathbf{s}_{v_{n}}(\mathbf{a})+s+1}{\mathbf{s}_{n}}\right)=0,
\end{aligned}
$$

where $\mathcal{H}^{(r)}$ is as in (3-22). If $|\mathbf{a}|=n,\left\{L_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)\right\}$ is the set of $n$ roots $\mathbf{y}$ of the equation

$$
\mathbf{y}^{n}-\left(1-\mathbf{a}^{\mathbf{a}} q\right)^{-1} \mathbf{s}_{1} \mathbf{y}^{n-1}+\left(1-\mathbf{a}^{\mathbf{a}} q\right)^{-1} \mathbf{s}_{\mathbf{2}} \mathbf{y}^{n-2}-\cdots+(-1)^{n}\left(1-\mathbf{a}^{\mathbf{a}} q\right)^{-1} \mathbf{s}_{n}=0 .
$$

Thus, if $s+1 \leq|\mathbf{a}|=n$,

$$
\begin{equation*}
\sum_{i=1}^{n} L_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)^{s-|\mathbf{a}|} \frac{\mathrm{d} L}{\mathrm{~d} q}=\mathbf{a}^{\mathbf{a}} \mathcal{H}_{v_{n}(\mathbf{a})}^{(s+1-n)}\left(\mathbf{a}^{\mathbf{a}} q\right) \tag{10-10}
\end{equation*}
$$

where $\mathcal{H}_{v}^{(r)}$ is as in (3-23). If $|\mathbf{a}|<n,\left\{L_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)\right\}$ is the set of $n$ roots $\mathbf{y}$ of the equation

$$
\begin{aligned}
\mathbf{y}^{n}-\mathbf{s}_{1} \mathbf{y}^{n-1}+\cdots+(-1)^{v_{n}(\mathbf{a})-1} \mathbf{s}_{v_{n}(\mathbf{a})-1} \mathbf{y}^{|\mathbf{a}|+1}+(-1)^{v_{n}(\mathbf{a})}\left(\mathbf{s}_{v_{n}(\mathbf{a})}-(-1)^{v_{n}(\mathbf{a})} \mathbf{a}^{\mathbf{a}} q\right) \mathbf{y}^{|\mathbf{a}|} \\
+(-1)^{v_{n}(\mathbf{a})+1} \mathbf{s}_{v_{n}(\mathbf{a})+1} \mathbf{y}^{|\mathbf{a}|-1}+\cdots+(-1)^{n} \mathbf{s}_{n}=0 .
\end{aligned}
$$

Thus, if $s+1 \leq|\mathbf{a}|<n$, (10-10) still holds. Combining the equations in this paragraph, we find that
$\sum_{i=1}^{n} \frac{\dot{\Phi}_{n ; \mathbf{a}}^{(0)}\left(\alpha_{i}, q\right)^{3} L_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)^{s}}{\mathbf{s}_{n-1}\left(\alpha_{i}\right) \dot{\Phi}_{n ; \mathbf{a}}^{(0)}\left(\alpha_{i}, q\right)}\left(\frac{L_{n ; \mathbf{a}}\left(\alpha_{i}, q\right)}{\alpha_{i}}\right)^{-\ell(\mathbf{a})}$

$$
= \begin{cases}\mathcal{H}_{v_{n}(\mathbf{a})}^{(s+1-n)}\left(\mathbf{a}^{\mathbf{a}} q\right) & \text { if } s \geq n-1 \\ 0 & \text { if } 0 \leq s<n-1\end{cases}
$$

Combining this with (10-6)-(10-9) and (3-25), we obtain (3-14).
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    MSC2010: 53A10, 53C42.
    Keywords: marginally trapped submanifolds, pseudo-Riemannian manifolds, mean curvature vector.

[^1]:    ${ }^{1}$ We refer the reader to [Alekseevsky et al. 2009] or [Cruceanu et al. 1996] for material about paracomplex geometry, also called split geometry.

[^2]:    ${ }^{2}$ The pair $(\sigma, \tau)$ may be regarded as a generalization of the support function of a hypersurface.

[^3]:    ${ }^{3}$ To be more precise, the Liouville form is canonically defined on the cotangent bundle $T^{*} \mathcal{M}$ of a differentiable manifold $\mathcal{M}$. If $\mathcal{M}$ is moreover equipped with a pseudo-Riemannian metric (as it is the case of $\mathbb{S}^{p} \times \mathbb{S}^{q}$ ), we may identify $T^{*} \mathcal{M}$ and $T \mathcal{M}$ and therefore speak of a Liouville form on $T \mathcal{M}$.
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    MSC2010: 37F30, 22E40.
    Keywords: complex Kleinian groups, Kulkarni limit set, complex projective plane.
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[^8]:    ${ }^{1}$ Generally rational polynomials are sometimes called "rational polynomials" or "generically rational polynomials".

[^9]:    ${ }^{2}$ Note that contracting curves are not necessarily isomorphic to $\mathbb{A}^{1}$. So, in the case $X=\mathbb{A}^{2}=Y$, $\operatorname{Cont}(f)$ is not necessarily an admissible configuration in the sense of Definition 1.6.

[^10]:    ${ }^{3}$ We adopt the convention that the zero polynomial has degree $-\infty$; consequently, the condition $\operatorname{deg} p<0$ is equivalent to $p$ being the zero polynomial (so $h_{0, p}=h_{0,0}$ is the identity map).

[^11]:    ${ }^{4}$ We do know that $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$ is not a "unique factorization monoid" in the sense of [Johnson 1971], but this by no means settles the question of uniqueness of factorizations in $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$. Indeed, there are several nonequivalent definitions of what one might mean by "uniqueness of factorization" in noncommutative monoids, and the one used in [Johnson 1971] seems to be particularly inadequate in the case of $\operatorname{Bir}\left(\mathbb{A}^{2}\right)$.

[^12]:    ${ }^{5}$ The question is natural in view of the question of whether SACs are prime and in view of the following trivial fact: let $P$ be a set of prime elements in a commutative and cancellative monoid $\mathcal{N}$, and let $\bar{P}$ be the submonoid of $\mathcal{N}$ generated by $P$ and all invertible elements of $\mathcal{N}$; then $\bar{P}$ is factorially closed in $\mathcal{N}$.

[^13]:    ${ }^{6}$ This is a tedious exercise. We leave it to the reader because it is completely elementary and has nothing to do with the subject matter of this paper.
    ${ }^{7}$ Note that in Example 4.13 of [Daigle 1991a] one has $\operatorname{Miss}(f)=\left\{C_{1}, \ldots, C_{q}\right\}$. This doesn't seem to be stated explicitly, but it is clear if one reads the construction.

[^14]:    ${ }^{8}$ This result answers a question posed by Patrick Popescu-Pampu.

[^15]:    MSC2010: 58J50, 35P15.
    Keywords: differential forms, Bochner formula, isometric immersions, vanishing theorems.

[^16]:    I am supported in part by NSF DMS-0901644 and NSF DMS-1161498. This work was completed while I was at Princeton University.
    MSC2010: 49Q20, 91A10, 35J96.
    Keywords: optimal transportation, Cournot-Nash equilibrium.

[^17]:    MSC2010: 14N35, 53D45.
    Keywords: stable quotients, mirror symmetry.

[^18]:    ${ }^{1}$ The integrality of the coefficients of $\dot{I}_{0}(q)$ and of $Q(q)$ in the cases $\ell^{-}(\mathbf{a})>0$ is immediate from their definitions.

[^19]:    ${ }^{2}$ The right-hand sides of these expressions should be first simplified in $\mathbb{Q}(x, \hbar) \llbracket q \rrbracket$, eliminating division by $x$, and then projected to $H^{*}\left(\mathbb{P}^{n-1}\right)[\hbar] \llbracket q \rrbracket$.
    ${ }^{3}$ The right-hand side of (2-27) should be first simplified in $\mathbb{Q}\left(x_{1}, x_{2}, \hbar_{1}, \hbar_{2}\right) \llbracket q \rrbracket$, eliminating division by $x_{1}$ and $x_{2}$, and then projected to $H^{*}\left(\mathbb{P}^{n-1} \times \mathbb{P}^{n-1}\right)\left[\hbar_{1}, \hbar_{2}\right] \llbracket q \rrbracket$.

[^20]:    ${ }^{4}$ The right-hand side of (2-31) should be first simplified in $\mathbb{Q}\left(x_{1}, x_{2}, \hbar_{1}, \hbar_{2}\right) \llbracket q \rrbracket$, eliminating division by $x_{1}$ and $x_{2}$, and then projected to $H^{*}\left(\mathbb{P}^{n-1} \times \mathbb{P}^{n-1}\right)\left[\hbar_{1}, \hbar_{2}\right] \llbracket q \rrbracket$.

[^21]:    ${ }^{5}$ Only the case $\ell^{-}(\mathbf{a})=0$ is explicitly considered in [Zinger 2014], but the argument is the same in all cases.

[^22]:    ${ }^{6}$ The left-hand side of (3-21) with $s$ replaced by $s-\ell^{-}$(a) is the coefficient of $\hbar^{s} \mathbf{x}^{-r}(\mathbf{x} / \hbar)^{s^{\prime}+\ell^{-}(\mathbf{a})}$ in the first identity in (5-3) if $s \geq \ell^{-}(\mathbf{a})$; The left-hand side of (3-21) with $s$ replaced by $s-\ell^{+}(\mathbf{a})$ is the coefficient of $\hbar^{s} \mathbf{x}^{-r}(\mathbf{x} / \hbar)^{s^{\prime}+\ell^{+}(\mathbf{a})}$ in the second identity in (5-3) if $s \geq \ell^{+}(\mathbf{a})$.
    ${ }^{7}$ In other words, the coefficient of every power of $\hbar_{2}^{-1}$ in $\dot{\mathcal{Z}}_{n ; \mathbf{a}}\left(\mathbf{x}, \alpha_{j}, \hbar, \hbar_{2}, q\right)$ is $\dot{\mathfrak{C}}$-recursive and satisfies the same MPC as $\dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)$ with respect to $\dot{\mathcal{Z}}_{n ; \mathbf{a}}(\mathbf{x}, \hbar, q)$.

[^23]:    ${ }^{8}$ This morphism is the composition of the morphism $\theta_{d}$ defined in [Cooper and Zinger 2014] in the $m=2$ case with the forgetful morphism

    $$
    \bar{Q}_{0, m}\left(\mathbb{P} V \times \mathbb{P}^{n-1},(1, d)\right) \rightarrow \bar{Q}_{0,2}\left(\mathbb{P} V \times \mathbb{P}^{n-1},(1, d)\right) .
    $$

[^24]:    ${ }^{9}$ Whatever polynomial works for $n>d$ works for all $n$; this can be seen by setting the extra $\beta_{k}$ 's to 0 .

[^25]:    ${ }^{10}$ The same argument, with slightly more notation, can be used to show that all secondary coefficients are described in the same degree-recursive way, thus bypassing Proposition 6.3 and Lemma 6.5.

