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MAXIMAL ESTIMATES FOR SCHRÖDINGER EQUATIONS
WITH INVERSE-SQUARE POTENTIAL

CHANGXING MIAO, JUNYONG ZHANG AND JIQIANG ZHENG

We consider maximal estimates for the solution to an initial value problem
of the linear Schrödinger equation with a singular potential. We show a
result about the pointwise convergence of solutions to this special variable
coefficient Schrödinger equation with initial data u0 2 H s.Rn/ for s > 1

2

or radial initial data u0 2 H s.Rn/ for s > 1
4

and that the solution does not
converge when s < 1

4
.

1. Introduction and statement of main result

We study the maximal estimates for the solution to an initial value problem of the
linear Schrödinger equation with an inverse square potential. More precisely, we
consider the Schrödinger equation

(1-1)

(
i@tu��uC

a

jxj2
uD 0 .t;x/ 2 R�Rn n f0g; a> �.n� 2/2=4;

u.x; 0/D u0.x/:

The scale-covariance elliptic operator Pa WD ��C a=jxj2 appearing in (1-1)
plays a key role in many problems of physics and geometry. The heat and wave
flows for the elliptic operator Pa have been studied in the theory of combustion
(see [Vazquez and Zuazua 2000]) and in wave propagation on conic manifolds
(see [Cheeger and Taylor 1982]). The Schrödinger equation (1-1) arises in the
study of quantum mechanics [Kalf et al. 1975]. There has been a lot of interest
in developing Strichartz estimates both for the Schrödinger and wave equations
with the inverse square potential; we refer the reader to [Burq et al. 2003; 2004;
Planchon et al. 2003a; 2003b; Miao et al. 2013]. However, as far as we know, there
are few results about the maximal estimates associated with the operator Pa, which
arises in the study of pointwise convergence problem for the Schrödinger and wave
equations with the inverse square potential. In this paper, we aim to address some
maximal estimates in the special settings associated with the operator Pa. As a

MSC2010: 35B65, 35Q55, 47J35.
Keywords: inverse square potential, maximal estimate, spherical harmonics.
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direct consequence, we obtain the pointwise convergence result for u0 2H s.Rn/

with s > 1
2

.
In the case of the free Schrödinger equation without potential, i.e., aD 0, there

is a large amount of literature on developing maximal estimates for its solution,
which can be formally written as

u.t;x/D eit�u0.x/D

Z
Rn

e2�i.x���t j�j2/
Ou0.�/d�:

When nD 1, Carleson [1980] proved that the convergence result holds in the sense
that limt!0 u.t/D u0 for a.e. x when u0 2H s.R/ with s> 1

4
. Dahlberg and Kenig

[1982] showed that the result is sharp in the sense that the solution does not converge
when s < 1

4
. When n > 2, Sjölin [1987] and Vega [1988] independently proved

convergence results when u0 2H s.Rn/ with s> 1
2

. It follows from the construction
of [Dahlberg and Kenig 1982; Vega 1988] that the solution does not converge when
s < 1

4
. When n D 2, Bourgain [1995] showed that there is a certain s < 1

2
such

that the convergence result holds, and this result was improved by Moyua, Vargas
and Vega [Moyua et al. 1996]. Having shown the bilinear restriction estimates for
paraboloids, Tao and Vargas [2000] and Tao [2003] showed convergence for s > 15

32

and s > 2
5

respectively. This was improved further to s > 3
8

in [Lee 2006; Shao
2010]. Very recently, Bourgain [2013] made some progress in high dimension n> 2

to show that the convergence result holds for s > 1
2
�

1
4n

when n> 1 and that the
convergence result needs s > .n� 2/=.2n/ when n> 5.

In the situation when a ¤ 0, (1-1) can be viewed as a special Schrödinger
equation with variable singular coefficients. The potential prevents us from using
the Fourier transform to give the expression of the solution. With the motivation of
regarding the potential term as a perturbation on angular direction in [Burq et al.
2003; Planchon et al. 2003b; Miao et al. 2013], we express the solution by using
the Hankel transform of radial functions and spherical harmonics. Instead of the
Fourier transform, we utilize the Hankel transform and modify the argument of
[Vega 1988] to show that the pointwise convergence result holds when the initial
data u0 2 H s.Rn/ for s > 1

2
, or when radial initial data u0 2 H s.Rn/ for s > 1

4
,

and that the solution does not converge when s < 1
4

.
Let u be the solution to (1-1); we define the maximal function by

(1-2) u�.x/D sup
jt j>0

ju.x; t/j:

Our main theorems are the following.

Theorem 1.1. Let ˇ > 1, n> 2 and s > 1
2

. Then

(1-3)
Z

Rn

ju�.x/j2
dx

.1Cjxj/ˇ
6 Cku0k

2
H s.Rn/:
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As a direct consequence of Theorem 1.1, we have:

Corollary 1.1. Let u0 2H s.Rn/ with s > 1
2

and n> 2. Then

(1-4) lim
t!0

u.t;x/D u0.x/; a.e. x 2 Rn:

Theorem 1.2. Let Bn be the open unit ball in Rn. Assume that there exists a
constant C independent of u0 such that

(1-5)
Z

Bn

ju�.x/j2 dx 6 Cku0k
2
H s.Rn/ for all u0.x/ 2H s.Rn/:

Then s > 1
4

.

With this in mind, Theorem 1.1 is far from being sharp. Assuming that the initial
data possesses additional angular regularity, we have:

Theorem 1.3. Let Bn be the open unit ball in Rn and � > 0. There exists a constant
C independent of u0 such that

(1-6)
Z

Bn

ju�.x/j2 dx 6 Cku0k
2

H
1
4

r H
n�1

2
C�

�

;

where for s; s0 > 0,

H s
r H s0

� D

n
g W kgk

H s
r H s0

�

WD
.1��� / s0

2 ..1��/
s
2 g/


L2

r n�1 dr
.RCIL2

�
.Sn�1//

<1
o
:

Here �� denotes the Laplace–Beltrami operator on Sn�1.

Remark 1.1. i) This result implies that the pointwise convergence of solutions to
(1-1) holds for radial initial data u0 2H s.Rn/ with s > 1

4
.

ii) This result is an analogue of [Cho et al. 2006, Theorem 1.1]. We remark that
the parameter � there should be corrected to � > 1

2
rather than � > 0. Thus, we

generalize and improve the result of Cho et al. by making use of a finer result
proved in [Gigante and Soria 2008].

Now we introduce some notation. We use A. B to denote the statement that
A6CB for some large constant C which may vary from line to line and depend on
various parameters; and similarly use A� B to denote the statement A6 C�1B.
We employ A � B to denote the statement that A . B . A. If the constant C

depends on a special parameter other than the above, we shall denote it explicitly by
subscripts. We briefly write AC� as AC or A�� as A� for 0<�� 1. Throughout
this paper, pairs of conjugate indices are written as p, p0, where 1=pC 1=p0 D 1

with 16 p 61.
This paper is organized as follows. In Section 2, we mainly revisit the properties

of the Bessel functions and the Hankel transform associated with ��C a=jxj2.
Section 3 is devoted to the proofs of the theorems.
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2. Preliminaries

We list some results about the Hankel transform and the Bessel functions and then
show a characterization of the Sobolev norm in the Hankel transform version.

We begin by recalling the expansion formula with respect to spherical harmonics.
For details, we refer to [Stein and Weiss 1971]. For the sake of convenience, let

(2-1) � D �! and x D r� with !; � 2 Sn�1:

For any g 2L2.Rn/, the expansion formula with respect to the spherical harmonics
yields

g.x/D

1X
kD0

d.k/X
`D1

ak;`.r/Yk;`.�/;

where
fYk;1; : : : ;Yk;d.k/g

is the orthogonal basis of the space of spherical harmonics of degree k on Sn�1,
called Hk , having dimension

d.k/D
2kCn�2

k
C k�1

nCk�3 ' hki
n�2:

We remark that for nD 2, the dimension of Hk is independent of k. Obviously, we
have the orthogonal decomposition

L2.Sn�1/D

1M
kD0

Hk :

By orthogonality, it gives

(2-2) kg.x/kL2
�
.Sn�1/ D kak;`.r/k`2

k;`
:

From ���Yk;`.�/D k.kC n� 2/Yk;`.�/, the fractional power of 1��� can be
written explicitly [Machihara et al. 2005] as

(2-3) .1��� /
s
2 g.x/D

1X
kD0

d.k/X
`D1

.1C k.kC n� 2//
s
2 ak;`.r/Yk;`.�/:

We will need the Fourier transform of ak;`.r/Yk;`.�/. Theorem 3.10 of [Stein
and Weiss 1971] asserts the Hankel transform formula

(2-4) Og.�!/�

1X
kD0

d.k/X
`D1

ikYk;`.!/�
�n�2

2

Z 1
0

JkCn�2
2
.2�r�/ak;`.r/r

n
2 dr:
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Here the Bessel function Jk.r/ of order k is defined by the integral

Jk.r/D
. r

2
/k

�.kC 1
2
/�.1

2
/

Z 1

�1

eisr .1� s2/
2k�1

2 ds with k > �1
2

and r > 0:

A simple computation gives the rough estimates

(2-5) jJk.r/j6
C rk

2k�.kC 1
2
/�.1

2
/

�
1C

1

kC 1
2

�
;

where C is an absolute constant. This estimate will be mainly used when r . 1.
Another well-known asymptotic expansion for the Bessel function is

(2-6) Jk.r/D r�
1
2

r
2

�
cos
�
r �

k�

2
�
�

4

�
COk.r

� 3
2 / as r !1;

but with a constant depending on k (see [Stein and Weiss 1971]). As pointed out in
[Stein 1993], if one seeks a uniform bound for large r and k, the best one can do is
jJk.r/j6 C r�

1
3 . One will find that this decay doesn’t lead to the desired result.

We now recall the properties of Bessel function Jk.r/ in [Stein 1993; Stempak
2000].

Lemma 2.1 (asymptotics of the Bessel function). Assume that k 2 N and k� 1.
Let Jk.r/ be the Bessel function of order k defined as above. There exist a large
constant C and small constant c independent of k and r satisfying these conditions:

� When r 6 k
2

,

(2-7) jJk.r/j6 Ce�c.kCr/:

� When k
2
6 r 6 2k,

(2-8) jJk.r/j6 C k�
1
3 .k�

1
3 jr � kjC 1/�

1
4 :

� When r > 2k,

(2-9) Jk.r/D r�
1
2

X
˙

a˙.r; k/e
˙ir
CE.r; k/;

where ja˙.r; k/j6 C and jE.r; k/j6 C r�1.

As a consequence of Lemma 2.1, we have:

Lemma 2.2. Let R� 1. There exists a constant C independent of k, R such that

(2-10)
Z 2R

R

jJk.r/j
2 dr 6 C:
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Proof. To prove (2-10), we writeZ 2R

R

jJk.r/j
2 dr D

Z
I1

jJk.r/j
2 dr C

Z
I2

jJk.r/j
2 dr C

Z
I3

jJk.r/j
2 dr

where I1 D ŒR; 2R�\ Œ0; k
2
�, I2 D ŒR; 2R�\

�
k
2
; 2k

�
and I3 D ŒR; 2R�\ Œ2k;1�.

By (2-7) and (2-9), we have

(2-11)
Z

I1

jJk.r/j
2 dr 6 C

Z
I1

e�cr dr 6 Ce�cR;

and

(2-12)
Z

I3

jJk.r/j
2 dr 6 C:

On the other hand, one has by (2-8)Z
Œk

2
;2k�

jJk.r/j
2 dr 6 C

Z
Œk

2
;2k�

k�
2
3 .1C k�

1
3 jr � kj/�

1
2 dr 6 C:

Observing that ŒR; 2R�\ Œk
2
; 2k�D∅ unless R� k, we obtain

(2-13)
Z

I2

jJk.r/j
2 dr 6 C:

This together with (2-11) and (2-12) yields (2-10). �

For simplicity, we define

(2-14) �.k/D
n�2

2
C k and �.k/D

p
�2.k/C a with a> �.n� 2/2=4:

We sometime write � instead of �.k/. Let f be a Schwartz function defined on Rn.
We define the Hankel transform of order � by

(2-15) .H�f /.�/D

Z 1
0

.r�/�
n�2

2 J�.r�/f .r!/r
n�1 dr;

where �D j�j, ! D �=j�j and J� is the Bessel function of order �. In particular, if
the function f is radial, then we have

(2-16) .H�f /.�/D

Z 1
0

.r�/�
n�2

2 J�.r�/f .r/r
n�1 dr:

If f .x/D
1P

kD0

d.k/P̀
D1

ak;`.r/Yk;`.�/, it follows from (2-4) that

(2-17) Of .�/D

1X
kD0

d.k/X
`D1

2� ikYk;`.!/
�
H�.k/ak;`

�
.�/:
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The following properties of the Hankel transform are obtained in [Burq et al.
2003; Planchon et al. 2003b].

Lemma 2.3. Let H� be as above and set

A�.k/ WD �@
2
r �

n�1

r
@r C

h
�2.k/�

�
n�2

2

�2i
r�2:

(i) H� DH�1
� .

(ii) H� is self-adjoint, i.e., H� DH�� .

(iii) H� is an L2 isometry, i.e., kH��kL2
�
D k�kL2

x
.

(iv) H�.A��/.�/D j�j
2.H��/.�/, for � 2L2.

We next recall an almost orthogonality inequality. Denote by Pj and QPj the
usual dyadic frequency localization at j�j � 2j and the localization with respect to
.��Ca=jxj2/

1
2 . We define the projectors Mjj 0 DPj

QPj 0 and Njj 0 D
QPj Pj 0 . More

precisely, let f be in the k-th harmonic subspace; then

Pjf DH�.k/ ǰ H�.k/f and QPjf DH�.k/ ǰ H�.k/f;

where ǰ .�/D ˇ.2
�j j�j/ with ˇ 2 C1

0
.RC/ supported in

�
1
2
; 2
�
.

Lemma 2.4 (almost orthogonality inequality [Burq et al. 2003]). Let f 2L2.Rn/.
There exists a constant C independent of j , j 0 such that

(2-18) kMjj 0f kL2.Rn/; kNjj 0f kL2.Rn/ 6 C 2��jj�j 0j
kf kL2.Rn/;

where � < 1Cmin
˚

n�2
2
;
� .n�2/2

4
C a

� 1
2
	
.

As a consequence, we have:

Lemma 2.5. Let f 2L2.Rn/ be given by

f .x/D

1X
kD0

d.k/X
`D1

ak;`.r/Yk;`.�/:

Then for 06 s < 1Cmin
˚

n�2
2
;
� .n�2/2

4
C a

� 1
2
	

and s0 > 0,

(2-19)
1X

kD0

d.k/X
`D1

X
M22Z

M 2s.1C k/2s0
bk;`.�/�

� �
M

�
�

n�1
2

2

L2
�
� kf k2

PH s
r H s0

�

;

where bk;`.�/D .H�.k/ak;`/.�/ and � 2 C1
0
.Rn/ such that supp��

�
1
2
; 1
�
.

Proof. Note that ���Yk;` D k.kC n� 2/Yk;`. By Lemma 2.3, we have
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kf k2
PH 0

r H s0

�

�

1X
kD0

d.k/X
`D1

.1C k/2s0
kak;`.r/k

2

L2

r n�1 dr
.RC/
kYk;`.�/k

2

L2
�

�

1X
kD0

d.k/X
`D1

.1C k/2s0
kbk;`.�/k

2

L2

�n�1 d�
.RC/

:

By (2-3), it suffices to show (2-19) with s0 D 0. By Lemma 2.3, we havebk;`.�/�
��
M

�
�

n�1
2


L2
�
D
���

M

�
H� ŒYk;l.�/ak;`.r/�.�/


L2
�

D
H�

�
�
��
M

�
H�.Yk;l.�/ak;`.r//.�/

�
L2

x
:

This yields, by letting j D log2 M ,bk;`.�/�
��
M

�
�

n�1
2


L2
�
D
�H��

��
M

�
H�

�
.Yk;l.�/ak;`.r//


L2

x

D
 QPj .Yk;l.�/ak;`.r//


L2

x
:

Let gk;`.x/ D Yk;l.�/ak;`.r/ and Pj 0 D Pj 0�1 CPj 0 CPj 0C1. We have by the
triangle inequality and Lemma 2.4

LHS of (2-19)D
1X

kD0

d.k/X
`D1

X
j2Z

22sj
 QPj gk;`

2

L2
x

.
1X

kD0

d.k/X
`D1

X
j2Z

22sj
�X

j 0

 QPj Pj 0Pj 0gk;`


L2

x

�2

.
1X

kD0

d.k/X
`D1

X
j2Z

22sj
�X

j 0

2��jj�j 0j
Pj 0gk;`


L2

x

�2
;

where s < � < 1 C min
˚

n�2
2
;
� .n�2/2

4
C a

� 1
2
	
. Let 0 < �1 � 1 be such that

�2 WD �� �1 > s; then the LHS of (2-19) is bounded above by

C

1X
kD0

d.k/X
`D1

X
j2Z

22js
X
j 0

2�2�2jj�j 0j
kPj 0gk;`k

2
L2.Rn/

X
j 0

2�2�1jj�j 0j

6 C

1X
kD0

d.k/X
`D1

X
j 0

22j 0s
X
j2Z

22js2�2�2jj jkPj 0gk;`k
2
L2.Rn/

6 C

1X
kD0

d.k/X
`D1

X
j 0

22j 0s
kPj 0gk;`k

2
L2.Rn/

:
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By the definition of Pj 0 , Lemma 2.3 and (2-17), we have

LHS of (2-19)6 C
X
j 0

22j 0s
1X

kD0

d.k/X
`D1

�� �
2j 0

�
ŒH�.k/ak;`�.�/�

n�1
2

2

L2.RC/

D C
X
j 0

22j 0s

�� �2j 0

� 1X
kD0

d.k/X
`D1

2� ik ŒH�.k/ak;`�.�/Yk;`.!/

2

L2.Rn/

D C
X
j 0

22j 0s
�� �

2j 0

�
Of
2

L2.Rn/
� kf k2

PH s
:

We can use a similar argument to prove

LHS of (2-19)> ckf k2
PH s
:

This concludes the proof of Lemma 2.4. �

3. Proof of the main theorems

In this section, we first use the spherical harmonic expansion to write the solution
as a linear combination of products of the Hankel transform of radial functions and
spherical harmonics. We prove the main theorems by analyzing a property of the
Hankel transform. The key ingredients are to use the stationary phase argument
and to exploit the asymptotic behavior of the Bessel function.

The expression of the solution. Consider the following Cauchy problem:

(3-1)

(
i@tu��uC

a

jxj2
uD 0;

u.x; 0/D u0.x/:

We use the spherical harmonic expansion to write

(3-2) u0.x/D

1X
kD0

d.k/X
`D1

a0
k;`.r/Yk;`.�/:

Let us consider (3-1) in polar coordinates. Write v.t; r; �/D u.t; r�/ and g.r; �/D

u0.r�/. Then v.t; r; �/ satisfies

(3-3)

(
i@tv� @rrv�

n�1

r
@rv�

1

r2
��vC

a

r2
v D 0;

v.0; r; �/D g.r; �/:

By (3-2), we have

g.r; �/D

1X
kD0

d.k/X
`D1

a0
k;`.r/Yk;`.�/:
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Using separation of variables, we can write v as a linear combination of products
of radial functions and spherical harmonics:

(3-4) v.t; r; �/D

1X
kD0

d.k/X
`D1

vk;`.t; r/Yk;`.�/;

where vk;` is given by(
i@tvk;` � @rrvk;` �

n�1

r
@rvk;`C

k.kCn�2/Ca

r2
vk;` D 0;

vk;`.0; r/D a0
k;`
.r/

for each k; ` 2 N, 16 `6 d.k/. Then we can rewrite the above by the definition
of A�.k/ as

(3-5)
�

i@tvk;`CA�.k/vk;` D 0;

vk;`.0; r/D a0
k;`
.r/:

Applying the Hankel transform to (3-5), by Lemma 2.3(iv), we have

(3-6)
�

i@t Qvk;`C �
2 Qvk;` D 0;

Qvk;`.0; �/D b0
k;`
.�/;

where

(3-7) Qvk;`.t; �/D .H�vk;`/.t; �/; b0
k;`.�/D .H�a

0
k;`/.�/:

Solving this ODE and inverting the Hankel transform, we obtain

vk;`.t; r/D

Z 1
0

.r�/�
n�2

2 J�.k/.r�/ Qvk;`.t; �/�
n�1 d�

D

Z 1
0

.r�/�
n�2

2 J�.k/.r�/e
it�2

b0
k;`.�/�

n�1 d�:

Therefore we get

(3-8) u.x; t/D v.t; r; �/

D

1X
kD0

d.k/X
`D1

Yk;`.�/

Z 1
0

.r�/�
n�2

2 J�.k/.r�/e
it�2

b0
k;`.�/�

n�1 d�

D

1X
kD0

d.k/X
`D1

Yk;`.�/H�.k/

�
eit�2

b0
k;`.�/

�
.r/:
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Proof of Theorem 1.1. By the Sobolev embedding PH
1
2
�.R/\ PH

1
2
C.R/ ,!L1.R/,

it suffices to show:

Proposition 3.1. Let ˛ > 1
2
�
ˇ
4

and ˇ D 1C be such that

2˛� 1C
ˇ

2
< 1Cmin

n
n�2

2
;
�
.n�2/2

4
C a

�1
2
o
:

There exists a constant C independent of u0 such that

(3-9)
Z

Rn

Z
R

j@˛t u.x; t/j2
dt dx

.1Cjxj/ˇ
6 Cku0k

2

PH
2˛�1C

ˇ
2 .Rn/

:

Proof. By the Plancherel theorem with respect to time t , we obtain

LHS of (3-9)D
Z

Rn

Z
R

ˇ̌̌̌
�˛
Z

R

e�it�u.x; t/dt

ˇ̌̌̌2 d� dx

.1Cjxj/ˇ
:

Using (3-8), this is bounded above by

Z
RnC1

ˇ̌̌̌
�˛
1X

kD0

d.k/X
`D1

Yk;`.�/

Z
R

Z 1
0

.r�/�
n�2

2 J�.k/.r�/e
it.�2��/b0

k;`.�/�
n�1 d� dt

ˇ̌̌̌2
�

d� dx

.1Cjxj/ˇ

.
Z

RnC1

ˇ̌̌̌
�˛
1X

kD0

d.k/X
`D1

Yk;`.�/

Z 1
0

.r�/�
n�2

2 J�.k/.r�/b
0
k;`.�/�

n�1ı.� � �2/d�
ˇ̌̌̌2

�
d� dx

.1Cjxj/ˇ

.
Z

Rn

Z 1
0

ˇ̌̌̌ 1X
kD0

d.k/X
`D1

Yk;`.�/�
˛.r
p
�/�

n�2
2 J�.k/.r

p
�/b0

k;`.
p
�/�

n�1
2 ��

1
2

ˇ̌̌̌2
�

d� dx

.1Cjxj/ˇ
:

By orthogonality, therefore, the LHS of (3-9) is

.
1X

kD0

d.k/X
`D1

Z 1
0

Z 1
0

ˇ̌
�2˛C 1

2 .r�/�
n�2

2 J�.k/.r�/b
0
k;`.�/�

n�2
ˇ̌2 d� rn�1 dr

.1C r/ˇ
:

Let � be a smoothing function equals 1 in
�
1; 3

2

�
and vanishes outside

�
1
2
; 2
�
. For

our purpose, we make a dyadic decomposition to obtain
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LHS of (3-9)

.
1X

kD0

d.k/X
`D1

X
M22Z

Z 1
0

Z 1
0

ˇ̌̌̌
�2˛C 1

2 .r�/�
n�2

2 J�.k/.r�/b
0
k;`.�/�

n�2�
�
�

M

�ˇ̌̌̌2
�

rn�1 dr d�
.1C r/ˇ

.
1X

kD0

d.k/X
`D1

X
M22Z

M 2.n�2C2˛C 1
2
/C1�n

�

Z 1
0

Z 1
0

ˇ̌̌
.r�/�

n�2
2 J�.k/.r�/b

0
k;`.M�/�.�/

ˇ̌̌2 rn�1 dr d�
.1C r

M
/ˇ

.
1X

kD0

d.k/X
`D1

X
M22Z

X
R22Z

M n�2C4˛Rn�1

�

Z 2R

R

Z 1
0

ˇ̌̌
.r�/�

n�2
2 J�.k/.r�/b

0
k;`.M�/�.�/

ˇ̌̌2 dr d�
.1C r

M
/ˇ
:

Define

Gk;`.R;M /D

Z 2R

R

Z 1
0

ˇ̌
.r�/�

n�2
2 J�.k/.r�/b

0
k;`.M�/�.�/

ˇ̌2 dr d�
.1C r

M
/ˇ
:

Proposition 3.2. (1) If R. 1, then

Gk;`.R;M /.R2�.k/�nC3M�n min
n
1;
�

M

R

�ˇob0
k;`.�/�

�
�

M

�
�

n�1
2

2

L2
:

(2) If R� 1, then

Gk;`.R;M /.min
n
1;
�

M

R

�ˇo
R�.n�2/M�n

b0
k;`.�/�

�
�

M

�
�

n�1
2

2

L2
:

Proof. (1) Since �� 1, we have r�. 1. By the property (2-5) of the Bessel function,
we obtain

Gk;`.R;M /.
Z 2R

R

Z 1
0

ˇ̌̌̌
.r�/�.k/.r�/�

n�2
2

2�.k/�.�.k/C 1
2
/�.1

2
/
b0

k;`.M�/�.�/

ˇ̌̌̌2
d�

dr

.1C r
M
/ˇ

.R2�.k/�nC3M�n min
n
1;
�

M

R

�̌ ob0
k;`.�/�

��
M

�
�

n�1
2

2

L2 :

(2) Since � � 1, we have r�� 1. We estimate

(3-10) Gk;`.R;M /

.R�.n�2/

Z 1
0

ˇ̌
b0

k;`.M�/�.�/
ˇ̌2Z 2R

R

ˇ̌
J�.k/.r�/

ˇ̌2 dr

.1C r
M
/ˇ

d�:

Subcase (i): R.M . Noting that � � 1, we obtain by Lemma 2.2
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(3-11)
Z 2R

R

jJ�.k/.r�/j
2 dr

.1C r
M
/ˇ
.
Z 2R

R

jJ�.k/.r�/j
2 dr . 1:

Subcase (ii): R�M . Noticing that � � 1 again, we obtain by Lemma 2.2

(3-12)
Z 2R

R

jJ�.k/.r�/j
2 dr

.1C r
M
/ˇ
.
�

M

R

�ˇZ 2R

R

jJ�.k/.r�/j
2 dr .

�
M

R

�̌
:

Putting (3-11) and (3-12) into (3-10), we have

Gk;`.R;M /.min
n
1;
�

M

R

�̌ o
R�.n�2/

Z 1
0

ˇ̌̌
b0

k;`.M�/�.�/
ˇ̌̌2

d�

.min
n
1;
�

M

R

�̌ o
R�.n�2/M�n

b0
k;`.�/�

�
�

M

�
�

n�1
2

2

L2
:

Thus we have proved Proposition 3.2. �

Now we return to proving Proposition 3.1. By Proposition 3.2, we showZ
Rn

Z
R

j@˛t u.x; t/j2
dt dx

.1Cjxj/ˇ

.
1X

kD0

d.k/X
`D1

X
M22Z

X
fR22ZWR.1g

�
M 4˛�2R2.�.k/C1/ min

n
1;
�

M

R

�̌ o
�
b0

k;`.�/�
� �
M

�
�

n�1
2

2

L2

�

C

1X
kD0

d.k/X
`D1

X
M22Z

X
fR22ZWR�1g

M 4˛�2CˇR1�ˇ
b0

k;`.�/�
� �
M

�
�

n�1
2

2

L2 :

From ˇ D 1C, one hasX
M22Z

X
fR22ZWR.1g

M 4˛�2R2.�.k/C1/ min
n
1;
�

M

R

�̌ ob0
k;`.�/�

� �
M

�
�

n�1
2

2

L2

.
X

M22Z

M 4˛�2Cˇ
b0

k;`.�/�
� �
M

�
�

n�1
2

2

L2 :

Since ˛ > 1
2
�
ˇ
4

, we have by Lemma 2.5Z
Rn

Z
R

j@˛t u.x; t/j2
dt dx

.1Cjxj/ˇ
.
1X

kD0

d.k/X
`D1

X
M22Z

M 4˛�2Cˇ
b0

k;`.�/�
�
�

M

�
�

n�1
2

2

L2

6 Cku0k
2

PH
2˛�1C

ˇ
2 .Rn/

: �

Finally, we apply Proposition 3.1 with ˛D 1
2
C and ˛D 1

2
� to prove Theorem 1.1.
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Proof of Theorem 1.2. We now construct an example to show Theorem 1.2. The
main idea is the stationary phase argument. By (3-8), we recall

(3-13) u.x; t/D

1X
kD0

d.k/X
`D1

Yk;`.�/

Z 1
0

.r�/�
n�2

2 J�.k/.r�/e
it�2

b0
k;`.�/�

n�1 d�;

where

b0
k;`.�/D .H�a

0
k;`/.�/; u0.x/D u0.r�/D

1X
kD0

d.k/X
`D1

a0
k;`.r/Yk;`.�/:

In particular we choose u0.x/ to be a radial function such that .H�.0/u0/.�/ D

�
N
.j�j/, where �

N
is a smooth positive function supported in JN (to be chosen

later) and N � 1. Then

(3-14) u.x; t/D

Z 1
0

.r�/�
n�2

2 J�.0/.r�/e
it�2

�N .�/�
n�1 d�:

Recalling the asymptotic expansion of the Bessel function,

J�.r/D r�
1
2

r
2

�
cos
�
r �

��

2
�
�

4

�
CO�.r

� 3
2 / as r !1;

with a constant depending on � (see [Stein and Weiss 1971]), we can write

u.x; t/D C�

Z 1
0

.r�/�
n�1

2

�
ei.r����

2
��

4
/
� e�i.r����

2
��

4
/
�
eit�2

�N .�/�
n�1 d�

CC�

Z 1
0

.r�/�
n�2

2 O�
�
.r�/�

3
2

�
eit�2

�N .�/�
n�1 d�:

Let us define

I1.r/D C�e
i.��

2
C�

4
/

Z 1
0

.r�/�
n�1

2 ei.�r�Ct�2/�N .�/�
n�1 d�;(3-15)

I2.r/D C�e
�i.��

2
C�

4
/

Z 1
0

.r�/�
n�1

2 ei.r�Ct�2/�N .�/�
n�1 d�;(3-16)

I3.r/D C�

Z 1
0

.r�/�
n�2

2 O�
�
.r�/�

3
2

�
eit�2

�N .�/�
n�1 d�:(3-17)

Let �r .�/D t�2� r�. The fundamental idea is to choose sets JN and E � Bn, in
which t.r/ can be chosen, so that @��r .�/ D 2t.r/�� r almost vanishes for all
� 2 JN and r 2 fjxj W x 2Eg. To this end, we choose

E D fx W 1
100
6 jxj6 1

8
g and JN D ŒN;N C 2N

1
2 �:
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Choose t.r/D r=.2.N C
p

N //; then @��r .N CN
1
2 /D 0. Then

I1.r/D C�e
i.��

2
C�

4
/ei�r .NC

p
N /Z 1

0

.r�/�
n�1

2 exp
i r Œ�� .N C

p
N /�2

2.N C
p

N /
�N .�/�

n�1 d�:

Observe that

(3-18) jI1.r/j> c�

Z 1
0

.r�/�
n�1

2 cos
r Œ�� .N C

p
N /�2

2.N C
p

N /
�N .�/�

n�1 d�:

Moreover, there exists a small constant c > 0 such that

cos
r Œ�� .N C

p
N /�2

2.N C
p

N /
> c;

since
r Œ�� .N C

p
N /�2

2.N C
p

N /
6 �

4
for all r 2

�
1

100
; 1

8

�
, N � 1 and � 2 JN . Therefore,

(3-19) jI1.r/j> c�r
�n�1

2

Z 1
0

�N .�/�
n�1

2 d� > c�r
�n�1

2 N
n
2 :

On the other hand, let 'r .�/ D t�2 C r�, t D t.r/ as before; then @�'r .�/ D

2t.r/�C r > 1
200

when � 2 JN and r 2
�

1
100
; 1

8

�
. Integrating by parts, we obtain

(3-20) jI2.r/j6 C�r
�n

2 N
n�2

2 :

Obviously, we have

(3-21) jI3.r/j6 C�r
�n

2 N
n�2

2 :

Combining (3-19)–(3-21), we get for N � 1 and r 2
�

1
100
; 1

8

�
(3-22) u�.x/> cN

n
2 :

On the other hand, let j0 D log2 N ; we obtain by the definitions of Pj and QPj

ku0.x/k
2
H s D

X
j

22js
kPj u0k

2
L2 D

X
j

22js
kPj
QPj0

u0k
2
L2 :

By Lemma 2.4, we choose s < � < 1Cmin
˚

n�2
2
;
� .n�2/2

4
C a

� 1
2
	

to obtain

ku0.x/k
2
H s 6 C

X
j

22js�2�jj�j0jku0k
2
L2

D CN 2s
X

j

22js�2�jj j
k�N k

2
L2 DN 2sCn� 1

2 :
(3-23)
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Thus, by (1-5) and (3-22), we must have s > 1
4

.

Proof of Theorem 1.3. Even though there is a loss of the angular regularity in
Theorem 1.3, the result implies the sharp result for the radial initial data. The key
ingredient here is the following lemma proved in [Gigante and Soria 2008].

Lemma 3.1. Let QJ�.s/D s
1
2 J�.s/ with s > 0, and let

(3-24) T�g.r/D

Z
I

eit.r/�2
QJ�.r�/

�
1
4

g.�/d�:

Then

(3-25)
Z 1

0

jT�g.r/j
2 dr 6 C

Z
I

jg.�/j2 d�;

where the constant C is independent of g 2L2.I/, of the interval I , of the measur-
able function t.r/ and of the order � > 0.

We also can follow the Carleson approach [1980] to linearize our maximal
operator, by making t into a function of r , t.r/. By the triangle inequality, we have
the estimate

ku�.x/kL2.Bn/

6 C

1X
kD0

d.k/X
`D1

Z 1
0

.r�/�
n�2

2 J�.k/.r�/e
it.r/�2

b0
k;`.�/�

n�1 d�


L2

r n�1 dr

:

Let g.�/D b0
k;`
.�/�

n�1
2
C 1

4 ; then

(3-26) ku�.x/kL2.Bn/ .
1X

kD0

d.k/X
`D1

Z 1
0

QJ�.k/.r�/e
it.r/�2

��
1
4 g.�/d�


L2

r .Œ0;1�/

:

Using Lemma 3.1, we obtain

(3-27) ku�.x/kL2.Bn/ . C

1X
kD0

d.k/X
`D1

b0
k;`.�/�

n�1
2
C 1

4


L2
�.RC/

:

Let ˛ D .n� 1/=2C � with � > 0, we have by the Cauchy–Schwarz inequality

ku�.x/kL2.Bn/

6 C

� 1X
kD0

d.k/X
`D1

.1C k/�2˛

�1
2
� 1X

kD0

d.k/X
`D1

.1C k/2˛
b0

k;`.�/�
n�1

2
C 1

4

2

L2
�.RC/

�1
2

:
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Since d.k/' hkin�2, we have by Lemma 2.5

ku�.x/kL2.Bn/ .
� 1X

kD0

d.k/X
`D1

.1Ck/2˛
b0

k;`.�/�
n�1

2
C 1

4

2

L2
�.RC/

�1
2

. ku0k
H

1
4

r H˛
�

:

This completes the proof of Theorem 1.3.
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VASSILIEV INVARIANTS OF VIRTUAL LEGENDRIAN KNOTS

PATRICIA CAHN AND ASA LEVI

We introduce a theory of virtual Legendrian knots. A virtual Legendrian
knot is a cooriented wavefront on an oriented surface up to Legendrian
isotopy of its lift to the unit cotangent bundle and stabilization and destabi-
lization of the surface away from the wavefront. We show that the groups
of Vassiliev invariants of virtual Legendrian knots and of virtual framed
knots are isomorphic. In particular, Vassiliev invariants cannot be used
to distinguish virtual Legendrian knots that are isotopic as virtual framed
knots and have equal virtual Maslov numbers.

We work in the smooth category. All maps and manifolds are C∞. All surfaces
are oriented unless explicitly stated otherwise. All curves are immersed.

1. Introduction

The first goal of this paper is to introduce a theory of virtual Legendrian knots.
Briefly, a virtual Legendrian knot is a Legendrian knot in the spherical cotangent
bundle ST ∗F of a surface F , up to Legendrian isotopy and stabilization and desta-
bilization of the surface F . In this paper, virtual framed knots are framed knots in
ST ∗F up to framed isotopy and stabilization and destabilization of the surface F .
The second goal of the paper is to study the group of order ≤ n Vassiliev invariants
of virtual Legendrian knots. We show that this group is naturally isomorphic to
the group of order ≤ n Vassiliev invariants of virtual framed knots. As a corollary,
order ≤ n Vassiliev invariants do not distinguish virtual Legendrian knots that are
isotopic as framed virtual knots and have the same virtual Maslov number. Similar
theorems were proved by Goryunov [1997], Hill [1997], Fuchs and Tabachnikov
[1997], and Chernov [2003] for Legendrian knots in various contact manifolds.

We give three equivalent formulations of virtual Legendrian knot theory. The
first, which we describe in the introduction, was motivated by the formulation of
virtual knot theory given by Carter, Kamada and Saito [2002], and was suggested
to us by V. Chernov (private communication, 2011).

MSC2010: 57M27.
Keywords: Virtual knot, Legendrian knot, Vassiliev invariant.
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Figure 1. The dangerous tangency move.

First we review the concept of a wavefront as discussed by Arnold [1989].
Suppose that the surface F is made of an isotropic, homogeneous medium, and
that light rays are emitted from a point of F . The set of points that these light rays
reach at a fixed time t is called a wavefront. As t increases, semicubical cusps
may appear, so the wavefront is not necessarily immersed. We say a (cooriented)
wavefront on an oriented surface F is a cooriented curve on F which is immersed
except at a finite number of semicubical cusps. The coorientation represents the
direction of propagation of the wavefront. A wavefront is generic if it has a finite
number of self-intersection points, all of which are transverse double points.

The spherical cotangent bundle ST ∗F of a surface F is equipped with the natural
contact structure. Arnold [1989; 2004] observed that, due to the Huygens principle,
the propagation of a wavefront on F lifts to a Legendrian isotopy in ST ∗F . That is,
lifting the wavefront to ST ∗F according to the direction of its coorienting vector
produces a curve in ST ∗F which is everywhere tangent to the distribution of contact
planes, and during the propagation of the wavefront, the lift of this curve undergoes
an isotopy while remaining tangent to the contact planes.

In particular the Huygens principle implies that the dangerous tangency move
in Figure 1 cannot appear during the propagation of a single front ω, because if
two branches of ω become tangent during the propagation in such a way that their
coorientations match, they must be tangent for all t .

Hence the Legendrian liftings of two generic wavefronts are Legendrian isotopic
if and only if the wavefronts are related by a sequence of the moves in Figure 2 up
to certain choices of coorientation, in addition to ambient isotopy. To obtain all the
valid choices of coorientation, one should consider the moves in Figure 2 with all
possible choices of coorientations on the branches, except in the case of the second
move, because dangerous tangencies are prohibited; see [Arnold 1994].

A virtual Legendrian knot is a Legendrian knot in the spherical cotangent bundle
of a surface, and corresponds to a wavefront on that surface. The definition of
virtual Legendrian knot theory suggested by Chernov is as follows: two virtual
Legendrian knots are equivalent if their corresponding wavefronts are related by
wavefront moves, and stabilization and destabilization of the surface. To stabilize
the surface F , we remove two disks from F that are disjoint from the wavefront, and
glue the two boundary components together so that the surface remains orientable.
To destabilize the surface F , we choose an essential simple closed curve disjoint
from the wavefront, cut along it, and glue disks to the two resulting boundary
components. Physically, this corresponds to the notion that the medium through
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Figure 2. Moves for wavefronts on an oriented surface, with one
possible choice of coorientation on each branch.

which the wavefront propagates can change its topology outside a neighborhood of
the wavefront. We denote a virtual Legendrian knot by a pair (F, K ) where F is a
compact oriented surface and K is a wavefront on F , and we let [(F, K )]l denote
its virtual Legendrian isotopy class.

We also give a purely diagrammatic description of virtual Legendrian knot theory
in Section 2. Namely, one can view a virtual Legendrian knot as a wavefront in
the plane with virtual crossings up to certain moves, in the spirit of Kauffman’s
original theory of virtual knots [1999].

Questions similar to ours have been studied by many people over the last 20
years. In the rest of this section let K be R or C and A be any abelian group. Fuchs
and Tabachnikov [1997] showed that the vector spaces of K-valued, order ≤ n
Vassiliev invariants of Legendrian knots with fixed Maslov number in R3 endowed
with the standard contact structure and those of framed knots in R3 are isomorphic.
Around the same time, Goryunov [1997] showed that the vector spaces of K-valued,
order ≤ n Vassiliev invariants of oriented framed knots in the solid torus ST ∗R2

and those of oriented plane curves without direct self-tangencies are isomorphic.
Generalizing the work of Goryunov, Hill [1997] proved the same result for all

planar fronts. Finally, Chernov [2003] was able to show that the groups of A-valued,
order ≤ n Vassiliev invariants of framed knots in ST ∗F , where F is any surface,
and those of Legendrian knots in ST ∗F are isomorphic.

More precisely, suppose L is a connected component of the space of Legendrian
curves in a contact manifold (M,C) and let F be the connected component of the
space of framed curves in (M,C) that contains L. Chernov proved that the groups
of A-valued, order ≤ n Vassiliev invariants of framed knots in F and those of
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Legendrian knots in L are isomorphic for a large class of contact manifolds (M,C).
In particular, the theorem holds for M = ST ∗F with its natural contact structure.
We develop techniques to show that a similar result holds in the virtual category.

Theorem 1.1. Let F be a connected component of the space of virtual framed
curves and L ⊂ F be a connected component of the space of virtual Legendrian
curves contained in F . Let A be an abelian group and VF

n (respectively VL
n ) be the

group of A-valued Vassiliev invariants of framed (respectively Legendrian) knots
on F (respectively L) of order ≤ n. Then the restriction map φ : VF

n → VL
n is an

isomorphism.

It follows that Vassiliev invariants cannot distinguish two virtual Legendrian
knots that are homotopic as Legendrian curves and isotopic as framed virtual knots.

Theorem 1.2. Let x ∈ VL
n , let (F, K ), (F ′, L) be representatives of the virtual

Legendrian homotopy class L, and let (F, K ) be virtually framed isotopic to (F ′, L ′).
Then x

(
[(F, K )]l

)
= x

(
[(F ′, L)]l

)
.

In Section 8 we discuss virtual version of the Maslov number. We prove that, as in
the classical case, virtual Legendrian homotopy classes are completely characterized
by their Maslov number and their underlying virtual homotopy class.

Theorem 1.3. Two virtual Legendrian knots are virtual Legendrian homotopic if
and only if they have the same virtual Maslov number and are homotopic as virtual
knots.

Part of the motivation for studying virtual knot theory stems from the fact that
virtually isotopic classical knots must be isotopic as classical knots. Goussarov,
Polyak, and Viro [Goussarov et al. 2000], and the proof can also be found in
[Kauffman 1999]. In other words, virtual knot theory extends classical knot theory.

Together with Chernov, we conjecture:

Conjecture 1.4. With F = S2 or F = R2, two Legendrian knots in ST ∗F that are
isotopic as virtual Legendrian knots must be Legendrian isotopic in ST ∗F .

Kuperberg [2003] later showed that two knots in F× I that are isotopic as virtual
knots must be isotopic as knots in F× I , possibly after a homeomorphism of F× I ,
provided that F is the surface of smallest genus realizing an element of the virtual
isotopy class. We also hope that a similar result holds for virtual Legendrian knots.

Conjecture 1.5. Let K1 and K2 be two Legendrian knots in ST ∗F that are isotopic
as virtual Legendrian knots, and suppose that F is the surface of smallest genus
realizing knots in the virtual Legendrian isotopy class of K1 and K2. Then, possibly
after a contactomorphism of ST ∗F , K1 and K2 are Legendrian isotopic in ST ∗F .

Chernov’s definition of virtual Legendrian knot theory can also be generalized
to higher dimensions. That is, two Legendrian manifolds L1 in ST ∗M1 and L2 in
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ST ∗M2 (not necessarily spheres) are virtually Legendrian isotopic if one can be
obtained from the other by a sequence of Legendrian isotopies and modifications of
contact ST ∗M induced by surgery on M in the part of M which does not contain the
projection of the Legendrian knot. It’s also possible to formulate the first conjecture
in higher dimensions, namely two Legendrian knots in ST ∗Rm or ST ∗Sm are virtual
Legendrian isotopic if and only if they are Legendrian isotopic.

2. Virtual Legendrian knot diagrams

A virtual Legendrian knot diagram is a generic wavefront in R2 with two types of
crossings. In addition to ordinary crossings, there are virtual crossings, which are
marked with a small circle and obey slightly different Reidemeister moves. The
Reidemeister moves involving only ordinary crossings are shown in Figure 2, and
these moves are a subset of the possible moves for virtual Legendrian knot diagrams.
Again, we can obtain other wavefront moves from these moves by independently
reversing the choice of coorientation on any branch, except in the case of the second
Reidemeister move, where the dangerous tangency move is forbidden.

The remaining moves for virtual Legendrian front diagrams involve at least one
virtual crossing, and are pictured in Figure 3. Other moves can be obtained from
these moves by independently reversing the coorientation on any branch. Note that
we allow virtual dangerous tangencies. Also note that the move obtained from the
first move in Figure 2 by replacing the ordinary crossing with a virtual crossing is
not allowed.

In Section 7 we will verify that this diagrammatic definition of virtual Legendrian
knot theory is equivalent to Chernov’s definition given in the Introduction.

If we allow the dangerous self-tangency move in Figure 1, the equivalence
relation generated is that of virtual Legendrian homotopy, rather than isotopy. We

Figure 3. Moves for virtual wavefront diagrams in the plane, with
one possible choice of coorientation on each branch.
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sometimes refer to a virtual Legendrian homotopy class as a connected component
of the space of virtual Legendrian curves.

3. Flat virtual knots

Virtual knot theory was introduced by Kauffman [1999]. We will briefly review the
definition of a related object, called a flat virtual knot, or virtual string, in order to
motivate the definition of a virtual Legendrian knot. Virtual strings were introduced
by Turaev [2004].

A virtual string is a counterclockwise oriented copy of S1, called a core circle,
with arrows whose endpoints are glued to the core circle. The endpoints of the
arrows are required to be distinct. We identify two virtual strings if there is a
homeomorphism from one to the other preserving the directions of the arrows.

Every generic oriented curve on an oriented surface gives rise to a virtual string,
called its underlying virtual string. To construct the underlying virtual string of
a curve, label the double points of the curve a1, . . . , an . Traverse the curve in
the direction of its orientation and record the cyclic order in which the labels ai

appear. Each label appears twice in the cyclic order. Then mark 2n points on a
counterclockwise oriented copy of S1, and label these points a1, . . . , an in the same
cyclic order in which the labels appear on the double points during the traversal of
the curve. For each 1 ≤ i ≤ n, connect the two points labeled ai by an arrow. In
other words, we connect the preimages of each double point of the map S1

→ F
by an arrow. The direction of the arrows are determined by the following rule: At
each intersection point of the curve order the two outgoing branches so that their
tangent vectors form a positive frame. The head of the arrow in the virtual string
should point to the preimage corresponding to the first branch. The underlying
virtual string of a curve on a surface is also known as its Gauss diagram.

Two curves on a surface are homotopic if and only if they are related by a sequence
of flat Reidemeister moves, pictured at the top of Figure 4, along with other moves
that are obtained from those moves by independently reversing the orientation on

Figure 4. Gauss diagram moves for flat virtual knots and their
corresponding moves in the plane.
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any branch of the curve in the picture. Each of these moves corresponds to a move
on the underlying virtual string (Gauss diagram of the curve). Two virtual strings
are virtually homotopic if and only if they are related by a sequence of the Gauss
diagram moves in the bottom row of Figure 4, in addition to the Gauss diagram
moves obtained from the other versions of the moves in the top row (which differ
from the listed moves by the choice of orientation on the branches of the curve.) In
Section 4, we will define Gauss diagram moves for virtual Legendrian knots.

4. Gauss diagrams for virtual Legendrian knots

We explain how to associate a Gauss diagram to an oriented virtual Legendrian knot.
For planar fronts, our diagrams are similar to the diagrams described by Polyak
[1998]. However, unlike Polyak’s diagrams, our diagrams are not marked with a
basepoint and the signs on our cusps are different from Polyak’s.

The Gauss diagram of an oriented and cooriented wavefront K on a surface F
with c cusps and n crossings (which we assume are transverse double points) is a
counterclockwise oriented copy of S1, with n arrows glued to S1 at their endpoints,
and c marked points on S1. Let C be the set of all marked points. Each connected
component of S1

\C is labeled with a coorientation. Furthermore we require that
the coorientations on adjacent components of S1

\C are different, and as a result
|C | is even. The endpoints of the arrows are distinct, as are the marked points, and
no marked point falls on the endpoint of an arrow. The Gauss diagram of a given
front is determined as follows. We view S1 as the circle parameterizing the curve
K , and each pair of preimages of a double point of K is connected by an arrow. At
each crossing, we label the outgoing branches of K with a “1” and a “2” so that the
ordered pair of their velocity vectors forms a positively oriented frame. The head
of the arrow is placed at the preimage corresponding to the branch labeled “1.” The
marked points of C are the preimages of the cusps of K , and each marked point
is equipped with a sign as follows. A cusp of a wavefront is called positive if the
outgoing branch of the cusp is in the coorienting half-plane of the cusp. Otherwise,
the cusp is called negative (see Figure 5). A virtual Legendrian knot diagram and
its Gauss diagram are pictured in Figure 6.

Figure 5. From top to bottom, a positive left cusp, negative left
cusp, positive right cusp, and negative right cusp.
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a

a

b

b

c

c− +

Figure 6. A virtual Legendrian knot diagram and its corresponding
Legendrian Gauss diagram.

Each wavefront move in Figure 2 gives rise to a corresponding move on the
Gauss diagram of the front in the obvious way, though we do not list these moves
explicitly. In Section 7 we will see that the equivalence relation generated by these
Gauss diagram moves is simply the equivalence relation of virtual Legendrian knot
theory.

5. Virtual framed and virtual Legendrian isotopy
in the spherical cotangent bundle

The goal of this section is to define the notions of virtual framed and virtual
Legendrian isotopy. The definitions in this section are motivated by the definition
of virtual knots given by Carter, Kamada and Saiton [Carter et al. 2002] whose
generalization to this context was suggested to us by Chernov. We also introduce
flat projection of a virtual blackboard framed knot.

Throughout this section, K will typically denote a knot in ST ∗F and K will
typically denote its projection to the surface.

5A. The natural contact structure on the spherical cotangent bundle. Let F be
an oriented surface and let ST ∗F be its spherical cotangent bundle. That is, a point
ωp ∈ ST ∗p F is a linear functional on Tp F defined up to multiplication by a positive
scalar. Hence ωp is determined by a choice of 1-dimensional subspace lω of Tp F
such that lω = kerωp, and a choice of positive half-space, which is a choice of
connected component of Tp F \lω on which ωp is positive. Put π : ST ∗F→ F to be
the usual projection. The contact plane at ωp is π−1

∗
(lω), which is a 2-dimensional

subspace of Tωp ST ∗F .

5B. Virtual isotopy in the spherical cotangent bundle of a surface. Typically the
virtual isotopy class of a knot is the isotopy class of a knot in a thickened surface
F× I up to stabilization and destabilization of F . In this paper we replace F× I with
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ST ∗F . We give a careful definition of virtual isotopy in ST ∗F in this section, and this
definition is based on the formulation of virtual isotopy due in [Carter et al. 2002].

The surface diagram of a knot K : S1
→ ST ∗F is a triple (F, K , l), where K is

the projection of K to F , and l is a cooriented line field along K that describes how
to lift K to K . Namely, the point K (t) lifts to the functional in ST ∗K (t)F with kernel
spanned by l(t), and which is positive on the half-space of TK (t)F \ l(t) given by
the coorientation of l(t).

Now put

(F1, K1, l1)∼ (F2, K2, l2)

if there exists a compact oriented surface F3 and orientation preserving embed-
dings φ1 : F1→ F3 and φ2 : F2→ F3 such that the lifts of the surface diagrams
(F3, φ1(K1), φ1∗(l1)) and (F3, φ2(K2), φ2∗(l2)) are isotopic in ST ∗F3. Here φi∗ is
the usual differential from T Fi → T F3, and φi∗(li ) is again a cooriented line field.
We abuse notation and also let φi∗ denote the natural map from ST ∗Fi to ST ∗F3.
At first glance it appears that this map goes in the incorrect direction, but φi is an
embedding so its differential, and hence the induced map on cotangent spaces, are
isomorphisms. So, we abuse notation and let φi∗ : ST ∗Fi → ST ∗F3. Note that the
lift to ST ∗F3 of (F3, φi (Ki ), φi∗(li )) is simply φi∗(K i ).

Two virtual knots (F, K , l) and (F ′, K ′, l ′) are virtually isotopic if there is a
sequence of knot diagrams (Fi , Ki , li ), 1≤ i ≤ m, such that

(F, K , l)= (F1, K1, l1)∼ (F2, K2, l2)∼ · · · ∼ (Fm, Km, lm)= (F ′, K ′, l ′).

5C. Virtual framed isotopy in the spherical cotangent bundle. Next we define
virtual isotopy for framed knots in ST ∗F where F is an oriented surface. A virtual
framed knot is a knot K : S1

→ ST ∗F equipped with a transverse vector field ν
considered up to the equivalence relation we define below. We denote this virtual
framed knot (F, K ν). Because we will not need to work with the projection of
a virtual framed knot, we will sometimes write (F, K ν) rather than (F, K ν); the
meaning of the notation will be clear from context.

Let φ : F → F ′ be an orientation preserving embedding, and as above, let
φ∗ : ST ∗F→ ST ∗F ′ be the induced map on the spherical cotangent bundles. Let
φ∗∗ : T ST ∗F→ T ST ∗F ′ be the differential of φ∗.

Put (F1, K ν1
1 ) ∼ f (F2, K ν2

2 ) if there exists a compact oriented surface F3 and
orientation preserving embeddings φ1 : F1 → F3 and φ2 : F2 → F3 such that
(F3, φ1∗(K 1)

φ1∗∗(ν1)) is framed isotopic to (F3, φ2∗(K 2)
φ2∗∗(ν2)) in ST ∗F3.

We say (F1, K ν1
1 ) and (Fm, K νm

m ) are virtually framed isotopic if there exists a
sequence of virtual framed knots K νi

i , 1< i < m, satisfying

(F1, K ν1
1 )∼ f (F2, K ν2

2 )∼ f · · · ∼ f (Fm, K νm
m ).
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The blackboard framing. We will sometimes consider knots with a certain framing,
which we call the blackboard framing. Fix an orientation of ST ∗F and of F .
A virtual topological knot (F, K , l) is in general position if its velocity vector,
K ′(t), never points in the direction of the S1 fiber. The orientations of ST ∗F
and F determine an orientation of the S1 fibers of ST ∗F . Let ∂θ be the vector
field corresponding to the positive orientation of the S1 fibers. Then for a virtual
topological knot in general position the vector field ∂θ is always transverse to K
and thus is a framing vector field. We call this framing the blackboard framing.
We can associate this framing to any virtual topological knot in general position to
obtain a virtual framed knot with the blackboard framing, K ∂θ .

Proposition 5.1. Let (F, K ν) be a virtual framed knot. Then there is a blackboard
framed virtual knot (F, L∂θ ) in the framed virtual isotopy class [(F, K ν)] f .

Proof. It is enough to show that the nonvirtual framed isotopy class of K ν contains a
blackboard framed knot L∂θ . We may assume, possibly by first performing a small
perturbation, that the velocity vector of K never points in the direction of the S1

fiber, where K denotes the unframed knot in ST ∗F obtained from K ν by forgetting
its framing. Now consider the blackboard framed knot K ∂θ which coincides with
K ν as an unframed knot. Let j = m(K ν, K ∂θ ) be the relative number of twists of
the framings of the two knots (see Section 10A). Next consider the surface diagram
(F, K , l) consisting of the projection K of K to F and the cooriented line field
l which describes how to lift K to K . We can replace a portion of this surface
diagram, where the line field is locally constant, with a small kink (see Figure 7).
Adding the top or bottom kink in Figure 7 to (F, K , l) will yield new framed knots
K 1 and K 2 respectively, which, once isotoped to coincide with K as embeddings,

Figure 7. Adding a twist to the framing of a blackboard framed knot.
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Figure 8. Moves for flat virtual blackboard framed knot projections.

satisfy m(K i , K ) = ±1, i = 1, 2. The sign depends on the chosen orientation of
the fiber. We add | j | copies of one of the kinks in Figure 7 so that the lift L of the
resulting surface diagram is isotopic to K , and the blackboard framed knot L∂θ is
framed isotopic to K ν . �

The flat projection of a virtual blackboard framed knot. To prove Proposition 10.3
we will use an invariant that is defined on the flat diagram of a blackboard framed
virtual framed knot. The flat projection of a virtual blackboard framed knot, K ∂θ, is
the immersed curve π(K ).

If two blackboard framed knots in the spherical cotangent bundle of the same
surface are framed homotopic, then their flat projections are related by a sequence
of moves in Figure 8.

Thus if two blackboard framed virtual knots K ∂θ
1 and K ∂θ

2 are virtually framed
homotopic then there exists a sequence of moves in Figure 8, in addition to stabi-
lization and destabilization of the surface that takes the flat projection of K ∂θ

1 to
that of K ∂θ

2 .

5D. Virtual Legendrian isotopy. Let K be a Legendrian knot in ST ∗F in general
position. Then K projects to a cooriented wavefront K on F . Furthermore, two
Legendrian knots K 1 and K 2 are Legendrian isotopic in ST ∗F if and only if their
wavefronts K1 and K2 on F are related by a sequence of the moves in Figure 2,
excluding the dangerous self-tangency move.

Put (F1, K1) ∼l (F2, K2) if there exists a compact oriented surface F3 and
orientation preserving embeddings φ1 : F1→ F3 and φ2 : F2→ F3 such that φ1(K1)

and φ2(K2) are related by a sequence of moves for wavefronts on F3, or equivalently,
if φ1(K1) and φ1(K1) are Legendrian isotopic in ST ∗F3.

We say (F, K ) and (F ′, K ′) are virtually Legendrian isotopic if there exists a
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sequence of pairs satisfying

(F, K )= (F1, K1)∼l (F2, K2)∼l · · · ∼l (Fm, Km)= (F ′, K ′).

Remark 5.2. If in this definition we allowed dangerous tangency moves as well
then we would have the definition of a virtual Legendrian homotopy.

Remark 5.3. A virtual Legendrian knot in a cooriented contact structure has a
natural framing, at each point given by the unit vector in the normal bundle to the
velocity vector of the knot on which the coorienting one form evaluates to one.
Given a virtual Legendrian knot K , let K st denote the virtual framed knot given by
K with this framing.

6. Flat framed virtual knot diagrams

In this section we give reformulate the theory of flat virtual framed knots in terms
of planar diagrams.

Given a virtual knot with a blackboard framing, K ∂θ we associate to it a planar
flat virtual framed knot diagram. This is obtained first by forgetting the framing
and cooriented line field, leaving a generic immersed curve K on the surface F ,
denoted (F, K ). Then we construct the virtual string associated to this curve as
described in Section 3. This virtual string describes a flat virtual knot diagram in
the plane in the usual way, which is unique up to any combination of virtual moves
(a sequence of virtual moves is sometimes called the detour move).

If two virtual framed knots are virtual framed homotopic then their planar flat
virtual diagrams are related by a sequence of moves in Figure 9.

Figure 9. Moves for flat virtual framed knot diagrams.
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7. Equivalent definitions of virtual Legendrian isotopy

Let LGD be the set of Legendrian Gauss diagrams and let ∼lgd be the equivalence
relation generated by Gauss diagram moves. Recall that the set of Gauss diagram
moves is precisely the set of moves on Gauss diagrams obtained by translating each
wavefront move to the Gauss diagram. Let LG D = LGD/∼lgd .

Let VLD be the set of virtual Legendrian knot diagrams. Let ∼vld be the
equivalence relation generated by virtual Legendrian knot diagram moves. Put
V L D = VLD/∼vld .

The theory of Legendrian Gauss diagrams up to Gauss diagram moves is equiv-
alent to the theory of virtual Legendrian knot diagrams up to virtual wavefront
moves.

Theorem 7.1. The map g : VLD→ LGD given by associating a (unique) Legen-
drian Gauss diagram to a virtual Legendrian knot diagram induces a bijection
g∼ : V L D→ LG D.

Proof. First we verify that g∼ is well-defined. Indeed, the Legendrian Gauss
diagrams of two equivalent virtual Legendrian knot diagrams differ by Gauss
diagram moves, as moves involving virtual crossings do not affect the Gauss
diagram.

The map g∼ is clearly surjective, as any Legendrian Gauss diagram gives rise
to a virtual Legendrian knot diagram. One simply draws all cusps and crossings
present in the Legendrian Gauss diagram in the plane, and connects such cusps and
crossings by arcs, creating virtual crossings where these arcs cross.

It remains to check that g∼ is injective. Suppose we have two virtual Legendrian
knot diagrams D1 and D2 with the same Gauss diagram. We will show that D1

and D2 are related by virtual Legendrian knot diagram moves. We first change
D2 by a regular isotopy so that a small neighborhood of each of its cusps and
double points coincides with a small neighborhood of each corresponding cusp and
double point of D1. The resulting diagrams differ only in how the cusps and double
points are connected by arcs. To move an arc a2 of D2 so that it coincides with the
corresponding arc a1 of D1, we move a2 by a fixed endpoint homotopy, such that
any crossings created during that homotopy are virtual. This move is known as the
detour move, and is simply a sequence of the moves pictured in Figure 3. �

Now let SFD be the set of all front diagrams on orientable surfaces, i.e., all pairs
(F, K ) where F is an oriented surface and K is a cooriented wavefront on F . Let
∼s f d be the equivalence relation generated by the relation ∼l defined in Section 5D,
and let SF D = SFD/ ∼s f d . In other words, SF D consists of pairs (F, K ) of
oriented surfaces F with cooriented wavefront diagrams K on F considered up to
wavefront moves and stabilization and destabilization of the surface F .
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Next we show that the theory of Legendrian Gauss diagrams up to Gauss diagram
moves is equivalent to the theory of fronts on surfaces up to wavefront moves.

Theorem 7.2. The map h :SFD→LGD that assigns a Legendrian Gauss diagram
to a wavefront on an oriented surface induces a bijection h∼ : SF D→ LG D.

Proof. First we check that h∼ is well-defined. That is, suppose we have two pairs
(F, K ) and (F ′, K ′), such that for some sequence of pairs {(Fi , Ki )}

n
i=1, we have

(F, K )= (F1, K1)∼l (F2, K2)∼l . . . (Fn, Kn)= (F ′, K ′).

We need to check that (F, K ) and (F ′, K ′) have equivalent Legendrian Gauss
diagrams, but since stabilization and destabilization do not affect the Legendrian
Gauss diagram of a wavefront on a surface, this is clear.

Next we verify that h∼ is surjective. To do this, we construct a wavefront diagram
on a surface given a Legendrian Gauss diagram. First we build the disk-band surface
realizing the underlying flat virtual knot of the wavefront. For a detailed explanation
of this procedure, see [Turaev 2004]. Then we insert positive and negative cusps
according to the markings on the Legendrian Gauss diagram.

Finally we verify h∼ is injective. To do this we must show that if two pairs
(F, K ) and (F ′, K ′) have equivalent Gauss diagrams, then (F, K ) and (F ′, K ′)
are equivalent. Again, the argument is completely analogous to the case of virtual
strings, which is carefully described in [Turaev 2004]. �

8. Virtual versions of the classical invariants

In this section we define the Maslov number for virtual Legendrian knots. We do
not discuss virtual analogues of the Bennequin number in this work. The virtual
Maslov number µ(Kv) where Kv is a planar virtual front diagram, is defined to be
the number of positive cusps minus the number of negative cusps; see Figure 5.
Clearly, if Kv corresponds to the front (F, K ) on a surface then µ(Kv) is equal to
the (nonvirtual) Maslov number of the front K on F .

A positive (respectively negative) stabilization of the virtual Legendrian knot
K is obtained by inserting a pair of positive (respectively negative) cusps at any
point along K . Let K n1,n2 denote the virtual Legendrian knot obtained from K by
applying n1 positive stabilizations and n2 negative stabilizations.

Proposition 8.1. The virtual Legendrian knot K is virtual Legendrian homotopic
to K n,n for any positive integer n.

Proof. One can add a pair of positive cusps and a pair of negative cusps using a
Legendrian homotopy; see Figure 10. This sequence of moves is due to Fuchs
and Tabachnikov [1997]. This Legendrian homotopy is also a virtual Legendrian
homotopy. �
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Figure 10. Adding a pair of negative cusps and a pair of positive
cusps via a (virtual) Legendrian homotopy.

Theorem 8.2. Two virtual Legendrian knots are virtual Legendrian homotopic if
and only if they have the same virtual Maslov number and are homotopic as virtual
knots.

Proof. One can verify that the virtual Maslov number is an invariant of virtual
Legendrian homotopy by checking its invariance under all virtual wavefront moves,
as well as the dangerous tangency move. Hence two virtual Legendrian homotopic
virtual Legendrian knots have the same virtual Maslov number and (clearly) are
homotopic as virtual knots.

Now suppose that K and L are Legendrian knots with the same virtual Maslov
number that are homotopic as virtual knots. We will show below that the assumption
that K and L are homotopic as virtual knots implies that for any two sufficiently
large positive integers n1 and n2, there exist integers n3 and n4 such that K n1,n2

is virtual Legendrian homotopic to Ln3,n4. In particular, this will be true for some
p=n1=n2 large enough. Then, since K and K p,p are virtual Legendrian homotopic
by Proposition 8.1, and for suitable n3 and n4, K p,p and Ln3,n4 are virtual Legendrian
homotopic, we have µ(L)=µ(K )=µ(K p,p)=µ(Ln3,n4). Then µ(L)=µ(Ln3,n4)

implies n3 = n4. Put q = n3 = n4. Again by Proposition 8.1, L and Lq,q are virtual
Legendrian homotopic. Hence K and L are virtual Legendrian homotopic.

It remains to show that if K and L are virtually homotopic then for sufficiently
large positive integers n1 and n2, there exist integers n3 and n4 such that K n1,n2 is
virtual Legendrian homotopic to Ln3,n4 . We do this in the next lemma. �

Lemma 8.3. Let (F, K ) and (F ′, L) be two virtually homotopic Legendrian knots.
Then for sufficiently large positive integers n1 and n2 there exist integers n3 and n4

such that K n1,n2 is virtual Legendrian homotopic to Ln3,n4 .

Proof. We let K be a Legendrian knot in ST ∗F , let L be a Legendrian knot in
ST ∗F ′, and we have a sequence of pairs

(F, K )= (F1, K1), (F2, K2), . . . , (Fn, Kn)= (F ′, L)
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of curves K i in ST ∗Fi such that the cooriented line fields (Fi , Ki , li ) on Fi and
(Fi+1, Ki+1, li+1) on Fi+i lifting to K i and K i+1 respectively can be realized as
homotopic cooriented line fields on a third surface Gi (meaning their lifts are
homotopic in ST ∗Gi ).

On each surface Gi , this homotopy looks locally (within a Darboux chart)
like a sequence of Reidemeister moves and crossing changes. We show how
to imitate this virtual homotopy by a virtual Legendrian homotopy by replacing
topological Reidemeister moves with Legendrian Reidemeister moves, and by
replacing topological crossing changes with Legendrian crossing changes.

The argument is now local, so we simply consider the case where K and L
are homotopic as Legendrian knots in ST ∗F for a fixed surface F . Furthermore
we assume for now that the homotopy between K and L is contained in a single
Darboux chart, so that K and L are Legendrian knots in the standard contact R3.
We consider the topological knot projections of K and L to the xz-plane. Because
K and L are homotopic, their topological projections are related by a sequence of
Reidemeister moves of Types 1–3 and crossing changes; see Figure 11.

Fuchs and Tabachnikov [1997] proved that if K and L are topologically isotopic
Legendrian knots in the standard contact R3, then for sufficiently large n1 and n2,
there exist n3 and n4 such that K n1,n2 is Legendrian isotopic to Ln3,n4. We prove
the same statement, replacing isotopy with homotopy, and imitate their proof. Let κ
and λ be the front projections of K and L . First we know κ and λ are related by a
topological isotopy Kt with projection κt , such that K0 = K , K1 = L , and for some
0 = t0 < t1 < t2 < · · · < tn = 1 ∈ [0, 1], κi = κti and κi+1 = κti+1 are related by a
single topological Reidemeister move, topological crossing change (see Figure 11),
or a passage through a vertical tangency (an ambient isotopy during which a strand
without a vertical tangency passes through a vertical tangency, and after which two
new vertical tangencies appear locally).

Next convert each topological knot diagram κi into a front diagram by replacing
vertical tangencies with cusps, and correcting “wrong crossings” as in [Fuchs and
Tabachnikov 1997]; see Figure 12. These operations clearly do not affect the
topological type of the knot.

Fuchs and Tabachnikov then show how to replace topological Reidemeister
moves and passages through vertical tangencies with Legendrian versions of these

Figure 11. A crossing change.
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,

Figure 12. Converting a “wrong crossing” in a topological knot
diagram to a front projection of a Legendrian knot in standard
contact R3.

Figure 13. After adding cusp pairs, we can replace a topological
crossing change with a Legendrian crossing change.

moves, possibly after adding extra positive or negative cusp pairs. It remains to
show that we can do the same for topological crossing changes. This is shown in
Figure 13. �

9. Vassiliev invariants

In this section we define finite order Vassiliev invariants for virtual Legendrian,
framed and topological knots. For the rest of the paper let A be an abelian group.

A self-intersection point of an immersed curve is called transverse if the two
velocity vectors to the curve at that point are linearly independent. An n-singular
virtual Legendrian (resp. framed, topological) knot is a virtual Legendrian (resp.
framed, topological) immersed curve with n transverse self-intersection points.

In an oriented 3-manifold a transverse self-intersection point of an immersed
curve can be resolved in two ways. We call the resolution positive if the velocity
vector to one strand, the velocity vector to the second strand and the vector from the
second to the first strand form a positive 3-frame. Otherwise the self-intersection is
called negative. Given an immersed curve with (n+ 1) transverse self-intersection
points there are 2n+1 possible ways to resolve these self-intersection points. The
sign of a resolution is the product of the signs of the resolutions of all of the
individual double points.

An A-valued virtual Legendrian (resp. framed, topological) knot invariant is
a function from the set of virtual Legendrian (resp. framed, topological) isotopy
classes to A.

A Vassiliev invariant of virtual Legendrian (resp. framed, topological) of order
≤ n is an A-valued virtual Legendrian (resp. framed, topological) knot invariant
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that vanishes on the signed sum of the 2n+1 resolutions of any (n + 1)-singular
virtual Legendrian (resp. framed, topological) knot.

10. Construction of the isomorphism

In what follows, recall that [ · ] f denotes a framed virtual isotopy class, [ · ]l denotes
a Legendrian virtual isotopy class, and [ · ] denotes a topological virtual isotopy
class.

When studying Vassiliev invariants of virtual Legendrian knots, we consider
invariants of virtual Legendrian knots from a single connected component of the
space of virtual Legendrian curves (or equivalently, knots within a fixed virtual
homotopy class and with a fixed virtual Maslov number). Similarly, when studying
Vassiliev invariants of virtual framed knots or virtual Legendrian knots, we consider
invariants of knots from a single connected component of the space of virtual framed
curves.

In the following sections we will show that Vassiliev invariants cannot be used
to distinguish virtually homotopic virtual Legendrian knots with the same virtual
Maslov number that are isotopic as framed virtual knots. First we prove the following
seemingly weaker statement:

Theorem 10.1. Let x ∈ VL
n . Suppose that (F, K ) and (F ′, L) are two virtually

homotopic virtual Legendrian knots with the same virtual Maslov number, such
that (F, K ) is virtual framed isotopic to (F ′, L) with their natural framings. Then
x([(F, K )]l)= x([(F ′, L)]l).

Using this theorem we are then able to prove the following stronger statement:

Theorem 10.2. Let F be a connected component of the space of virtual framed
curves and L ⊂ F be a connected component of the space of virtual Legendrian
curves contained in F . Let A be an abelian group and VF

n be the group of A valued
Vassiliev invariants on F of order ≤ n. Define VL

n likewise. The restriction map
φ : VF

n → VL
n is an isomorphism.

It is clear that Theorem 10.2 implies Theorem 10.1. We will now show that
Theorem 10.1 implies Theorem 10.2. We will prove Theorem 10.1 in a later section.

Now we outline the construction of an inverse, ψ , to the map φ defined above. If
the framed isotopy class of (F, K ν) contains a Legendrian representative (Fl, Kl)

then we define ψ(x)([(F, K ν)] f )= x([(Fl, Kl)]l). By Theorem 10.1, this is well-
defined. If every virtual framed isotopy class were realizable by a virtual Legendrian
knot, then the existence of ψ would follow immediately from Theorem 10.1. The
Bennequin inequality tells us that not every (nonvirtual) framed isotopy class is
realizable by a Legendrian knot in, for example, R3 with the standard contact
structure. However, no Bennequin inequality is known for virtual Legendrian knots.
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Therefore, it could be that every virtual framed isotopy class is realizable by a
virtual Legendrian knot; this question is currently open.

10A. The relative number of twists of two framed knots. Given two virtual framed
knots K ν1

1 and K ν2
2 that coincide as pointwise embeddings in the same spherical

cotangent bundle ST ∗F , we can measure the relative number of twists of their
framings as follows. Let ν⊥1 be a vector in T ST ∗F orthogonal to both K ′1(t) and
ν1(t) such that the triple {K ′1(t), ν1(t), ν⊥1 } is a positive frame in T ST ∗F . The
frame consisting of ν⊥1 and the vector ν1(t) gives a trivialization of the normal
bundle of K . Define m(K ν1

1 , K ν2
2 ) to be the total number of rotations of ν2 with

respect to this trivialization.
In Proposition 10.3 we use m to characterize when two framed virtual knots that

coincide as unframed knots are homotopic as virtual framed curves.
For the proof of Proposition 10.3 we need the following definition. Given a virtual

framed knot K ν consider one of its corresponding flat virtual framed knot diagrams
in R2 (see Section 6). Let r be the rotation number of the flat framed knot diagram
in the plane and let v be the number of virtual crossings. Put ρ(K ν)= r+v mod 2.
One can check that this quantity does not change under any moves in Figure 9, and
thus is well-defined across all possible virtual framed knot diagrams for a given
virtual framed knot. Furthermore this also shows that it is invariant under virtual
framed homotopy.

Proposition 10.3. Let K ν1
1 and K ν2

2 be virtual framed knots (resp. singular virtual
framed knots with n transverse double points) that coincide pointwise as embeddings
(resp. immersions) in ST ∗F. Then K ν1

1 and K ν2
2 are virtual framed homotopic if

and only if m(K ν1
1 , K ν2

2 ) is even.

Proof. If m(K ν1
1 , K ν2

2 ) is even, then K ν1
1 and K ν2

2 are homotopic as framed knots in
ST ∗F because one can pass through a small kink to change m by two.

Now suppose m(K ν1
1 , K ν2

2 ) is odd. Since m is odd we must have ρ(K ν1
1 ) 6=ρ(K

ν2
2 ).

Thus K ν1
1 cannot be virtual framed homotopic to K ν2

2 . �

Suppose that K ν1
1 and K ν2

2 coincide as smooth embeddings, and m(K ν1
1 , K ν2

2 )= i .
Then we write K ν2

2 = (K
ν1
1 )

i .
We want to prove that Theorem 10.1 implies that the inverse ψ described above

exists. Chernov [2003] showed that an analogue of Theorem 10.1 for ordinary
Legendrian and framed knots in most contact manifolds implies that an analogue
Theorem 10.2 holds, i.e., the inverse ψ exists. The proof in [Chernov 2003] that ψ
exists is mostly local. One can check that the same proof will work in the virtual
category provided the following two propositions hold:

Proposition 10.4. Let F be a connected component in the space of virtual framed
curves (resp. singular virtual framed curves), and L⊂F be a connected component
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in the space of virtual Legendrian curves (resp. singular virtual Legendrian curves).
Let K ν

∈ F be a virtual framed knot (resp. singular knot). Then there exists i ∈ Z

and a virtual Legendrian knot (resp. singular knot) L ∈ L such that L ∈ [(K ν)2i
] f .

Furthermore if there exists a virtual Legendrian knot (resp. singular knot) L ∈ L
such that [L] f = [K ν

] f then there exists a virtual Legendrian knot (resp. singular
knot) L ′ ∈ L such that [L ′] f = [(K ν)−2

] f .

Proof. Chernov [2003] shows that for some i ∈ Z, there exists a Legendrian knot L
in the ordinary (nonvirtual) framed isotopy class of (K ν)2i that is also contained in
the given connected component of the space of Legendrian curves. This L suffices
here also because of Proposition 10.3. We will construct this knot L when the given
knot is nonsingular, but the singular case is similar and is done in [Chernov 2003]
for nonvirtual knots. To construct L , one first forgets the framing of the framed
knot K ν to obtain a knot K . Then C0-approximate the knot K by a Legendrian
knot, and add sufficiently many positive or negative cusp pairs, so that the resulting
Legendrian knot K l is in the given virtual Legendrian homotopy class L. This
Legendrian knot K l is framed isotopic to a framed knot K ν j such that K ν j and
K ν coincide as unframed knots and m(K ν j , K ν) = j . But because L ⊂ F , by
Proposition 10.3, j = 2i .

To show that if the framed isotopy class of K ν in ST ∗F is realizable by a
Legendrian knot, then the framed isotopy class of (K ν)−2 in ST ∗F is realizable by
a Legendrian knot L ′, simply perform the Legendrian homotopy in Figure 10 to a
small arc of the Legendrian knot L in the virtual framed isotopy class of K ν . The
resulting Legendrian knot is in the virtual framed isotopy class of (K ν)−2. �

Proposition 10.5. Let F be a connected component of the space of virtual framed
curves, let K ν

∈ F and let Ku = (F, K , l) be an unframed virtual knot obtained
by forgetting the framing on K ν . Let [Ku] be the class of virtual topological
knots that contains Ku and K ν1

1 = (F1, K ν1
1 ) ∈ F be a virtual framed knot with

(F1, K1, l1) ∈ [Ku]. Then K ν1
1 and (K ν)2i are virtual framed isotopic for some

i ∈ Z.

Proof. This follows immediately from Proposition 10.3. �

We know how to define ψ on virtual framed isotopy classes containing a virtual
Legendrian knot. Let K ν

∈ F and i be the largest integer such that [(K ν)2i
] f

contains a virtual Legendrian knot in L. (If no such i exists, then every [(K ν)2i
] f

contains a virtual Legendrian knot, so there is no problem defining ψ on all of F .)
In this situation we know how to define ψ on the framed isotopy classes [K 2 j

] f

for j ≤ i . The following definition, analogous to the definition in [Chernov 2003],
extends ψ to the virtual framed isotopy classes [K 2 j

] f for j > i .
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Definition 10.6. Fix K ν
∈ F and let j be the maximal integer such that [(K ν)2 j

]

contains a virtual Legendrian knot in L. For l > j define

ψ(x)((K ν)2l)=

n+1∑
i=1

(
(−1)i+1 (n+1)!

i ! (n+1−i)!
ψ(x)((K ν)2l−2i )

)
This definition extends x such that it is a Vassiliev invariant of virtual framed

knots of order ≤ n and also φ ◦ψ = idVL
n

and ψ ◦ φ = idVF
n

as we wanted. The
proof in our case is directly analogous to one given in [Chernov 2003].

11. Proof of Theorem 10.1

Fix a connected component F of the space of virtual framed curves and a connected
component L of the space of virtual Legendrian curves such that L⊂ F .

In this section we will prove the following theorem:

Theorem 11.1. Let x ∈ VL
n . Suppose (F, K ) and (F ′, L) are two virtual Legen-

drian knots in L, such that (F, K ) is virtually framed isotopic to (F ′, L). Then
x([(F, K )]l)= x([(F ′, L)]l).

Recall from Section 8 that the virtual Legendrian knot (F, K n,m) is obtained by
adding n positive and m negative cusp pairs to the diagram of (F, K ).

A crucial tool in the proof of Theorem 11.1 is the following lemma:

Lemma 11.2. Let (F, K ) and (F ′, L) be two virtual Legendrian knots that are
isotopic as virtual framed knots, and let x ∈VL

n . Suppose there exists p∈Z such that
(F, K p,p) and (F ′, L p,p) are virtually Legendrian isotopic. Then x([(F, K )]l)=
x([(F ′, L)]l).

In order to use the previous lemma we must first show that the integer p in
Lemma 11.2 exists whenever (F, K ) and (F ′, L) are in the same connected com-
ponent of the space of virtual Legendrian curves and are isotopic as virtual framed
knots.

To do this, we show that for n1, n2 large enough, there exists n3, n4 such that
(F, K n1,n2) and (F ′, Ln3,n4) are virtually Legendrian isotopic; this holds without
the assumptions that K and L are virtually framed isotopic and are homotopic as
virtual Legendrian curves. Then we show that we can assume that n1+n2= n3+n4

(provided K and L are virtually framed isotopic) and n1− n2 = n3− n4 (provided
K and L are homotopic as virtual Legendrian curves). It will follow that n1 = n2 =

n3 = n4.

Lemma 11.3. Let (F, K ) and (F ′, L) be virtually isotopic Legendrian knots. Then
there exist n1, n2, n3 and n4 such that (F, K n1,n2) is virtually Legendrian isotopic
to (F ′, Ln3,n4).
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Proof. The proof is the same as the proof of Lemma 8.3, except that because we
are now using isotopy rather than homotopy, we do not need to consider crossing
changes. �

Theorem 11.4. Let (F, K ) and (F ′, L) be two virtual Legendrian knots in the
same virtual framed isotopy class F . Then given large enough n1, n2, n3, n4 ∈ Z so
that (F, K n1,n2) and (F ′, Ln3,n4) are isotopic as virtual Legendrian knots, we have
n1+ n2 = n3+ n4.

Proof. Throughout the proof below we write K ν instead of K ν to denote a framed
knot in ST ∗F to increase readability. K will still denote the lift to ST ∗F of a
wavefront K .

Since (F, K ) and (F ′, L) are virtual framed isotopic we have a sequence of
pairs:

(F, K st)= (F1, K ν1
1 )∼ f (F2, K ν2

2 )∼ f · · · ∼ f (Fm, K νm
m )= (F ′, Lst).

More precisely we have surfaces Gi and maps φi : Fi→ Gi and ψi : Fi+1→ Gi

such that φi∗(K
νi
i ) is framed isotopic to ψi∗(K

νi+1
i+1 ) on Gi via the framed isotopy

hi
t for all 1≤ i < n.

Now, by the argument in Lemma 11.3 (or rather, Lemma 8.3) we can approximate
the previous framed isotopy with a Legendrian isotopy after adding sufficiently
many positive and negative cusp pairs to K and L . This yields a sequence

(F, K n1,n2)= (F1, L1)∼l (F2, L2)∼l · · · ∼l (Fm, Lm)= (F ′, Ln3,n4)

with the same surfaces Gi and maps φi and ψi as above. However, now we have
a sequence of Legendrian isotopies l i

t : S
1
→ ST ∗Gi such that the image of l i

0 is
equal to φi∗(L̄ i ), and the image of l i

1 is equal to ψi∗(L i+1). Furthermore for all
t ∈ [0, 1], the image of l i

t is contained in a small torus around the image of hi
t .

We can use the fact that both of these images are contained in a small torus at
each time t to show that n1+ n2 = n3+ n4.

Given two homotopic (virtual) framed knots K ν1
1 and K ν2

2 in ST ∗F which lie in a
solid torus T , where T is embedded in ST ∗F , we can identify T with the standard
torus in R3. Then we define slkd(K ν1

1 , K ν2
2 ) to be the difference of the self-linking

numbers of the images of K ν1
1 and K ν2

2 under this identification. Since both K1 and
K2 are homotopic to the longitude of the torus, slkd(K ν1

1 , K ν2
2 ) does not depend

on the choice of identification. Furthermore, one can check that slkd(K , K n1,n2)=

n1+ n2, and slkd(L, Ln3,n4)= n3+ n4. This argument is similar to an argument in
[Chernov 2003].

We now know that slkd does not change as t varies on a fixed surface Gi . Thus
slkd(φi∗(K

νi
i ), φi∗(L i )) = slkd(ψi∗(K

νi+1
i+1 ), ψi∗(L i+1)). So to finish the proof we
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just need to show the following:

slkd(ψi∗(K
νi+1
i+1 ), ψi∗(L i+1))= slkd(φi+1∗(K

νi+1
i+1 ), φi+1∗(L i+1))

However, since slkd does not depend on the identification of the torus in Gi or
Gi+1 with the standard torus in R3 this equality is clear. �

Theorem 11.5. Let (F, K ) and (F ′, L) be two virtual Legendrian knots in the
same virtual isotopy class that are homotopic as virtual Legendrian curves. If
n1, n2, n3, n4 ∈Z are large enough, so that (F, K n1,n2) and (F ′, Ln3,n4) are isotopic
as virtual Legendrian knots, then n1− n2 = n3− n4.

Proof. From Lemma 11.3 we have n1, n2, n3, n4 ∈ Z so that (F, K n1,n2) and
(F ′, Ln3,n4) are isotopic as virtual Legendrian knots. Since (F, K ) and (F ′, L) are
homotopic as virtual Legendrian curves we have that µ(F, K )= µ(F ′, L). For the
same reason we get that µ(F, K n1,n2)= µ(F ′, Ln3,n4).

Finally, since (F, K n1,n2) is obtained from (F, K ) by adding n1 upward cusp
pairs and n2 downward cusp pairs we have µ(F, K n1,n2)− µ(F, K ) = n1 − n2.
Similarly we have µ(F ′, Ln3,n4)−µ(F ′, L)= n3−n4. So from the equalities above
we can conclude that n1− n2 = n3− n4 �

In order to prove the final theorem we need the following combinatorial lemma:

Lemma 11.6. For 0≤ i < p,
p∑

k=d i
z+1 e

(−1)k+1
( p

k

)(k(z+1)
i

)
= 0.

Proof. We show this by comparing coefficients of a polynomial.

x p
( z+1∑

k=1

(−1)k
( z+1

k

)
xk−1

)p

= (1− (1− x)z+1)p

=

p∑
k=0

(−1)k
( p

k

)
(1− x)k(z+1)

=

p∑
k=0

(−1)k
( p

k

)(k(z+1)∑
j=0

(−1) j
(k(z+1)

j

)
x j
)

=

p(z+1)∑
j=0

( p∑
k=d i

z+1 e

(−1)k+ j
( p

k

)(k(z+1)
j

))
x j . �

Theorem 11.7. Let x ∈ VL
n , and let (F, K ), (F ′, L) ∈ L. If there exists p such

that (F, K p,p) and (F ′, L p,p) are virtual Legendrian isotopic, then x([(F, K )]l)=
x([(F ′, L)]l).
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Figure 14. The singular Legendrian arc used to construct K z .

Proof. Throughout the proof below we drop the [ · ]l notation, with the understanding
that x is always an invariant of virtual Legendrian knots. Fix a point q in the image
of (F, K ) and denote by (F, K z) the singular virtual Legendrian knot obtained
from (F, K ) by adding z copies of Figure 14 in a neighborhood of q. For a
singular knot (F, Ks) denote by d(F, Ks) the sum of all the signed resolutions
of the double points of K s , i.e., direct self-tangencies of Ks . The homotopy in
Figure 10 implies that d(F, K 1)= (F, K )− (F, K 1,1). So we have that x(F, K )=
x(F, K )− x(F, K 1,1). By iterating this process we can conclude that x(F, K z)=∑z

j=0(−1) j
(z

j

)
x(F, K j, j ).

To obtain the result we will begin with x(F, K ) and, after adding a linear
combination of singular knots on which x is zero, we will change the argument of x
to (F ′, L). First we make some observations that will be used in the computation:

(1) x(F, K )= x
(∑p

k=0(−1)k
(p

k

)
(F, K k(z+1))

)
, since for k > 0, (F, K k(z+1)) has

at least z+ 1 double points.

(2) x(F, K m,m) = x(F ′, Lm,m) for m ≥ p since one can change (F, K p,p) to
(F ′, L p,p) through a virtual Legendrian isotopy.

(3) x(F, K z)=
∑z

j=0(−1) j
(z

j

)
x(F, K j, j ), as noted above.

Now, calculate:

x(F, K )=
p∑

k=0

(−1)k
( p

k

)
x(F, K k(z+1)) by (1) above

=

p∑
k=0

(−1)k
( p

k

)(k(z+1)∑
j=0

(−1) j
(k(z+1)

j

)
x(F, K j, j )

)
by (3)

=

p(z+1)∑
j=0

( p∑
k=d i

z+1 e

(−1)k+ j
( p

k

)(k(z+1)
j

))
x(F, K j, j )

=

p(z+1)∑
j=p

( p∑
k=d i

z+1 e

(−1)k+ j
( p

k

)(k(z+1)
j

))
x(F, K j, j ) by 11.6



VASSILIEV INVARIANTS OF VIRTUAL LEGENDRIAN KNOTS 45

=

p(z+1)∑
j=p

( p∑
k=d i

z+1 e

(−1)k+ j
( p

k

)(k(z+1)
j

))
x(F ′, L j, j ) by (2)

=

p(z+1)∑
j=0

( p∑
k=d i

z+1 e

(−1)k+ j
( p

k

)(k(z+1)
j

))
x(F ′, L j, j )

=

p∑
k=0

(−1)k
( p

k

)(k(z+1)∑
j=0

(−1) j
(k(z+1)

j

)
x(F ′, L j, j )

)

=

p∑
k=0

(−1)k
( p

k

)
x(F ′, K k(z+1)

2 ) by (3)

= x(F ′, L). �

Now by Theorems 11.4, 11.5 and 11.7 we can conclude that Vassiliev invariants
cannot distinguish virtually framed isotopic virtual Legendrian knots with the same
Maslov number.

Theorem 11.8. Let x ∈ VL
n , (F, K ), (F ′, L)∈L and let (F, K ) be virtually framed

isotopic to (F ′, L) then x([F, K )]l)= x([(F ′, L)]l).
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SOME RESULTS ON THE GENERIC VANISHING
OF KOSZUL COHOMOLOGY VIA DEFORMATION THEORY

JIE WANG

We study the deformation-obstruction theory of Koszul cohomology groups
of gr

d’s on singular nodal curves. We compute the obstruction classes for
Koszul cohomology classes on singular curves to deform to a smooth one.
In the case where the obstructions are nontrivial, we obtain some partial
results for generic vanishing of Koszul cohomology groups.

1. Introduction

In this paper, we apply deformation theory to study the syzygies of general curves
in Pr with fixed genus and degree. Let L be a basepoint-free gr

d on a smooth
curve X . The Koszul cohomology group K p,q(X, L) is the cohomology of the
Koszul complex at the (p, q)-spot

−→
∧p+1 H 0(L)⊗H 0(X,Lq−1)

dp+1,q−1
−−−−→

∧p H 0(L)⊗H 0(X,Lq)
dp,q
−−→H 0(X,Lq+1),

where

dp,q(v1 ∧ · · · ∧ vp⊗ σ)=
∑

i

(−1)iv1 ∧ · · · ∧ v̂i ∧ ..∧ vp⊗ viσ.

The Koszul cohomology groups K p,q(X, L) completely determine the shape of
a minimal free resolution of the section ring

R = R(X, L)=
⊕
k≥0

H 0(X, Lk),

and therefore carry a lot of information about the extrinsic geometry of X .
We are interested in Green’s question:

Problem 1.1. What is the variational theory of the K p,q(X, L)? What do they look
like for X a general curve and L a general gr

d?

MSC2010: 14H51.
Keywords: Koszul cohomology, general curves, deformation theory, generic vanishing, maximal rank
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If (X, L) is general in G r
g,d (in this paper, this means the Brill–Noether number

ρ = g − (r + 1)(g − d + r) is nonnegative and (X, L) is a general point of the
unique component of G r

g,d which dominates Mg), it is well known that we only
have to determine K p,1(X, L), or equivalently K p−1,2(X, L) for 1 ≤ p ≤ r − 1
(see Section 2).

Problem 1.1 seems too difficult to answer in full generality. For an arbitrary gr
d

on a general curve X , the simplest cases — determining K1,1(X, L) or K0,2(X, L)—
are still unknown. The maximal rank conjecture (MRC) [Eisenbud and Harris 1983]
predicts that the multiplication map

(1-1) Sym2 H 0(X, L)
µ
−→ H 0(X, L2)

is either injective or surjective, that is,

(1-2) min{k1,1(X, L), k0,2(X, L)} = 0.

Geometrically, this means that the number of quadrics in Pr containing X is as
simple as the Hilbert function of X ⊂ Pr allows.

There are many partial results about (1-2) using the so-called “méthode d’Horace”,
originally proposed by Hirschowitz. This amounts to a degeneration argument to a
carefully chosen singular curve in projective space and a proof of the statement on
such a curve by a delicate inductive argument. We refer to, for instance, [Ballico
and Fontanari 2010a; 2010b] for some recent results in this direction.

For higher syzygies, again there are many results (see [Aprodu 2004; Ballico
1996; Ein 1987; Farkas 2009]). One breakthrough result is Voisin’s solution [2002;
2005] of the generic Green’s conjecture, which solves Problem 1.1 for the case
L = K X .

For the vanishing of K p,1, there is [Aprodu 2004; 2005], which proved the generic
version of the Green–Lazarsfeld gonanity conjecture. This conjecture predicts that,
for smooth curve X of gonanity d and L a sufficiently positive line bundle on X ,

Kh0(L)−d,1(X, L)= 0.

Note that Problem 1.1 does not have any assumption on the positivity of L .
It seems that the method of all of the above results amounts to degenerating to

special curves, often a carefully chosen singular one, and verifying the statements
on these special curves. Given the fact that sometimes such special curves are
difficult to find and the inductive arguments can get technical, we would like to
take a slightly different point of view. We will consider one-parameter degeneration
to the simplest possible singular curve, namely, the union of two smooth curves
meeting at a node. Of course, there is no hope of directly verifying the vanishing
statements we would like to prove on these curves (see Section 3), but we are able
to compute the obstructions for the “extra” Koszul classes of the singular fiber
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to deform to nearby fibers. If one could prove these “extra” Koszul classes are
obstructed, we conclude the general fiber has the vanishing property we need. We
feel this point of view has a good chance to generalize.

More precisely, let the property GV(p)rg,d mean that, for general L ′ = gr
d on

general curve C of genus g, we have

(1-3) min{kp,1(C, L ′), kp−1,2(C, L ′)} = 0.

Problem 1.2. Does GV(p)rg,d imply GV(p)rg+1,d+1?

If this holds, one could set up an inductive argument. At each step r is fixed and
g, d go up by 1, or equivalently, r and h1 are fixed, and g goes up by 1.

In the case p= 1, the maximal rank conjecture predicts the answer should always
be affirmative. For higher syzygies, this is not always the case, but one would like
to prove some generic vanishing results for some special {g, r, d}.

We give a simple condition to guarantee GV(p)rg,d implies GV(p)rg+1,d+1 from
a deformation-theoretic point of view. We study the deformation theory of Koszul
cohomology groups on the simplest kind of singular curve X0: the union of a
general curve C of genus g and an elliptic curve E meeting at a node u. L0 is
carefully chosen (see Section 3) such that:

(a) (X0, L0) is smoothable to L t = gr
d+1 on a smooth curve X t of genus g+ 1.

(b) L0|C = L ′ and therefore min{kp,1(C, L0|C), kp−1,2(C, L0|C)} = 0.

(c) L0|E =OE(v) for another general point v ∈ E .

We prove:

Theorem 1.3. Let C ⊂ Pr be a general curve, |L ′| a general gr
d on C and ML ′ the

kernel bundle defined by the sequence

0−→ ML ′ −→ H 0(L ′)⊗OC
ev
−−→ L ′ −→ 0.

Then the following hold:

(a) If K p,1(C, L ′)= 0, then K p,1(X t , L t)= 0.

(b) If K p−1,2(C, L ′)= 0 and

(1-4) h0(C,∧r−p ML ′ ⊗ KC
)
= h0(C,∧r−p ML ′ ⊗ KC(2u)

)
for a general point u ∈ C , then K p−1,2(X t , L t)= 0.

In other words, GV(p)rg,d always implies GV(p)rg+1,d+1 if (1-4) holds.

The upshot is that under such degeneration, we could explicitly compute gen-
erators of K p,q(X0, L0). Unfortunately (X0, L0) does not satisfy (1-3). However
we could compute the obstructions for the “extra” Koszul classes to deform to
K p,q(X t , L t). If every “extra” Koszul class is obstructed, we conclude that (1-3)
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holds for (X t , L t). Condition (1-4) is a sufficient condition for the “extra” Koszul
classes to be obstructed.

In the case p = 1 (maximal rank conjecture), this sufficient condition turns out
to be very geometric.

Theorem 1.4. Let C ⊂ Pr be a general curve embedded by |L ′| a general gr
d and

suppose one of the following two conditions holds:

(a) µ in (1-1) is injective.

(b) µ is surjective and there exists a quadric Q ∈ Ker(µ) containing C but not
containing the tangential variety TC :=

⋃
u∈C TuC.

Then (MRC)rg+1,d+1 holds as well.

To apply Theorem 1.4 to the maximal rank conjecture, one has to verify a
hypothesis in (b) which seems geometrically interesting in its own right. Hopefully
there will be some other applications.

Starting from the fact that rational normal curves and canonical curves are
projectively normal, we verify hypothesis (b) in some special cases and get some
partial results.

Corollary 1.5. Let (X, L) be a general pair in G r
g,d with h1(L)≤ 1. Suppose

d > 5
4 g+ 9

4 if h1(L)= 0, or

d > 5
4 g+ 3

4 if h1(L)= 1;

then (X, L) is projectively normal.

It is a very well-known result of Green and Lazarsfeld [1986] that any very ample
line bundle L on X with

(1-5) deg(L)≥ 2gX + 1− 2h1(L)−Cliff(X)

is projectively normal, and the bound is sharp. Notice that (1-5) implies that
h1(L)≤ 1.

If X is general,

Cliff(X)=
⌊

gX − 1
2

⌋
;

thus, the Green–Lazarsfeld theorem predicts projective normality for general curves
if d is bigger than roughly 3g/2. Corollary 1.5 thus says that if L is also general,
we could improve the lower bound of d to roughly 5g/4.

The bounds in Corollary 1.5 are weaker than the bounds in [Ballico and Fontanari
2010b].

We could also fix a small r and let h1 be arbitrarily large.

Corollary 1.6. The maximal rank conjecture (for quadrics) holds if r ≤ 4.
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The reason we can get rid of the restriction on the degree of the line bundle
for small r is that we can always verify the hypothesis on TC in Theorem 1.4(b)
if r ≤ 4. Thus (MRC)rg,d always implies (MRC)rg+1,d+1.

For higher syzygies, we do not expect analogously that min{kp,1, kp−1,2} = 0
for p ≥ 2. We refer the audience to Section 2 for a counterexample. Nevertheless,
we do wish to obtain certain vanishing results or effective upper bounds on kp,q .

The difficulty in generalizing the inductive argument to higher syzygies is twofold.
First there are relatively few known cases to start the induction with. There is
essentially a single known starting series of examples for vanishing of syzygies,
namely, Voisin’s solution to the generic Green conjecture. Besides Voisin’s theorem,
Farkas [2006] proved that properties GV(2)716,21 and GV(3)10

22,30 hold. Secondly, for
higher syzygies, the sufficient condition for “extra” Koszul classes to be obstructed
is not as geometric.

Nevertheless we summarize our results on higher syzygies as follows:

Theorem 1.7. Let X be a general curves of genus g and L a general gr
d on X. Then:

(a) If g ≥ r + 1, then K p,1(X, L)= 0 for p ≥ b(r + 1)/2c.

(b) If h1(L)= 1 (which implies that g ≥ r + 1), then

K p−1,2(X, L)= 0 for 1≤ p ≤ r −
⌊g

2

⌋
,

kp−1,2(X, L)≤ (g− 2r + 2p− 1)
( r−1

p−1

)
for p > r −

⌊g
2

⌋
.

Combining Corollaries 1.5 and 1.7(a), we can determine kp,q(X, L) for L a
general gr

d with r ≤ 4.

Corollary 1.8. For a general pair (X, L) in G r
g,d with r ≤ 4, g ≥ r + 1, we have

min{kp,1(X, L), kp−1,2(X, L)} = 0.

The organization of this paper is as follows. In Section 2, we review some basic
facts about Koszul cohomology of general curves. In Section 3, we study the Koszul
cohomology of the central fiber (X0, L0). We explicitly write down the generators
of the “extra” Koszul classes in Kr−p,0(X0, L0;ωX0)

∼=K p−1,2(X0, L0)
∨. Section 4

contains a computation of the obstructions for these classes to deform, and Section 5
gives a sufficient condition for the obstruction classes to be linearly independent,
and a proof of Theorem 1.3. In Section 6, we focus on the p = 1 case and prove
Theorem 1.4 and Corollaries 1.5 and 1.8. Finally, in Section 7, we consider higher
syzygies for line bundles with h1

= 1. In some special range of p, we are able to
prove some vanishing results as in Theorem 1.7.
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2. Koszul cohomology of general curves

We first summarize several special properties of Koszul cohomology groups on
general curves over C. We refer to [Aprodu and Nagel 2010] and [Eisenbud 1992]
for general facts about Koszul cohomology.

Proposition 2.1. Suppose X is a general curve and L is a complete gr
d on X.

(a) K p,0(X, L)= 0 except when p = 0 and k0,0(X, L)= 1.

(b) K p,q(X, L)= 0 for q ≥ 4.

(c) K p,3(X, L)= 0 except when p = r − 1 and kr−1,3(X, L)= h1(L).

Proof. Statement (a) follows from the definition of Koszul cohomology.
To prove (b) and (c), we use the following facts:

(i) The multiplication map

H 0(X, L)⊗ H 0(X, K X ⊗ L−1)−→ H 0(X, K X )

is injective. This is the Gieseker–Petri theorem.

(ii) H 0(X, K X ⊗ L−2)= 0. This is a direct consequence of (i) (see [Arbarello and
Cornalba 1981]).

Statement (b) follows from (ii) and the duality theorem of Koszul cohomology
(see [Aprodu and Nagel 2010, Section 2.3]):

(2-1) K p,q(X, L)= Kr−1−p,2−q(X, L; K X )
∨.

To prove (c), we first apply (2-1) and note that the Koszul differential dr−1−p,−1

factors as∧r−1−p H 0(L)⊗ H 0(K X ⊗ L−1)
dr−1−p,−1 //

y⊗Id
��

∧r−2−p H 0(L)⊗ H 0(K X )

∧r−2−p H 0(L)⊗ H 0(L)⊗ H 0(K X ⊗ L−1)

Id⊗µ

33

By (i), both y⊗ Id and Id⊗µ are injective. �

As a consequence, we have the following corollary:

Corollary 2.2. Let X be a general curve and L a globally generated gr
d with r ≥ 1.

(a) L is normally generated if and only if the multiplication map

µ : S2 H 0(X, L)−→ H 0(X, L2)

is surjective.

(b) If L is normally generated, the homogeneous ideal IX is generated by quadrics
and cubics.
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Proof. The only possible nonzero K0,q for q ≥ 2 is K0,2(X, L) = Coker(µ). If
K0,2(X, L) = 0, L is normally generated. Since k1,q is the number of minimal
generators of IX of degree q + 1, (b) follows. �

Moreover, since taking cohomology does not change the Euler characteristic of
the complex, we have for any 1≤ p ≤ r − 1 that

kp,1(X, L)− kp−1,2(X, L)

=

∑
i+ j=p+1

(−1) j+1 dimC

((∧i V
)
⊗ H 0(X, L j )

)
=

(r+1
p

)
(g− d + r)−

( r+1
p+1

)
g+

(r−1
p

)
d +

( r
p+1

)
(g− 1).

Denote this number by bp(X, L), which depends only on g, r , d, p. Therefore
to determine the Koszul cohomology of (X, L), it suffices to determine either row
q = 1 or q = 2.

Remark. Based on the maximal rank conjecture, one might expect that analogously

(2-2) min{kp,1(X, L), kp−1,2(X, L)} = 0

for general (X, L). But this is not the case. In fact, F. Schreyer proved in his thesis
(see [Green 1984, 4.a.2] for more details) that for any curve X of genus g, there
exists a number d0 such that if deg(L)= d ≥ d0, then

K p,2(X, L) 6= 0 if r − 1≥ p ≥ r − g.

On the other hand, it follows from a theorem of Green and Lazarsfeld [1984]
(see also [Aprodu and Nagel 2010, Corollary 3.39]) that for d large,

K p,1(X, L) 6= 0 if 1≤ p ≤ r −
⌊

g
2

⌋
− 2.

Thus, for r − g+ 1≤ p ≤ r −bg/2c− 2, (2-2) does not hold.

3. Koszul cohomology of the central fiber

Let L ′ be a gr
d on a smooth curve C of genus g and X0 =C ∪ E the reducible nodal

curve consisting of C and an elliptic curve E meeting at a general point u. Let L0

be the line bundle on X0 such that

L0|C = L ′

and
L0|E =OE(v),

where v 6= u. We would like to study the relations between K p,q(C, L ′) and
K p,q(X0, L0) in this section.
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First, observe that by construction any (global) section of L ′ on C extends
uniquely to a section of L0 on X0; thus we have a natural isomorphism

φ : H 0(C, L ′)∼= H 0(X0, L0).

Moreover, by the Riemann–Roch theorem, h1(C, L ′)= h1(X0, L0), and there is a
natural identification

H 0(C, KC ⊗ L ′−1)∼= H 0(X0, ωX0 ⊗ L−1
0 ).

A first consequence is:

Proposition 3.1. If K p,1(C, L ′)= 0, then K p,1(X0, L0)= 0.

Proof. Consider the commutative diagram∧p+1 H 0(L0) //

∼=

��

∧p H 0(L0)⊗ H 0(L0) //

∼=

��

∧p−1 H 0(L0)⊗ H 0(L2
0)

��∧p+1 H 0(L ′) //
∧p H 0(L ′)⊗ H 0(L ′) //

∧p−1 H 0(L ′)⊗ H 0(L ′2)

where the vertical arrows are restriction maps to C . The hypothesis says that the
lower row is exact in the middle. A simple diagram chase gives the conclusion. �

The argument in Proposition 3.1 does not generalize to the case q = 2 because
H 0(C, L ′2) is not isomorphic to H 0(X0, L2

0). Instead we dualize using (2-1),

K p−1,2(C, L ′)∨ ∼= Kr−p,0(C, L ′; KC),

and compare Kr−p,0(C, L ′; KC) with Kr−p,0(X0, L0;ωX0).
Here, ωX0 is the dualizing sheaf of X0. Its restriction to C and E are line

bundles KC(u) and KE(u) respectively. A global section of the dualizing sheaf
consists of (global) one-forms on C and E , viewed as sections of KC(u) and KE(u)
respectively which vanish at u.

Figure 1 describes the various line bundles in question on X0 and their restrictions
to each component. The S-shaped curve is C and the straight line is E .

Choose a basis {ω0, . . . , ωg−1} of H 0(C, KC) and a basis {ωg} of H 0(E, KE).
For 0≤ i ≤ g−1, we will think of ωi as a section in H 0(KC(u))which vanishes on u,
and then extend it over E by the zero section. Such a section belongs to H 0(ωX0),
and we still denote it by ωi . Similarly, we obtain ωg ∈ H 0(ωX0) with ωg|C = 0.

In this way, we obtain a natural identification

ψ : H 0(C, KC)⊕ H 0(E, KE)∼= H 0(C, KC(u))⊕ H 0(E, KE(u))∼= H 0(X0, ωX0)

and
H 0(X0, ωX0)= span{ωi | i = 1, . . . , g}.
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L′

OE(v)

KC(u)

KE(u)

KC(u)⊗ L′−1

KE(u− v)

KC(u)⊗ L′

KE(u+ v)

L0 ωX0 ωX0 ⊗ L−1
0 ωX0 ⊗ L0

Figure 1. The line bundles on the central fiber.

Notice also that every section in H 0(X0, ωX0) vanishes at u.
Now suppose Kr−p,0(C, L ′; KC)=0. We want to show that Kr−p,0(X0, L0;ωX0)

can be generated by pure tensors in∧r−p H 0(X0, L0)⊗ H 0(X0, ωX0).

To this end, consider the commutative diagram∧r−p+1 H 0(L ′)⊗ H 0(KC ⊗ L ′−1)

��

∼= //
∧r−p+1 H 0(L0)⊗ H 0(ωX0 ⊗ L−1

0 )

δ−1

��∧r−p H 0(L ′)⊗ H 0(KC)

��

φ⊗ψ //
∧r−p H 0(L0)⊗ H 0(ωX0)

δ0
��∧r−p−1 H 0(L ′)⊗ H 0(KC ⊗ L ′) //

∧r−p−1 H 0(L0)⊗ H 0(ωX0 ⊗ L0).

The top horizontal arrow is an isomorphism since any section in H 0(X0, ωX0⊗L−1
0 )

restricts to zero on the E component.
Now let {σ0, . . . , σr } be a basis of H 0(C, L ′). Extend each σk uniquely to X0 to

form a basis of H 0(X0, L0), still denoting them by σk .
We can write any element in Ker(δ0) as∑

k1,...,kr−p
j≤g−1

αk1,...,kr−p, j σk1∧· · ·∧σkr−p⊗ω j+
∑

k1,...,kr−p

βk1,...,kr−p σk1∧· · ·∧σkr−p⊗ωg.

Since the image under δ0 of the second term β restricts to 0 on C (since ωg does),
so does the image of the first term α. By our assumption, the left column of the
above diagram is exact in the middle and therefore α ∈ Im(δ−1).
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We conclude that∑
k1,...,kr−p

βk1,...,kr−p σk1 ∧ · · · ∧ σkr−p ⊗ωg ∈ Ker(δ0),

and this can happen only if∑
k1,...,kr−p

βk1,...,kr−p σk1 ∧ · · · ∧ σkr−p ∈
∧r−p V,

where V ⊂ H 0(X0, L0) is the codimension-one subspace consisting of sections
which restrict to zero on E . Also, it is easy to see that a basis of∧r−p V ⊗C ·ωg

is linearly independent even modulo Im(δ−1).
We have proved:

Lemma 3.2. If Kr−p,0(C, L ′; KC)= 0, we have an isomorphism

Kr−p,0(X0, L0;ωX0)
∼=
−−→

∧r−p V ⊗C ·ωg.

4. Infinitesimal calculations

In this section, we carry out the computation of first-order obstructions described
in the introduction. We will use the deformation theory of complexes, which was
developed in [Green and Lazarsfeld 1987]. The general set-up is as below.

Let S be a smooth variety and F• a bounded complex of locally free sheaves on S:

· · · −→ F p+1 dp+1
−−−−→ F p dp

−−−→ F p−1
−→ · · · .

Given a point t ∈ S, denote by F•(t) the complex of vector spaces at t determined
by the fibers of F•; that is,

F•(t)= F•⊗C(t),

where C(t) is the residue field of S at t .
The deformation theory of H i (F•(t)) as t moves near 0 ∈ S is controlled by the

derivative complex, which associates to a tangent vector v ∈ T0S a complex

· · · −→ H p+1(F•(0))
Dv(dp+1)
−−−−−→ H p(F•(0))

Dv(dp)
−−−−→ H p−1(F•(0))−→ · · · .

A (co)homology class [c] ∈ H p(F•(0)) deforms to first order along v if and only
if Dv(dp)([c])= 0 ∈ H p−1(F•(0)).

To describe the Dv(dp), recall that a tangent vector v ∈ T0S corresponds to an
embedding of the dual numbers D into S, so one gets a short exact sequence

0−→ C(0)−→ D −→ C(0)−→ 0.
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Tensoring the sequence with F• yields a short exact sequence of complexes, which
in turn gives rise to connecting homomorphisms

H p(F•⊗C(0))
Dv(dp)// H p−1(F•⊗C(0))

H p(F•(0)) H p−1(F•(0))

One checks that Dv(dp) ◦ Dv(dp+1)= 0.
Now let (X0, L0) be the pair constructed in the previous section. We will further

assume that both (C, L ′) and the crossing point u are general. (X0, L0) determines
a limit linear series in the sense of [Eisenbud and Harris 1986]. By counting
Brill–Noether numbers, it is easy to see this limit linear series is deformable to
general pairs (X t , L t). Let L→ X → 1 be the total space of a one-parameter
family of general pairs (X t , L t) ∈ G r

g+1,d+1 degenerating to (X0, L0). We will
apply the deformation theory described above to the Koszul complex computing
Kr−p,0(X t , L t ;ωX t ):∧r−p+1 H 0(L t)⊗ H 0(ωX t ⊗ L−1

t ) ↪−→
∧r−p H 0(L t)⊗ H 0(ωX t )

δt
−−→

∧r−p−1 H 0(L t)⊗ H 0(ωX t ⊗ L t).

By the Gieseker–Petri theorem, the left arrow is injective for all t (even at
time zero), so kr−p,0(X t , L t ;ωX t ) can only increase at t = 0 if Ker(δt) does. We
would like to compute the derivative of δt at t = 0:

(4-1) Kr−p,0(X0, L0;ωX0)
D(δt )|t=0
−−−−−→ Kr−p−1,1(X0, L0;ωX0).

To illustrate the idea, let us first take a look at the simpler case when p = r − 1.
(On the other hand, the main case we are interested in is the case p = 1.) The
general case is just notationally more complicated. In this special case, the Koszul
differential δt becomes the multiplication map µt∧2 H 0(L t)⊗ H 0(ωX t ⊗ L−1

t ) ↪−→ H 0(L t)⊗ H 0(ωX t )
µt
−−→ H 0(ωX t ⊗ L t),

and the derivative map is

K1,0(X0, L0;ωX0)
D(µt )|t=0
−−−−−→ K0,1(X0, L0;ωX0).

For simplicity, denote ωg ∈ H 0(X0, ωX0) by ω. If K1,0(C, L ′, KC)= 0, then by
Lemma 3.2 we have

K1,0(X0, L0;ωX0)
∼=
−−→ V ⊗C ·ω ⊂ V ⊗ H 0(X0, ωX0).

Remark. Even if K1,0(C, L ′, KC) 6= 0, we nevertheless have the containment
V ⊗C ·ω ⊂ K1,0(X0, L0;ωX0).
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L′(−u)

OE(u+ v)

KC(2u)

KE

M N

Figure 2. The twisted line bundles on the central fiber.

So, let σ ∈ V . By the description of the derivative complex at the beginning of
this section, to compute

D(µt)|t=0(σ ⊗ω),

we have to lift σ⊗ω to first order in t , apply the Koszul differential µt to the lifting,
then restrict the outcome divided by t to X0.

So, let σ̃ , ω̃ be sections of L and ωX/1 extending σ and ω, respectively.
Since σ̃ vanishes on E and ω̃ vanishes on C , we can write

(4-2) σ̃ = σ̃ ′sE

and

(4-3) ω̃ = ω̃′sC ,

where sE and sC are sections of OX (E) and OX (C) vanishing precisely on E and
C , respectively, and σ̃ ′ and ω̃′ are global sections of

M := L(−E)|X0
∼= L(C)|X0 and N := ωX/1(−C)|X0

∼= ωX/1(E)|X0,

respectively. Notice that tensoring L by OX (−E) will increase the degree by 1
on the E component and decrease the degree by 1 on the C component. The line
bundles M and N are described in Figure 2. Notice that M ⊗ N ∼= ωX0 ⊗ L0.

By the construction of the derivative complex,

(4-4) D(µt)|t=0(σ⊗ω)=
σ̃ · ω̃

t

∣∣∣
X0
=
(σ̃ ′sE) · (ω̃

′sC)

t

∣∣∣
X0
= (σ̃ ′ω̃′)|X0 mod Imµ0.

The general case is just notationally more complicated.
Let

σi1 ∧ · · · ∧ σir−p ⊗ω ∈
∧r−p V ⊗ H 0(E, KE).
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We will compute its image under D(δt)|t=0. Similarly to the simpler case, we have
to lift σi1∧· · ·∧σir−p⊗ω to first order, apply the Koszul differential δt to the lifting,
then restrict the outcome divided by t to X0.

To this end, let σ̃ik , ω̃ be sections of L and ωX/1 extending σik and ω, respectively.
Since σ̃ik vanishes on E and ω̃ vanishes on C , we can write

(4-5) σ̃ik = σ̃
′

ik
sE

and

(4-6) ω̃ = ω̃′sC ,

as before.
We compute

(4-7) D(δt)|t=0(σi1 ∧ · · · ∧ σir−p ⊗ω)

=
δ(σ̃i1 ∧ · · · ∧ σ̃ir−p ⊗ ω̃)

t

∣∣∣
X0

=

r−p∑
k=1

(−1)k
σ̃i1 ∧ · · · ∧

ˆ̃σik ∧ · · · ∧ σ̃ir−p ⊗ (σ̃
′

ik
sE)(ω̃

′sC)

t

∣∣∣
X0

=

r−p∑
k=1

(−1)kσi1 ∧ · · · ∧ σ̂ik ∧ · · · ∧ σir−p ⊗ (σ̃
′

ik
ω̃′)|X0 mod Im δ0.

5. The study of obstruction classes

As explained in the introduction, our goal is to show that the rank of the obstruction
map

Kr−p,0(X0, L0;ωX0)
D(δt )|t=0
−−−−−→ Kr−p−1,1(X0, L0;ωX0)

is as big as it could be, as this would imply Kr−p,0(X t , L t ; K X t ) is as small as it
could be for t 6= 0.

Again let us analyze the simpler case p = r − 1 first. By [Arbarello and Sernesi
1978], the multiplication map

H 0(X t , L t)⊗ H 0(X t , ωX t )
µt
−−→ H 0(X t , ωX t ⊗ L t)

is already surjective for the general fiber, which implies K1,0(X t , L t ; K X t ) is of the
expected dimension. So, we are not proving anything new here, but it is helpful to
redo this case via infinitesimal methods, because this method has the potential to
generalize.

First notice that

H 0(X0, L0)⊗ H 0(X0, ωX0)
µ0
−−→ H 0(X0, ωX0 ⊗ L0)
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is not surjective. The problem is that any section in H 0(X0, ωX0) vanishes at u, but
there is a section in H 0(X0, ωX0 ⊗ L0) not vanishing at u. Moreover, µ0 is exactly
of corank one. This is because on the E component, µ0 becomes

H 0(OE(v))⊗ H 0(OE(u))−→ H 0(OE(u+ v)),

which is of corank 1 (see Figure 1). Since by [Arbarello and Sernesi 1978] (or by
the induction hypothesis if one wants an independent proof), the map

H 0(C, L ′)⊗ H 0(KC)−→ H 0(L ′⊗ KC)

is surjective, we see that if a section τ ∈ H 0(X0, ωX0⊗ L0) vanishes at u, then it is
in the image of µ0. Therefore k1,0(X t , L t ; K X t ) jumps up by one at t = 0.

Now by the computation of the obstruction class in (4-4),

(σ̃ ′ω̃′)|X0

is in the image of

H 0(X0,M)⊗ H 0(X0, N )−→ H 0(X0, ωX0 ⊗ L0).

Since there are always sections in H 0(X0,M) and H 0(X0, N ) not vanishing at u,
we can easily choose σ̃ ′ and ω̃′ such that (σ̃ ′ω̃′)|X0 does not vanish at u. (Notice
that any (global) sections of M and N will extend to nearby fibers.) Therefore there
is at least a one-dimensional subspace of K1,0(X0, L0; K X0) that does not deform
to a nearby fiber, namely (σ̃ ′sE)(ω̃

′sC). This means K1,0(X t , L t ; K X t ) is of the
expected dimension for t 6= 0. This proves the simpler case.

The case for general p is much more delicate. There are two possible ways to
show the obstruction classes in (4-7) are not in the image of δ0.

The easier way is to mimic the simpler case is to show (σ̃ ′ik
ω̃′)|X0 does not lie in

the image of

H 0(X0, L0)⊗ H 0(X0, ωX0)
µ0
−−→ H 0(X0, ωX0 ⊗ L0).

(As we have seen before, µ0 is of corank one.) This will be the case if (σ̃ ′ik
ω̃′)|X0 does

not vanish at u. Then the obstruction class in (4-7) has no chance to be in Im(δ0).
To make this idea more precise, choose a basis {σ1, . . . , σr } of V adapted to u,

that is, σk |C vanishes to order exactly k along u (therefore σk |E = 0 for k ≥ 1).
Using the same notation as (4-2) and (4-3), we have that

(σ̃ ′1ω̃
′)|X0

is not in the image of µ0 because σ1|C vanishes to order exactly 1 at u, and any
extension σ̃1 = σ̃

′

1 · sE we choose would have σ̃ ′1 nonvanishing at u (because sE |C

vanishes to order 1 at u, σ̃ ′1 does not vanish). Similarly the extension ω̃′ does not
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vanish at u. (Although the choice of extensions is not unique, different choices give
the same obstruction class modulo Im(δ0).)

However, for k ≥ 2, because σk |C vanishes to order at least 2 at u, we could
choose a suitable extension σ̃k (modulo Im(δ0) this does not depend on the choice
of extension) such that σ̃k = σ̃

′′

k s2
E , and therefore

(σ̃ ′kω̃
′)|E = (σ̃

′′

k sE ω̃
′)|E = 0.

Thus for any 1= i1 < i2 < i3 < · · ·< ir−p ≤ r ,

D(δt)|t=0(σ1∧σi2∧···∧σir−p⊗ω)

=−σi2∧···∧σir−p⊗(σ̃
′

1ω̃
′)|X0+

r−p∑
k=2

(−1)kσi1∧···∧σ̂ik∧···∧σir−p⊗(σ̃
′

ik
ω̃′)|X0 .

By looking at its restriction to E , we see immediately that the set

{D(δt)|t=0(σ1 ∧ σi2 ∧ · · · ∧ σir−p ⊗ω) | 2≤ i2 < i3 < · · ·< ir−p ≤ r}

is linearly independent in Kr−p−1,1(X0, L0;ωX0).
Thus at this point the rank of D(δt)|t=0 is at least(r−1

p

)
,

and therefore

(5-1) kr−p,0(X t , L t ;ωX t )≤
( r

p

)
−

(r−1
p

)
=

( r−1
p−1

)
for t 6= 0.

The second way to show obstructions are nontrivial is more delicate. As we
have already seen, for 2≤ i1 < · · ·< ir−p ≤ r , restricting to E does not give any
information about D(δt)|t=0(σi1 ∧ · · · ∧ σir−p ⊗ω), since they all restrict to zero
on E . We will have to study the restriction of D(δt)|t=0(σi1 ∧ · · ·∧σir−p ⊗ω) to C .

Equation (4-7) restricted to C becomes

D(δt)|t=0(σi1 ∧ · · · ∧ σir−p ⊗ω)|C

=

r−p∑
k=1

(−1)kσi1 ∧ · · · ∧ σ̂ik ∧ · · · ∧ σir−p ⊗ (σ̃
′

ik
ω̃′)|C mod Im δ0

Here σ̃ ′ik
|C ∈ H 0(C, L ′(−u)) and is equal to σik for ik ≥ 1, if we abuse notation by

thinking of σik as sections of L ′(−u) instead of L ′. (Thus σ1 is a section of L ′(−u)
which does not vanish at u and σ2 vanishes to order 1 at u, etc.) On the other hand,
ω̃′|C ∈ H 0(KC(2u)) and does not vanish at u; denote it by ω′. With the notation
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above, the obstruction class becomes

(5-2)
r−p∑
k=1

(−1)kσi1 ∧ · · · ∧ σ̂ik ∧ · · · ∧ σir−p ⊗ (σikω
′)= δ0(σi1 ∧ · · · ∧ σir−p ⊗ω

′).

Remark. Here we are still using δ0 to denote the restriction to C of the original
Koszul differential δ0 on X0. Equation (5-2) does not mean

D(δt)|t=0(σi1 ∧ · · · ∧ σir−p ⊗ω)|C ∈ Im(δ0),

since ω′ /∈ H 0(KC).

Now the nontriviality of obstruction classes on X0 boils down to a question
on (C ′, L ′):

Theorem 5.1. Let C be a general curve of genus g, L ′ a gr
d on C such that

Kr−p,0(C, L ′; KC) = 0 and {σ0, . . . , σr } is a basis of H 0(C, L ′) adapted to a
general point u ∈ C , and let ω′ ∈ H 0(C, KC(2u)) \ H 0(C, KC). Consider the
obstruction classes

(5-3) {δ0(σi1∧· · ·∧σir−p⊗ω
′) | 2≤ i1 < · · ·< ir−p ≤ r} ⊂ Kr−p−1,1(C, L ′; KC).

(a) If these classes are linearly independent in Kr−p−1,1(C, L ′, KC), then

Kr−p,0(X t , L t ;ωX t )
∼= K p−1,2(X t , L t)

∨
= 0.

(b) On the other hand, if these classes span Kr−p−1,1(C, L ′; KC), then

kr−p,0(X t , L t ;ωX t )≤
( r−1

p−1

)
− kr−p−1,1(C, L ′; KC)=−bp+1(X t , L t),

which implies K p,1(X t , L t)= 0.

Proof. The hypothesis in case (a) implies that D(δt)|t=0 in (4-1) is either injective,
which means no elements in Kr−p,0(X0, L0;ωX0) will extend to nearby. In case
(b), the rank of D(δt)|t=0 is

kr−p−1,1(C, L ′; KC)+
(r−1

p

)
,

which implies that

kr−p,0(X t , L t ;ωX t )≤
( r−1

p−1

)
− kr−p−1,1(C, L ′; KC)=−bp+1(X t , L t).

Therefore only a subspace of Kr−p,0(X0, L0;ωX0) of correct dimension will extend
to nearby fibers to first order. �
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Now we give a sufficient condition for the obstruction classes in (5-3) to be
linearly independent. Consider the diagram of complexes∧r−p+1 H 0(L ′)⊗ H 0(KC ⊗ L ′−1)� _

��

∧r−p+1 H 0(L ′)⊗ H 0(KC ⊗ L ′−1)� _

��∧r−p H 0(L ′)⊗ H 0(KC)

δ0
��

� � α //
∧r−p H 0(L ′)⊗ H 0(KC(2u))

δ

��∧r−p−1 H 0(L ′)⊗ H 0(KC ⊗ L ′) //
∧r−p−1 H 0(L ′)⊗ H 0(KC ⊗ L ′(2u))

Lemma 5.2. Under the same assumptions as Theorem 5.1, if the right column of
the above diagram is exact in the middle (the left column is exact by assumption),
then the obstruction classes in (5-3) are linearly independent modulo Im(δ0). As a
consequence of Theorem 5.1 then, Kr−p,0(X t , L t ;ωX t )= 0.

Proof. The assumption implies that

Ker(δ)= Ker(δ0)∼=
∧r−p+1 H 0(L ′)⊗ H 0(KC ⊗ L ′−1).

If a linear combination of the obstruction classes δ0(σi1∧· · ·∧σir−p⊗ω
′) is equal to

δ0(c) for some c∈
∧r−p H 0(L ′)⊗H 0(KC), then the same linear combination of the

{σi1∧· · ·∧σir−p⊗ω
′
}minus α(c) is in Ker(δ)=Ker(δ0). This contradicts the fact that

{σi1 ∧ · · · ∧ σir−p ⊗ω
′
}

is linearly independent in
∧r−p H 0(L ′)⊗H 0(KC(2u)) modulo the image of α. �

To end this section, we give a proof of Theorem 1.3.

Proof of Theorem 1.3. There are two cases:

(a) K p,1(C, L ′) = 0: By Proposition 3.1, K p,1(X0, L0) = 0, and GV(p)rg+1,d+1
follows from upper-semicontinuity of Koszul cohomology.

(b) K p−1,2(C, L ′)∼= Kr−p,0(C, L , ; KC)
∨
= 0: Starting from the defining sequence

for the kernel bundle ML ′ ,

0−→ ML ′ −→ H 0(L ′)⊗OC −→ L ′ −→ 0,

taking the (r − p)-th wedge, twisting by KC (respectively KC(2u)) and then taking
global sections, we get

0−→
∧r−p ML ′ ⊗ KC −→

∧r−p H 0(L ′)⊗ H 0(KC)

δ0
−−→

∧r−p−1 H 0(L ′)⊗ H 0(KC ⊗ L ′)−→ 0,
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and therefore

(5-4) Ker(δ0)= H 0(C,∧r−p ML ′ ⊗ KC
)
.

Similarly,

(5-5) Ker(δ)= H 0(C,∧r−p ML ′ ⊗ KC(2u)
)
.

If

h0(C,∧r−p ML ′ ⊗ KC
)
= h0(C,∧r−p ML ′ ⊗ KC(2u)

)
,

we conclude that

Ker(δ0)∼= Ker(δ),

which implies Kr−p,0(X t , L t ;ωX t )
∼= K p,2(X t , L t)

∨
= 0 by Lemma 5.2. �

6. Some applications to the maximal rank conjecture

In the case p= 1, we can reduce condition (1-4) in Theorem 1.3 to a statement about
the tangential variety TC of C ; namely, the existence of a quadric containing C but
not containing TC . The condition on the tangential variety is quite interesting in its
own right. Theorem 1.4 follows immediately from Theorem 1.3 and Lemma 6.1.

Lemma 6.1. For a general L ′ = gr
d on a general curve C of genus g such that

K0,2(C, L ′) = 0 (i.e., µ in (1-1) is surjective), if there exists a quadric Q ⊂ Pr

containing φ|L ′|(C) but not containing its tangential surface TC :=
⋃

u∈C TuC ⊂Pr ,
then

H 0(C,∧r−1 ML ′ ⊗ KC
)
= H 0(C,∧r−1 ML ′ ⊗ KC(2u)

)
.

Proof. Notice that ∧r ML ′ ∼= L ′−1,

and therefore ∧r−1 M∨L ′ ∼= ML ′ ⊗ L ′.

By the Riemann–Roch theorem, it suffices to show that

h0(ML ′ ⊗ L ′(−2u))= h0(ML ′ ⊗ L ′)− 2r.

The ≥ part is automatically true, and only the ≤ part needs to be proved.
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We have a diagram with exact columns

0

��

0

��
H 0(ML ′ ⊗ L ′(−2u))

��

� � // H 0(ML ′ ⊗ L ′)

��
H 0(L ′)⊗ H 0(L ′(−2u))

µ′

��

� � // H 0(L ′)⊗ H 0(L ′)

µ

��
H 0(L ′2(−2u)) �

� // H 0(L ′2)

��
0

We need to show
dimC Ker(µ′)≤ dimC Ker(µ)− 2r.

Let Hu := H 0(L ′)⊗ H 0(L ′(−2u)), and H u its image in

H 0(L ′)⊗ H 0(L ′)∧2 H 0(L ′)
∼= S2 H 0(L ′).

H u is the space of quadrics which contain the tangent line of C at u.
We have

Ker(µ′)= Ker(µ)∩ Hu .

By hypothesis, Ker(µ) 6⊆ H u for general u (since Q /∈ H u), and it follows that

dimC(Ker(µ′))= dimC(Ker(µ)∩ Hu)≤ dimC(Ker(µ)∩ H u)

≤ dimC(Ker(µ))− 1=: m− 1.

Thus
dimC(Ker(µ′))≤ m− 1+ dimC

(∧2 H 0(L ′)∩ Hu
)

= m− 1+ dimC

(∧2 H 0(L ′(−2u))
)

= m− 1+
(r−1

2

)
= m+

(r+1
2

)
− 2r

= dimC(Ker(µ))− 2r. �

Let us go the proof of Corollary 1.5. The numerical assumption in Corollary 1.5
turns out to be a technical assumption needed to verify the assumption about TC in
Theorem 1.4(b). This is equivalent to the numerical assumption in Lemma 6.2. By
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the Appendix, if L ′ is a general nonspecial gr
2r−3 on a general curve C of genus

r − 3, the number of quadrics containing TC is at most(r−4
2

)
.

Lemma 6.2. Let C ⊂ Pr be a general curve of genus g embedded by L ′ a general
gr

d with h1(L ′)≤ 1. Suppose(r+2
2

)
− (2d − g+ 1) >

(r−4
2

)
(
i.e., the number of independent quadrics containing C is at least

(r−4
2

))
; then there

exists a quadric Q on Pr containing C but not containing TC.

Proof. Degenerate (C, L ′) to (C0, L ′0), where C0 is a nodal curve with two smooth
components Y and Z meeting at a general point u. Depending on the value of
h1(L ′), there are two cases:

(a) h1(L ′) = 0: In this case, L ′ = gr
g+r for g ≥ 0. If 0 ≤ g ≤ r − 3, take gY = 0,

gZ = g, L ′0|Y = OP1(r) and L ′0|Z = g0
g. (One could easily show such a (C0, L ′0)

can deform to (C, L ′).) Since there are only(r−2
2

)
quadrics containing the tangential variety of the rational normal curve in Pr (see the
Appendix) and in this range of g, the number of quadrics containing C is at least(r+2

2

)
− (2d − g+ 1)=

(r+2
2

)
− (g+ 2r + 1) >

(r−2
2

)
,

we conclude that there exists a quadric containing the nearby fiber C but not
containing TC .

If g > r − 3, we take gY = r − 3, gZ = g− r + 3, L ′0|Y = gr
2r−3 (a general one)

and L ′0|Z = g0
g−r+3. By Proposition A.1 in the Appendix, the number of quadrics

containing TC for nearby C is at most
(r−4

2

)
. By the numerical hypothesis, we get

our conclusion.

(2) h1(L ′)= 1: The argument is similar to the above, except that we need to deal
with L ′ = gr

g+r−1 for g ≥ r + 1. Again, if r + 1 ≤ g ≤ 2r − 2, we take gY = 0,
Z = C , L ′0|Y =OP1(r) and L ′0|Z = L ′(−ru)= g0

g−1.
If g > 2r − 2, take gY = r − 3, gZ = g− r + 3, L ′0|Y = gr

2r−3, L ′0|Z = g0
g−r+2.

Here L ′0|Z comes from a general gr
g+2 on Z twisted by OZ (−ru). The rest of the

argument is exactly the same as in case (a). �
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Proof of Corollary 1.5. First notice that, by Corollary 2.2, to show projective
normality of a general pair, it suffices to show (1-1) is surjective. We will fix h1

and r and induct on g.
For the h1

= 0 case, we start with the fact that a rational normal curve is
projectively normal (i.e., (MRC)r0,r holds). For the h1

= 1 case, we use the fact that
a general canonical curve is projectively normal (i.e., (MRC)rr+1,2r holds). Now
assuming (MRC)rg,d holds, by Lemma 6.2, as long as

(6-1)
(r+2

2

)
− (2d − g+ 1) >

(r−4
2

)
,

Theorem 1.4(b) is satisfied, which implies (MRC)rg+1,d+1 (which is equivalent to
projective normality). Plugging d = g+ r − h1 into (6-1), we immediately get the
bound on d as in the statement of the theorem. �

Proof of Corollary 1.8. The r = 1, 2 cases is trivial. The arguments for r = 3, 4
are completely similar, so we will only prove the case r = 4. Again, we induct
on g. First suppose we have proved (MRC) for the base cases g = 5h1, L = g4

4h1+4.
Then notice that for r = 4,

(r−4
2

)
= 0, and therefore there is no quadric containing

the tangential variety in Theorem 1.4(b). Thus (MRC)4g,d implies (MRC)4g+1,d+1.
It remains to prove (MRC) for the base cases. When h1

≤ 1, (MRC)45h1,4h1+4 is
clear. If h1

≥ 2, we need to show µ in (1-1) is injective. For h1
= 2, (MRC)410,12

is well known and is proved in [Farkas and Popa 2005]. If h1
≥ 3, we could

degenerate again to C0 = Y ∪ Z with gY = 10, gX = 5h1
− 10, L0|Y = g4

12,
L0|Z =g0

4h1−8=g4
4h1−4(−4u). Again it is easy to check such (C0, L0) is smoothable

in G 4
5h1,4h1+4 (see [Wang 2013, Corollary 6.1] for details). The injectivity of µ in

this case follows from the same argument as in Proposition 3.1. �

It was also proved in [Farkas 2009] that for any integer s≥1, (MRC)2s
s(2s+1),2s(s+1)

holds. In this case, ρ=0 and h1
= s. Thus by Theorem 1.4 (a), we have the following

corollary:

Corollary 6.3. (MRC)2s
s(2s+1)+k,2s(s+1)+k holds for all s ≥ 1, k ≥ 0; that is, (MRC)

holds if r = 2h1.

7. Higher syzygies

As we mentioned in the introduction, the difficulty in generalizing the inductive
argument to higher syzygies is due to the lack of known cases to start the induction
with and the lack of an analog of Theorem 1.4 for higher syzygies. Nevertheless,
we collect some vanishing results we could obtain in this section.

Proposition 7.1. For L a general gr
d on a general curve X with g ≥ r + 1,

K p,1(X, L)= 0 for p ≥ b(r + 1)/2c.
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Proof. Start with the case gX = r + 1, L ′ = K X . Thanks to Voisin’s solution to
the generic Green conjecture, K p,1(X, K X )= 0 for p ≥ b(r + 1)/2c. If g > r + 1,
we degenerate to X0 = Y ∪ Z with gY = r + 1, gZ = g − r − 1, L0|Y = KY ,
L0|Z = g0

d−2r = gr
d−r (−ru). The statement then follows from the same argument

as in Proposition 3.1. �

Remark. Using the same degeneration as in Proposition 7.1, we also have

kp,1(X, L)≤ kp.1(Y, KY )=
[(r−1

p

)
−

( r−1
p−1

)]
r +

(r+1
p

)
−

( r+1
p+1

)
for 1≤ p< b(r+1)/2c. We will improve this bound using an infinitesimal argument.

Even though we do not have an analog of Theorem 1.4, when g is not too big
compared to p, the inductive argument still go through:

Lemma 7.2. Let C be a general curve of genus g and L ′ a gr
d with h1(L ′) = 1.

If p ≤ r −b(g+ 1)/2c, then the sequence∧r−p+1 H 0(L ′)⊗ H 0(KC ⊗ L ′−1) ↪−→
∧r−p H 0(L ′)⊗ H 0(KC(2u))
δ
−−→

∧r−p−1 H 0(L ′)⊗ H 0(KC ⊗ L ′(2u))

is exact in the middle.

Proof. Let t ∈H 0(KC⊗L ′−1) be a generator. Multiplication by t gives an embedding

H 0(L ′)
· t
−−→ H 0(KC).

Denote its image by W . Let C ′ be the image of C under the map given by |KC(2u)|.
C ′ is of arithmetic genus g+ 1 and has a cusp. We can identify H 0(C, KC(2u))
with H 0(C ′, ωC ′), where ωC ′ is the dualizing sheaf of C ′. With the above notation,
we can identify the cohomology group in question with Kr−p,1(C ′, ωC ′;W ) ⊂

Kr−p,1(C ′, ωC ′). Since curves in K 3 surfaces satisfy the Green conjecture (see
[Voisin 2002; 2005]), by degenerating C ′ to a cuspidal curve in K 3 surface, we have

Kr−p,1(C ′, ωC ′)= 0

for r − p ≥ b(g+ 1)/2c. �

Again we start our induction with a general curve of genus r + 1, and L ′ = KC .
For p < b(r + 1)/2c, we have

K p−1,2(C, KC)
∨ ∼= Kr−p,1(C, KC)= 0.

Now we apply the construction in Section 3. By Lemma 5.2 and Lemma 7.2, we
get:
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Proposition 7.3. For L a general gr
d on a general curve X with h1(L)= 1:

(a) kp−1,2(X, L)= kr−p,0(X, L; K X )= 0 if p ≤ r −bg/2c.

(b) kp−1,2(X, L)≤ (g− 2r + 2p− 1)
(r−1

p−1

)
if p > r −bg/2c.

Proof. Again we start our induction on g with a general curve of genus r + 1 and
L ′ = KC . We always have

K p−1,2(C, KC)
∨ ∼= Kr−p,1(C, KC)= 0

for r − p ≥ b(r + 1)/2c.
Now we apply the construction in Section 3. If bg/2c ≤ r − p, Lemmas 5.2

and 7.2 apply, and we get (a).
When bg/2c gets past r − p (or equivalently g > 2r − 2p+ 1), we nevertheless

have estimate (5-1) for each attached elliptic tail. Thus the bound in (b) follows. �

Combining the results of Propositions 7.1 and 7.3, we get Theorem 1.7.

Remark. For line bundles with h1
= 1, the assumption p≤ r−bg/2c is equivalent

to the condition that d ≥ 2g− 2+ p− b(g− 1)/2c. Thus Proposition 7.3 is the
generic version of the generalized Green–Lazarsfeld conjecture [1986] for special
linear series. However this generic version is known to follow from the generic
Green conjecture (see [Aprodu and Farkas 2011, Proposition 4.30]). It seems to the
author that the bound in (b) is new.

Appendix

We prove the following statement, which is needed in the proof of Corollary 1.5.

Proposition A.1. For a general curve C of genus r − 3 embedded in Pr by a
general gr

2r−3, the number of quadrics containing TC is at most(r−4
2

)
.

Consider the rational normal curve C of degree d in Pd . It is well known that
there are (d

2

)
independent quadrics containing C . Denote them by 1a,b for 0≤ a < b ≤ d − 1,
where 1a,b is the 2× 2 minor corresponding to columns a and b of the matrix(

x0 x1 x2 · · · xd−2 xd−1

x1 x2 x3 · · · xd−1 xd

)
,

with the usual convention that 1a,b =−1b,a .
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It is proved in [Eisenbud 1992] that there are(
d − 2

2

)
quadrics containing TC . They are

0a,b =1a+2,b− 21a+1,b+1+1a,b+2

for 0≤ a, b ≤ d − 3.
Now, consider the projection C ′ of C to Pr (d = 2r − 3, r ≥ 3) given by

t −→ [1, t2, t4, . . . , t2r−6, t2r−5, t2r−4, t2r−3
].

C ′ has arithmetic genus r − 3 and has a unique singular point at t = 0 locally
isomorphic to Spec(C[t2, t2r−5

]).

Lemma A.2. The complete linear system |OC ′(1)| has projective dimension r ; that
is, C ′ ⊂ Pr is linearly normal. As a consequence, C ′ is smoothable in Pr .

Proof. Let L l = span{P1, P3, . . . , P2k−1} ⊂ P2r−3, where

Pi = [0, 0, . . . , 1(i-th), . . . , 0], i = 0, 1, . . . , r,

and denote by Ck ⊂ P2r−3−k the projection of C with center Lk . The curve Ck

has a unique singular point locally isomorphic to Spec(C[t2, t2k+1
]). Note that

C ′ = Cr−3 ⊂ Pr . We use induction to show that the complete linear system
OP2r−3−k (1)|Ck has projective dimension 2r − 3− k. The natural projection map
Prk : Ck → Ck+1 induces an inclusion H 0(OCk+1(1)) ⊂ H 0(OCk (1)). By the
inductive hypothesis, h0((OCk (1))= h0(OP2r−3−k (1))= 2r−2−k. Since we obtain
Ck+1 from Ck by projection from a point, h0((OCk+1(1))≥ h0((OCk (1))− 1. Since
Ck+1 has arithmetic genus one higher than Ck , H 0(OCk+1(1)) 6⊆ H 0(OCk (1)). Thus
h0((OCk+1(1))= 2r − 3− k. For the last statement, note that the curve C ′ has only
a plane curve singularity, and thus is smoothable (as an abstract curve). Moreover,
since h0(OC ′(1)) = r + 1, OC ′(1) is a complete nonspecial gr

2r−3. For any one-
parameter smoothing (Ct , L t) of the pair (C ′,OC ′(1)), since h0 of the central fiber
does not jump up, all r + 1 global sections of OC ′(1) deform to L t . �

Proof of Proposition A.1. We could explicitly compute the quadrics containing TC ′:
they are just quadrics in P2r−3 containing TC with singular locus containing the
center of projection Lr−3 = span{P1, P3, . . . , P2r−7}. Now if we think of each
quadric 0a,b as a (2r − 2)× (2r − 2) symmetric matrix, we are just looking for
matrices Q ∈ S0 := span{0a,b | 0≤ a < b ≤ 2r − 6} such that Lr−3 ⊂Ker Q. (We
think of Q as a linear operator on C2r−2 and Lr−3 as a subspace of C2r−2.)
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Notice that each 0a,b, as a matrix, can have nonzero entries at the (i, j)-spot
(0≤ i, j ≤ 2r − 3) only if

i + j = a+ b+ 3.

Stated differently, each 0a,b, as a matrix, is supported on one of the diagonals.
For each 4 ≤ k ≤ 4r − 10, there are (bk/2c − 1) of the 0a,b contributing to

nonzero entries on the line

i + j = k, for 4≤ k ≤ 2r − 3,

and (2r − 4−b(k+ 1)/2c) of the 0a,b if 2r − 3< k ≤ 4r − 10.
Write

S0 =
4r−10⊕
k=4

Sk,

where Sk = span{0a,b | 0 ≤ a < b ≤ 2r − 6, a + b = k − 3}. It is obvious that if
Q ∈ S0 vanishes on Lr−3, then its Sk component also vanishes on Lr−3. Thus it
suffices to count how many quadrics in each Sk vanish on Lr−3.

Let’s just consider the case 4≤ k ≤ 2r − 3; the other case is similar.
When k is odd, vanishing on Lr−3 imposes (k − 1)/2 independent conditions

on Sk , more than the dimension of Sk . Thus no quadric in Sk vanishes on Lr−3.
When k is even, vanishing on Lr−3 only imposes dk/4e independent conditions.

We conclude that for 4≤ k ≤ 2r − 3, there are

∑
8≤k≤2r−4

k even

(
k
2
− 1−

⌈
k
4

⌉)
=

⌊
r2
− 8r + 16

4

⌋

quadrics containing TC ′ (if r ≤ 5 there are none!).
Similarly, for 2r − 3< k ≤ 4r − 10, we count that there are⌊

r2
− 8r + 16

4

⌋
−

⌊
r − 4

2

⌋
quadrics containing TC ′.

So we get a total of⌊
r2
− 8r + 16

4

⌋
+

⌊
r2
− 8r + 16

4

⌋
−

⌊
r − 4

2

⌋
=

(
r − 4

2

)
quadrics containing TC ′. By specializing to C ′, we conclude our proof. �
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ON COMPACT RIEMANN SURFACES

QING CHEN, WEI WANG, YINGYI WU AND BIN XU

A conformal metric g with constant curvature one and finitely many coni-
cal singularities on a compact Riemann surface 6 can be thought of as the
pullback of the standard metric on the 2-sphere by a multivalued locally uni-
valent meromorphic function f on 6\{singularities}, called the developing
map of the metric g. When the developing map f of such a metric g on the
compact Riemann surface 6 has reducible monodromy, we show that, up
to some Möbius transformation on f , the logarithmic differential d(log f )
of f turns out to be an abelian differential of the third kind on 6, which
satisfies some properties and is called a character 1-form of g. Conversely
given such an abelian differential ω of the third kind satisfying the above
properties, we prove that there exists a unique 1-parameter family of con-
formal metrics on6 such that all these metrics have constant curvature one,
the same conical singularities, and have ω as one of their character 1-forms.
This provides new examples of conformal metrics on compact Riemann sur-
faces of constant curvature one and with singularities. Moreover we prove
that the developing map is a rational function for a conformal metric g with
constant curvature one and finitely many conical singularities with angles
in 2πZ>1 on the two-sphere.

1. Introduction

Let6 be a compact Riemann surface and p a point on6. A conformal metric g on6
has a conical singularity at p with singular angle 2πα> 0 if in a neighborhood of p,
g = e2ϕ

|dz|2, where z is a local complex coordinate defined in the neighborhood
of p with z(p)= 0 and ϕ− (α− 1) ln |z| is continuous in the neighborhood. Let
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p1, . . . , pn be points of 6 and g a conformal metric on 6 with conical singularity
at p j of singular angle 2πα j > 0 for j = 1, . . . , n. Then we say that the metric g
represents the divisor D :=

∑n
j=1(α j −1)Pj . The Gauss–Bonnet formula says that

the integral of the curvature on 6 equals 2π times

χ(6)+ deg D,

where χ(6) denotes the Euler number of 6 and deg D =
∑

j (α j − 1) the degree
of the divisor D. A classical problem is whether there exists a conformal metric on
6 of constant curvature K representing the divisor D. If K ≤ 0, then the unique
metric exists if and only if the left-hand side χ(6)+ deg D ≤ 0; see [McOwen
1988; Troyanov 1991].

If χ(6)+ deg D > 0, or equivalently K ≡ 1 if we multiply the original metric
by some constant, the problem turns to be quite subtle and is still open now, except
that there are some partial results. Troyanov [1989] considered the case of two
points on the sphere and proved that the necessary and sufficient condition in this
case is α1 = α2. A more general result also due to him [1991, Theorem 4] says that
there exists a metric of constant positive curvature if

(1) 0< χ(6)+ deg D <min{2, 2 minα j }.

Luo and Tian [1992] proved that the above condition is also necessary and the
metric is unique, provided that 6 is the 2-sphere and all angles lie in (0, 2π). In
case that 6 is a sphere and the divisor D is supported at three points, [Umehara
and Yamada 2000; Eremenko 2004; Furuta and Hattori 1998; Fujimori et al. 2011]
give a necessary and sufficient condition for the existence of the metric, which is
also unique if and only if none of the three angles belongs to 2πZ>0.

We attack the problem by using the idea of a developing map, due to R. Bryant
[1988, pp. 333–4], Umehara and Yamada [2000, p. 76] and Eremenko [2004,
p. 3350]. Let g be a conformal metric of constant curvature one on 6 representing
the divisor D. Let 6∗ = 6\{p1, . . . , pn}. Every point p in 6∗ has a neighbor-
hood Up isometric (so conformal) to an open set Up of the Riemann sphere C

endowed with the standard metric gst. Denoting by fp : Up → Up this isometry
(conformal map), Umehara and Yamada [2000] and Eremenko [2004] claimed
that fp can be extended to the whole of 6∗ by analytic continuation such that
the extension gives a multivalued locally univalent meromorphic function f on
6∗, whose monodromy belongs to the group PSU(2) of orientation-preserving
isometries of C (see Lemma 2.1). Hence the metric g can be thought of as the
pullback

g =
4| f ′(z)|2|dz|2

(1+ | f (z)|2)2
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under f of gst. Moreover, prompted by [Umehara and Yamada 2000, (2.10)] and
[Eremenko 2004, (2)], we show in Lemma 3.1 that the Schwarzian { f, z} of f in
a neighborhood U j of p j with complex coordinate z with z(p j )= 0 has the form

{ f, z} :=
f ′′′(z)
f ′(z)

−
3
2

(
f ′′(z)
f ′(z)

)2

=
c j

z2 +
d j

z
+ψ j (z),

where c j = (1−α2
j )/2, the d j are constants and the ψ j are holomorphic functions

in U j , dependent on the complex coordinate z. Since the value of c j is independent
of the choice of the complex coordinate z, we say that f is compatible with the
divisor D =

∑
j (α j − 1)Pj . We now arrive at:

Definition 1.1 [Umehara and Yamada 2000, p. 76]. Let g be a conformal metric
on 6 of constant curvature one representing the divisor D. We call a multivalued
locally univalent meromorphic function f on 6∗ a developing map of the metric g
if g = f ∗gst.

On the other hand, if there exists a multivalued meromorphic function f on 6∗

which is compatible with the divisor D and has monodromy in PSU(2), then there
exists a conformal metric g= f ∗gst with constant curvature one and representing D
(see Lemma 3.2). Therefore we can sum up the above into a necessary and sufficient
condition (see Theorem 3.4) for the existence problem of conical conformal metrics
of constant curvature one on 6.

In this manuscript, we mainly focus on a special class of conical conformal
metrics of constant curvature one, called reducible metrics, which we can classify
by using abelian differentials of the third kind.

Definition 1.2 [Umehara and Yamada 2000, p. 76]. We call a conformal metric
g on 6 of constant curvature one and with finitely many conical singularities an
irreducible metric if the monodromy group of a developing map of the metric g
cannot be diagonalized, that is, the monodromy group has no fixed point on the
Riemann sphere C (see Lemma 4.1). We call g reducible if the monodromy group
has at least one fixed point on C. We call a reducible metric (non)trivial if the
monodromy of a developing map of the metric is (non)trivial. Lemma 2.2 tells us
that these definitions do not depend on the choice of a developing map.

A trivial reducible metric is a pullback of gst under some rational function on
6 (Lemma 4.2). Each subgroup of PSU(2) having at least one fixed point on C

is abelian, and, up to conjugacy, can be thought of as a subgroup of the standard
maximal torus

U(1)=
{
diag

(
e
√
−1θ , e−

√
−1θ)
| θ ∈ R

}
/{±I2}
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of PSU(2) (see Lemma 4.1). Each fractional transformation in U(1) is multiplication
by e2

√
−1θ . Therefore, for a nontrivial reducible metric g on 6, by Lemma 2.2

there exist exactly two developing maps, say f and 1/ f , of the metric g, whose
monodromies belong to U(1).

Definition 1.3. Let g be a nontrivial reducible metric on a compact Riemann
surface 6. We call a developing map f of g multiplicative if the monodromy
of f belongs to U(1). Such an f is unique up to taking the reciprocal, and the
logarithmic differential

ω := d(log f )=
d f
f

of the multiplicative developing map f is a meromorphic 1-form on6∗. Actually, ω
can be extended to be an abelian differential of the third kind on6 (see Lemma 4.3),
which we call the character 1-form of the reducible metric g. Hence the character
1-form of a nontrivial reducible metric is unique up to sign.

Let g be a trivial reducible metric on 6. By Lemma 4.2, there exists a rational
function f :6→ C such that g = f ∗gst. By Lemma 2.2, each developing map of
the metric g is a rational function, and multiplicative. We call a character 1-form
of the metric g the logarithmic differential of a developing map of g. The character
1-forms of the trivial reducible metric g are automatically abelian differentials of
the third kind on 6.

To set up the notation for stating the properties of character 1-forms, we need say
something more about the standard metric gst on the Riemann sphere C, which is a
trivial reducible metric. The set of all developing maps of gst can be identified with
the group PSU(2). Up to taking the reciprocal, any two developing maps of gst,
fixing 0 and∞, respectively, differ by a multiple complex constant with modulus 1.
Up to sign, the logarithmic differentials of all the developing maps, leaving the
set {0,∞} invariant, coincide with the abelian differential 2 := d(logw)= dw/w,
which has two simple poles of 0 and∞. The residues of 2 at 0 and∞ equal 1
and −1, respectively. The algebraic dual X := w∂/∂w of 2 is a meromorphic
vector field with two simple zeroes of 0 and ∞. The index of X equals 1 at
both 0 and ∞. 8(w) = 4|w|2/(1+ |w|2) is a smooth Morse function on C,
whose complex gradient field 8·,w∂/∂w equals X . Moreover, 8 has only two
critical points, which are the minimal point 0 and the maximal point∞. Consider
a multiplicative developing map f of a reducible metric g on 6. Up to sign,
the character 1-form ω = d f/ f = d(log f ) equals the pullback f ∗2 of 2 by f .
Denote by Y := ( f (z)/ f ′(z))(∂/∂z) the algebraic dual vector field of ω, which
is a meromorphic vector field on 6. Then Y equals the complex gradient field
9 ·,z∂/∂z of the smooth function 9(z)= 4| f (z)|2/(1+ | f (z)|2) on 6∗, which can
be continuously extended to 6 (see Lemma 4.3).
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Using the above notations, we state more precisely the properties of the character
1-form of a reducible metric.

Theorem 1.4. Let g be a reducible metric representing the divisor

D =
n∑

j=1

(α j − 1)Pj with 1 6= α j > 0.

Let f be a developing map of g, and let f be multiplicative if g is nontrivial such
that the character 1-form ω = d f/ f of g equals f ∗2. Let Y be the algebraic dual
vector field of ω, and9(z)= 4| f (z)|2/(1+ | f (z)|2). Then the following statements
hold:

(1) The set of zeroes of the meromorphic vector field Y coincides with the extremal
point set of the function 9. Each zero of Y is simple, and Y vanishes at each
point p j where α j > 0 is a noninteger. The set of poles of Y coincides with the
saddle point set of 9. Each pole of Y is some conical singularity p j of the reducible
metric g, where α j is an integer greater than 1 and the order of the pole p j of Y
equals α j − 1.

(2) Let p1, . . . , pJ be the saddle points of 9, let pJ+1, . . . , pn be the singular
extremal points of 9, and let e1, . . . , eS be the smooth extremal points of 9 on 6∗.
Then the canonical divisor of the character 1-form ω has the form

(ω)=

J∑
j=1

(α j − 1)Pj −

n∑
k=J+1

Pk −

S∑
`=1

E`.

In particular, each pole of ω is simple; that is, ω is an abelian differential of the
third kind. The residue of ω at the pole e` equals 1 or −1, where e` is a minimal
or maximal point of 9; the residue of ω at the pole pk equals α j or −α j , where
pk is a minimal or maximal point of 9. Moreover the real part of ω is exact on
6′ :=6\{pJ+1, . . . , pn, e1, . . . , eS}:

2<ω = d(log | f |2).

(3) The developing map f extends over 6′ ∪6∗ and has the expression

f (z)= C exp
(∫ z

ω

)
for some nonzero complex constant C. In particular, the local monodromy of f
around each p j (1≤ j ≤ J ) is trivial, and the limit limp→p j f (p) exists and belongs
to C\{0}. If we continue analytically a function element f of f along a simple and
sufficiently small loop winding around pk (J + 1≤ k ≤ n) counterclockwise, then
we obtain f exp(2π

√
−1αk). The limit limp→pk | f (p)| exists, and equals 0 or +∞,

provided pk is a minimal or maximal point of 9(z). This is also the case for e`.
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Using abelian differentials of the third kind with the above properties, we can
construct new examples of conformal metrics with constant curvature one and with
finitely many conical singularities.

Theorem 1.5. Let ω be an abelian differential of the third kind having poles on
a compact Riemann surface 6, whose residues are all nonzero real numbers and
whose real part is exact outside the set of poles of ω. Then there exists a unique
1-parameter family {gλ : λ ∈ (0,+∞)} of reducible metrics on 6 such that ω is one
of the character 1-forms of each metric gλ := f ?λ gst, where

fλ(z)= λ · exp
(∫ z

ω

)
is a multivalued locally univalent meromorphic function on 6\{poles of ω} with
monodromy in U(1). Suppose that the canonical divisor of ω has the form

(ω)=

J∑
j=1

(α j − 1)Pj −

N∑
k=J+1

Qk,

where the α j are integers > 1. Then the divisor D represented by gλ has the form

D =
J∑

j=1

(α j − 1)Pj +

N∑
k=J+1

(|ResQk (ω)| − 1)Qk .

Moreover, the gλ are trivial reducible metrics if and only if the integral of ω
on each loop in 6\{poles of ω} is 2π

√
−1 times an integer. In particular, each

residue of ω is an integer.

Remark 1.6. Each reducible metric does not satisfy Troyanov’s condition (1) (see
Corollary 4.5). Therefore we obtain a class of new examples of conformal metrics
of constant curvature one with finitely many singularities, since there exist plenty
of abelian differentials of the third kind satisfying the condition in Theorem 1.5
(see [Springer 1957, Corollary 8-3]).

Troyanov’s condition (1) for the corresponding irreducible metrics depends only
on the values of angles. Example 4.7 shows that the existence of reducible metrics
does not depend only on angles but also on the position of singularities.

Remark 1.7. Umehara and Yamada [2000] called a nontrivial reducible metric
H1-reducible, and a trivial reducible metric H3-reducible.

Remark 1.8. Besides the previous reference, our motivation for defining character
1-form comes from [Chen and Wu 2011; Chen et al. 2013], where the authors use
character 1-form to completely classify HCMU metrics of nonconstant curvature on
compact Riemann surfaces. We will say more about this in the ending of Section 4.
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Theorem 1.9. A conformal metric of constant curvature one, representing an
effective Z-divisor D on the 2-sphere is a trivial reducible metric. That is, it is the
pullback under some rational function f on the 2-sphere of the standard metric gst

on the Riemann sphere C.

Remark 1.10. The case where D is an effective Z-divisor supported at two or
three points was proved in [Troyanov 1989; Furuta and Hattori 1998; Umehara and
Yamada 2000; Eremenko 2004]. However Theorem 1.9 does not hold in general
for compact Riemann surfaces of nonzero genus (see Example 4.6).

Since the rational function f in Theorem 1.9 has ramified divisor D, the theorem
reduces the problem of characterizing conformal metrics of constant curvature
one and representing an effective Z-divisor D on the two-sphere to the following
classical one: Which kind of divisors D can be a ramification divisor of some
rational function, and how many equivalent classes of rational functions have
the prescribed ramification divisor? Here we say that two rational functions are
equivalent if one of them is given by the postcomposition of the other with a Möbius
transformation.

When the points in the support of the ramified divisor lie in a general position,
L. Goldberg [1991] solved a special case of the latter problem, where each ramified
order equals one; I. Scherbak [2002] gave a complete answer for the general
case. [Eremenko and Gabrielov 2002; Eremenko et al. 2006] proved that there
exists a real rational function in each equivalence class if each point in the support
of D is real.

Remark 1.11. Since we only consider conformal metrics with finite area in this
manuscript, the singularities of “zero angle” would not show up (see [Bryant 1988,
Proposition 4]).

We explain the organization of this paper. In Section 2, we shall first make
a detailed exposition on developing map in Lemmas 2.1 and 2.2. We compute,
in Lemma 3.1 of Section 3, the Schwarzian of a developing map of a conformal
metric with constant curvature one representing a divisor D. In Lemma 3.2 we
show that the converse of Lemma 3.1 also holds. Then Theorem 1.9 follows from
these two lemmas. In Section 4 we prove Theorems 1.4 and 1.5 as applications of
Lemma 3.2. These two theorems are applied to give some examples of irreducible
and reducible metrics in Corollary 4.5 and Examples 4.6 and 4.7. In Section 5,
we give an alternative proof of a theorem of Troyanov [1989], as an application
of Theorems 1.9 and 1.4. Moreover we discuss the nonuniqueness of reducible
metrics representing a given divisor D. Last, we propose some questions about
both irreducible and reducible metrics.
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2. Existence of developing maps and their monodromy

Lemma 2.1. Let g be a conformal metric on a compact Riemann surface 6 of
constant curvature one, representing the divisor D =

∑n
j=1(α j − 1)Pj with α j > 0.

Then there exists a multivalued locally univalent holomorphic map f from 6∗ :=

6\{p1, . . . , pn} to the Riemann sphere C such that the monodromy of f belongs to
PSU(2) and

g = f ∗gst,

where gst = 4|dw|2/(1+ |w|2)2 is the standard metric over C.

Proof. Denote by d( · , · ) the distance on 6 induced by the metric g. Choose an
arbitrary point p in 6∗ and fix it. Take a positive number r = rp sufficiently small
such that d(p, {p1, . . . , pn}) > r and there exists a geodesic polar coordinate chart
in the open metric ball B(p, r)= {q ∈6 | d(p, q) < r} ⊂6∗. Choose a positively
oriented orthonormal basis {e1, e2

} = {e1
p, e2

p} of the tangent space Tp6. Choose
an arbitrary point p ∈ C and fix it. Since the Gauss curvature of (B(p, r), g) is
constant and equals one, by a theorem of Riemann [Petersen 2006, p. 136], there
exists an open metric ball B(p, r) in the Riemann sphere (C, gst) and an orientation-
preserving isometry fp from (B(p, r), g) onto (B(p, r), gst). Let e1

p := f∗(e1) and
e2
p := f∗(e2), which also form a positively oriented orthonormal basis of TpC. Then
fp is a conformal map from B(p, r) to B(p, r).

Take an arbitrary point q in 6∗ and a curve L : [0, 1]→6∗ joining p to q . Then
there exists some

0< δ <min
(
d
(
γ ([0, 1]), {p1, . . . , pn}

)
, rp

)
such that there exists a geodesic polar coordinate chart in the open metric ball B(a, δ)
for each point a on the curve L . If we properly divide the interval 0≤ t ≤ 1 into n
subintervals for sufficiently large n, 0= γ0 < γ1 < · · ·< γn = 1, then the curve L
splits into n subarcs L1, L2, . . . , Ln with Lg (g=1, . . . , n) joining L(γg−1)=: cg−1

to L(γg)=: cg. Moreover, if we denote by B0, B1, . . . , Bn the open metric balls with
centers a = c0, c1, . . . , cn and with radius δ, then the closed arcs Lg lie completely
in Bg−1 for g = 1, . . . , n. Let f0 be the restriction to B0 of the conformal map
fp : B(p, rp)→B(p, rp). Then f0 is an isometry (conformal map) from B0 onto
B0 :=B(p, δ). Choose a positively oriented orthonormal basis {e1

c1
, e2

c2
} of Tc16.

Since c1 ∈ B0, we let c1 := f0(c1) ∈ B0, e1
c1
:= ( f0)∗(e1

c1
) and e2

c1
:= ( f0)∗(e2

c1
).

Then there exists a unique isometry f1 : B1→B1 :=B(c1, δ) such that f1(c1)= c1

and f1 maps {e1
c1
, e2

c1
} to {e1

c1
, e2

c1
}. Then f1 = f0 on B0 ∩ B1. Since c2 ∈ L2 ⊂ B1,

f1 is an analytic continuation of f0 from point c0 to c2 along the arc L0 ∪ L1. In
this way, we obtain f0, . . . , fn , which are recursively defined on B0, . . . , Bn and
give an analytic continuation of fp from p to q along the curve L . Using the same
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argument as [Siegel 1969, pp. 13–15], we can show that this analytic continuation
is independent of the choice of division points on L . Moreover, if L∗ is another
curve in 6∗ joining a to b that is homotopic to L , then the result of doing analytic
continuation of fp along L∗ is the same as along L . Summing up, we obtain a
multivalued locally isometric (univalent conformal) map f from (6∗, g) to (C, gst).

At last, we prove that all the monodromy of f belongs to PSU(2). Suppose
L : [0, 1] → 6∗ is a closed curve with L(0) = L(1) = p. We use the notation
in the previous paragraph. Recall that f0 maps p = c0 to p, ( f0)∗ maps {e1, e2

}

to {e1
p, e

2
p}, fn maps p = cn to cn and ( fn)∗ maps {e1, e2

} to {e1
cn
, e2

cn
}. Then there

exists a unique isometry L ∈ PSU(2) of (C, gst) such that L(p)= cn and L∗ maps
{e1

p, e
2
p} to {e1

cn
, e2

cn
}. Therefore fn = L ◦ f0. �

Lemma 2.2. Any two developing maps f1, f2 of the metric g are related by a
fractional linear transformation L ∈ PSU(2), i.e., f2 = L ◦ f1. In particular, any
two developing maps of g have mutually conjugate monodromy in PSU(2). Then we
call this conjugate class the monodromy of the metric g. The space of developing
maps of the metric g has a one-to-one correspondence with the quotient group of
PSU(2) by the monodromy group of a developing map of g.

Proof. Take a point p ∈ 6∗ and a positively oriented orthonormal basis {e1, e2
}

of Tp6
∗. Let f j be a function element of f j near p for j = 1, 2. Denote p j := f j (p)

and ek
p j
:= (f j )∗(ek) for j, k = 1, 2. Then there exists a unique L ∈ PSU(2) such

that L(p1) = p2, and L∗ maps {e1
p1
, e2

p1
} to {e1

p2
, e2

p2
}. Then we obtain the equality

f2 = L ◦ f1 near p, which implies f2 = L ◦ f1. It follows from direct computation
that the monodromy of f1 and f2 are mutually conjugate.

Given a developing map f and a fractional linear transformation L ∈ PSU(2),
we can see L ◦ f = f if and only if there exists a point p ∈ 6∗ and a functional
element fp near p such that L ◦ fp is another function element of f near p. That is,
L belongs to the image of the monodromy representation of π1(6

∗, p) with respect
to f. Therefore PSU(2) acts in this way transitively on the set of all developing
maps with isotropy group isomorphic to the monodromy group. �

Remark 2.3. The developing maps also exist for flat or hyperbolic conformal met-
rics with finitely many conical or cusp singularities, and analogues of Lemmas 2.2
and 3.2 hold.

3. The Schwarzian of a developing map

Lemma 3.1. Let g be a conformal metric of constant curvature one on a compact
Riemann surface 6, and suppose g represents a divisor D =

∑n
j=1(α j − 1)Pj ,

where α j > 0 for all j . Suppose that f :6∗ =6\{p1, . . . , pn} → C is a developing
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map of g. Then the Schwarzian { f, z} of f equals

{ f, z} =
1−α2

j

2z2 +
d j

z
+ψ j (z)

in a neighborhood U j of p j with complex coordinate z and z(p j )= 0, where the
d j are constants and the ψ j are holomorphic functions in U j , depending on the
complex coordinate z.

Proof. If we rewrite the metric g = 4| f ′(z)|2|dz|2/(1+ | f (z)|2)2 as g = e2u
|dz|2,

then we find u = log | f ′(z)| + log 2 − log(1 + | f |2). The lemma on page 300
of [Troyanov 1989] tells us that

η(z)= 2
(
∂2u
∂z2 −

(
∂u
∂z

)2 )
dz2

defines a projective connection compatible with the divisor D. The interested reader
could find in the same reference the definition of the projective connection, which
we will not use in this paper. The compatibility of the projective connection η with
the divisor D on page 300 of [Troyanov 1989] means that

η(z)=
(1−α2

j

2z2 +
d j

z
+φ j (z)

)
dz2, φ j holomorphic,

where z is the complex coordinate near p j . Since the developing map f is a
projective multivalued function on 6∗, its Schwarzian { f, z} with respect to the
complex coordinate z near p j is a single-valued function of z. At last, we find

2
(
∂2u
∂z2 −

(
∂u
∂z

)2)
= 2

∂

∂z

(
f ′′(z)

2 f ′(z)
−

f ′(z) f
1+ | f |2

)
− 2

(
f ′′(z)

2 f ′(z)
−

f ′(z) f
1+ | f |2

)2

=

(
f ′′′(z)
f ′(z)

−

(
f ′′(z)
f ′(z)

)2

−
2 f ′′(z) f (z)

1+ | f |2
+ 2

(
f ′(z) f

1+ | f |2

)2)
−

(
1
2

(
f ′′(z)
f ′(z)

)2

−
2 f ′′(z) f (z)

1+ | f |2
+ 2

(
f ′(z) f

1+ | f |2

)2)
=

f ′′′(z)
f ′(z)

−
3
2

(
f ′′(z)
f ′(z)

)2

= { f, z}. �

A multivalued locally univalent meromorphic function h on 6∗ is said to be
projective if any two function elements h1, h2 of h near a point p ∈6∗ are related
by a fractional linear transformation L ∈ PGL(2,C), i.e., h1 = L ◦ h2.

Lemma 3.2. Let f :6∗→ C be a projective multivalued locally univalent mero-
morphic function, and suppose the monodromy of f belongs to a maximal compact
subgroup of PGL(2,C). If f is compatible with the divisor D=

∑
j (α j−1)Pj , then
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there exists a neighborhood U j of p j with complex coordinate z and L j ∈PGL(2,C)

such that z(p j ) = 0 and g j = L j ◦ f has the form g j (z) = zα j , where 0 < α j 6= 1
and c j = (1−α2

j )/2. Moreover there exists L ∈ PGL(2,C) such that the pullback
(L ◦ f )∗gst of the standard metric gst by L ◦ f is a conformal metric of constant
curvature one which represents the divisor D =

∑
j (α j −1)Pj . In particular, if the

monodromy of f belongs to PSU(2), then the fractional linear transformation L

turns out to be the identity map.

Proof. Recall the well-known fact that every maximal compact group of PGL(2,C)

is conjugate to the subgroup PSU(2). There exists a fractional linear transformation
L such that the monodromy of L ◦ f belongs to PSU(2). Hence we may assume
that this is the case for f without loss of generality.

We first show the first statement of Lemma 3.2: that there exists a neighborhood
U j of p j with complex coordinate z and some L j ∈PGL(2,C) such that g j = L j ◦ f
has the form zα j . Since f is compatible with D, we could choose a neighborhood
U j of p j and a complex coordinate x on U j such that x(p j )= 0 and

{ f, x} =
c j

x2 +
d j

x
+φ j (x),

where φ j (x) is holomorphic in U j and c j := (1 − α2
j )/2. By [Yoshida 1987,

Proposition, p. 39], in the neighborhood U j there are two linearly independent
solutions u0 and u1 of the equation

d2u
dx2 +

1
2

(
c j

x2 +
d j

x
+φ j (x)

)
u = 0,

with single-valued coefficient such that f (x) = u1(x)/u0(x). Actually we have
u0 = (d f/dx)−1/2 and u1 = f (x)u0. Moreover, if f changes projectively, i.e.,

f 7→
a f + b
c f + d

with ad − bc = 1,

then u0 and u1 change linearly, i.e.,(
u0

u1

)
7→

(
d c
b a

)(
u0

u1

)
,

and vice versa.
Define an operator L j := x2(d2/dx2)+q j (x)with q j (x)= (c j+d j x+x2φ j (x))/2.

Then both u0 and u1 are solutions of the equation L j u = 0. Since the monodromy
of f belongs to PSU(2), the cyclic group generated by the local monodromy of
the equation L j u = 0 around x = 0 is contained in a maximal compact subgroup
of PGL(2,C) conjugate to PSU(2). Note that the equation L j u = 0 has a regular
singularity at 0. We could apply the Frobenius method (see [Yoshida 1987, §2.5])
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to solve it. Note that the indicial equation

(2) f (s)= s(s− 1)+
1−α2

j

4
= 0

of the differential equation L j u = 0 at x = 0 has roots s0 = (1 − α j )/2 and
s1= (1+α j )/2, and s1−s0=α j > 0. Let

∑
∞

k=0 bk xk be the power series expansion
of q j (x), where b0 = c j/2. Let s be a parameter. Then u(s, x)= x s ∑∞

k=0 ck(s)xk ,
with c0(s)≡ 1, is an solution of L j u = 0 if and only if the equation

(]n) f (s+ n)cn + Rn = 0

holds for all n = 0, 1, 2, . . . , where

R0 = 0, and, for n > 0, Rn = Rn(c1, . . . , cn−1, s)=
n−1∑
i=0

ci bn−i .

Note that the equation (]0) is exactly the indicial equation (2). Since f (s1+ n) 6= 0
for all n ≥ 1, we find that u(s1, x) is a solution of the equation.

Case 1. Suppose that s1− s0 = α j is not an integer. Then, by the same reasoning,
u(s0, x) is another solution, which is linearly independent of u(s1, x). Summing up,
we have

u(s0, x)= x s0(1+ψ0) and u(s1, x)= x s1(1+ψ1),

where both ψ0 and ψ1 are holomorphic functions vanishing at 0. Here we take
a smaller neighborhood of 0 than U j to assure the convergence of the power
series defining ψk if necessary. Since both u0(x) and u1(x) are linear combi-
nations of u(s0, x) and u(s1, x), f (x) = u1(x)/u0(x) equals some fractional lin-
ear transform of u(s1, x)/u(s0, x). For simplicity of notation, we may assume
f (x) = u(s1, x)/u(s0, x) equals xα j times a holomorphic function ϕ j (x) with
ϕ j (0)= 1. Therefore we could choose another complex coordinate z = z(x) of U j

under which f = f (z)= zα j .

Case 2. Suppose that m := s1− s0 = α j is an integer ≥ 2.

Subcase 2.1. If Rm = 0, we can solve the equation (]n) for s = s0 for all n ≥ 1 by
choosing cm arbitrarily and obtain another solution u(s0, x) linearly independent of
u(s1, x). An argument similar to that in Case 1 completes the proof.

Subcase 2.2. Suppose Rm 6= 0. Define

u∗ = x s0

∞∑
k=0

ck(s0)xk,

where c0 = 1, the c j (1 ≤ j < m) are determined by (] j ), while cm is arbitrarily
fixed, and the c j ( j > m) are determined also by (] j ). Then the linear combination
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of u∗ and (∂/∂s)u(s, x)|s=s1

U0(x) := f ′(s1)u∗− Rm
∂

∂s
u(s, x)|s=s1

is a solution. It should be mentioned that since f and Rn are holomorphic with
respect to s, this is also the case for the cn . Then we correct a typo in [Yoshida
1987, p. 23] and find the two linearly independent solutions, given by(

U0(x)
u(s1, x)

)
=

(
x s0 x s1 log x
0 x s1

)(
f ′(s1)

∑
∞

k=0 ck(s0)xk
− Rm xm ∑∞

k=0 c′k(s1)xk∑
∞

k=0 ck(s1)xk

)
.

Then the local monodromy of the equation L j u = 0 at x = 0 is the conjugacy class
in PGL(2,C) of the matrix

M =
(

1 2π
√
−1

0 1

)
.

However, the cyclic group generated by M is a free abelian group, which has no
limit point under the usual topology of PGL(2,C), contradicting the fact that the
monodromy of the equation L j u = 0 is contained in a compact group of PGL(2,C).
That is, we rule out Subcase 2.2.

Summing up, we prove the statement where α j is an integer ≥ 2. Moreover we
can also see that in this case the local monodromy at p j is trivial; that is, p j is an
apparent singularity of the equation L j u = 0 and the multivalued function f .

Since f is locally univalent on 6∗ and has monodromy belonging to PSU(2),
f ∗gst is a well-defined smooth Riemannian metric on 6∗ with constant curvature
one. The first statement proved just now implies that this metric has conical
singularities at p j with angles 2πα j . �

Remark 3.3. Lemma 3.2 has some overlap with [Bryant 1988, Proposition 4], in
the sense that both say the same thing near each singularity.

We sum up the above two lemmas:

Theorem 3.4. There exists a conformal metric of constant curvature one represent-
ing a divisor D on a compact Riemann surface 6 if and only if there is a projective
multivalued meromorphic function on 6∗ =6\Supp D compatible with the divisor
D and having monodromy in PSU(2).

Proof of Theorem 1.4. Let f be a developing map of the metric g representing an
effective Z-divisor

∑
j n j Pj on the sphere. By Lemma 3.1, f has regular singularity

of weight (1−n2
j )/2 at p j . By Lemma 2.1, the monodromy of f belongs to PSU(2).

By Lemma 3.2, there exists L j ∈PGL(2,C) and a complex coordinate z near p such
that L j ◦ f has the form f (z)= zn j+1 near p j , which implies the local monodromy
of f at p j is trivial. Since the sphere is simply connected, the monodromy of f is
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trivial, that is, f is a single-valued meromorphic function outside {p j }. Moreover,
f can be extended meromorphically onto the whole sphere; that is, f is a rational
function on the sphere. �

At a point p ∈ 6 near which f = f (z) is univalent holomorphic, we find that
the Schwarzian { f, z} is holomorphic, and vice versa (see [Yoshida 1987, Remark,
p. 44]). Actually we can prove a more general result.

Lemma 3.5. Let U be an open disk containing 0 in the complex plane C with
coordinate w and f a projective multivalued meromorphic function on U\{0}
with regular singularity of weight zero at 0. That is, { f, w} equals d/w plus a
holomorphic function φ(w), where both the constant d and φ(w) depend on the
coordinate w. Assume that the subgroup of PGL(2,C) generated by the local
monodromy of f at 0 is precompact in PGL(2,C). Then there exists L ∈ PGL(2,C)

and another complex coordinate z of U such that L ◦ f (z)= z and z(0)= 0.

Proof. Use the same argument as Case 2 of the proof of Lemma 3.2. Also note that
the indicial equation here has two roots, 0 and 1. �

This lemma has the following geometric consequence.

Proposition 3.6. The conic singularity with angle 2π of a conformal metric with
constant curvature one is actually a smooth point of the metric.

4. Proof of Theorems 1.5 and 1.9

Lemma 4.1. (1) A subgroup G of PSU(2) can be diagonalized if and only if G
has a fixed point on C. Such a group is contained in some maximal torus T of
PSU(2). In particular, G is abelian.

(2) There exists an abelian subgroup of PSU(2) which has no fixed point on C.

Proof. (1) Consider the natural unitary representation ρ of SU(2) on V ∼= C2

endowed with the natural Hermitian inner product 〈 · , · 〉. For each subgroup H of
SU(2), ρ restricts to a faithful unitary representation ρH of H on V . Let G̃⊂SU(2)
be the lifting of G⊂PSU(2). We say that G can be diagonalized if the representation
(ρG̃, V ) can be decomposed into the direct sum of two one-dimensional subspaces:

V = Ce1⊕Ce2 and 〈ek, e`〉 = δk`.

Then, up to conjugacy, G̃ can be viewed as a subgroup of the standard maximal torus

U(1)=
{
diag

(
e
√
−1θ , e−

√
−1θ)
| θ ∈ R

}
of SU(2). Hence G = G̃/{±I2} is abelian.

Looking at the Riemann sphere C as the complex one-dimensional projective
space P(V ) with the natural projection π : V \{0} → P(V ), we can see that both
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π(e1) and π(e2) are two distinct fixed points of the G-action on P(V ) if G can
be diagonalized.

Suppose that G has a fixed point π(e1) on P(V ) with e1 ∈ V and 〈e1, e1〉 = 1.
Then e1 is a common eigenvector of all the elements in G̃. Since ρG̃ is a unitary
representation on V , it can be decomposed into V = Ce1⊕Ce2, where e2 is a unit
vector orthogonal to e1. That is, G can be diagonalized.

(2) The abelian subgroup D2 of PSU(2) generated by

z 7→ −z and z 7→
1
z

has no fixed point on C. �

Lemma 4.2. A trivial reducible metric g representing a divisor D on a compact
Riemann surface 6 is the pullback f ∗gst of gst by some rational function f on 6.

Proof. Let f :6∗→ C be a developing map of the metric g. Since the monodromy
of f is trivial, so is the local monodromy of f around each point in the support of D.
By Lemma 3.2 the divisor D must be an effective Z-divisor. Using Lemma 3.2 again,
we find that the holomorphic map f :6∗→C has a holomorphic extension to6. �

Lemma 4.3. Suppose that g is a reducible metric on 6 and f a multiplica-
tive developing map of g. Then the holomorphic 1-form d(log f ) on 6∗ can
be extended to be an abelian differential of the third kind on 6. The function
9 = 4| f (z)|2/(1+ | f (z)|2) on 6∗ can be extended continuously to 6.

Proof. The proof is contained in the following proof of Theorem 1.4. �

Proof of Theorem 1.4. (1–2) We show that if a point p ∈ 6∗ is a zero of Y (z) =
( f (z)/ f ′(z))(∂/∂z), then p is simple. We choose a function element f near p. Since
the monodromy of f belongs to U(1), Y = (f(z)/f′(z))∂/∂z, which is independent
of the choice of the function element f and the complex coordinate z. Since f is a
univalent meromorphic function near p, there exist L ∈ PGL(2,C) and a complex
coordinate z near p with z(p)= 0 such that L ◦ f = z. Then f= (az+ b)/(cz+ d)
with ad − bc = 1 near p, and Y = (az+ b)(cz+ d)∂/∂z. It is clear that p cannot
be a pole of Y . Since Y = 0 at z(p)= 0, bd = 0.

Case 1. Since ad − bc = 1 and bd = 0, we assume b = 0, d 6= 0 in this case. Then
ad = 1 and f(z) = az/(cz+ d). Then Y = az(cz + d)∂/∂z has a simple zero at
z(p)= 0. Hence ω = dz/(az(cz+ d)) has residue 1 at p. Since f (0)= 0, p is a
minimal point of 9 and 9(p)= 0.

Case 2. Similarly, when d = 0 and b 6= 0, Y also has simple zero at p, ω
has residue −1, limq→p | f (q)| = +∞, limq→p 9(q) = 4, and p is a maximal
point of 9.
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We show that each point q ∈ {p1, . . . , pn} must be a simple zero of Y , provided
the conical angle of the metric g at q equals 2πs > 0 and s is a noninteger. By
Lemmas 3.1 and 3.2, we can choose a function element f near q and a complex
coordinate z near q such that f= (azs

+b)/(czs
+ d) with ad−bc= 1. On the other

hand, since the monodromy of f belongs to U(1), so does the local monodromy of f.
Then there exists θ ∈ R such that

e2π
√
−1θ f= e2π

√
−1θ azs

+ b
czs + d

=
ae2π

√
−1szs

+ b

ce2π
√
−1szs + d

.

This is equivalent to the following equalities holding:

ace2π
√
−1s(1− e2π

√
−1θ)
= 0,(

ade2π
√
−1s
+ bc

)
− e2π

√
−1θ(bce2π

√
−1s
+ ad

)
= 0,

bd
(
1− e2π

√
−1θ)
= 0.

Solving the equation, we find that either c= b= 0 or a = d = 0, that is, f(z) equals
µzs (µ 6= 0) or λz−s (λ 6= 0). Hence Y =±sz(∂/∂z) has a simple zero at z(q)= 0.
Since f(0) equals 0 or∞, 9 is continuous at q, which is a minimal or maximal
point of 9 achieving value 0 or 4 if and only if ω has residue s > 0 or −s < 0 at p.

Let p be a singular point of the metric g with conical angle 2π times an integer
n > 1. Then

f(z)=
azn
+ b

czn + d
and Y =

(azn
+ b)(czn

+ d)
nzn−1

∂

∂z
.

Case A. Assume bd 6= 0. Then p is a pole of Y with order n−1 and a zero of ω with
order n− 1, and limz→p f (z)= f (0)= b/d ∈ C\{0}. Moreover 9 is continuous
at p, which is a saddle point of 9.

Case B. Assume bd = 0. Then it is easy to check that p is a simple zero of Y . If
b = 0 (resp. b 6= 0), then limq→p | f (p)| equals 0 (resp. +∞), where ω has residue
n (resp. −n). 9 is continuous at p, where it achieves the minimal value 0 or the
maximal value 4.

(3) The local monodromy property of f follows from Lemmas 3.1 and 3.2. �

Lemma 4.4. (1) Let g be a reducible metric on 6. Then each character 1-form ω

of g has at least two poles.

(2) Besides the assumption of (1), assume that ω has no zero and has only two
poles. Then 6 is the Riemann sphere C and g has two singularities with the
same angle, say α > 0. Moreover, if the two singularities are assumed to be 0
and∞, then ω = α(dz/z) up to sign.



CONFORMAL METRICS WITH CONE POINTS ON COMPACT RIEMANN SURFACES 91

Proof. (1) Let f be the multiplicative developing map such that ω = d(log f ).
Since 9 = 4| f |2/(1+ | f |2) is a nonconstant continuous function on 6, it must
achieve its minimum and maximum. Either a minimal point or a maximal one of 9
is a pole of ω by Theorem 1.4.

(2) 6 = C follows from deg(ω)=−2. By the residue theorem, the two residues of
ω have different signs at the two poles, say 0 and∞. It follows from Theorem 1.4
that g has exactly two singularities 0 and∞ with the same angle, say α. Assume
that ω has residues α and −α at 0 and∞, respectively. Then ω = α(dz/z). �

Proof of Theorem 1.5. We divide the proof into the following two cases:

Case 1. Assume that the integral of ω at some loop in 6′ :=6\{poles of ω} does
not belong to the set 2π

√
−1Z. Since <ω is exact on 6′, solving the equation

ω = d(log f )

on 6′, up to a complex multiple with modulus one, we obtain a 1-parameter family
of multivalued locally univalent meromorphic functions

fλ(z)= λ · exp
(∫ z

ω

)
, λ ∈ (0,+∞).

Moreover, fλ has nontrivial monodromy belonging to U(1) and f ?λ gst is a nontrivial
reducible metric with character 1-form ω. Conversely, if g is a reducible metric
such that ω is one of its character 1-forms, then there exists a developing map
f̃ of g such that ω = d(log f̃ ). Since f̃ has nontrivial monodromy in U(1), g is
nontrivial. Solving the equation ω= d f̃ / f̃ , up to a complex multiple with modulus
one, we find that f̃ equals fλ for some λ > 0. Therefore such a reducible metric
g is unique. By the argument in the proof of Theorem 1.4, we find the divisor D
represented by g equals

J∑
j=1

(α j − 1)Pj +

N∑
k=J+1

(|ResQk (ω)| − 1)Qk .

Case 2. Assume that the monodromy given by ω is trivial; that is, the integral of ω
at each loop in 6′ := 6\{poles of ω} belongs to the set 2π

√
−1Z. The pullback

f ∗gst with f (z)= exp
(∫ z

ω
)

is a trivial reducible metric such that f is one of its
developing map and a rational function on 6 and ω is one of its character 1-forms.
Conversely, if g is a reducible metric with ω one of its character 1-forms, then
g = f̃ ∗gst with f̃ (z) = λ exp

( ∫ z
ω
)

for some λ > 0. Moreover, f̃ is a rational
function uniquely determined by ω and λ. Therefore, such a reducible metric g lies
in the 1-parameter family { f ∗λ gst : λ∈ (0,+∞)}. By a similar argument to the proof
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of Theorem 1.4, we can show that the effective divisor represented by g equals

J∑
j=1

(α j − 1)Pj +

N∑
k=J+1

(|ResQk (ω)| − 1)Qk . �

Corollary 4.5. Under the notation of Theorem 1.5, we have

χ(6)+ deg D ≥min(2, 2 min j α j ).

In particular, the divisor D does not satisfy Troyanov’s condition (1). In other
words, if D satisfies condition (1), then each conformal metric which has constant
curvature one and represents D is irreducible.

Proof. The character 1-form ω has at least two poles since the continuous function
9 = 4| f |2/(1+ | f |2) in Theorem 1.4 has at least a minimal point and a maximal
one. Then, using the equality

−χ(6)= deg(ω)=
J∑

j=1

(α j − 1)− (N − J ),

we have

χ(6)+ deg D = χ(6)+
J∑

j=1

(α j − 1)+
N∑

k=J+1

(|ResQk (ω)| − 1)

=

N∑
k=J+1

|ResQk (ω)| ≥min(2, 2 min j α j ). �

Example 4.6. Consider a conformal metric g on the two-sphere with constant
curvature one and finitely many conical singularities p1, . . . , pn . Let the angle at
p j be 2πα j . If n ≥ 3 and each α j is a noninteger, then g is irreducible. Otherwise,
by Theorem 1.4, the character 1-form of g would have at least three poles and
have no zeroes, a contradiction. In particular, we consider the conformal metric
g of constant curvature one with three angles π, π, π at 0, 1 and ∞ on the two-
sphere. Then the developing maps of g coincide with those projective solutions
with monodromy in PSU(2) of the Gauss hypergeometric equation

z(1− z)
d2u
dz2 + (c− (a+ b+ 1)z)

du
dz
− abu = 0,

where
|1− c| = |c− a− b| = |a− b| = 1

2

(see [Yoshida 1987, Section 5.3]). Then the monodromy group of a developing
map of g is conjugate to D2 in Lemma 4.1 and thus abelian, but g is irreducible.
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It follows from [Troyanov 1991, Theorem 4] that on a torus there exists a
conformal metric g with constant curvature one and a conical singularity p with
angle 2πα, where 1<α < 3. Then Corollary 4.5 tell us that g is not reducible. The
existence of such a irreducible metric having one angle 4π implies that Theorem 1.9
does not hold on a torus.

Example 4.7. We at first consider an elementary example of reducible metrics on
the Riemann sphere C. Let a, b be two positive numbers. Consider the 1-form

ω =

(
a
z
+

b
z− 1

)
dz,

which has residue −a − b at ∞. Note that a/(a + b) is the zero of ω. Hence ω
satisfies the condition in Theorem 1.5 and thus gives a reducible metric on the
two-sphere with angles 2πa, 2πb, 2π(a + b) and 4π at 0, 1,∞ and a/(a + b),
respectively.

On the other hand, suppose that g is a reducible metric on the two-sphere having
angles 2πa, 2πb, 2π(a+b) and 4π at 0, 1,∞ and λ∈C\{0, 1}, respectively, where
a, b, a+ b are not integers. Then λ= a/(a+ b). Actually, letting ω be a character
1-form of g, we can see from Theorem 1.4 that 0, 1,∞ are simple poles of ω, and
λ is the zero of ω. By the residue theorem, we may assume that

Res0(ω)= a,

Res1(ω)= b,

Res∞(ω)=−a− b,

which implies that

ω =

(
a
z
+

b
z− 1

)
dz and λ=

a
a+ b

.

We then give an explicit construction of a general reducible metric g on the Rie-
mann sphere C. Suppose that z1, . . . , zk , k≥2, are all the poles ofω lying in C. Then

ω =

( k∑
j=1

a j

z− z j

)
dz,

where a j ∈ R\{0} is the residue of ω at z j for each j . Hence the zero set of
ω is determined by the poles of ω and their residues. In other words, the set
{(z j , a j ) : j = 1, 2, . . . , k} determines the positions of the singularities of g cor-
responding to the saddle points of the function 9 and the values of their conical
angles. Solving the ordinary differential equation d log f = ω, we find that there
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exists some λ > 0 such that the multivalued function

fλ(z)= λ ·
k∏

j=1

(z− z j )
a j

is a developing map of the metric g. This implies that the existence of reducible
metrics does not only depend on angles, but also on the position of singularities.

Remark 4.8. The monodromy of a developing map is irreducible for a hyperbolic
conformal metric with finitely many conical or cusp singularities. Moreover it is
also the case for a flat conformal metric with finitely many conical singularities
unless the metric is a smooth one on a torus. We leave the proof to interested readers.

We conclude this section by saying something more about the relationship
between reducible metrics and HCMU metrics. As a generalization with sin-
gularities on compact Riemann surfaces of Calabi’s extremal Kähler metric on
compact complex manifolds [Calabi 1982; 1985], X. Chen [2000] first introduced
the concepts of the HCMU metric and the extremal metric with singularities, and
proved some fundamental results. In particular, a conformal metric g̃ on a compact
Riemann surface with singularities is called HCMU if and only if it has finite
area and finite Calabi energy, and the complex gradient K ·,z∂/∂z of the Gauss
curvature K = K g̃ is a holomorphic vector field outside the singularities. Wang
and Zhu [2000] and Lin and Zhu [2002] obtained some interesting results and
generalized some results of X. Chen. Recently [Chen and Wu 2011; Chen et al.
2013] completely classified the nonconstant curvature HCMU metrics with conical
or cusp singularities, by using the character 1-form

ω̃ =
dz

K ·,zg̃

of an HCMU metric g̃. The properties that ω̃ is an abelian differential of the third
kind with real residues and its real part is exact outside the set of simple poles play
a crucial rule in the classification. The following observation puts both HCMU
metrics and metrics of constant curvature in the same philosophical frame.

Observation 4.9. Given a nonconstant curvature HCMU metric g̃ with singularities
on a compact Riemann surface 6, there exists a multivalued locally univalent
meromorphic function f̃ on 6∗ having monodromy in the abelian group{

exp
(√
−1θ

)
| θ ∈ R

}
,

and a football HCMU metric gfb (see [Chen 2000; Chen et al. 2005]) over C such
that g̃ = f̃ ∗g f b. Moreover the character 1-form of g̃ coincides with the logarithmic
differential d(log f ) of f , up to a constant.

This is not used in this paper and its proof will be left elsewhere.
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5. Discussion

As an application of Theorems 1.9 and 1.4, we shall show that if g is a conformal
metric on the sphere C of constant curvature one, representing the divisor D =
(α− 1)P + (β − 1)Q, where α, β > 0, then α = β.

Proof. Case 1. We assume that at least one of α and β is not an integer. Suppose
that this is the case for α. Since the punctured sphere C\{p, q} has fundamental
group isomorphic to Z, the metric g is a reducible metric. Let f be one of its
developing maps. By Lemmas 3.1 and 3.2, the local monodromy of f at p is
nontrivial. Hence g is nontrivial. We may assume that f is multiplicative so that
ω= d f/ f is the character 1-form of g. Theorem 1.4 tells us that p is a simple pole
of ω with residue ±α, and q is either a simple pole or a zero point of ω. If q is a
simple pole too, then the residue equals ±β. Since the canonical divisor (ω) has
degree −2, by Theorem 1.4, we find that ω has exactly two poles of p, q, which
implies α= β. It is impossible that q is a zero point of ω; otherwise ω must have at
least two simple poles in C\{p, q}, each of which has residue ±1 by Theorem 1.4.
This contradicts the fact that α /∈ Z.

Case 2. Suppose that both α and β are integers ≥ 2. By Theorem 1.9, each
developing map f of g is a rational function on C. Since the ramification divisor
R f of f equals (α−1)P+(β−1)Q, f has degree d = (α+β)/2 by the Riemann–
Hurwitz theorem. Suppose α 6= β, say α > β. Then f has expression z 7→ zα

near p, which implies f has degree ≥ α > d. Contradiction! �

We observe that the reducible metrics representing a given divisor are not unique
in general:

Proposition 5.1. Suppose that there exists a reducible metric g representing the
divisor D on the two-sphere. Denote by M(D) the space of conformal metrics of
constant curvature one representing D, by A(D) that of reducible metrics repre-
senting D.

(1) If D is supported at two points p1 and p2, M(D) = A(D), and g is unique
if and only if the two angles are equal and do not belong to 2πZ>1. If the
two angles are equal and belong to 2πZ>1, then A(D) is connected and has
dimension 1.

(2) If D is supported at three points and A(D) 6= ∅, then M(D) = A(D) is
connected. Moreover if g is trivial, dim A(D)= 3; otherwise dim A(D)= 1.

(3) Suppose that D is supported at more than three points and A(D) 6=∅. Then,
if g is trivial, dim A(D)= 3; otherwise dim A(D)≥ 1.

Proof. The first statement was proved by Troyanov [1989, Theorem I, p. 298]. The
second was shown in [Umehara and Yamada 2000, Corollary 2.3].
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Suppose that D is supported at more than three points. Following [Umehara and
Yamada 2000, (2.5)], we define

Ig := {ga = (a ? f )∗g | a ∈ PSL(2,C), a · Im ρ f · a−1
⊂ PSU(2)},

where a ? f denotes the Möbius transformation of f by a and

ρ f : π1(6
∗)→ PSU(2)

denotes the monodromy representation of the developing map f of the metric g.
Each metric ga in Ig has a developing map a ? f , which has the same Schwarzian
as f and monodromy conjugate to that of f . Hence Ig is contained in A(D). Then
it follows from [Umehara and Yamada 2000, Lemma B, p. 92] that if g is trivial,
dim A(D)≥ 3; otherwise dim A(D)≥ 1.

We consider the moduli of trivial reducible metrics representing an effective
Z-divisor D, which can be reduced to the space of rational functions with the same
ramification divisor D. We say that two rational functions are equivalent if one of
them is given by the postcomposition of the other with a Möbius transformation.
It follows from [Umehara and Yamada 2000, Lemma B, p. 92] that the trivial
reducible metrics having developing maps of the same type form a moduli of the
three-dimensional hyperbolic space H3. The beautiful theorem in [Scherbak 2002]
says that there is a least upper bound given by the Schubert calculus for the number
of equivalent classes of all the rational functions with ramification divisor D, which
can be achieved by a generic choice of the support of D. Hence we obtain the
corresponding information for the number of connected components of A(D). �

It is time to propose some questions interesting to us.

Question 5.2. Does there exist a divisor on some compact Riemann surface which
is represented by both an irreducible metric and a reducible one? It does not happen
for the divisors satisfying the Troyanov condition (1) by Corollary 4.5. It also does
not happen on the two-sphere under either of the following two conditions:

(1) The support of D consists of three points or less (see Proposition 5.1).

(2) Each α j is a noninteger for j = 1, 2, . . . , n, with n ≥ 3 (see Example 4.6).

Question 5.3. Suppose A(D) is nonempty for a divisor D on a compact Riemann
surface. Study the moduli space A(D) of reducible metrics representing a divisor
D on a compact Riemann surface, such as its dimension and the number of its
components. We know the answer on the two-sphere in the case that D has support
at two or three points or D is an effective Z-divisor in Proposition 5.1.

Question 5.4. Suppose that there exists an irreducible metric g representing D =∑
j (α j − 1)Pj . Is g the unique metric of constant curvature one representing D?

Luo and Tian [1992] showed this is the case on the two-sphere if each α j lies in
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(0, 1). Moreover, Umehara and Yamada [2000] gave a positive answer if D is a
divisor supported at three points on the two-sphere.

Question 5.5. Suppose that there exists an irreducible metric g representing D =∑
j (α j − 1)Pj . Does there exist an irreducible metric representing any divisor D′

sufficiently near D? On the two-sphere, if each α j lies in (0, 1), then the necessary
and sufficient condition is a topologically open one for the existence of a irreducible
metric representing D given by Troyanov [1991] and Luo and Tian [1992]. On
the two-sphere, if D has support at three points, so is the necessary and sufficient
condition given by Umehara and Yamada [2000]. S. K. Donaldson [2012] proved
an openness theorem for Kähler Einstein metrics on a Fano manifold with conical
singularity along the anticanonical divisor.
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Note added in proof

After this paper was accepted, the authors learned that Daniele Bartolucci, Francesca
De Marchis and Andrea Malchiodi [Bartolucci et al. 2011] proved a general existence
result for the problem of prescribing the Gaussian curvature on surfaces of positive
genus with conical singularities in supercritical regimes. Two years later, Bartolucci
and Malchiodi [2013] removed the assumption on the genus. As a consequence,
their results imply a new general existence theorem for conformal metrics with
constant curvature one and finitely many conical singularities which do not satisfy
the Troyanov condition (1). The authors observed that these metrics are irreducible.
Moreover, Bartolucci, De Marchis and Malchiodi [Bartolucci et al. 2011] proved
the existence of multiple solutions on surfaces of genus bigger than one, which
implies that the answer to Question 5.4 is negative.
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Q-BASES OF THE NÉRON–SEVERI GROUPS
OF CERTAIN ELLIPTIC SURFACES

MASAMICHI KURODA

P. Stiller computed the rank of the Néron–Severi group (known as the Pi-
card number) for several families of elliptic surfaces. However, he did not
give the generators of these groups. In this paper we give Q-bases of these
groups explicitly. If these surfaces are rational, we also show that they are
Z-bases.

1. Introduction

An elliptic surface is a surface which has a surjective map onto a curve such that
the generic fiber is a curve of genus one (see [Kodaira 1963a; 1963b]). The Néron–
Severi group is the group of divisors modulo algebraic equivalence (see [Hartshorne
1977, Exercise V.1.7]). This group is known to be a finitely generated abelian
group, and its rank is called the Picard number. P. Stiller [1987] computed the
Picard numbers of several families of elliptic surfaces by studying the action of
certain automorphisms on the cohomology group. However he did not give the
generators of these groups. The purpose of this paper is to give explicit Q-bases of
the Néron–Severi groups of Stiller’s list [1987, Examples 1–5] of elliptic surfaces.

We explain briefly how to construct such Q-bases. Let E be an elliptic surface.
We denote by NS(E) the Néron–Severi group of E . T. Shioda [1972] proved that
NS(E) is generated by fibral divisors and horizontal divisors. Here we mean by a
fibral divisor a sum of irreducible components of fibers, and by a horizontal divisor
a sum of images of sections. Let En→P1

C
(n ∈N) be one of the families of elliptic

surfaces of [Stiller 1987], and let En be the generic fiber of En for each n. The En

are elliptic curves over the function field C(t). Computing the Picard number of an
elliptic surface is equivalent to determining the Mordell–Weil rank (i.e., the rank of
the Mordell–Weil group) of the generic fiber. Stiller [1987, Examples 1–5] proved
that for each family En → P1

C
(n ∈ N), there exists a finite set Admi (1 ≤ i ≤ 5)

of natural numbers such that the Mordell–Weil rank∗ of En/C(t) is r =
∑
d|n

d∈Admi

ϕ(d),

MSC2010: 14J27.
Keywords: elliptic surfaces, Néron–Severi groups.
∗The referee pointed out that a related or a similar formula is obtained in [Silverman 2000] for

arbitrary elliptic surfaces defined over number fields under the Tate conjecture.
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where ϕ is the Euler totient function. In this paper we shall construct r rational
points of En in an ad hoc manner, and show the linear independence of the associated
divisors in NS(En). If En is rational, then we further show that they form a Z-basis.

This paper is organized as follows. Section 2 is a quick review of some basic
results on the Néron–Severi groups of elliptic surfaces. Section 3 is the heart of
this paper. We give a number of Q-bases or Z-bases of the Néron–Severi groups
of Stiller’s list of elliptic surfaces. In Section 4, we give an alternative proof of
Stiller’s computations of the Picard numbers.

2. The Néron–Severi group of an elliptic surface

In this paper, we mean by an elliptic surface a surjective morphism f : E → C
onto a curve with a section (say zero section) such that the generic fiber of f is
an elliptic curve. Let f : E → P1

C
be a nonsplit minimal elliptic surface, and let

E/C(t) be the generic fiber. There is a natural group isomorphism between the
Mordell–Weil group of E/C(t), denoted by E(C(t)), and the group of sections
of E over P1

C
, denoted by E(P1

C
) (see [Silverman 1994, Proposition 3.10(c)]):

(1)
E(C(t)) ∼−→ E(P1

C),

P = (xP , yP) 7−→ (σP : t 7→ (xP(t), yP(t), t)).

According to the Mordell–Weil theorem, E(C(t)) is a finitely generated group. In
the following, for each P ∈ E(C(t)), we denote by (P) the image in E of the section
corresponding to P . For simplicity, we denote by∞ the image of the zero section,
that is, the section corresponding to zero element O ∈ E(C(t)).

The singular fibers are classified by Kodaira [1963a; 1963b]. We shall follow
Kodaira’s notation. Let6(E) be the finite set of points t in P1

C
such that Et := f −1(t)

is a singular fiber. For each t ∈P1
C

, let mt be the number of irreducible components
of the fiber Et , and we denote by Ft,a (0≤ a ≤mt − 1) the irreducible components.
If t ∈ P1

C
\6(E), then Et = Ft,0 is a smooth fiber, and we have

{t ∈ P1
C | mt ≥ 2} = {t ∈6(E) | mt ≥ 2}.

We fix a general fiber C0 := Et0, t0 ∈ P1
C
\6(E), and we take Ft,0 to be the unique

component of Et intersecting with∞.
Let E(C(t))free denote the quotient group E(C(t))/E(C(t))tor, where E(C(t))tor

is the torsion subgroup. Let r be the Mordell–Weil rank of E/C(t), that is, the rank
of E(C(t)), and we take r generators P1, . . . , Pr of E(C(t))free. We put

Di = (Pi )−∞∈ Div(E) (1≤ i ≤ r),

where Div(E) is the group of divisors on E .
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Proposition 2.1 [Shioda 1972, Theorem 1.1]. The free part of the Néron–Severi
group NS(E) of the elliptic surface E , denoted by NS(E)free, is generated by the
divisors

(2) C0,∞, D1, . . . , Dr , Ft,a (t ∈6(E), 1≤ a ≤ mt − 1).

In particular, the Picard number ρ of the elliptic surface E is given by

ρ = r + 2+
∑

t∈6(E)

(mt − 1).

Stiller computed the Mordell–Weil rank r , but did not give Di ’s explicitly. We
will give r linearly independent points of the Mordell–Weil group in Section 3.
Note that these points are not always generators of the group. We end this section
by introducing a practical way to show the linear independence of the divisors
C0,∞, D1, . . . , Dr , Ft,a (t ∈6(E), 1≤a≤mt−1), or equivalently the intersection
matrix M of these divisors has a nonzero determinant.

For each Pi ∈ E(C(t)), we have Di ·C0 = ((Pi )−∞) ·C0 = 1− 1 = 0. Then
there exists a fibral divisor 8i ∈ Div(E)⊗Q such that

(Di +8i ) · F = 0 for all fibral divisors F ∈ Div(E).

More explicitly the divisor 8i is obtained in the following way (see [Silverman
1994, Proposition 8.3]). We set at0(Pi )= 0 for all t ∈ P1

C
. Further, when mt ≥ 2

we consider the following system of linear equations:

mt−1∑
k=1

atk(Pi )Ft,k · Ft,l =−Di · Ft,l (1≤ l ≤ mt − 1).

This is a system of mt − 1 equations in the mt − 1 variables atk(Pi ). Since the
intersection matrix (Ft,i · Ft, j )1≤i, j≤mt−1 has a nonzero determinant, this system of
equations has a unique solution in rational numbers atk(Pi ) ∈Q. Then the divisor

8i :=
∑
t∈P1

C

mt−1∑
k=0

atk(Pi )Ft,k =
∑

t∈{t1,...,ts}

mt−1∑
k=1

atk(Pi )Ft,k ∈ Div(E)⊗Q

has the desired property, where we set {t1, . . . , ts} = {t ∈6(E) |mt ≥ 2}. Note that
since Ftα,k · Ftβ ,l = 0 (α 6= β), we have

0= (Di +8i ) · Ftα, j =

(
Di +

mtα−1∑
k=1

atαk(Pi )Ftα,k

)
· Ftα, j .

We fix a uniformizer ut ∈C(t) at t , that is, ordt(ut)= 1. Let f ∗ :Div(P1
C
)→Div(E)

be a homomorphism defined by extending (t) 7→
∑mt−1

j=0 ordFt, j (ut ◦ f )Ft, j linearly.
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For each two points t1, t2 ∈ P1
C
\ 6(E) with t1 6= t2, since C0 is algebraically

equivalent to f ∗(ti ) (i = 1, 2), we have

C2
0 = f ∗(t1) · f ∗(t2)= 0.

Now it is not hard to show the following lemma.

Lemma 2.2 [Cox and Zucker 1979]. Let M be the intersection matrix of divisors
C0,∞, D1, . . . , Dr , Ft,a (t ∈ 6(E), 1 ≤ a ≤ mt − 1), and let Mα (1 ≤ α ≤ s) be
the intersection matrix of divisors Ftα,1, . . . , Ftα,mtα−1. Put

N =

(D1+81) · D1 · · · (D1+81) · Dr
...

. . .
...

(Dr +8r ) · D1 · · · (Dr +8r ) · Dr

 .
Then we have

det M =− det N
s∏

α=1
det Mα.

In particular, det M 6= 0 if and only if det N 6= 0 since Mα has nonzero determinant
for each α. Note that each Mα gives one of the root lattices An, Dn, E6, E7 or E8,
and det Mα equals the number of simple components of the singular fiber Etα .

3. Stiller’s list of elliptic surfaces

In this section, we give explicit Q-bases of the Néron–Severi groups of the elliptic
surfaces in Stiller’s Examples 1–5. If these surfaces are rational, then we also show
that they are Z-bases. Note that these Néron–Severi groups are torsion-free, by
[Cox and Zucker 1979] or [Shioda 1990].

We give a proof in detail in the case of Stiller’s Example 4. In the other cases
we just give results, because the argument is the same.

Throughout this paper, ζn will denote a primitive n-th root of unity for a natural
number n.

Stiller’s Example 4. This example is the minimal elliptic surface whose generic
fiber is the elliptic curve defined by the equation

(3) Y 2
= 4X3

− 3u4n X + u5n(un
− 2) (u ∈ P1

C, n ∈ N)

over C(u). We perform the change of variables

X =
23(3x + 1)

36t2n , Y =
−25
√

2 y

37
√

3t3n
, u = n

√
−4
27 t−1.

Then the defining equation (3) becomes

(4) y2
= x3
+ x2
+ tn (t ∈ P1

C, n ∈ N).
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Let En be the elliptic curve defined by (4) and f : En→P1
C

be the associated elliptic
surface. For the later use, we write down the construction of En . Put

X1 =
{
([X : Y : Z ], t) ∈ P2

C×A1
t | Y

2 Z = X3
+ X2 Z + tn Z3},

g1 : X1→ A1
t ; ([X : Y : Z ], t) 7→ t.

Let us write n = 6l + k with 1 ≤ k ≤ 6. By putting x = x/t2(l+1), y = y/t3(l+1),
t = 1/t , we obtain the minimal Weierstrass form

y2
= x3
+ t 2(l+1)x2

+ t 6−k .

over t =∞. Put

X2 =
{
([X : Y : Z ], t ) ∈ P2

C×A1
t | Y

2 Z = X3
+ t 2(l+1)X2 Z + t 6−k Z3},

g2 : X2→ A1
t ; ([X : Y : Z ], t ) 7→ t .

By gluing the surfaces X1 and X2, we obtain a projective surface W together with
a surjective morphism g :W → P1

C
. The surface W has singularities in g−1(0) and

g−1(∞). Taking the minimal resolution of singularities of W , we obtain En with
f : En→ P1

C
.

Using Tate’s algorithm (see [Silverman 1994]), one can show that the surface En

has singular fibers of type In over 0, type I1 over ζ i
n

n√
−4/27 (0≤ i ≤ n−1) and type

II∗ (resp. IV∗, I∗0, IV, II, I0) over∞ as n ≡ 1 (resp. 2, 3, 4, 5, 0) modulo 6. Stiller
computed the Mordell–Weil rank r = rank(En(C(t))) and hence the Picard number
ρ = rank(NS(En)), which is given in Table 1. The result for r can be summarized
in the following way. Put Adm4 = {2, 3, 4, 5}. Then

(5) r =
∑
d|n

d∈Adm4

ϕ(d),

where ϕ is the Euler function. We now define ϕ(d) rational points of Ed for each
d ∈ Adm4.

Definition 3.1. For d ∈ Adm4 and j ∈ (Z/dZ)×, we define C(t)-rational points
Pd, j of Ed as follows.

P2,1 = (0,−t),

P3, j = (−ζ
j

3 t,−ζ j
3 t),

P4,1 =
(√

2t + 2t2,
√

2t + 3t2
+ 2
√

2t3),
P4,3 =

(
−2+ 2(−1)1/4t,−2

√
−1+ 4

√
−1(−1)1/4t + t2),

P5, j =
(
2−2/5ζ

2 j
5 t2, 2−2/5ζ

2 j
5 t2
+ 2−3/5ζ

3 j
5 t3).
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n r ρ

6l + 1, l ≥ 0 r =
{

4 if l ≡ 4 mod 5,
0 otherwise.

ρ =

{
n+ 13
n+ 9

6l + 2, l ≥ 0 r =


7 if 3l + 1≡ 0 mod 10,
5 if 3l + 1≡ 5 mod 10,
3 if 3l + 1≡ 2, 4, 6, 8 mod 10,
1 otherwise.

ρ =


n+ 14
n+ 12
n+ 10
n+ 8

6l + 3, l ≥ 0 r =
{

6 if l ≡ 2 mod 5,
2 otherwise.

ρ =

{
n+ 11
n+ 7

6l + 4, l ≥ 0 r =


7 if 3l + 2≡ 0 mod 10,
5 if 3l + 2≡ 5 mod 10,
3 if 3l + 2≡ 2, 4, 6, 8 mod 10,
1 otherwise.

ρ =


n+ 10
n+ 8
n+ 6
n+ 4

6l + 5, l ≥ 0 r =
{

4 if l ≡ 0 mod 5,
0 otherwise.

ρ =

{
n+ 5
n+ 1

6l + 6, l ≥ 0 r =


9 if l + 1≡ 0 mod 10,
7 if l + 1≡ 5 mod 10,
5 if l + 1≡ 2, 4, 6, 8 mod 10,
3 otherwise.

ρ =


n+ 10
n+ 8
n+ 6
n+ 4

Table 1. The Mordell–Weil rank r and the Picard number ρ.

For any d that divides n, there is the surjective map ρ : En→ Ed given by (x, y, t) 7→
(x, y, tn/d), and then the inverse image ρ∗(Pd, j ) defines a C(t)-rational point of En .
In what follows, we use the same symbol Pd, j for ρ∗(Pd, j ) since the context will
prevent any confusion.

Theorem 3.2. Let f : En → P1
C
(n ∈ N) be the elliptic surfaces associated to the

elliptic curves En : y2
= x3

+ x2
+ tn(n ∈ N) over P1

C
. Then, for each n ∈ N,

NS(En) has a Q-basis C0,∞, Dd, j , Ft,a (d ∈ Adm4, d|n, j ∈ (Z/dZ)×, t ∈6(En),
1≤ a ≤ mt − 1), where Dd, j = (Pd, j )−∞ and the other notations are the same as
Section 2. Moreover if En is rational (i.e., n ≤ 6), these divisors form a Z-basis.

Proof. In the cases of n= 6l+1 with l 6≡ 4 mod 5 or n= 6l+5 with l 6≡ 0 mod 5,
we have r = 0 by Table 1, so the assertion follows immediately from Proposition 2.1.
We consider the other cases. All we have to do is to show the linear independence of
the divisors in Theorem 3.2. Let d(n) be the least common multiple of all numbers
in {d ∈ Adm4 : d|n}. Note that the set is nonempty in these cases. Since n is
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divisible by d(n), there exists a rational map

En→ Ed(n),

(x, y, t) 7→ (x, y, tn/d(n)).

This map induces an injection

Ed(n)(C(t)) ↪→ En(C(t)),

(x(t), y(t)) 7→ (x(tn/d(n)), y(tn/d(n))).

We obtain rank(Ed(n)(C(t)))= rank(En(C(t))) by (5), hence linearly independent
points of Ed(n)(C(t)) remain so in En(C(t)). There exists an injection

Ed(n)(C(t)) ↪→ E60(C(t)),

(x(t), y(t)) 7→
(
x(t60/d(n)), y(t60/d(n))

)
.

In particular, points in Ed(n)(C(t)) are linearly independent if and only if their
images are independent in E60(C(t)). Therefore it is sufficient to show the assertion
in the case of n = 60. Recall that the surface E60 has singular fibers of type I60 over
0, type I1 over ζ i

60
60
√
−4/27 (0≤ i ≤ 59) and type I0 over∞.

We want to show that the divisors C0, ∞, D2,1, D3,1, D3,2, D4,1, D4,3, D5,1,
D5,2, D5,3, D5,4, F0,1, . . . , F0,59 are a Q-basis of NS(E60). Equivalently the matrix

N =

(D2,1+82,1) · D2,1 · · · (D2,1+82,1) · D5,4
...

. . .
...

(D5,4+85,4) · D2,1 · · · (D5,4+85,4) · D5,4


has a nonzero determinant (see Section 2 for the notations).

Firstly we compute the self intersection numbers∞2, (P2,1)
2, (P3,i )

2, (P4, j )
2,

(P5,k)
2.

Lemma 3.3. Let n = 6l + k with l ≥ 0, 1 ≤ k ≤ 6. Then the canonical divisor
KEn of the elliptic surface f : En → P1

C
is KEn

∼= f ∗OP1
C
(l − 1), and we have

(P)2 =∞2
=−(l + 1) for each point P ∈ En(C(t)). In particular, if n equals 60,

then we have

(6) (P2,1)
2
= (P3,i )

2
= (P4, j )

2
= (P5,k)

2
=∞

2
=−10.

Proof. By Kodaira’s canonical bundle formula (see [1963a; 1963b]), we get

(7) KEn
∼= f ∗OP1

C
(d − 2), d = 1

12

∑
t∈6(En)

ε(t),

where ε(t) is defined as follows:

type In II III IV I∗n II∗ III∗ IV∗

ε(t) n 2 3 4 n+ 6 10 9 8



108 MASAMICHI KURODA

By the reduction type of the singular fibers of En , we have d = l + 1. Thus

(8) KEn
∼= f ∗OP1

C
(d − 2)= f ∗OP1

C
(l − 1).

By (1), each point P ∈ En(C(t)) corresponds to a section σP : P1
C
→ En . The

translation-by-P map on En can be uniquely extended to a map τP : En → En

by the minimality of En (see [Silverman 1994, Proposition 9.1]). It follows that
τ ∗P D1 · τ

∗

P D2 = D1 · D2 for any two divisors D1, D2 ∈ Div(En). Hence (P)2 =
τ ∗P(P) · τ

∗

P(P)=∞
2.

Since ∞ is isomorphic to P1
C

, ∞ is of genus zero. Thus, by the adjunction
formula, we get

1
2(∞

2
+ KEn ·∞)+ 1= 0, that is,∞2

=−(KEn ·∞+ 2).

On the other hand, we can compute

KEn ·∞ = ( f ∗OP1
C
(l − 1)) ·∞ = (l − 1) f ∗(OP1

C
(1)) ·∞

= (l − 1)C0 ·∞ = l − 1

by (8). Therefore we get (P)2 =∞2
=−(l + 1) for all P ∈ En(C(t)). �

Next we compute the intersection numbers of the divisors ∞, (P2,1), (P3,i ),
(P4, j ), (P5,k), F0,a (1≤ a ≤ 59) in E60. In the affine surface X1 : y2

= x3
+x2
+ t60,

the divisors (P2,1), (P3,i ), (P4, j ) and (P5,k) are given by

(P2,1)=
(
x = 0, y =−t30),

(P3,i )=
(
x =−ζ i

3t20, y =−ζ i
3t20),

(P4,1)=
(
x =
√

2t15
+ 2t30, y =

√
2t15
+ 3t30

+ 2
√

2t45),
(P4,3)=

(
x =−2+ 2(−1)1/4t15, y =−2

√
−1+ 4

√
−1(−1)1/4t15

+ t30),
(P5,k)=

(
x = 2−2/5ζ 2k

5 t24, y = 2−2/5ζ 2k
5 t24

+ 2−3/5ζ 3k
5 t36).

Thus (P4,3) does not pass through the singular point (0, 0, 0) of X1, however (P2,1),
(P3,i ), (P4,1) and (P5,k) pass through this point. Since this singular point is of type
A59, we can resolve it blowing up 30 times. We denote by (x(m), y(m), t(m)) the
coordinates in the neighborhood of the singular point after the m-th blowing-up
(1 ≤ m ≤ 29), and denote by (P2,1)

(m), (P3,i )
(m), (P4,1)

(m), (P5,k)
(m) the m-th

blowing-up of (P2,1), (P3,i ), (P4,1), (P5,k), respectively. These curves are given by

(P2,1)
(m)
=
(
x(m) = 0, y(m) =−t30−m

(m)

)
,

(P3,i )
(m)
=
(
x(m) =−ζ i

3t20−m
(m) , y(m) = ζ i

3t20−m
(m)

)
,

(P4,1)
(m)
=
(
x(m) =

√
2t15−m

+ 2t30−m, y(m) =
√

2t15−m
+ 3t30−m

+ 2
√

2t45−m),
(P5,k)

(m)
=
(
x(m) = 2−2/5ζ 2k

5 t24−m
(m) , y(m) = 2−2/5ζ 2k

5 t24−m
(m) + 2−3/5

ζ 3k
5 t36−m

(m)

)
.
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In particular, in E60 the divisors (P3,i ) (resp. (P4,1), (P5,k)) intersect with either of
two P1

C
which appear by the 20-th (resp. 15, 24-th) blowing-up, and the divisors

(P2,1) intersect with unique P1
C

which appears by the 30-th blowing-up. Hence
we may assume that (P2,1) (resp. (P3,i ), (P4,1), (P4,3), (P5,k)) intersects with F0,30

(resp. F0,20, F0,15, F0,0, F0,24). In addition, in X1 ∩ (t 6= 0),

(P2,1)∩ (P3,i )=∅,

(P2,1)∩ (P4,1)=
{(

0,− 1
2 , t
)
| t15
=−

1
√

2

}
,

(P2,1)∩ (P4,3)=
{
(0,−
√
−1, t) | t15

= (−1)3/4
}
,

(P2,1)∩ (P5,k)=∅,

(P3,1)∩ (P3,2)=∅,

(P3,i )∩ (P4,1)=
{( 1
√

2
, 1
√

2
, t
)
| t5
=−ζ 2i

3
1
√

2

}
,

(P3,i )∩ (P4,3)=
{
(x(t), y(t), t) | ζ 2i

3 t10
− (1+

√
−1)((−1)1/4ζ i

3t5
− 1)= 0

}
,

(P3,i )∩ (P5,k)=∅,

(P4,1)∩ (P4,3)=∅,

(P4,1)∩ (P5,k)=
{
(x(t), y(t), t) | 27/10ζ 3k

5 t6
+ ζ 4k

5 t3
+ 23/10

= 0
}
,

(P4,3)∩ (P5,k)=
{
(x(t), y(t), t) | ζ 3k

5 t6(ζ 3k
5 t6
− 24/5(−1)1/4ζ 4k

5 t3
+ 23/5

√
−1

)
− 21/5(1+

√
−1)

(
21/5(−1)1/4ζ 4k

5 t3
−
√
−1

)
= 0

}
,

(P5,k1)∩ (P5,k2)=∅ (k1 6= k2).

and the local intersection numbers of the divisors (P2,1), (P3,i ), (P4, j ), (P5,k) at
these intersection points are all one.

On the other hand, in the ∞-model X2 (the surface obtained by the variable
transformation x = x/t20, y = y/t30, t = 1/t) or its projection X2, the divisors
(P2,1), (P3,i ), (P4, j ) and (P5,k) are given by

(P2,1)= (x = 0, y =−1),

(P3,i )= (x =−ζ i
3, y =−ζ i

3 t 10),

(P4,1)=
{
([
√

2t 20
+ 2t 5

:
√

2t 30
+ 3t 15

+ 22/3
: t 15
], t ) | t ∈ A1},

(P4,3)=
(
x =−2t 20

+ 2(−1)1/4 t 5, y =−2
√
−1t 30

+ 4
√
−1(−1)1/4 t 15

+ 1
)
,

(P5,k)=
{
([2−2/5ζ 2k

5 t 2
: 2−2/5ζ 2k

5 t 12
+ 2−3/5ζ 3k

5 : t
6
], t ) | t ∈ A1}.

Thus when t equals 0 (t equals∞), the divisors (P4,1), (P5,k) and∞ intersect at
([0 : 1 : 0], 0) ∈ X2 and the other pairs of (P2,1), (P3,i ), (P4, j ), (P5,k) and∞ do
not intersect. Moreover the local intersection number of (P4,1) and∞ at this point
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is five, and the numbers of the other pairs of (P4,1), (P5,k) and∞ are two. From
the above and (6), we obtain

(P2,1) · (Pd,l)=


−10 (d = 2),

0 (d = 3, 5),
15 (d = 4),

(P3,i ) · (Pd,l)=


−10 (d = 3, i = l),

0 (d = 3, i 6= l),
5 (d = 4, j = 1),

10 (d = 4, j = 3),
0 (d = 5),

(P4, j ) · (Pd,l)=


−10 (d = 4, j = l),

0 (d = 4, j 6= l),
8 (d = 5, j = 1),

12 (d = 5, j = 3),

(P5,k) · (P5,l)=

{
−10 (k = l),

2 (k 6= l).

Finally we give 8d,l for d ∈ Adm4, l ∈ (Z/dZ)× by the method mentioned in
Section 2 and compute (Dd,l +8d,l) · Dd ′,l ′ where d, d ′ ∈ Adm4, l ∈ (Z/dZ)×,
l ′ ∈ (Z/d ′Z)×. Recall that 8d,l is defined by 8d,l =

∑59
i=1 ai (Pd,l)F0,i and

(a1(Pd,l), . . . , a59(Pd,l))=−(Dd,l · F0,1, . . . , Dd,l · F0,59)(F0,i · F0, j )
−1.

For integers 1≤ m ≤ 59, since∞· F0,m = 0, we have, in Kronecker delta notation,

D2,1 · F0,m = (P2,1) · F0,m = δm,30,

D3,i · F0,m = (P3,i ) · F0,m = δm,20,

D4,1 · F0,m = (P4,1) · F0,m = δm,15,

D4,3 · F0,m = (P4,3) · F0,m = 0,

D5,k · F0,m = (P5,k) · F0,m = δm,24.

Since the reduction type of (E60)0 is I60, we have the intersection matrix

(F0,i · F0, j )1≤i, j≤59 =


–2 1 · · · 0

1 –2
. . .

...
...
. . .

. . . 1
0 · · · 1 –2

 .
It is an easy exercise to show that the j-th row of the inverse of this matrix is
−1
60 [60− j, 2·(60− j), . . . , j ·(60− j), j ·(59− j), . . . j ·2, j]. Therefore we obtain
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a1(P4,3)= · · · = a59(P4,3)= 0 and

(a1(P2,1), . . . , a59(P2,1))=
1
60 [30, 2 · 30, . . . , 30 · 30, . . . , 30 · 2, 30],

(a1(P3,i ), . . . , a59(P3,i ))=
1
60 [40, 2 · 40, . . . , 20 · 40, . . . , 20 · 2, 20],

(a1(P4,1), . . . , a59(P4,1))=
1
60 [45, 2 · 45, . . . , 15 · 45, . . . , 15 · 2, 15],

(a1(P5,k), . . . , a59(P5,k))=
1
60 [36, 2 · 36, . . . , 24 · 36, . . . , 24 · 2, 24].

In particular, 84,3 = 0 and 83,i , 85,k do not depend on i, k, so we put 82 =

82,1,83 = 83,i ,84 = 84,1,85 = 85,k . We can compute (Dd,l + 8d) · Dd ′,l ′ ,
where d, d ′ ∈ Adm4, l ∈ (Z/dZ)×, l ′ ∈ (Z/d ′Z)×, as follows:

(D2,1+82) · Dd,l =



−5 (d = 2),
0 (d = 3),
15
2 (d = 4, l = 1),

5 (d = 4, l = 3),
0 (d = 5),

(D3,i +83) · Dd,l =


−

20
3 (d = 3, i = l),

10
3 (d = 3, i 6= l),

0 (d = 4, 5),

(D4, j +84) · Dd,l =


−

75
4 (d = 4, j = l = 1),
−20 (d = 4, j = l = 3),
−15 (d = 4, j 6= l),
0 (d = 5),

(D5,k +85) · Dd,l =

{
−

48
5 (d = 5, k = l),

12
5 (d = 5, k 6= l).

Since (Dd,l +8d) · F = 0 for all fibral divisors F , we have (Dd,l +8d) · Dd ′,l ′ =

(Dd ′,l ′ +8d ′) · Dd,l . Thus we obtain

N =



–5 0 0 15
2 5 0 0 0 0

0 – 20
3

10
3 0 0 0 0 0 0

0 10
3 – 20

3 0 0 0 0 0 0
15
2 0 0 – 75

4 –15 0 0 0 0

5 0 0 –15 –20 0 0 0 0

0 0 0 0 0 – 48
5

12
5

12
5

12
5

0 0 0 0 0 12
5 – 48

5
12
5

12
5

0 0 0 0 0 12
5

12
5 – 48

5
12
5

0 0 0 0 0 12
5

12
5

12
5 – 48

5



,
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and det N = −283554
6= 0. Therefore the divisors C0,∞, D2,1, D3,i , D4, j , D5,k ,

F0,1, . . . , F0,59 form a Q-basis of NS(E60).
Similarly in the cases of n ≤ 6, we can compute det M = ±1, where M is the

intersection matrix of the divisors in Theorem 3.2 (see Lemma 2.2 ). In particular,
the divisors form a Z-basis of NS(En). �

Stiller’s Example 1. This example is the minimal elliptic surface whose generic
fiber is the elliptic curve defined by

Y 2
= 4X3

− 3u3n X − u5n (u ∈ P1
C, n ∈ N)

over C(u). By changing the variables suitably, the defining equation becomes

(9) y2
= x3
+ tnx + tn (t ∈ P1

C).

We denote by En the elliptic curve defined by (9) and by f : En→P1
C

the associated
elliptic surface. Stiller [1987] proved that the Mordell–Weil rank r= rank(En(C(t)))
is given by

(10) r =
∑
d|n

d∈Adm1

ϕ(d),

where ϕ is the Euler function and Adm1 = {1, 2, 3, 7, 8, 10, 12, 15, 18, 20, 42}.

Remark 3.4. For use in Section 4, we note that d ∈ Adm1 if and only if each
j ∈ { j ∈ N : 9d ≤ 12 j ≤ 10d} is not relatively prime to d. Such d’s are called
admissible in [Stiller 1987].

Definition 3.5. For d ∈ Adm1 and j ∈ (Z/dZ)×, we define C(t)-rational points
Pd, j of Ed as follows.

P1,1 =
(
−1,
√
−1

)
,

P2,1 =
(√
−1 t,−t

)
,

P3, j =
(
−ζ

j
3 t,
√
−1ζ 2 j

3 t2),
P7, j =

(
−ζ

2 j
7 t2
− ζ

3 j
7 t3,

√
−1(ζ 3 j

7 t3
+ ζ

4 j
7 t4
+ ζ

5 j
7 t5)

)
,

P8, j =

( 2∑
i=0

ai (8, j)t i+2,

3∑
i=0

bi (8, j)t i+3
)
,

P10, j =
(
22/5

ζ
4 j
10 t4,−ζ

5 j
10 t5
− 21/5

ζ
7 j
10 t7),

P12, j =

( 2∑
i=0

ai (12, j)t4+i ,

3∑
i=0

b0(12, j)t6+i
)
,
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P15, j =
(
−ζ

5 j
15 t5
− 31/5

ζ
6 j
15 t6
− 32/5

ζ
7 j
15 t7,

√
−1(33/5

ζ
8 j
15 t8
+ 34/5

ζ
9 j
15 t9
+ 2ζ 10 j

15 t10
+ 31/5

ζ
11 j
15 t11)

)
,

P18, j =

( 2∑
i=0

ai (18, j)(ζ j
18t)6+2i ,

3∑
i=0

bi (18, j)(ζ j
18t)9+2i

)
,

P20, j =

( 2∑
i=0

ai (20, j)(ζ j
20t)6+2i ,

3∑
i=0

bi (20, j)(ζ j
20t)9+2i

)
,

P42, j =

( 5∑
i=1

ai (ζ
j

42t)12+2i ,

7∑
i=1

bi (ζ
j

42t)19+2i
)
,

where the coefficients ak(d, j), bk(d, j) are given by Table 2 and the set of complex
numbers (a1, . . . , a5, b1, . . . , b7) are solutions of a system of equations

b2
7 = a3

5,

2b6b7 = 3a4a2
5 + a5,

2b5b7+ b2
6 = 3a3a2

5 + 3a2
4a5+ a4,

2b4b7+ 2b5b6 = 3a2a2
5 + 6a3a4a5+ a3

4 + a3,

2b3b7+ 2b4b6+ b2
5 = 3a1a2

5 + (6a2a4+ 3a2
3)a5+ 3a3a2

4 + a2,

2b2b7+ 2b3b6+ 2b4b5 = (6a1a4+ 6a2a3)a5+ 3a2a2
4 + 3a2

3a4+ a1,

2b1b7+ 2b2b6+ 2b3b5+ b2
4 = (6a1a3+ 3a2

2)a5+ 3a1a2
4 + 6a2a3a4+ a3

3,

2b1b6+ 2b2b5+ 2b3b4 = 6a1a2a5+ (6a1a3+ 3a2
2)a4+ 3a2a2

3,

2b1b5+ 2b2b4+ b2
3 = 3a2

1a5+ 6a1a2a4+ 3a1a2
3 + 3a2

2a3,

2b1b4+ 2b2b3 = 3a2
1a4+ 6a1a2a3+ a3

2,

2b1b3+ b2
2 = 3a2

1a3+ 3a1a2
2,

2b1b2 = 3a2
1a2,

b2
1 = a3

1 + 1.

The system is given by comparing the coefficients of (b1t21
+ b2t23

+· · ·+ b7t33)2

with those of (a1t14
+a2t16

+· · ·+a5t22)3+ t42(a1t14
+a2t16

+· · ·+a5t22)+ t42.

Theorem 3.6. Let f : En → P1
C
(n ∈ N) be the elliptic surfaces associated to the

elliptic curves En : y2
= x3
+tnx+tn (n∈N) over P1

C
. Then, for each n∈N, NS(En)

has a Q-basis C0,∞, Dd, j , Ft,a(d ∈Adm1, d|n, j ∈ (Z/dZ)×, t ∈6(En), 1≤ a ≤
mt − 1). Moreover if En is rational (i.e., n = 1, 2, 3, 4, 6, 7, 8 or 12), then these
divisors form a Z-basis.

The argument of the proof is the same as the previous one, though the computation
is very complicated.
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j
1
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5

7

a 0
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j)
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1/
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√
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√
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1
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(−

1)
1/
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+
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0

a 1
(8
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a 2
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4 (

25/
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+
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a 2
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√
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2√ 2√

2
+

2(
√

2
−

1)
1/

4

j
1

5
7

11

a 0
(1

2,
j)

−
1 12

a 1
(1

2,
1)

2 a 2
(1

2,
1)
(−

33
+

5a
2(

12
,
1)

2 )
−

1
(1
+
√
−

3)
/
2

1 4
a 1
(1

2,
11
)2

a 2
(1

2,
11
)(

5
+

3a
2(

12
,
11
)2
)

a 1
(1

2,
j)

a
ro

ot
of

z6
+

18
0a

2(
12
,
1)
+

38
8a

2(
12
,
1)

3
=

0
0

0
a

ro
ot

of
z6
−

12
a 2
(1

2,
11
)
+

36
a 2
(1

2,
11
)3
=

0
a 2
(1

2,
j)

√ 2√
3
+

3
√ (2/

3)
√

3
−

1
√ (2/

3)
√

3
−

1
√ (2/

3)
√

3
−

1

j
1,

5,
7,

11

b 0
(1

2,
j)

( 4a
0(

12
,

j)
a 1
(1

2,
j)

a 2
(1

2,
j)
(a

2(
12
,

j)
2
+

1)
(3

a 2
(1

2,
j)

4
+

6a
2(

12
,

j)
2
−

1)
−

a 1
(1

2,
j)

3 (
a 2
(1

2,
j)

2
−

1)
(a

2(
12
,

j)
4
+

6a
2(

12
,

j)
2
+

1)
) /16

b 3
(1

2,
j)

5

b 1
(1

2,
j)

( 4a
0(

12
,

j)
a 2
(1

2,
j)
(a

2(
12
,

j)
2
+

1)
(3

a 2
(1

2,
j)

2
+

1)
+

a 1
(1

2,
j)

2 (
3a

2(
12
,

j)
4
+

6a
2(

12
,

j)
2
−

1)
) /8b

3(
12
,

j)
3

b 2
(1

2,
j)

( a 1
(1

2,
j)
(3

a 2
(1

2,
j)

2
+

1)
) /b 3(
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b 3
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√ a 2
(1

2,
j)

3
+

a 2
(1

2,
j)

j
1,

11
5,

13

a 0
(1

8,
j)

0
2b

1(
18
,

j)
b 2
(1

8,
j)
−

b 2
(1

8,
j)

6

a 1
(1

8,
j)

−
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9 3−
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3
b 2
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2

a 2
(1

8,
j)

2−
2/

9 3−
2/

3
0
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j
1,

11
5,

13

b 0
(1

8,
j)

1
a

ro
ot

of
z3
−

9z
2
−

9z
+

9
=

0
b 1
(1

8,
j)

0
a

ro
ot

of
89

19
93

6
−

80
11

87
2b

0(
18
,

j)
−

97
35

55
2b

0(
18
,

j)
2
+

z9
=

0
b 2
(1

8,
j)

0
1 36

b 1
(1

8,
j)

2 (
−

45
−

15
b 0
(1

8,
j)
+

2b
0(

18
,

j)
2 )

b 3
(1

8,
j)

−
2−

1/
3 3−

1
0

j
7,

17

a 0
(1

8,
j)

−
41/

3

a 1
(1

8,
j)

a
ro

ot
of

4
+

3a
0(

18
,

j)
2 z3
+

6a
0(

18
,

j)
z6
+

z9
=

0
a 2
(1

8,
j)

−
1 12

a 1
(1

8,
j)

2 (
5a

0(
18
,

j)
2
+

6a
0(

18
,

j)
a 1
(1

8,
j)

3
+

a 1
(1

8,
j)

6 )

b 0
(1

8,
j)

( (12a
1(

18
,

j)
a 2
(1

8,
j)

4
−

4a
2(

18
,

j)
3 )

a 0
(1

8,
j)
−

a 1
(1

8,
j)

3 a 2
(1

8,
j)

3
+

3a
1(

18
,

j)
2 a 2
(1

8,
j)

2
+

5a
1(

18
,

j)
a 2
(1

8,
j)
+

1) /1
6a

2(
18
,

j)
9/

2

b 1
(1

8,
j)

( 12
a 0
(1

8,
j)

a 2
(1

8,
j)

3
+

3a
1(

18
,

j)
2 a 2
(1

8,
j)

2
−

2a
1(

18
,

j)
a 2
(1

8,
j)
−

1) /8
a 2
(1

8,
j)

5/
2

b 2
(1

8,
j)

( 3a
1(

18
,

j)
a 2
(1

8,
j)

2
+

a 2
(1

8,
j)
) /2a

2(
18
,

j)
3/

2

b 3
(1

8,
j)

a 2
(1

8,
j)

3/
2

j
1,

3,
7,

9

a 0
(2

0,
j)

1 80
a 1
(2

0,
j)

2 a 2
(2

0,
j)
(1

72
−

22
0a

2(
20
,

j)
2
+

11
7a

1(
20
,

j)
5
+

20
5a

1(
20
,

j)
5 a 2
(2

0,
j)

2 )

a 1
(2

0,
j)

a
ro

ot
of

56
−

32
8a

2(
20
,

j)
2
−

25
00

a 2
(2

0,
j)

2 z5
+

62
5z

10
=

0
a 2
(2

0,
j)

a
ro

ot
of

5z
4
+

2z
2
+

1
=

0

j
11
,
13
,
17
,
19

a 0
(2

0,
j)

−
1 16

a 1
(2

0,
j)

2 a 2
(2

0,
j)
(−

19
1
−

18
8a

2(
20
,

j)
2
+

69
a 2
(2

0,
j)

4
+

6a
2(

20
,

j)
6 )

a 1
(2

0,
j)

a
ro

ot
of

z5
+

1
−

45
a 2
(2

0,
j)

2
−

15
a 2
(2

0,
j)

4
+

15
a 2
(2

0,
j)

6
=

0
a 2
(2

0,
j)

a
ro

ot
of

z8
+

12
z6
−

26
z4
−

52
z2
+

1
=

0

j
1,

3,
7,

9,
11
,
13
,
17
,
19

b 0
(2

0,
j)

a 0
(2

0,
j)

3/
2

b 1
(2

0,
j)

( 3a
0(

20
,

j)
2 a 1
(2

0,
j)
+

1) /a
0(

20
,

j)
3/

2

b 2
(2

0,
j)

( 12
a 0
(2

0,
j)

5 a 2
(2

0,
j)
+

3a
0(

20
,

j)
4 a 1
(2

0,
j)

2
−

6a
0(

20
,

j)
2 a 1
(2

0,
j)
−

1) /8
a 0
(2

0,
j)

9/
2

b 3
(2

0,
j)

( 12
(a

0(
20
,

j)
7 a 1
(2

0,
j)
−

a 0
(2

0,
j)

5 )
a 2
(2

0,
j)
−

a 0
(2

0,
j)

6 a 1
(2

0,
j)

3
+

15
a 0
(2

0,
j)

4 a 1
(2

0,
j)

2
+

9a
0(

20
,

j)
2 a 1
(2

0,
j)
+

1) /1
6a

0(
20
,

j)
15
/
2

Table 2. Coefficients ak(d, j), bk(d, j)
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Stiller’s Example 2. This example is the minimal elliptic surface whose generic
fiber is the elliptic curve defined by

Y 2
= 4X3

− 3un X − u2n (u ∈ P1
C, n ∈ N)

over C(u). By putting X =−9x/4, Y = 27
√
−1y/4, u = n√

−27/4t , the defining
equation becomes

(11) y2
= x3
+ tnx + t2n (t ∈ P1

C).

We denote by E2
n the elliptic curve defined by (11) and by f : E2

n → P1
C

the
associated elliptic surface. Similarly to Stiller’s Example 1, the Mordell–Weil rank
r = rank(En(C(t))) is given by

r =
∑
d|n

d∈Adm2

ϕ(d),

where ϕ is the Euler function and Adm2 = {1, 2, 5, 6, 8, 9, 12, 14, 20, 21, 30}.
We now denote by E1

n the elliptic surface of Stiller’s Example 1 and by E1
n the

associated elliptic curve. Recall that

E1
n : y

2
= x3
+ tnx + tn.

We assume that n is even and write n = 2m. By putting x = x/t2m , y = y/t3m ,
t = 1/t , we obtain

y2
= x3
+ t 2m x + t 4m .

Since this equation is the defining equation of E2
2m , we obtain an isomorphism

(12)
E1

2m
∼
−→ E2

2m,

(x, y, t) 7−→ (x/t2m, y/t3m, 1/t).

Therefore we define the ϕ(d) rational points of E2
d for each d(≥ 2) ∈ Adm2 as the

images of the points of Definition 3.5 via this isomorphism.

Definition 3.7. For d ∈ Adm2 and j ∈ (Z/dZ)×, we define C(t)-rational points
Pd, j of E2

d as follows.

P1,1 = (0,−t),

P2,1 =
(√
−1 t,−t2),

P5, j =
(
22/5

ζ
3 j
5 t3,−21/5

ζ
4 j
5 t4
− t5),

P6, j =
(
−ζ

4 j
6 t4,

√
−1ζ 5 j

6 t5),
P8, j =

( 2∑
i=0

ai (8, j)t6−i ,

3∑
i=0

bi (8, j)t9−i
)
,
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P9, j =

( 2∑
i=0

ai (18, j̃)(ζ j
9 t)6−i ,

3∑
i=0

bi (18, j̃)(ζ j
9 t)9−i

)
,

P12, j =

( 2∑
i=0

ai (12, j)t8−i ,

3∑
i=0

bi (12, j)t12−i
)
,

P14, j =
(
−ζ

8 j
14 t8
− ζ

10 j
14 t10,

√
−1(ζ 11 j

14 t11
+ ζ

13 j
14 t13

+ ζ
15 j
14 t15)

)
,

P20, j =

( 2∑
i=0

ai (20, j)(ζ j
20t)14−2i ,

3∑
i=0

bi (20, j)(ζ j
20t)21−2i

)
,

P21, j =

( 5∑
i=1

ai (ζ
j

21t)15−i ,

7∑
i=1

bi (ζ
j

21t)22−i
)
,

P30, j =
(
−32/5

ζ
16 j
30 t16

− 31/5
ζ

18 j
30 t18

− ζ
20 j
30 t20,

√
−1(31/5

ζ
23 j
30 t23

+ 2ζ 25 j
30 t25

+ 34/5
ζ

27 j
30 t27

+ 31/5
ζ

29 j
30 t29)

)
,

where j̃ equals j if j is odd and equals j + 9 if j is even, and the coefficients
ak(d, j), bk(d, j), a1, . . . , a5, b1, . . . , b7 are same as them of Definition 3.5.

The following theorem follows from the isomorphism (12) and Theorem 3.6.

Theorem 3.8. Let f : En → P1
C
(n ∈ N) be the elliptic surfaces associated to the

elliptic curves En : y2
= x3
+tnx+t2n(n∈N) over P1

C
. Then, for each n∈N, NS(En)

has a Q-basis C0,∞, Dd, j , Ft,a(d ∈Adm2, d|n, j ∈ (Z/dZ)×, t ∈6(En), 1≤ a ≤
mt − 1). Moreover if En is rational (i.e., n = 1, 2, 3, 4, 5, 6, 8, 9 or 12), then these
divisors form a Z-basis.

Stiller’s Example 3. Here we consider the minimal elliptic surface whose generic
fiber is the elliptic curve defined by

Y 2
= 4X3

− 3u3n(un
−

8
9

)
X + u4n(u2n

−
4
3 un
+

8
27

)
(u ∈ P1

C, n ∈ N)

over C(u). By changing the variables suitably, the defining equation becomes

(13) y2
= x3
+ x2
+ tnx + 1

4 t2n (t ∈ P1
C).

We denote by En the elliptic curve defined by (13) and by f : En → P1
C

the
associated elliptic surface. By [Stiller 1987, Example 3], the Mordell–Weil rank
r = rank(En(C(t))) equals 1 if n is even and equals 0 if n is odd. Therefore similarly
to Examples 1, 2 and 4, we obtain r =

∑
d∈Adm3

d|n

ϕ(d), Adm3 = {2}, and we can show:

Theorem 3.9. Let f : En → P1
C
(n ∈ N) be the elliptic surfaces associated to the

elliptic curves En : y2
= x3
+x2
+ tnx+ t2n/4 (n ∈N) over P1

C
. For each n ∈N, if n
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is odd, then NS(En) has a Z-basis C0,∞, Ft,a (t ∈6(En), 1≤ a ≤mt−1), and if n
is even, then the group has a Q-basis C0,∞, D2,1, Ft,a (t ∈6(En), 1≤ a≤mt−1),
where D2,1 = (P2,1)−∞ and C(t)-rational point P2,1 is defined by

P2,1 =
(
−

1
2 tn, 1

4

√
−2t3n/2).

Moreover if En is rational (i.e., n ≤ 3), then these divisors form a Z-basis.

Stiller’s Example 5. We finally consider the minimal elliptic surface whose generic
fiber is the elliptic curve defined by the equation†

Y 2
= 4X3

− 3u12k+3(u4k+1
−

3
4

)
X − u20k+5(u4k+1

−
9
8

)
(u ∈ P1

C, k ∈ N)

over C(u). By changing the variables suitably, the defining equation becomes

y2
= x3
+ x2
+ t4k+1x (t ∈ P1

C).

Here we discuss a slightly more general equation:

(14) y2
= x3
+ x2
+ tnx (t ∈ P1

C, n ∈ N).

We denote by En the elliptic curve defined by (14) and by f : En → P1
C

the
associated elliptic surface. The surface En has singular fibers of type I2n over 0, type
I1 over ζ i

n
n√1/4 (0 ≤ i ≤ n− 1) and III∗ (resp. I∗0, III, I0) over∞ as n ≡ 1 (resp.

2, 3, 0) modulo 4. Using Stiller’s method, one can show that the Mordell–Weil rank
r = rank(En(C(t))) is given by

r =
∑
d|n

d∈Adm5

ϕ(d),

where ϕ is the Euler function and Adm5 = {2, 3}. We obtain the following theorem
similarly to the other examples.

Theorem 3.10. Let f : En→ P1
C
(n ∈ N) be the elliptic surfaces associated to the

elliptic curves En : y2
= x3

+ x2
+ tnx (n ∈ N) over P1

C
. Then, for each n ∈ N,

NS(En) has a Q-basis C0,∞, Dd, j , Ft,a (d ∈Adm5, d|n, j ∈ (Z/dZ)×, t ∈6(En),
1≤ a ≤ mt − 1), where Dd, j = (Pd, j )−∞ and C(t)-rational points P2,1, P3, j are
defined by

P2,1 =
(√
−1 tn/2,

√
−1 tn/2),

P3, j =
(
22/3ζ

j
3 tn/3, 22/3ζ

j
3 tn/3

+ 21/3ζ
2 j
3 t2n/3).

Moreover if En is rational (i.e., n ≤ 4), then these divisors form a Z-basis.

†The equation in [Stiller 1987, page 188] is incorrect.
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4. Alternative proof of Stiller’s computations

Each surface in [Stiller 1987, Examples 1–5] has an automorphism such that it
acts in multiplicity one (i.e., each eigenspace is one-dimensional) on the second
de Rham cohomology modulo zero and fibral divisor classes. Stiller showed this
by using the inhomogeneous de Rham cohomology, and this is essentially used in
his argument on the computation of Picard numbers.

We gave the explicit Q-bases of the Néron–Severi groups in the last section,
where we used his results on the Picard numbers. However once one has the divisors
as in the last section, one can conclude that they automatically form a Q-basis of
the Néron–Severi group. We show it in this section.

Let f : En→ P1
C
(n ∈ N) be one of the families of elliptic surfaces of Examples

1–5. Let NS(En)
′ be the subgroup of NS(En) which is generated by all the divi-

sors in Theorem 3.2, 3.6, 3.8, 3.9 or 3.10, as the case may be. Put H 2
tr(En) =

H 2(En,Q)/NS(En)Q, V (En) = H 2(En,Q)/NS(En)
′

Q
. The goal is to show that

NS(En)Q = NS(En)
′

Q
, or equivalently

(15) dim V (En)≤ dim H 2
tr(En).

We give a proof of (15) only for Stiller’s Example 1 since the same argument
works in the other cases. We already know the dimension of V (En). In the case at
hand, the result can be written as

(16) dim V (En)=
∑

d∈S1
n

ϕ(d),

where we put S1
n = {d ∈N : d|n, d 6∈Adm1 ∪{4, 6}} and ϕ(d) is the Euler function.

In particular, when n = 1, 2, 3, 4, 6, 7, 8 or 12, the value of (16) is zero and there is
nothing to prove. We assume n 6= 1, 2, 3, 4, 6, 7, 8 or 12.

Let σ : En→ En be an automorphism which is defined by (x, y, t) 7→ (x, y, ζ−1
n t),

and let σ ∗ be the automorphism on H 2
tr(En) induced by σ . We denote by f (T ) the

minimal polynomial of σ ∗ over Q. If we have

(17) f (ζd)= 0 for each d ∈ S1
n ,

then d-th cyclotomic polynomial divides into f (T ) and hence we have

dim H 2
tr(En)≥ deg f (T )≥

∑
d∈S1

n

ϕ(d)= dim V (En)

and (15) follows. Let us prove (17).

Lemma 4.1. Let n = 12l + k with l ≥ 0, 1 ≤ k ≤ 12. If n equals 1, 2, 3, 4, 6, 7, 8
or 12, then H 0(En, �

2
En
)= 0. Otherwise, H 0(En, �

2
En
) has a basis

t2n−a(n)−3dt dx
y
, . . . , t2n−a(n)−b(n)−3dt dx

y
,



120 MASAMICHI KURODA

k 1 2 3 4 5 6
a(n) 9l − 1 9l 9l + 1 9l + 2 9l + 2 9l + 3
b(n) l − 1 l − 1 l − 1 l − 1 l l − 1

k 7 8 9 10 11 12
a(n) 9l + 4 9l + 5 9l + 5 9l + 6 9l + 7 9l + 8
b(n) l − 1 l − 1 l l l l − 1

Table 3. Definitions of a(n) and b(n) for Lemma 4.1.

where a(n), b(n) are defined in Table 3.

Proof. The proof is left as an exercise (see, for example, [Stiller 1987, Proposi-
tion 3.3] for details). �

For an integer i with 0≤ i ≤ b(n), since we have

σ ∗
(

t2n−a(n)−i−3dt dx
y

)
= ζ a(n)+i+2

n

(
t2n−a(n)−i−3dt dx

y

)
,

the automorphism σ ∗ on H 2
tr(En) over Q has eigenvalues ζ a(n)+i+2

n , so we have
f (ζ a(n)+i+2

n )= 0 (0≤ i ≤ b(n)). On the other hand, since we have

J (n) := {a(n)+ 2, . . . , a(n)+ b(n)+ 2} = { j ∈ N | 9n < 12 j < 10n},

we obtain {(a(d)+ 2)n/d, . . . , (a(d)+ b(d)+ 2)n/d} ⊂ J (n) for each d which
divides into n. Then J (d)=∅ if and only if d = 1, 2, 3, 4, 6, 7, 8 or 12. In addition,
d ∈ Adm1 if and only if each j ∈ { j ∈ N | 9d ≤ 12 j ≤ 10d} is not relatively prime
to d (see Remark 3.4). Therefore for each d ∈ S1

n , there exists a natural number
j which is relatively prime to d such that jn/d ∈ J (n), and we have ζ jn/d

n = ζ
j

d .
This implies (17).
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ON A PRIME ZETA FUNCTION OF A GRAPH

TAKEHIRO HASEGAWA AND SEIKEN SAITO

In the first half of this paper, we introduce a prime zeta function associated
with the Ihara zeta function, and study several properties of this function.
In the last half, using results of the first half, we present graph-theoretic
analogues to Mertens’ theorems.

1. Introduction

Throughout this paper, we use the notation of [Stark and Terras 1996; Terras 2011]
for graph theory and the theory of (Ihara) zeta functions Z X (u) of graphs, and the
notation of [Hardy and Wright 2008] and [Titchmarsh 1958; 1986] for the theory
of functions and the Riemann zeta function ζ(s).

In the analytic theory of the Riemann zeta function, the following theorems are
well-known:

• Mertens’ first theorem [1874, Equality (5)] (also see [Hardy and Wright 2008,
Theorem 425], [Jameson 2003, Theorem 2.6.3], and [Titchmarsh 1986, Equal-
ity (3.14.3)]): as x→∞,∑

p≤x

log p
p
= log x + O(1).

• Mertens’ second theorem [1874, Equality (13)] (also see [Hardy and Wright
2008, Theorem 427], [Jameson 2003, Theorem 2.6.4/Exercise 4, p. 191], and
[Titchmarsh 1986, Equality (3.14.5)]): as x→∞,∑

p≤x

1
p
= log(log x)+ B1+ O

( 1
logk x

)
for each k ≥ 1, where B1 = 0.26149 . . . is the Mertens constant.

• Mertens’ third theorem [1874, Equality (15)] (also see [Hardy and Wright
2008, Theorem 429], [Jameson 2003, Exercise 1, p. 96], and [Titchmarsh 1986,

MSC2010: primary 11N45; secondary 05C30, 05C38, 05C50.
Keywords: Ihara zeta functions, primes in graphs, Mertens’ theorem.
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Equality (3.15.2)]): as x→∞,∏
p≤x

(
1− 1

p

)
∼

e−γ

log x
,

where γ = 0.57721 . . . is the Euler–Mascheroni constant.

• Prime number theorem (proved by de la Vallée Poussin and Hadamard in 1896;
see, e.g., [Hardy and Wright 2008, Theorem 6], [Jameson 2003, Theorem 3.4.3],
and [Titchmarsh 1986, Equality (3.7.1)]): as x→∞,

π(x)∼ x
log x

,

where π(x) denotes the number of rational prime numbers p less than x , that is,

π(x) :=
∣∣{p : p is a rational prime number with p ≤ x}

∣∣.
All proofs of the above formulae are related to the Riemann zeta function

ζ(s)=
∏
p∈P

(
1− 1

ps

)−1
,

where P denotes the set of all rational prime numbers, that is,

P := {p ∈ Z : p is a rational prime number},

and to the prime zeta function, defined first by Glaisher [1891],

P(s)=
∑
p∈P

1
ps .

In graph theory, there exists an analogue of the Riemann zeta function, the
so-called (Ihara) zeta function Z X (u) of a graph X (see [Ihara 1966]). Therefore,
studying graph-theoretic analogues of these theorems is very interesting. Indeed,
Terras and coworkers gave an analogue of the prime number theorem (see Theo-
rem 2.10 in [Horton et al. 2006], and also Theorem 10.1 in [Terras 2011]):

If 1X divides n, then, as n→∞,

πX (n)∼
1X

n · Rn
X
,

and otherwise πX (n) ∼ 0. (For the definitions of πX (n) and RX , see this sec-
tion, and for that of 1X , see Section 3.) This is called the graph-theoretic prime
number theorem.
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In this paper, we define a prime zeta function of a graph, and investigate several
properties of this function. In particular, we show that this has a natural bound-
ary. Moreover, by using this function, we present graph-theoretic analogues of
Mertens’ theorems.

We shall note a relation between previous works and our works. A zeta function of
a graph can be specialized from a dynamical zeta function for a flow (see Chapter 4
in [Terras 2011]), and dynamical-systemic analogues to the above formulae are
already known (see, e.g., [Sharp 1991] for Mertens’ theorems, and [Parry 1983;
Parry and Pollicott 1983] for a prime number theorem). In that sense, our statements
for Mertens’ theorems are not new (see Remark 17). However, since our proofs are
graph-theoretic and elementary, they are completely different from previous proofs.

In this section, we first recall the notation for graph theory and zeta functions of
graphs, define a prime zeta function of a graph, and finally state the main theorem.

Now we recall the notation of graph theory. Throughout this paper, we always
assume that X is a finite, connected, non-cycle and undirected graph without degree-
one vertices. Let X be a graph with vertex set V , with ν := |V |, and edge set E ,
with ε := |E |. Simply, such a graph X is denoted by X := (V, E). Note that ε is
the number of edges of X .

An oriented edge (or an arc) a from a vertex u to a vertex v is denoted by
a= (u, v), and the inverse of a is denoted by a−1

= (v, u). The origin and terminus
of a are denoted by o(a) and t (a), respectively. We can now orient the edges of X ,
and label the edges as follows:

EE = {e1, e2, . . . , eε, eε+1 = e−1
1 , eε+2 = e−1

2 , . . . , e2ε = e−1
ε }.

A path C = a1 · · · as , where the ai are oriented edges, is said to have a backtrack
(resp. tail) if a j+1 = a−1

j for some j (resp. as = a−1
1 ), and a path C is called a

cycle (or a closed path) if o(a1)= t (as). The length `(C) of a path C = a1 · · · as is
defined by `(C)= s.

A cycle C is called prime (or primitive) if it satisfies the following:

• C does not have backtracks or a tail;

• no cycle D exists such that C = D f for some f > 1.

The equivalence class [C] of a cycle C = a1 · · · as is defined as the set of cycles

[C] := {a1a2 · · · as−1as, a2 · · · as−1asa1, . . . , asa1a2 · · · as−1},

and an equivalence class [P] of a prime cycle P is called a prime in the graph X .
Throughout this paper, we denote a prime by the symbol [P] . Two cycles C1 and C2

are called equivalent if C2 ∈ [C1]. Note that if [C1] = [C2], then `(C1) = `(C2),
and thus u`(C1) = u`(C2).
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Next, we recall the zeta function of a graph X = (V = {v1, . . . , vν}, E), and we
define a prime zeta function associated with it. Let u be a complex variable, and
let fX (u) denote

fX (u) := det(Iν − Au+ Qu2),

where Iν is the ν× ν identity matrix, A is the adjacency matrix of X (see Defini-
tion 2.1 in [Terras 2011]), and

Q = diag(deg(v1)− 1, . . . , deg(vν)− 1).

Let πX (n) denote

π(n)= πX (n) :=
∣∣{[P] : [P] is a prime in X with `(P)= n}

∣∣.
Throughout this paper, we fix an arbitrary real number t>1 (that is, log t>0), and

we set u = t−s . The (Ihara) zeta function of X (see Definition 2.2 and Theorem 2.5
in [Terras 2011]) and the prime zeta function of X are defined as follows:

Z X (u) : =
∏
[P]

(1− u`(P))−1
=

1
(1− u2)ε−ν fX (u)

, ZX (s) := Z X (t−s),

PX (u) : =
∑
[P]

u`(P) =
∞∑

n=1

πX (n)un, PX (s) := PX (t−s),

with |u| sufficiently small, where [P] runs through all primes in X . In this paper,
we do not distinguish between the two functions Z X (u) and ZX (s), or between
PX (u) and PX (s). The right-hand side of the first equality is called the Ihara–Bass
formula (see [Bass 1992]). Note that, owing to our assumption for X , the zeta
function Z X (u) is expressible like that.

Note that, for two finite connected graphs X1 and X2 without degree-one vertices,
PX1(u)= PX2(u) if and only if Z X1(u)= Z X2(u) (see Proposition 7 in [Storm 2010]).

Let

T :=
∞⋃

n=1

Tn and Tn := {u ∈ C : fX (un)= 0}

be the zeroes of the fX (un). Note that the elements of Tn are poles of Z X (un).
The radius of convergence of Z X (u) is denoted by RX . Note that 0 < RX < 1
since X is a non-cycle graph (see, e.g., [Terras 2011, p. 197]). It follows from the
graph-theoretic prime number theorem (see Theorem 10.1 in [Terras 2011]) that
the radius of convergence of the other function PX (u) is also equal to RX . Note
that the point u = RX is a singularity of PX (u), and that

PX (u)∼−log(RX − u)
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as u ↑ RX , which is similar to

P(s)∼−log(s− 1)

as s ↓ 1 (see, e.g., [Fröberg 1968]), where P(s)=
∑

p 1/ps denotes the prime zeta
function associated with the Riemann zeta function.

Euclid proved that the number of primes p is infinite. Euler showed that the
prime zeta function

∑
p 1/p diverges, and as an application he proved the infinitude

of primes. In graph theory, it is also well known that the number of primes [P]
in X is infinite. We can give another proof “à la Euler” for this fact since u = RX

is a singularity of PX (u).
Our main theorem is:

Main Theorem. Suppose that X = (V, E) is a finite, connected and non-cycle
graph without degree-one vertices.

(1) Let µ(n) denote the Möbius function. If |u|< RX , then

PX (u)=
∞∑

n=1

µ(n)
n

log Z X (un).

Furthermore, the right-hand side is absolutely convergent for u satisfying
|u| < 1 and u /∈ T , and so PX (u) has an analytic extension to the region
{u ∈ C : |u|< 1} \ T .

(2) The imaginary axis Re(s) = 0 is a natural boundary for the function PX (s),
that is, every point on this line can be realized as a limit point of singularities
of PX (s).

(3) (Graph-theoretic Mertens’ first theorem) As N →∞,∑
n≤N

n ·πX (n)Rn
X = N + O(1).

(4) (Graph-theoretic Mertens’ second theorem) There exists a constant BX such
that, as N →∞,∑

n≤N

πX (n)Rn
X = log N + BX + O

( 1
N

)
.

(5) (Graph-theoretic Mertens’ third theorem) Let γ = 0.57721 . . . denote the
Euler–Mascheroni constant. As N →∞,∏

`(P)≤N

(1− R`(P)X )∼
e−γ

CX
·

1
N
,
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where

CX =−
1

(1− R2
X )
ε−νRX f ′X (RX )

(for the definition, in detail, see Section 3 in this paper).

The contents of this paper are as follows. In the next section, we prove the first
two claims in the main theorem, that is, several properties of PX (u). In Section 3,
we prove the remaining claims in the main theorem, namely, the graph-theoretic
Mertens theorems.

2. Prime zeta function of a graph

In this section, we give a proof of parts (1) and (2) of the Main Theorem introduced
in Section 1.

The following facts about Z X (u), etc., are known, and are often used in this paper.

Facts 1. (1) (Basic facts) For an arbitrary real number t > 1, set u= t−s . Then the
function ZX (s) is absolutely convergent and holomorphic for all s satisfying
Re(s) >−log RX/log t (≥ 0).

Since the function Z X (u) is the reciprocal of a polynomial by the Ihara–Bass
formula, the function Z X (u) is meromorphic for all u ∈C, and therefore ZX (s)
is also meromorphic for all s ∈ C.

(2) [Kotani and Sunada 2000, Theorem 1.3(1)] Let q+1 and p+1 be the maximum
and minimum degrees of a graph X , respectively. Then 1/q ≤ RX ≤ 1/p, the
point u = RX is a simple pole of Z X (u), and every pole of Z X (u) satisfies
RX ≤ |u| ≤ 1.

(3) [Terras 2011, p. 197] Suppose that X is a finite connected graph without degree-
one vertices. Then RX = 1 if and only if X is a cycle graph. This follows from
the equation p = q = 1.

(4) [Kotani and Sunada 2000, p. 8] The leading coefficient of the polynomial fX is
given by

c =
∏
v∈V

(deg(v)− 1),

and therefore that of the polynomial 1/Z X is equal to c2ε = (−1)ε−νc.

In this section, the following lemma is important.

Key Lemma 2. Let

φ(u)= 1+
d∑

i=1

ci ui
∈ Z[u]
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be a polynomial function of degree d ≥ 0, and let

T = {u ∈ C : there exists n ≥ 1 such that φ(un)= 0}

denote the zeroes of the φ(un). Suppose that r is an arbitrary real number, and
assume that 8(u) is a series defined by

8(u)=
∞∑

n=1

1
nr logφ(un).

Then 8(u) is absolutely convergent for u satisfying |u|< 1 and u /∈ T .

Proof. First, we suppose that d = 0. Then the φ(un)= 1 are constant, and therefore
8(u) = 0 is also constant. Hence, the claim is trivial. From now on, we assume
that d ≥ 1. Set c :=max{|ci | : 1 ≤ i ≤ d}, choose a number C0 with C0 ≥ cd + 1
(≥ 2), and fix it.

Let rn (n ≥ 3) be a number defined by

rn :=

(
1− exp(−1/n2−r )

C0

)1/n

.

Note that rn < (1/C0)
1/n , the sequence {rn}n≥3 is increasing, and limn→∞ rn = 1.

Take u satisfying |u| < 1 and u /∈ T , and fix it. Then there exists a number N
such that |u| ≤ rN , and thus |u|< rn for all n ≥ N + 1. Now we fix such numbers
N and n.

Since |u|< (1/C0)
1/n and |un

| ≤ |u|< 1, we obtain, by the triangle inequality,

(1) 0< 1−C0|un
| ≤ |φ(un)|, and so −log |φ(un)| ≤ −log(1−C0|un

|).

On the other hand, since |u| < rn , then C0|un
| < 1 − exp(−1/n2−r ), so we

obtain the inequality −log(1−C0|un
|) < 1/n2−r . Combining this result with (1),

we obtain

(2) Re(−logφ(un))=−log |φ(un)|<
1

n2−r .

The first inequality in (1) also shows that the function logφ(un) is holomorphic in
the closed disk |u| ≤ rN+1. By applying the Borel–Carathéodory theorem (see, e.g.,
[Titchmarsh 1958, §5.5]) to the function logφ(un) and the two circles |u| = rN+1,
|u| = rN , we obtain

|logφ(un)| ≤ max
|u|=rN
|logφ(un)| ≤ K max

|u|=rN+1
Re(−logφ(un))≤ K

1
n2−r ,

where K := 2rN/(rN+1− rN ). Therefore, it follows that
∞∑

n=N+1

1
nr |logφ(un)| ≤ K

∞∑
n=N+1

1
n2 < K · ζ(2) <∞.
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Hence, for u satisfying |u|< 1 and u /∈ T , the series 8(u) converges absolutely. �

Using this lemma, we can prove the following proposition.

Proposition 3. Let µ(n) denote the Möbius function. If |u|< RX , then

(3) PX (u)=
∞∑

n=1

µ(n)
n

log Z X (un).

Moreover, the right-hand side of (3) is absolutely convergent for u satisfying |u|< 1
and u /∈T , and therefore PX (u) extends analytically to the region {u∈C : |u|<1}\T .

Equivalently, if Re(s) >−log RX/log t , then

(4) PX (s)=
∞∑

n=1

µ(n)
n

log ZX (ns).

The right-hand side of (4) is absolutely convergent for s satisfying Re(s) > 0 and
t−s /∈ T , and so (4) gives the analytic continuation of PX (s) to the region.

Proof. Note that RX ≤ 1 (from Fact 1(2)) and exp(z) =
∏
∞

n=1(1− zn)−µ(n)/n for
|z|< 1. Suppose that |u|< RX . Since |u`(P)| ≤ |u|< 1, we obtain the equality

exp(PX (u))=
∏
[P]

exp(u`(P))=
∏
[P]

∞∏
n=1

(1− un`(P))−µ(n)/n
=

∞∏
n=1

Z X (un)µ(n)/n,

and therefore (3) holds for u satisfying |u|< RX .
Set

1/Z X (u)= (1− u2)ε−ν fX (u)= 1+ c1u+ · · ·+ c2εu2ε
∈ Z[x],

c = max{|ci | : 1 ≤ i ≤ 2ε} and C0 = 2εc ≥ 2. By applying Key Lemma 2 to
φ(u) = 1/Z X (u) and r = 1, it follows that, for u satisfying |u| < 1 and u /∈ T ,
the series

∑
∞

n=1 log Z X (un)/n is absolutely convergent, and so the right-hand side
of (3) is absolutely convergent. �

Moreover, for a Ramanujan graph, we can prove the following.

Corollary 4. Suppose that X is a finite connected Ramanujan graph with degree
q + 1, that is, Z X (u) satisfies the Riemann hypothesis (see Theorem 7.4 in [Terras
2011]). Then the function PX (u) is absolutely convergent for u satisfying |u|< 1
and |u| 6= (1/q)1/n for all n.

Equivalently, the function PX (s) is absolutely convergent for s such that Re(s)>0
and Re(s) 6= log q/ log tn for all n.

Proof. Since X is a Ramanujan graph, by Theorem 1.3 in [Kotani and Sunada 2000],
every real (resp. nonreal) zero of fX (u) satisfies |u| = 1 or 1/q (resp. |u| = 1/

√
q).

Thus, every point |u| 6= (1/q)1/n is not zero of fX (un). Hence, the proof of the
assertion follows from Proposition 3. �
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We can completely interchange the roles of the functions PX (u) and log Z X (u).

Corollary 5. If |u|< 1 and u /∈ T , then

(5) log Z X (u)=
∞∑

n=1

1
n

PX (un).

Equivalently, if Re(s) > 0 and t−s /∈ T , then

(6) log ZX (s)=
∞∑

n=1

1
n

PX (ns).

Proof. By applying the Möbius inversion formula (see, e.g., Theorem 270 in [Hardy
and Wright 2008], or Theorem 2.2.8 in [Jameson 2003]) to the equality (3) for
|u|< 1, we obtain the equality (5). �

Remark 6. The equalities (4) and (6) indicate that PX (s) is a graph-theoretic
analogue to the prime zeta function P(s) for the Riemann zeta function ζ(s). The
relations between P(s) and ζ(s) are given as follows (see [Glaisher 1891], and also
[Fröberg 1968] and Equality (1.6.1) in [Titchmarsh 1986]):

For Re(s) > 1,

P(s)=
∞∑

n=1

µ(n)
n

log ζ(ns) and log ζ(s)=
∞∑

n=1

1
n

P(ns).

We can orient the edges of X , and label the edges as follows:

EE = {a1, a2, . . . , aε, aε+1 = a−1
1 , aε+2 = a−1

2 , . . . , a2ε = a−1
ε }.

Let W = WX := (wi j ) denote the edge adjacency matrix of a graph X , that is, a
2ε× 2ε matrix defined by

wi j :=

{
1 if t (ai )= o(a j ) and a j 6= a−1

i for ai , a j ∈ EE,
0 otherwise

(see p. 28 in [Terras 2011]). Let λ1, . . . , λk be the distinct eigenvalues of W , and let
e1, . . . , ek be their multiplicities. Note that

∑k
i=1 ei = 2ε. Let e :=

∑k
i=1,λi 6=±1 ei .

By the determinant formula given by Hashimoto [1989] and Bass [1992], the
polynomial 1/Z X (u) can be written as

1/Z X (u)= det(I2ε −W u)=
k∏

i=1

(1− λi u)ei .

Note that fX (1)= 0. We now define a polynomial gX (u) by

gX (u) := fX (u)/(1− u).
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Note that since f ′X (1)= 2(ε− ν)κ by [Northshield 1998, Theorem],

gX (1)=− f ′X (1)=−2(ε− ν)κ,

where κ is the complexity of X , that is, the number of spanning trees in X . Since
X is a non-cycle graph, that is, ε 6= ν, the polynomial gX (u) can be also written as

(7) gX (u)=
1/Z X (u)

(1− u2)ε−ν(1− u)
= (1+ u)2ν−1−e

k∏
i=1

λi 6=±1

(1− λi u)ei .

We can show that the function PX (s) has a natural boundary.

Proposition 7. Let X = (V, E) be a finite, connected and non-cycle graph without
degree-one vertices.

(1) There exists an eigenvalue λ of W such that |λ|> 1.

(2) The imaginary axis Re(s) = 0 is a natural boundary for the function PX (s),
that is, every point on this line can be realized as a limit point of singularities
of PX (s).

Proof. (1) The leading coefficient c2ε of the polynomial 1/Z X (u) is given by

(−1)ε−ν
∏
v∈V

(deg(v)− 1)= c2ε =

k∏
i=1

λ
ei
i

(from Fact 1(4)). By our assumption for X , the graph X is not a 2-regular graph.
Thus |c2ε |> 1 and so there exists an eigenvalue λi with |λi | 6= 1. Note that every
pole 1/λi of Z X (u) satisfies |1/λi |≤ 1 by Fact 1(2). So there exists an eigenvalue λi

with |λi |> 1.

(2) Note that exp(z)=
∏
∞

n=1(1− zn)−µ(n)/n for |z|< 1. If |u|< 1 and u /∈ T , then

exp(PX (u))=
∞∏

n=1

Z X (un)µ(n)/n

=

( ∞∏
n=1

(1− u2n)−µ(n)/n
)ε−ν( ∞∏

n=1

(1− un)−µ(n)/n
) ∞∏

n=1

gX (un)−µ(n)/n

= exp((ε− ν)u2
+ u)

∞∏
n=1

gX (un)−µ(n)/n,

and therefore the equality

PX (u)= (ε− ν)u2
+ u−

∞∑
n=1

µ(n)
n

log gX (un)

holds.
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Note that u = t−s . By using the equalities (7) and 2, the function PX (s) can be
written as

PX (s)= (ε− ν)t−2s
+ t−s

−

∞∑
n=1

µ(n)
n

(
(2ν− 1− e) log(1+ t−ns)+

k∑
i=1

λi 6=±1

ei log(1− λi t−ns)

)

for all s satisfying Re(s) > 0. By part (1), there exists λ such that |λ| > 1
among the eigenvalues λ1, . . . , λk of W . Note that 1 − λt−ns

= 0 if and only
if s = r(λ, n,m), where

r(λ, n,m) :=
log |λ|
n log t

+ i
Arg(λ)+ 2πm

n log t
,

and Arg(λ) is the argument of λ with −π ≤ Arg(λ) < π . Note that

εn :=
log |λ|
n log t

→ 0

as n→∞. We now fix an arbitrary point α = ia on the imaginary axis Re(s)= 0.
Then, we can arrange a sequence of integers {mn} for each integer n so that

Arg(λ)+ 2πmn

n log t
→ a

as n→∞. Hence, each point α on the boundary is a limit point of singularities
of PX (s). Since εn > 0 for all n, we cannot continue PX (s) beyond the boundary
at Re(s)= 0. �

Remark 8. Proposition 7(2) is an analogue of the fact that the imaginary axis
Re(s)= 0 is a natural boundary for the prime zeta function P(s) of the Riemann
zeta function ζ(s) (see [Landau and Walfisz 1920]).

3. Graph-theoretic Mertens’ theorem

In this section, we prove parts (3)–(5) of the Main Theorem introduced in Section 1.
Throughout this section, we always assume that X = (V, E) is a finite, connected,

non-cycle graph without degree-one vertices. Note in particular that ν 6= ε and
0< RX < 1.

First, we define the constants HX , CX and γX , and study their properties, which
play important roles in this section. Let u be a complex variable. We define a
function by

HX (u) := log Z X (u)− PX (u)=
∑
n≥2

1
n

PX (un)=
∑
[P]

∑
n≥2

1
n

un`(P).
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Note that the point u= RX is a common pole of Z X (u) and PX (u) by Fact 1(2), and
that the series HX (u) is absolutely convergent for u satisfying |u|< 1 and u /∈ T ,
from Corollary 5.

Since u = RX is a simple pole of Z X (u), we can define constants cX and CX by

cX := − Res
u=RX

Z X (u)= lim
u↑RX

(RX − u)Z X (u)=
−1

(1− R2
X )
ε−ν f ′X (RX )

and CX := cX/RX .

Lemma 9. (1) The value HX := HX (RX ) is finite.

(2) The constants cX and CX are positive.

Proof. (1) Since Rn
X < RX < 1 (n ≥ 2), the function PX (u) is holomorphic at

u = Rn
X , and therefore PX (un) is holomorphic at u = RX . We have

HX (RX )=
∑
[P]

∑
n≥2

1
n

Rn`(P)
X ≤

∑
[P]

∑
n≥2

Rn`(P)
X

=

∑
[P]

R2`(P)
X

1− R`(P)X

≤
1

1− RX

∑
[P]

R2`(P)
X =

PX (R2
X )

1− RX
<+∞,

and the assertion follows.

(2) Note that the leading coefficient of the polynomial fX is given by

c =
∏
v∈V

(deg(v)− 1) > 0

by Fact 1(4). Then fX factors as the product of irreducible polynomials such that

fX (u)= c
m1∏
i=1

(u−αi ) ·

m2∏
j=1

f j (u),

where the f j are monic of deg f j = 2, and deg fX = 2ν = m1 + 2m2. Note that
m1 is even. Since u = RX is a simple pole of Z X (u), it is a simple zero of fX . We
may assume that α1 = RX . Since αi > RX (2 ≤ i ≤ m1) and the discriminants of
the f j are negative, the sign of

f ′X (RX )= c
m1∏
i=2

(RX −αi )

m2∏
j=1

f j (RX )

is equal to (−1)m1−1
=−1, i.e., f ′X (RX ) < 0, so cX > 0 and CX = cX/RX > 0. �
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Since the function Z X (u)− cX/(RX − u) is holomorphic at u = RX , we can
define a constant γX by

γX := lim
u↑RX

(
Z X (u)−

cX

RX − u

)
,

which is an analogue of the Euler–Mascheroni constant γ = lims↓1(ζ(s)−1/(s−1))
for ζ(s).

In a neighborhood of u = RX , the function Z X (u) can be expanded as

Z X (u)=
cX

RX − u
+ γX + O(RX − u),

and so

(8) log Z X (u)= log
cX

RX − u
+ O(RX − u).

Similarly, in a neighborhood of u = RX , the function PX (u) can be expanded as

PX (u)= log
cX

RX − u
−HX (u)+O(RX−u)= log

cX

RX − u
−HX (RX )+O(RX−u).

In this section, the following facts are used.

Facts 10. (1) (See, for example, Theorem 18.1 in [Korevaar 2002].) Let x be a
complex variable and let F(x) =

∑
∞

n=0 anxn be a power series with an ≥ 0 that
converges for |x |< 1. Suppose that

F(x)− C
1−x

= O(1)

as x→ 1. Then the partial sum A(N )=
∑

n≤N an satisfies

A(N )= C · N + O(log N )

as N →∞.

(2) (See, for example, Exercises 9-6 in [Apostol 1974], and Theorem 1.3.6 in
[Jameson 2003], the Abel partial summation formula). Let {an} be real numbers,
and let f (t) be a (real- or complex-valued) function with a continuous derivative in
the interval [1, N ]. Then∑

n≤N

an f (n)= A(N ) f (N )−
∫ N

1
A(t) f ′(t) dt.

By using Fact 10, we can prove the following proposition.

Proposition 11. Suppose that X is a finite, connected and non-cycle graph with-
out degree-one vertices. In a neighborhood of u = RX , expand Z X (u) into the
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power series

Z X (u)=
∞∑

n=0

a′nun.

Then, as N →∞, ∑
n≤N

a′n Rn
X = CX · N + O(log N ).

Proof. First, for simplicity of arguments, we normalize the function Z X (u):

F(x)= Z X (RX x)=
∞∑

n=0

a′n Rn
X xn
=

∞∑
n=0

anxn,

where an = a′n Rn
X . Note that the normalized function F(x) converges for |x |< 1.

Since all coefficients a′n are nonnegative (by page 13 in [Terras 2011]), all coeffi-
cients an are also nonnegative. Since X is a non-cycle graph, the point x = 1 is a
simple pole of F(x). Hence, we obtain

F(x)−
CX

1− x
= O(1)

as x→ 1. By applying Fact 10(1) to this equality, as N →∞,∑
n≤N

an = CX · N + O(log N ), and so
∑
n≤N

a′n Rn
X = CX · N + O(log N )

holds, and the assertion follows. �

Now, we compute the following example.

Example 12 [Terras 2011, Example 2.8, p. 18]. Consider the graph X = K4 −

{one edge}. Then

fX (u)= (1−u)(1+u2)(1+u+2u2)(1−u2
−2u3) and Z X (u)−1

= (1−u2) fX (u).

Since the radius of convergence RX of Z X (u) is the smallest positive real zero
of fX (u),

RX =
1
6(α− 1+α−1)= 0.6572981 . . . , α = (53+ 6

√
78)1/3.

Then CX is computed as CX = 0.5540954 . . . . For example, if N = 50000, then

1
N

∑
n≤N

a′n Rn
X = 0.5540867 . . .≈ CX .



ON A PRIME ZETA FUNCTION OF A GRAPH 137

Let X = (V, E) be a graph, and set |V |= ν and |E |= ε. Let W =WX be the edge
adjacency matrix of X (see page 28 in [Terras 2011], or Section 2 in this paper), and
let Spec(W ) denote the spectrum of W , that is, the list of its eigenvalues together
with their multiplicities. Note that |Spec(W )| = 2ε. The polynomial 1/Z X (u) has
an expression different from that in Section 2. In fact, this can be written as

1/Z X (u)= det(I2ε −W u)=
∏

λ∈Spec(W )

(1− λu)
(
=

k∏
i=1

(1− λi u)ei

)
.

Since the points u = 1/λ are the poles of Z X (u), we obtain 1 ≤ |λ| ≤ 1/RX by
Fact 1(2).

The following lemma is used in the proof of Theorem 14 in this section.

Key Lemma 13. Suppose that X is a finite, connected and non-cycle graph without
degree-one vertices.

(1) As N →∞, we have

N∑
n=1

∑
λ∈Spec(W )

(λRX )
n
= N + O(1).

(2) Let 0< α < 1
2 be a fixed real number. Then there exists a natural number N0

such that, for any n ≥ N0,∣∣∣∣n ·π(n)− ∑
λ∈Spec(W )

λn
∣∣∣∣< 2ε

( 1
RX

)(1−α)n
.

Proof. (1) Let 1X denote

1=1X := gcd{`(P) : [P] is a prime in X}

(see Definition 2.12 in [Terras 2011]). It follows from Theorem 1.4 in [Kotani
and Sunada 2000] that the poles of Z X (u) on the circle |u| = RX have the form
u = RX e2π ia/1 (1≤ a ≤1). It is well known that

1∑
a=1

e2π ian/1
=

{
1 if 1 | n,
0 otherwise

(see, e.g., Exercise 10.1 in [Terras 2011]). Then we obtain∣∣∣∣N − ∑
|λ|=1/RX

N∑
n=1

(λRX )
n
∣∣∣∣= ∣∣∣∣N − N∑

n=1

1∑
a=1

e2π ian/1
∣∣∣∣= N −

[N
1

]
1<1,
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where [r ] denotes the integer part of the real number r . On the other hand, we obtain∣∣∣∣ ∑
|λ|<1/RX

N∑
n=1

(λRX )
n
∣∣∣∣< 2ε

∑
n≥1

(ρRX )
n
=

2ερRX

1− ρRX
,

where
ρ :=max{|λ| : λ ∈ Spec(W ), |λ|< 1/RX }.

Combining these inequalities, by the triangle inequality we obtain∣∣∣∣N − N∑
n=1

∑
λ∈Spec(W )

(λRX )
n
∣∣∣∣<1+ 2ερRX

1− ρRX

as N →∞, and the assertion follows.

(2) Let µ(n) denote the Möbius function. Note that
∑

d|n |µ(d)| ≤ n. It is
known that

π(n)= 1
n

∑
d|n

µ(d)Nn/d and Nn =
∑

λ∈Spec(W )

λn

(see (10.3) and (10.4) in [Terras 2011]). Combining these equalities, we obtain

n ·π(n)=
∑

λ∈Spec(W )

∑
d|n

µ(d)λn/d ,

and thus∣∣∣∣n ·π(n)− ∑
λ∈Spec(W )

λn
∣∣∣∣= ∣∣∣∣ ∑

λ∈Spec(W )

∑
d|n
d≥2

µ(d)λn/d
∣∣∣∣

≤

∑
λ∈Spec(W )

∑
d|n
d≥2

|µ(d)| · |λ|n/d ≤
∑

λ∈Spec(W )

∑
d|n
d≥2

|µ(d)| · |λ|n/2

≤ n
∑

λ∈Spec(W )

( 1
RX

)n/2
≤ 2εn

( 1
RX

)n/2
.

On the other hand, since RX < 1 and 0< α < 1
2 by our assumptions, there exists

a natural number N0 such that, for any n ≥ N0,

n ≤
( 1

RX

)(1/2−α)n
, and so n

( 1
RX

)n/2
≤

( 1
RX

)(1−α)n
.

Hence, for any n ≥ N0,∣∣∣∣n ·π(n)− ∑
λ∈Spec(W )

λn
∣∣∣∣≤ 2ε

( 1
RX

)(1−α)n
,



ON A PRIME ZETA FUNCTION OF A GRAPH 139

and the assertion follows. �

At last, we can prove the main theorem in this section.

Theorem 14. Suppose that X is a finite, connected and non-cycle graph without
degree-one vertices. Let γ = 0.57721 . . . be the Euler–Mascheroni constant, and
let HX = HX (RX ) and CX be the constants.

(1) (Graph-theoretic Mertens’ first theorem) As N →∞,∑
n≤N

n ·π(n)Rn
X = N + O(1).

(2) (Graph-theoretic Mertens’ second theorem) There exists a constant BX such
that, as N →∞,∑

n≤N

π(n)Rn
X = log N + BX + O

( 1
N

)
.

(3) The equality BX = γ + log CX − HX holds. Equivalently,

BX = γ + log CX −
∑
[P]

∑
n≥2

1
n

Rn`(P)
X

= γ + log CX +
∏
[P]

(
log(1− R`(P)X )+ R`(P)X

)
.

(4) (Graph-theoretic Mertens’ third theorem) As N →∞,∏
`(P)≤N

(
1− R`(P)X

)
=

∏
n≤N

(1− Rn
X )
π(n)
∼

e−γ

CX
·

1
N
.

Proof. (1) Let N0 be a number as in the proof of Key Lemma 13(2), and let K
denote the constant

K :=
∣∣∣∣N0−1∑

n=1

n ·π(n)Rn
X −

N0−1∑
n=1

∑
λ∈Spec(W )

(λRX )
n
∣∣∣∣.

Assume that N is sufficiently large. Then it follows from Key Lemma 13(2) that∣∣∣∣ N∑
n=1

n ·π(n)Rn
X −

N∑
n=1

∑
λ∈Spec(W )

(λRX )
n
∣∣∣∣≤ K +

∣∣∣∣ N∑
n=N0

Rn
X

(
n ·π(n)−

∑
λ∈Spec(W )

λn
)∣∣∣∣

≤ K + 2ε
N∑

n=N0

Rαn
X < K +

2ε
1− RαX

,
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and therefore by Key Lemma 13(1) we have

N∑
n=1

n ·π(n)Rn
X =

N∑
n=1

∑
λ∈Spec(W )

(λRX )
n
+ O(1)= N + O(1) as N →∞.

(2) We set an = n ·π(n)Rn
X . By part (1), we obtain A(t)= t + O(1). By applying

Fact 10(2) with f (t)= 1/t , we get

∑
n≤N

π(n)Rn
X =

A(N )
N
+

∫ N

1

A(t)
t2 dt =

N + O(1)
N

+

∫ N

1

t + O(1)
t2 dt

= 1+ O
( 1

N

)
+

∫ N

1

(1
t
+ O

( 1
t2

))
dt

= 1+ O
( 1

N

)
+

[
log t + O

(1
t

)]N

1

= 1+ O
( 1

N

)
+ log N + O

( 1
N

)
+ O(1)= log N + O(1)+ O

( 1
N

)
,

and the assertion follows.

(3) Fix an arbitrary x satisfying 0< x<1. By applying Fact 10(2) with an=π(n)Rn
X

and f (t)= x t ,

∑
n≤N

π(n)Rn
X xn
= A(N )x N

− log x
∫ N

1
x t A(t) dt

holds. It follows from part (2) that

∑
n≤N

π(n)Rn
X xn
=

(
log N+BX+O

( 1
N

))
x N
−log x

∫ N

1
x t
(

log t+BX+O
(1

t

))
dt,

and, moreover, as N →∞,

(9) PX (RX x)=−log x
∫
∞

1
x t
(

log t + BX + O
(1

t

))
dt.

In order to calculate the right-hand side of this equality, for simplicity of argu-
ments, we define the functions In = In(x):

−log x
∫
∞

1
x t
(

log t + BX + O
(1

t

))
dt = I1+ I2+ O(I3),
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where

I1 =−log x
∫
∞

1
x t log t dt,

I2 =−BX · log x
∫
∞

1
x t dt = BX · x, and

I3 =−log x
∫
∞

1

x t

t
dt.

First, we compute the function I1:

I1 =−

∫
∞

1
(x t)′ log t dt =

∫
∞

1

x t

t
dt.

Now we take r =−t log x . Note that log x < 0. Then we obtain

I1 =

∫
∞

−log x

e−r

r
dr =−Ei(log x),

where Ei(z) (z ∈ C and |Arg(−z)|< π ) is the exponential integral

−Ei(−z)=
∫
∞

z

e−r

r
dr

(see, e.g., Equality (3.1.3) in [Lebedev 1972]). Since the function Ei(z) expands as

Ei(z)= γ + log(−z)+
∞∑

k=1

zk

k · k!

(see Equality (3.1.6) in [ibid.]),

I1 =−γ − log(−log x)+ O(log x)=−γ − log(−log x)+ O(1− x).

Next we calculate the function I3. It follows from the above result that

I3 =−log x
∫
∞

1

x t

t
dt = (−log x)I1 = O(1− x)

as x ↑ 1.
By combining the above results, the equality (9) is written as follows:

PX (RX x)=−γ − log(−log x)+ BX x + O(1− x),

and, moreover, as x ↑ 1,

PX (RX x)+ log(−log x)→ BX − γ.(10)

On the other hand, since

log Z X (RX x)= log 1
1−x

+ log CX + O(1− x)
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from the equality (8), as x ↑ 1,

(11) log Z X (RX x)+ log(−log x)= log
(
−log x
1− x

)
+ log CX → log CX .

Combining (10) with (11), we obtain

HX = lim
x↑1

HX (RX x)= lim
x↑1

(
log Z X (RX x)− PX (RX x)

)
= lim

x↑1

(
(log Z X (RX x)+ log(−log x))− (PX (RX x)+ log(−log x))

)
= log CX + γ − BX .

(4) Fix an arbitrary positive real number N . We define the following functions:

H≤N
X =

∑
n≤N

π(n)
∞∑

m=2

1
m

Rmn
X and H>N

X =

∑
n>N

π(n)
∞∑

m=2

1
m

Rmn
X .

Note that HX = H≤N
X + H>N

X . From parts (2) and (3), we obtain∑
n≤N

π(n)Rn
X + H≤N

X = log N + γ + log CX − H>N
X + O

( 1
N

)
.

Since the left-hand side of this equality is equal to

∑
n≤N

π(n)Rn
X + H≤N

X =

∑
n≤N

π(n)
∞∑

m=1

1
m

Rmn
X

=−

∑
n≤N

π(n) log(1− Rn
X )=− log

(∏
n≤N

(1− Rn
X )
π(n)
)
,

we obtain ∏
n≤N

(1− Rn
X )
π(n)
=

e−γ

CX
·

1
N

exp
(

H>N
X + O

( 1
N

))
.

Since H>N
X → 0 and 1/N → 0 as N →∞, the assertion follows. �

Last, we compute the following example.

Example 15 (continued from Example 12). Consider the graph X=K4−{one edge}.
Then

HX = 0.25613 . . . , BX = γ + log CX − HX =−0.26933 . . . .
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For example, if N = 550, then∑
n≤N

π(n)Rn
X − log N =−0.26842 · · · ≈ BX ,

∏
n≤N

(1− Rn
X )
π(n)
= 0.18447 · · · ≈

e−γ

CX
·

1
N
= 0.18457 . . . .

Remark 16. (See [Mertens 1874, Equation (17)], or [Hardy and Wright 2008,
Theorem 428].) A number-theoretic analogue to part (3) in the preceding theorem is

B1 = γ − H = γ +
∑

p

(
log
(

1− 1
p

)
+

1
p

)
,

where H =
∑

n≥2 P(n)/n is a constant, and P(s) is the prime zeta function.

Remark 17. We now compare parts (2)–(4) of our Theorem 14 with Theorem 1 in
[Sharp 1991]. We define

h X := −log RX , N (P)= eh X`(P) and x = eh X N .

The quantity h X is called the topological entropy of a flow in ergodic theory (see
[Sharp 1991]), which is a constant in our setting. Note that `(P)≤ N if and only if
N (P)≤ x . Note that R`(P)X = 1/N (P). Then our Mertens’ second theorem can be
rewritten as ∑

N (P)≤x

1
N (P)

= log(log x)+ B+ O
( 1

log x

)
,

where B := −log h X + BX , and, similarly, our Mertens’ third theorem becomes∏
N (P)≤x

(
1−

1
N (P)

)
∼

1
CX/h X

·
e−γ

log x
.

In Theorem 1 in [Sharp 1991], our constant CX/h X , which is equal to a residue
(up to sign) of the Ihara zeta function, corresponds with that of a dynamical zeta
function for a flow.

Moreover, our Theorem 14(3) becomes

B = γ + log(CX/h X )+
∑
[P]

(
log
(

1−
1

N (P)

)
+

1
N (P)

)
.

Remark 18. Let X = (V, E) be a finite, connected, non-cycle graph without degree-
one vertices, and let S = (V ′, E ′) be its k-subdivision (that is, let S be the graph
obtained from X by adding k new vertices to each edge of X ) (see Examples 6.4
and 8.5 in [Terras 2011]). Then

HX = HS, CX = (k+ 1)CS, and BX = BS + log(k+ 1).
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This is proved as follows: note that 1S = (k+ 1)1X , Rk+1
S = RX , and

πS(n)=
{
πX (n/(k+ 1)) if (k+ 1) | n,
0 otherwise.

Therefore,

HS =
∑
m≥2

1
m

PS(Rm
S )=

∑
m≥2

1
m

∞∑
n=1

πS(n)Rmn
S =

∑
m≥2

1
m

∞∑
n=1

πX (n)R
(k+1)mn
S

=

∑
m≥2

1
m

∞∑
n=1

πX (n)Rmn
X =

∑
m≥2

1
m

PX (Rm
X )= HX .

Note that ν ′ = ν+ kε, ε′ = (k+ 1)ε, and ZS(u)= Z X (uk+1), and so

(1− u2)ε−ν fS(u)= (1− u2(k+1))ε−ν fX (uk+1),

(1− R2
S)
ε−νRS f ′S(RS)= (k+ 1)(1− R2

X )
ε−νRX f ′X (RX ).

Therefore,

(k+ 1)CS =
−(k+ 1)

(1− R2
S)
ε′−ν′RS f ′S(RS)

= CX ,

and so

BX = γ + log CX − HX = γ + log CS − HS + log(k+ 1)= BS + log(k+ 1).
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ON WHITTAKER MODULES FOR A LIE ALGEBRA
ARISING FROM THE 2-DIMENSIONAL TORUS

SHAOBIN TAN, QING WANG AND CHENGKANG XU

Let A be the ring of Laurent polynomials in two variables and B be the set of
skew derivations of A. We denote by L̃ the semidirect product of A and B,
and by L the universal central extension of the derived Lie algebra of L̃.
We study the Whittaker modules for the Lie algebra L. The irreducibilities
for the universal Whittaker modules are given. Moreover, a Z-gradation is
defined on the universal Whittaker modules and we determine all Z-graded
irreducible quotients of the reducible universal Whittaker modules.

1. Introduction

The Lie algebra we considered in this paper can be seen as a generalization of the
rank one Heisenberg–Virasoro algebra. The rank one Heisenberg–Virasoro algebra
HVir was first given in [Arbarello et al. 1988]; it is the universal central extension
of the Lie algebra D of differential operators on a circle of order at most one; D has
a basis {tn, dn = tn+1d/dt | n ∈ Z} with Lie bracket relations

[tn, tm
] = 0, [di , tn

] = nt i+n, [di , d j ] = ( j − i)di+ j ,

and HVir has the Lie bracket relations

[dm, dn] = (n−m)dm+n + δm+n,0
m3
−m

12
c1,

[dm, tn
] = ntm+n

+ (m2
−m)δm+n,0c2,

[tm, tn
] = mδm+n,0c3,

[ci ,HVir] = 0, i = 1, 2, 3.

One can see that HVir contains a Heisenberg subalgebra and a Virasoro subalgebra.
In [Xue et al. 2006], the authors generalized the rank one Heisenberg–Virasoro
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algebra to the rank two case. More precisely, let A = C[t±1
1 , t±1

2 ] be the ring of
Laurent polynomials and B be the set of skew derivations of A spanned by elements
of the form

E(α)= tα(α(2)d1−α(1)d2),

where α = (α(1), α(2)) ∈ Z2, tα = tα(1)1 tα(2)2 and d1, d2 are degree derivations of A.
Set L̃ = A⊕ B. Then L̃ becomes a Lie algebra under the Lie bracket relations

[tα, tβ] = 0, [tα, E(β)] = det
(
β

α

)
tα+β, [E(α), E(β)] = det

(
β

α

)
E(α+β),

where α, β ∈ Z2, and

det
(
β

α

)
= β(1)α(2)−α(1)β(2).

Let L̃ ′ be the derived Lie subalgebra of L̃ . Then L̃ ′ is perfect and has a universal
central extension L with the following Lie bracket relations [Xue et al. 2006]:

(1-1)

[tα, tβ] = 0, [Ki , L] = 0 for i = 1, 2, 3, 4,

[tα, E(β)] = det
(
β

α

)
tα+β + δα+β,0h(α),

[E(α), E(β)] = det
(
β

α

)
E(α+β)+ δα+β,0 f (α),

where α, β ∈ Z2
\ {(0, 0)}, K1, K2, K3, K4 are central elements, and

(1-2) h(α)= α(1)K1+α(2)K2 and f (α)= α(1)K3+α(2)K4.

One can see that L contains a Virasoro-like subalgebra spanned by

{E(α), K3, K4 | α ∈ Z2
\ {(0, 0)}},

which was introduced by Kirkman, Procesi and Small [Kirkman et al. 1994]. In
this paper, we study Whittaker modules for the Lie algebra L .

Whittaker modules were first discovered by Arnal and Pinczon [1974] in the
study of the irreducible representations of sl2(C). Kostant [1978] introduced the
term “Whittaker module” and studied Whittaker modules for a complex semisimple
Lie algebra g. In particular, he built up a one-to-one correspondence between the
set of all equivalence classes of Whittaker modules and the set of all ideals in the
center of the universal enveloping algebra of g. Moreover, Whittaker modules were
shown to be one important class in the classification of the irreducible modules
for the Lie algebra sl2(C) [Block 1981]. Since Kostant’s definition of Whittaker
module for finite-dimensional semisimple Lie algebras is based on a triangular
decomposition [Kostant 1978], it is natural to consider Whittaker modules for other
algebras with a triangular decomposition, such as Heisenberg algebras, affine Lie
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algebras, generalized Weyl algebras and the Virasoro algebra, which were studied
in [Christodoulopoulou 2008; Benkart and Ondrus 2009; Ondrus and Wiesner
2009], respectively. Recently, Whittaker modules for other infinite-dimensional Lie
algebras related to the Virasoro algebra were also studied, such as the rank one
Heisenberg–Virasoro algebra [Lu and Zhao 2013], the Schrödinger–Witt algebra
[Zhang et al. 2010], and so on. Note that these algebras are of rank one, that is,
they are graded by Z.

Motivated by these works, Batra and Mazorchuk [2011] defined a Whittaker pair
(g, n) for a Lie algebra g and a quasinilpotent subalgebra n such that n acts locally
nilpotent on the adjoint module g/n. They obtained a general setup for the study of
Whittaker modules, which includes Lie algebras with triangular decomposition and
simple Lie algebras of Cartan type. However, this general theory doesn’t work for
many exceptions such as the generalized Virasoro algebras [Guo and Liu 2011a],
the Virasoro-like algebra V [Guo and Liu 2011b] and the Lie algebra L considered
in this paper. Note that the Virasoro-like algebra V is of rank two, that is, it is graded
by Z2. Therefore, Guo and Liu used a different technique to deal with the Whittaker
modules for the Lie algebra V [ibid.]. We note that the Lie algebra L considered in
this paper contains the Virasoro-like Lie algebra V as a Lie subalgebra, and we will
see that the study of Whittaker modules for L is more complicated than that for V.

The paper is organized as follows. In Section 2, we state some facts about total
orders on Z2 and give the definition of Whittaker modules for the Lie algebra L .
In Section 3, we determine all the Whittaker vectors for the universal Whittaker
modules. In Section 4, we study irreducibility for the universal Whittaker modules.
We define a Z-gradation on the universal Whittaker modules and determine all Z-
graded irreducible quotients for the reducible universal Whittaker modules. Finally,
we prove some more properties of these Z-graded irreducible quotients.

Throughout this paper, we denote the sets of complex numbers, nonzero complex
numbers, integers, nonnegative integers and positive integers by C, C×, Z, Z+

and N, respectively. All Lie algebras mentioned in this paper are over the complex
field C. The universal enveloping algebra for a Lie algebra g is denoted by U(g).

2. Whittaker modules for the Lie algebra L

In this section, we recall the definition of the Lie algebra L given in [Xue et al. 2006]
and the definition of Whittaker module. We also present some facts about them.

For an element α in G = Z2, we denote α = (α(1), α(2)). For any α, β ∈ Z2,
we set

det
(
β

α

)
= β(1)α(2)−α(1)β(2).
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For any α ∈ G \ {0 = (0, 0)}, let X (α) denote tα or E(α) if it has no special
explanation. The Lie algebra L is spanned by the elements of the form

{tα, E(α), Ki | α ∈ Z2
\ {0}, i = 1, 2, 3, 4},

with Lie bracket relations defined by (1-1). Clearly, L is Z2-graded and contains a
Virasoro-like algebra V as the Lie subalgebra spanned by

{E(α), K3, K4 | α ∈ Z2
\ {0}}.

Fix a total order ≺ on G = Z2 which is compatible with the addition of G,
i.e., α ≺ β implies α+ γ ≺ β + γ for all γ ∈ G. We have the obvious meanings
for �,�, and �. Then we have a decomposition G = G+ ] {0} ] G−, where
G± = {α ∈ G | ±α � 0}.

We say that ≺ is dense if for any α ∈ G+, there is some β ∈ G+ such that
β ≺ α; ≺ is discrete if there exists a smallest element in G+. For example, the
lexicographical order is discrete, since (0, 1) is the smallest element in G+. Dense
total orders on G exist. For example, let α = (α(1), α(2)), β = (β(1), β(2)). We
say α ≺ β if α(1)+ α(2)π < β(1)+ β(2)π . One can check that this is a dense
compatible total order on G. The following lemma is from [Guo and Liu 2011b].

Lemma 2.1. (1) Nonzero elements α, β ∈ G form a basis of G if and only if
det
(
α
β

)
=±1.

(2) If ≺ is dense, then for any α� 0, there is some 0≺ β ≺ α such that det
(
α
β

)
6= 0.

(3) If ≺ is discrete, let ε denote the smallest positive element in G. Then there
exists ε′ � 0 such that ε, ε′ form a basis of G.

According to the total order on G fixed above, L has a triangular decomposition

L = L−⊕ L0⊕ L+,

where L± = SpanC{t
α, E(α) | ±α � 0} and L0 = SpanC{Ki | i = 1, 2, 3, 4}.

Recall from [Batra and Mazorchuk 2011] that a Lie algebra g is called quasi-
nilpotent if ⋂

k∈N

gk
= 0,

where gk+1
= [gk, g] is defined by induction. Now we claim that L+ is not

quasinilpotent. Indeed, L+ contains V+ =
⊕

α∈G+ CE(α) as a subalgebra, which
is proved to be not quasinilpotent in [Guo and Liu 2011b], so that⋂

k∈N

Lk
+
⊇

⋂
k∈N

Vk
+
6= 0.
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So (L , L+) is not a Whittaker pair in the sense of [Batra and Mazorchuk 2011], and
the general theory for Whittaker modules there does not apply to the Lie algebra L .
Thus we treat it as follows.

Fix any nonzero Lie algebra homomorphism ϕ : L+→C and let k1, k2, k3, k4 ∈C.
Given an L-module V , a vector v ∈ V is called a Whittaker vector of type
(ϕ, k1, k2, k3, k4) if xv = ϕ(x)v for all x ∈ L+, and Kiv = kiv for i = 1, 2, 3, 4.
V is called a Whittaker module of type (ϕ, k1, k2, k3, k4) if V =U(L)v for some
Whittaker vector v of type (ϕ, k1, k2, k3, k4). In this paper, all Whittaker modules
and Whittaker vectors are of type (ϕ, k1, k2, k3, k4) if not specified. Clearly, u is a
Whittaker vector if and only if (X (α)−ϕ(X (α)))u = 0 for all α ∈ G+, X (α)= tα

and E(α). Notice that ϕ(L2
+
)= [ϕ(L+), ϕ(L+)] = 0. We have the following facts.

Proposition 2.2. Let ≺ be a total order on G.

(1) If ≺ is dense, then any Lie algebra homomorphism ϕ : L+→ C is the zero
homomorphism.

(2) If ≺ is discrete and ε denotes the smallest positive element in G, then ϕ(tα)=
ϕ(E(α))= 0 for all α ∈ G+ \Zε.

Proof. (1) Suppose ≺ is dense. Then by Lemma 2.1, for any α ∈ G+ there is some
β ∈ G+ such that β ≺ α and det

(
α
β

)
6= 0. Thus

X (α)=
1

det
(
β
α−β

) [E(α−β), X (β)] =
1

det
(
β
α

) [E(α−β), X (β)] ∈ L2
+
.

So ϕ(tα)= ϕ(E(α))= 0, and this shows that ϕ = 0.

(2) Let α ∈ G+ \Zε. We have α− iε ∈ G+ \Zε for all i ∈ Z, and det
(
α
ε

)
6= 0. Thus

X (α)=
1

det
(
α−ε
ε

) [X (ε), E(α− ε)] =
1

det
(
α
ε

) [X (ε), E(α− ε)] ∈ L2
+
,

which shows that ϕ(tα)= ϕ(E(α))= 0 for all α ∈ G+ \Zε. �

Thus, we assume that ≺ is discrete with smallest positive element ε in G through-
out the rest of this paper.

3. Whittaker vectors in universal Whittaker modules

In this section we study the universal Whittaker module and determine all its
Whittaker vectors. By Lemma 2.1, we know that there exists ε′ ∈ G+ such that
{ε, ε′} is a basis of G. We will always use this basis for G from now on.

We construct the universal Whittaker module of type (ϕ, k1, k2, k3, k4) over L ,
denoted Mϕ,k1,k2,k3,k4 , as follows: let Cṽ be the one-dimensional (L0⊕L+)-module
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defined by x ṽ = ϕ(x)ṽ for any x ∈ L+ and Ki ṽ = ki ṽ for i = 1, 2, 3, 4. Set

Mϕ,k1,k2,k3,k4 =U(L)⊗U(L0⊕L+) Cṽ.

This is a left U(L)-module under left multiplication. Set v = 1⊗ ṽ. We have
Mϕ,k1,k2,k3,k4 =U(L)v. It is obvious that Mϕ,k1,k2,k3,k4 has the following universal
property: for any Whittaker module W of type (ϕ, k1, k2, k3, k4) generated by a
Whittaker vector w, there is an L-module epimorphism φ from Mϕ,k1,k2,k3,k4 to W
which maps v to w.

By the Poincaré–Birkhoff–Witt (PBW) theorem, Mϕ,k1,k2,k3,k4 is isomorphic
to U(L−) as a vector space. Let L− = L t

−
⊕ L E

−
, where

L t
−
= SpanC{t

−α
| α � 0}, L E

−
= SpanC{E(−α) | α � 0}.

Since U(L t
−
) and U(L E

−
) have C-bases

B t
= {1, t−βm · · · t−β1 | m ∈ N, βm � · · · � β1 � 0}

and
B E
= {1, E(−αn) · · · E(−α1) | n ∈ N, αn � · · · � α1 � 0},

respectively, U(L−) has a C-basis

B = B t B E
= B t

∪ B E
∪ {t−βm · · · t−β1 E(−αn) · · · E(−α1)

| m, n ∈ N, αn � · · · � α1 � 0, βm � · · · � β1 � 0}

and Mϕ,k1,k2,k3,k4 has a C-basis Bv. For convenience, we set M = Mϕ,k1,k2,k3,k4 and

E± =
⊕
k∈N

CE(±kε), T± =
⊕
k∈N

Ct±kε,

H± = E±⊕ T±, H = H−⊕ L0⊕ H+,

E = E−⊕ E+, T = T−⊕ T+.
Set

M(H)=U(H)v =U(H−)v, M(T )=U(T )v =U(T−)v.

For α ∈ G, set α = α[1]ε+α[2]ε′, where α[1], α[2] ∈ Z.

Lemma 3.1. (1) If α ∈ G+, then α[2] ≥ 0. In particular, if α ∈ G+ \ Zε, then
α[2]> 0.

(2) If α ∈ G+ \Zε, then for any u ∈ M(H), x ∈U(L−), we have

(3-1) (X (α)−ϕ(X (α)))xu = [X (α), x]u.

(3) Let α1, . . . , αn ∈ G+, α ∈ G+ \Zε. If α−
∑n

i=1 αi ∈ G+ \Zε, then we have

(3-2) X (α)X (−αn) · · · X (−α1)w = 0 for w ∈ M(H),
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where all X (β) denote tβ or E(β).

Proof. (1) Suppose α[2]< 0. Then we have −α[2]ε′ � ε′ � α[1]ε, which implies
α = α[1]ε+α[2]ε′ ≺ 0. This is a contradiction with α ∈ G+.

(2) We may assume u= X (−n1ε) · · · X (−nsε)v, where s ∈Z+, n1, . . . ns ∈N. Then

(X (α)−ϕ(X (α)))xu = X (α)xu− x X (−n1ε) · · · X (−nsε)X (α)v

= [X (α), x]u+ x[X (α), X (−n1ε) · · · X (−nsε)]v.

Notice that

x[X (α), X (−n1ε) · · · X (−nsε)]v ∈ x
∑

η∈G+\Zε

U(H)X (η)v = 0

by Proposition 2.2, and thus (3-1) holds.

(3) Now we prove (3-2) by induction on n. For n = 0, since α ∈ G+ \Zε, we have
that ϕ(X (α))= 0 by Proposition 2.2. Hence, by (2),

X (α)w = (X (α)−ϕ(X (α)))w = [X (α), 1]w = 0

for w ∈ M(H). Suppose that n > 0 and that the result holds for any positive integer
k < n. Then for w ∈ M(H), by applying the induction hypothesis, we have

X (α)X (−αn) · · · X (−α1)w = det
(
α

αn

)
X (α−αn)X (−αn−1) · · · X (−α1)w

+ X (−αn)X (α)X (−αn−1) · · · X (−α1)w

= 0. �

For later use, we define some subsets of B. Set

B(0)= {1, t−βm · · · t−β1 ∈ B | m ∈ N, βm � · · · � β1 ∈ G+ \Zε}.

For h ∈ N, set

BE(h)=
{

E(−αn) · · · E(−α1)∈ B
∣∣∣n∈N, αm�· · ·�α1∈G+\Zε,

n∑
i=1

αi [2]=h
}
,

B(h)= B(0)BE(h), B(−h)=∅, B ′(h)=
⋃
h′<h

B(h′), B(h)= B(h)∪B ′(h).

For h ∈ N, β ∈ G+ \Zε, set

BT (h, β)=
{

t−βm · · · t−β1

∣∣∣βm � · · · � β1 = β,

m∑
i=1

βi [2] = h
}

and
BT (h)=

⋃
β∈G+\Zε

BT (h, β).
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Let H= {(h, β) | BT (h, β) 6=∅}, and define a total order� on H by setting

(h, β)� (h′, β ′) if h > h′, or h = h′ and β ≺ β ′.

Moreover, we denote

B ′T (h, β)=
⋃

(h,β)�(h′,β ′)

BT (h′, β ′), B ′T (h)=
⋃
h′<h

BT (h′),

BT (h, β)= BT (h, β)∪ B ′T (h, β), BT (h)=
⋃
h′≤h

BT (h′),

and we set BT (0) = BT (0) = {1}, B ′T (0) = ∅. Then one can see that B(0) =⋃
h∈Z+

BT (h).

Lemma 3.2. (1) For any u ∈ M \ B(0)M(H), there exists η ∈ G+ \Zε such that

(tη−ϕ(tη))u ∈ B(0)M(H) \Cv.

(2) For any u′ ∈ B(0)M(H) \M(H), there exist γ1, . . . , γs ∈ G+ such that

(E(γs)−ϕ(E(γs))) · · · (E(γ1)−ϕ(E(γ1)))u′ ∈ M(H) \Cv.

Proof. (1) Since u ∈ M \ B(0)M(H), there exists h ∈ N such that u ∈ B(h)M(H)
and u /∈ B ′(h)M(H). Thus, we may write

u =
∑

x∈B(h)

xvx +
∑

y∈B ′(h)

yvy,

where vx , vy ∈ M(H) and both sums are finite, and the elements x are of the form

(3-3) x = t−βm · · · t−β1 E(−αn) · · · E(−α1),

with m ∈ Z+, n ∈ N, βm � · · · � β1 ∈ G+ \ Zε, αn � · · · � α1 ∈ G+ \ Zε and∑n
i=1 αi [2] = h, where m = 0 means that x = E(−αn) · · · E(−α1).
Let η ∈G be such that η[2] = h, η−

∑n
i=1 αi ∈−Nε and, for each (αn, . . . , α1)

in (3-3) associated to an element x appearing in
∑

x∈B(h) xvx ,

det
(
η−

∑n
j=i+1 α j

αi

)
6= 0 for 1≤ i ≤ n− 1 and det

(
η

αn

)
6= 0.

Since the sum
∑

x∈B(h) xvx is finite, it is obvious that such an η exists. It follows
that η ∈ G+ \Zε, thus we have ū = (tη−ϕ(tη))u = tηu by Proposition 2.2. Note
that tη

(∑
y∈B ′(h) yvy

)
= 0 by Lemma 3.1(3), thus we have

ū =
∑

x∈B(h)

t−βm · · · t−β1 tηE(−αn) · · · E(−α1)vx .
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For every summand in ū, by using Lemma 3.1(3), we have

t−βm · · · t−β1 tηE(−αn) · · · E(−α1)vx

= t−βm · · · t−β1[tη, E(−αn)]E(−αn−1) · · · E(−α1)vx

+ t−βm · · · t−β1 E(−αn)tηE(−αn−1) · · · E(−α1)vx

= det
(
η

αn

)
t−βm · · · t−β1 tη−αn E(−αn−1) · · · E(−α1)vx

= det
(
η

αn

) n−1∏
i=1

det
(
η−

∑n
j=i+1 α j

αi

)
t−βm · · · t−β1 tη−

∑n
j=1 α jvx

∈ B(0)M(H) \Cv.

This implies that ū ∈ B(0)M(H) \Cv.

(2) Since u′ ∈ B(0)M(H) \M(H), there exists h ∈ N and β ∈ G+ \Zε such that
u′ ∈ BT (h, β)M(H) and u′ /∈ B ′T (h, β)M(H). Thus we may write

u′ =
∑

x∈BT (h,β)

xvx +
∑

y∈B ′T (h,β)

yvy,

where vx , vy ∈ M(H) and both sums are finite. Then there exists some n0 ∈N such
that all vx , vy appeared above lie in U

(∑
i<n0

Ct−iε
⊕CE(−iε)

)
v.

Take γ1 = β − n0ε, so det
(
γ1
β

)
6= 0. We consider (E(γ1)− ϕ(E(γ1)))u′. First

we consider the term (E(γ1)−ϕ(E(γ1)))xvx for x ∈ BT (h, β). We may write

x = t−βm · · · t−β1(t−β)k,

where m ∈ Z+, βm � · · · � β1 � β, k ∈ N and
(
kβ +

∑m
i=1 βi

)
[2] = h. Then, by

Lemma 3.1(2), we have

(3-4) (E(γ1)−ϕ(E(γ1)))xvx

= [E(γ1), t−βm · · · t−β1(t−β)k]vx

=

m∑
i=1

det
(
γ1
βi

)
t−βm · · · t−βi+β−n0ε · · · t−β1(t−β)kvx

+ det
(
γ1
β

)
x ′t−n0εvx ,

where x ′ = kt−βm · · · t−β1(t−β)k−1. Set M(T−n0)=U
(⊕

k 6=n0
t−kε

)
U(E−)v. Then

we see that the first sum in (3-4) lies in BT (h−β[2])M(T−n0). Thus we have

(E(γ1)−ϕ(E(γ1)))xvx ≡ det
(
γ1
β

)
x ′t−n0εvx (mod BT (h−β[2])M(T−n0)).
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Now we consider the term (E(γ1) − ϕ(E(γ1)))yvy for y ∈ B ′T (h, β). We
may write

y = t−βm · · · t−β1,

where βm � · · · � β1 ∈ G+ \Zε,
∑m

i=1 βi [2] = h′ ≤ h. It is clear that βi � β for
all i when h′ = h. By Lemma 3.1(2), we have

(E(γ1)−ϕ(E(γ1)))yvy = [E(γ1), t−βm · · · t−β1]vy

=

m∑
i=1

det
(
γ1
βi

)
t−βm · · · t−βi+β−n0ε · · · t−β1vy .

If h′ < h, it is obvious that

(E(γ1)−ϕ(E(γ1)))yvy ∈ BT (h′−β[2])M(H)⊆ B ′T (h−β[2])M(H).

If h′ = h, then we have βi −β ∈ G+ for all 1≤ i ≤m. If βi −β ∈ G+ \Zε, then it
is clear that

t−βm · · · t−βi+β−n0ε · · · t−β1vy ∈ BT (h−β[2])M(T−n0).

If βi −β = niε ∈ Nε, then

t−βm · · · t−βi+β−n0ε · · · t−β1vy = t−βm · · · t−βi+1 t−βi−1 · · · t−β1 t (ni−n0)εvy,

which also lies in BT (h−β[2])M(T−n0). Thus we have

(E(γ1)−ϕ(E(γ1)))yvy ∈ B ′T (h−β[2])M(H)+ BT (h−β[2])M(T−n0).

From this discussion, we see that

(E(γ1)−ϕ(E(γ1)))u′ = det
(
γ1
β

) ∑
x∈BT (h,β)

x ′t−n0εvx + u′′

for some u′′ ∈ B ′T (h−β[2])M(H)+ BT (h−β[2])M(T−n0). Note that∑
x∈BT (h,β)

x ′t−n0εvx ∈ BT (h−β[2])t−n0εM(H)

is linearly independent from u′′. This, together with the facts that∑
x∈BT (h,β)

xvx 6= 0 and det
(
γ1
β

)
6= 0,

imply

det
(
γ1
β

) ∑
x∈BT (h,β)

x ′t−n0εvx 6= 0.
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In particular, we have (E(γ1)−ϕ(E(γ1)))u′ 6∈ Cv. Clearly, we have

(E(γ1)−ϕ(E(γ1)))u′ ∈ BT (h−β[2])M(H).

Then, repeating this process finitely many times, we can take some γ2, . . . , γs ∈

G+ \Zε, s ∈ N such that

(E(γs)−ϕ(E(γs))) · · · (E(γ1)−ϕ(E(γ1)))u′ ∈ BT (0)M(H) \Cv = M(H) \Cv.

This completes the proof. �

Lemma 3.3. For u ∈M(H)\Cv, there exist r, s ∈Z+, n1, . . . , ns,m1, . . . ,mr ∈N

and A ∈ C× such that

(3-5) (E(nsε)−ϕ(E(nsε))) · · · (E(n1ε)−ϕ(E(n1ε)))

· (tmr ε −ϕ(tmr ε)) · · · (tm1ε −ϕ(tm1ε))u = Ah(ε)r+sv.

Proof. First, we may assume u 6∈ M(T ), and we write

u =
n∑

i=1

ai fivi ,

where all ai 6= 0, vi ∈ M(T ) and fi for 1 ≤ i ≤ n are monic monomials with
variables from the set {E(− jε) | j ∈N}. Without loss of generality, we may assume
that f1 has the maximal degree, and write

f1 = E(−ε)m1 · · · E(−rε)mr , mi ∈ Z+,

where m1, . . . ,mr are not all zero. For any monomial g with variables from
{E(− jε) | j ∈ N}, note that [t iε, E( jε)] = δi+ j,0ih(ε) for any i, j ∈ Z. Then for
any w ∈ M(T ), we have

(t iε
−ϕ(t iε))gw = ih(ε)∂ ′i (g)w,

where ∂ ′i (g) is the partial derivative of g with respect to E(−iε). Then by induction
on r it is easy to see that

(tε −ϕ(tε))m1 · · · (trε
−ϕ(trε))mr fivi = δ1,i

r∏
j=1

m j !( jh(ε))m jv1,

where δ1,i is the Kronecker delta function and m j ! is the factorial of m j . So we get

(tε −ϕ(tε))m1 · · · (trε
−ϕ(trε))mr u = A1h(ε)m1+···+mr v1,
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where A1 = a1
∏r

j=1 m j ! jm j 6= 0. If v1 ∈ Cv, the lemma is clear. Otherwise,
v1 ∈ M(T ) and v1 /∈ Cv, and we write

v1 =

n∑
i=1

bi giv ∈ M(T ),

where all bi 6= 0 and gi for 1 ≤ i ≤ n are monic monomials with variables from
the set {t− jε

| j ∈ N}. Without loss of generality, we may assume that g1 has the
maximal degree, and write

g1 = (t−ε)n1 · · · (t−sε)ns , ni ∈ Z+,

where n1, . . . , ns are not all zero. For any monomial g with variables from the set
{t− jε

| j ∈ N}, we have

(E(iε)−ϕ(E(iε)))gv = ih(ε)∂ ′′i (g)v,

where ∂ ′′i (g) is the partial derivative of g with respect to t−iε . Then by induction
on s it is easy to see that

(E(ε)−ϕ(E(ε)))n1 · · · (E(sε)−ϕ(E(sε)))ns giv = δ1,i

s∏
j=1

n j !( jh(ε))n jv.

Thus we get

(E(ε)−ϕ(E(ε)))n1 · · · (E(sε)−ϕ(E(sε)))nsv1 = A2h(ε)n1+···+nsv,

where A2 = b1
∏s

j=1 n j ! jn j 6= 0.
Now we take A = A1 A2 6= 0, and obtain the identity (3-1). If u ∈ M(T ), by the

same discussion, we obtain the lemma. Thus the proof is completed. �

Let Wh(V ) denote the set of Whittaker vectors for any Whittaker module V . In
what follows, we determine the set Wh(M).

Proposition 3.4. (1) If h(ε), f (ε) act on M as 0, then Wh(M)= M(H).

(2) If h(ε) acts on M as 0 and f (ε) does not act as 0, then Wh(M)= M(T ).

(3) If h(ε) does not act as 0, then Wh(M)= Cv.

Proof. From Lemma 3.2, we see that any element in M \M(H) is not a Whittaker
vector, thus we have Wh(M)⊆ M(H).

(1) Suppose f (ε)= h(ε)= 0 on M . For any nonzero element u ∈ M(H), we prove
that u is a Whittaker vector. Write

u =
n∑

i=1

fiv,
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where fi are monomials with variables from {t− jε, E(− jε) | j ∈ N}. Then for any
j ∈ N, we have

(E( jε)−ϕ(E( jε)))u = j
n∑

i=1

(
f (ε)∂ ′j ( fi )v+ h(ε)∂ ′′j ( fi )v

)
= 0,

where ∂ ′j and ∂ ′′j have the same meaning as in the proof of Lemma 3.3. Since
h(ε)= 0, we have [t iε, E(− jε)] = 0 on M for any i, j ∈N, and t iε commutes with
all fk for 1≤ k ≤ n on M . This implies t iεu = ϕ(t iε)u for all i ∈N. Moreover, for
all α ∈G+ \Zε, note that E(α)u = ϕ(E(α))u, and tαu = ϕ(tα)u by Lemma 3.1(2).
Thus u ∈Wh(M) and we have Wh(M)= M(H).

(2) Suppose h(ε)= 0, f (ε) 6= 0 on M and u ∈M(H)\M(T ), then there exist some
m, p ∈ N such that

u =
m∑

r=0

∑
crkn t−ksε · · · t−k1εE(−nlε) · · · E(−n1ε)(E(−pε))rv, crkn ∈ C×,

where the second sum is finite and ranges over s, l ∈ Z+, ks ≥ · · · ≥ k1 ∈ N,
nl ≥ · · · ≥ n1 ∈ N, and n1 > p. Then we have

(E(pε)−ϕ(E(pε)))u

=

m∑
r=0

∑
crkn[E(pε), t−ksε · · · t−k1εE(−nlε) · · · E(−n1ε)(E(−pε))r ]v

= p f (ε)
m∑

r=1

∑
rcrkn t−ksε · · · t−k1εE(−nlε) · · · E(−n1ε)(E(−pε))r−1v 6= 0,

which implies that u is not a Whittaker vector and Wh(M) ⊆ M(T ). For any
u ∈ M(T ), it is easy to check that u is a Whittaker vector as in the discussion in (1).

(3) Suppose h(ε) 6= 0 on M and u ∈M(H)\Cv. Since h(ε) 6= 0, Lemma 3.3 shows
that u is not a Whittaker vector. Thus Wh(M)= Cv. �

4. Irreducible quotients of the universal Whittaker modules

In this section we study irreducibility for the universal Whittaker modules and we
define a Z-gradation on them, then we determine all Z-graded irreducible quotients
for the reducible universal Whittaker modules.

The Lie algebra L has a Z-gradation L =
⊕

n∈Z L(n), where

L(−n)=


⊕

m∈Z

(Ctmε+nε′
+CE(mε+ nε′)) if n 6= 0,⊕

m∈Z\{0}
(Ctmε

+CE(mε))⊕ L0 if n = 0.
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Set BH (0)= {1}, and for h ∈ N, recall that B is a basis of U(L−) and we set

BH (h)=
{

X (−αn) · · · X (−α1) ∈ B
∣∣∣ n ∈ N, αi ∈ G+ \Zε,

n∑
i=1

αi [2] = h
}
.

Let M(h) = BH (h)M(H) for h ∈ Z+. We have that M =
⊕

h∈Z+
M(h) and

L(n)M(h)⊆ M(n+h). Hence M is Z-graded. Note that M(0)= M(H)=U(H)v
is a U(H)-module.

Recall from (1-2) the definition of h(ε). The following theorem determines when
the universal Whittaker module is irreducible.

Theorem 4.1. The universal Whittaker module M is irreducible if and only if
h(ε) 6= 0.

Proof. Suppose that h(ε) = 0. By Proposition 3.4(1) and (2), we see that M has
a nonzero Whittaker vector w /∈ Cv. It is easy to see that U(L)w is a proper
submodule of M .

Conversely, suppose V is a nonzero submodule of M , and take 0 6= w ∈ V \Cv.
Lemma 3.2 and Lemma 3.3 imply that h(ε)kv ∈U(L)w⊆ V for some k ∈N. Since
h(ε) 6= 0, we have v ∈ V . Thus V = M . �

Now we determine all Z-graded irreducible quotients for the universal Whittaker
modules on which h(ε) acts as 0 by constructing all maximal Z-graded submodules.
The main idea is that we first construct all maximal U(H)-submodules of M(H),
then we build up maximal Z-graded U(L)-submodules of M . We divide the con-
struction into two cases: f (ε) = h(ε) = 0 on M , and f (ε) 6= 0, h(ε) = 0 on M .
Let M denote the set of all maximal Z-graded U(L)-submodules of M and MH

denote the set of all maximal U(H)-submodules of M(H).
First we consider the case where f (ε)= h(ε)= 0 on M . For any pair

(a, b)= ((ai )i∈N, (bi )i∈N) ∈ CN
×CN,

let Iab denote the ideal of U(H−) generated by {t−iε
− ai , E(−iε)− bi | i ∈ N}.

Clearly Iab is maximal.

Lemma 4.2. The set {Iab | (a, b)∈CN
×CN
} exhausts all maximal ideals of U(H−).

Proof. Suppose K is a maximal ideal of U(H−). Since U(H−) is an integral domain,
U(H−)/K is a field extension of C. Notice that any nontrivial field extension of C

is of uncountable dimension over C, but U(H−)/K is of countable dimension by
the PBW theorem, so U(H−)/K ∼= C. Then we have an algebra epimorphism π :

U(H−)→U(H−)/K ∼=C with kernel K . Set ai =π(t−iε) and bi =π(E(−iε)) for
all i ∈N and (a, b)= ((ai )i∈N, (bi )i∈N). Clearly, t−iε

−ai , E(−iε)−bi ∈kerπ = K
for all i ∈ N. That is, Iab ⊆ K . Since Iab is maximal, we have Iab = K . �
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From Lemma 4.2, we see that any maximal U(H−)-submodule of M(H) is of
the form Iabv for some (a, b) ∈ CN

× CN. Thus Iabv for (a, b) ∈ CN
× CN are

maximal U(H)-submodules of M(H). Furthermore, we claim that any maximal
U(H)-submodule of M(H) is of the form Iabv for some (a, b) ∈CN

×CN. Indeed,
suppose that V is a maximal U(H)-submodule of M(H). Then V is a U(H−)-
submodule of M(H). Thus there exists some (a, b) ∈CN

×CN such that V ⊆ Iabv.
So V = Iabv. That is, MH = {Iabv | (a, b) ∈ CN

×CN
}.

Let (a, b) ∈ CN
×CN. For h ∈ Z+, we define

Mab(h)= {u ∈ M(h) | X (ε′+ i1ε) · · · X (ε′+ ihε)u ∈ Iabv ∀i1, . . . , ih ∈ Z}.

Set Mab =
∑

h∈Z+
Mab(h). We claim that Mab is a proper submodule of M . Indeed,

since v 6∈ Mab, we see that Mab $ M . To prove that Mab is an L-submodule
of M , note that {X (±ε′+ iε) | i ∈ Z} generates L , thus we only need to prove the
two inclusions

X (ε′+ iε)Mab(h)⊆ Mab(h− 1) and X (−ε′+ iε)Mab(h)⊆ Mab(h+ 1)

for any i ∈ Z and h ∈ Z+. The first one is obvious. For the second one, let
u ∈ Mab(h), and note that for α ∈G+ \Zε we have X (α)M(H)= 0 by Lemma 3.1.
Then for any i, i1, . . . , ih+1 ∈ Z, we have

X (ε′+ i1ε) · · · X (ε′+ ih+1ε)X (−ε′+ iε)u

= X (−ε′+ iε)X (ε′+ i1ε) · · · X (ε′+ ih+1ε)u

+
[
X (ε′+ i1ε) · · · X (ε′+ ih+1ε), X (−ε′+ iε)

]
u

∈ X (−ε′+ iε)X (ε′+ i1ε)Iabv

+

∑
k, j1,··· , jh∈Z

CX (kε)X (ε′+ j1ε) · · · X (ε′+ jhε)u

⊆

∑
k∈Z

X (kε)Iabv ⊆ Iabv,

where X (0)= 1. Thus the second inclusion is obtained. Moreover, it is easy to see
that Mab is Z-graded.

In what follows, we prove that the Mab for (a, b)∈CN
×CN exhaust all maximal

Z-graded submodules of M . The following result gives the characterization of all
maximal Z-graded U(L)-submodules of M for the case f (ε)= h(ε)= 0.

Proposition 4.3. M = {Mab | (a, b) ∈ CN
×CN

}. Moreover, all Mab for (a, b) ∈
CN
×CN are maximal L-submodules of M.
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Proof. First we prove that Mab is a maximal L-submodule of M for any (a, b) ∈
CN
×CN. Note that for any u ∈ M , we may write

(4-1) u = uh + u′

for some h ∈ Z+, where 0 6= uh ∈ M(h) and u′ ∈
∑

h′<h M(h′). Then we have

(4-2) X (ε′+i1ε) · · · X (ε′+ihε)u= X (ε′+i1ε) · · · X (ε′+ihε)uh ∈M(0)=M(H)

for any i1, . . . , ih ∈ Z. Now for any (a, b) ∈ CN
× CN and u ∈ M \ Mab, write

u=uh+u′ as in (4-1). We claim that there exists somew∈ (M(H)\Iabv)∩(U(L)u).
In fact, if h = 0, then the claim holds for w = u. If h > 0, we may assume that
uh /∈ Mab; otherwise, if uh ∈ Mab, then u′ = u − uh ∈ M \ Mab, thus we may
consider u′ instead of u. Then by the definition of Mab and (4-2), we have

(4-3) X (ε′+ i1ε) · · · X (ε′+ ihε)u = X (ε′+ i1ε) · · · X (ε′+ ihε)uh ∈M(H)\ Iabv

for some i1, . . . , ih ∈ Z. Take w = X (ε′+ i1ε) · · · X (ε′+ ihε)u for i1, . . . , ih ∈ Z

satisfying (4-3). Obviously, w ∈ (M(H) \ Iabv)∩ (U(L)u).
Since Iabv is a maximal U(H)-submodule of M(H), we have

v ∈ M(H)= Iabv+U(H)w ⊆ Mab+U(L)u.

Since v generates M , it follows that M = Mab+U(L)u for any u ∈ M \Mab. Thus
Mab is maximal. Since all Mab are Z-graded, we have M⊇{Mab | (a, b)∈CN

×CN
}.

On the other hand, let N ∈M. Note that N ∩M(H) is a proper U(H)-submodule
of M(H). Then there exists (a, b) ∈ CN

×CN such that N ∩M(H)⊆ Iabv.
Take any u ∈ N and write u = uh + u′ as in (4-1). If h = 0, we see that

u = u0 ∈ N ∩M(H)⊆ Iabv ⊆ Mab. If h > 0, then we have

X (ε′+ i1ε) · · · X (ε′+ ihε)u = X (ε′+ i1ε) · · · X (ε′+ ihε)uh ∈ N ∩M(H)⊆ Iabv.

It follows that uh ∈Mab. Since N is Z-graded, we have uh ∈ N . So u′= u−uh ∈ N .
Now by induction on h we get that u ∈ Mab. So N ⊆ Mab and therefore N = Mab.
This completes the proof. �

Now we consider the second case, when h(ε)= 0 and f (ε) 6= 0 on M . For any
ξ = (ξi )i∈N ∈ CN, let Jξ denote the ideal of U(T−) generated by {t−iε

− ξi | i ∈N}.
Since U(T−) is commutative, a similar argument as in Lemma 4.2 shows that
{Jξ | ξ ∈ CN

} exhausts all maximal ideals of U(T−), so {Jξv | ξ ∈ CN
} exhausts all

maximal U(T−)-submodules of U(T−)v = M(T ). Note that M(H)=U(E)M(T ).
We give all maximal U(H)-submodules of M(H) in the following proposition.

Proposition 4.4. MH = {U(E)Jξv | ξ ∈ CN
}.
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Proof. Since h(ε)= 0, we have

T U(E)Jξv =U(E)T Jξv ⊆U(E)Jξv.

Moreover, for any k ∈ Z \ {0}, it is obvious that E(kε)U(E)Jξv ⊆ U(E)Jξv. So
U(E)Jξv is a proper U(H)-submodule of M(H). For any u ∈ M(H) \U(E)Jξv,
we may write

u =
n∑

i=1

ai fivi , n ∈ N,

where ai 6= 0, vi ∈U(T−)v = M(T ), fi for 1 ≤ i ≤ n are monic monomials with
variables from {E(− jε) | j ∈ N}. We remark that, since u ∈ M(H) \U(E)Jξv, at
least one vi 6∈ Jξv. Set J = {i ∈ {1, . . . , n} | vi 6∈ Jξv} 6=∅ and

u′ = u−
∑
i 6∈J

ai fivi =
∑
i∈J

ai fivi .

Since fivi ∈U(E)Jξv for i 6∈ J , and since U(E)Jξv is a U(H)-module, it follows
that U(H)u′ ⊆ U(H)u +U(E)Jξv. Without loss of generality, we may assume
that 1 ∈ J and f1 has the maximal degree among { fi | i ∈ J }. Write

f1 = E(−ε)m1 · · · E(−rε)mr

for some mi ∈ Z+. For any monomial g with variables from {E(− jε) | j ∈ N},
note that [E(iε), E(− jε)] = δi j i f (ε) and [E(iε), t− jε

] = δi j ih(ε) for any i, j ∈N.
Thus for any w ∈U(T−)v = M(T ) we have

(E(iε)−ϕ(E(iε)))gw = i f (ε)∂ ′i (g)w,

where ∂ ′i (g) is the partial derivative of g with respect to E(−iε). Then by induction
on r , it is easy to see that, for i ∈ J ,

(E(ε)−ϕ(E(ε)))m1 · · · (E(rε)−ϕ(E(rε)))mr fivi = δ1,i

r∏
j=1

m j !( j f (ε))m jv1.

So we get

(E(ε)−ϕ(E(ε)))m1 · · · (E(rε)−ϕ(E(rε)))mr u′ = A f (ε)m1+···+mr v1,

where A=a1
∏r

j=1 m j ! jm j 6=0. Since f (ε) 6=0, it follows that v1∈U(H)u′∩M(T ).
Since v1 6∈ Jξv and Jξv is a maximal U(T−)-submodule of M(T ), we have

v ∈ M(T )=U(T−)v1+ Jξv ⊆U(H)u′+U(E)Jξv ⊆U(H)u+U(E)Jξv.

This implies that M(H)=U(H)u+U(E)Jξv for any u ∈ M(H) \U(E)Jξv, and
thus U(E)Jξv is a maximal U(H)-submodule of M(H). That is,

MH ⊇ {U(E)Jξv | ξ ∈ CN
}.
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On the other hand, we note that any U(H)-module W ∈MH is also a U(T−)-
submodule of M(H). Thus W ∩M(T ) is a proper U(T−)-submodule of M(T ). It
follows that W ∩M(T )⊆ Jξv for some ξ ∈ CN.

For any nonzero element u ∈W ⊆ M(H), we write

u =
k∑

i=1

givi , k ∈ N,

where vi ∈M(T ) and gi for 1≤ i ≤ k are monomials with variables from {E(− jε) |
j ∈N}. Without loss of generality, we may assume that g1 has the maximal degree.
If deg g1 = 0, we have u ∈ M(T ) ∩W ⊆ Jξv ⊆ U(E)Jξv for some ξ ∈ CN. If
deg g1 > 0, write

g1 = a1 E(−ε)m1 · · · E(−rε)mr

for a1 ∈ C×, mi ∈ Z+, i = 1, . . . , r . Then by induction on r it is easy to see that

(E(ε)−ϕ(E(ε)))m1 · · · (E(rε)−ϕ(E(rε)))mr givi = δ1,i a1

r∏
j=1

m j !( j f (ε))m jv1.

So we get

(E(ε)−ϕ(E(ε)))m1 · · · (E(rε)−ϕ(E(rε)))mr u = A f (ε)m1+···+mr v1,

where A= a1
∏r

j=1 m j ! jm j 6= 0. Since f (ε) 6= 0, we have v1 ∈U(E)u ⊆W . Thus
v1 ∈ W ∩ M(T ) ⊆ Jξv for some ξ ∈ CN. It follows that g1v1 ∈ W ∩U(E)Jξv.
So u− g1v1 ∈ W . By iteration, we can get u ∈ W ∩U(E)Jξv ⊆U(E)Jξv. Thus
W ⊆U(E)Jξv. Then, by the maximality of W as a U(H)-submodule of M(H) and
since U(E)Jξv is a proper U(H)-submodule of M(H), we have W = U(E)Jξv.
Thus MH ⊆ {U(E)Jξv | ξ ∈ CN

}. This completes the proof. �

In what follows, we construct certain submodules of M , and prove that these
submodules exhaust all the maximal Z-graded submodules of M in the case that
h(ε)= 0, f (ε) 6= 0 on M .

For ξ ∈ CN, let Mξ (0)=U(E)Jξv. For any h ∈ N, set

Mξ (h)= {u ∈ M(h) | X (ε′+ i1ε) · · · X (ε′+ ihε)u ∈U(E)Jξv ∀i1, . . . , ih ∈ Z}.

Set Mξ =
⊕

h∈Z+
Mξ (h). By a similar argument as in the previous case where

f (ε)= h(ε)= 0 on M , we can prove that Mξ is a proper Z-graded L-submodule
of M . Then by a similar proof as in Proposition 4.3, we obtain the following result.

Proposition 4.5. M= {Mξ | ξ ∈ CN
}. Moreover, for any ξ ∈ CN, Mξ is a maximal

L-submodule of M.

By Theorem 4.1, Proposition 4.3 and Proposition 4.5, we obtain the main result
of the paper.
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Theorem 4.6. Suppose that V is a Z-graded irreducible quotient of the univer-
sal Whittaker module Mϕ,k1,k2,k3,k4 of type (ϕ, k1, k2, k3, k4) over L. Then V is
irreducible as an L-module. Furthermore:

(1) If h(ε) 6= 0 on V , then V = Mϕ,k1,k2,k3,k4 .

(2) If h(ε)= f (ε)= 0 on V , then

V = Vab =: Mϕ,k1,k2,k3,k4/Mab

for some (a, b)∈CN
×CN. Moreover, Vab∼=Va′b′ if and only if (a, b)= (a′, b′).

(3) If h(ε)= 0, f (ε) 6= 0 on V , then

V = Vξ =: Mϕ,k1,k2,k3,k4/Mξ

for some ξ ∈ CN. Moreover, Vξ ∼= Vξ ′ if and only if ξ = ξ ′.

Remark. For the Virasoro-like algebra V, the notion of Whittaker module of type
(ϕ, k3, k4) was given in [Guo and Liu 2011b]. We can similarly define a Z-gradation
on the universal Whittaker module Mϕ,k3,k4 . For any α ∈Z2

\{(0, 0)}, we define the
action of tα on Mϕ,k3,k4 trivially; then it is easy to see that K1, K2, hence h(ε), act as
0 on Mϕ,k3,k4 , and Mϕ,k3,k4 becomes a Whittaker module of type (ϕ, 0, 0, k3, k4) for
L . Therefore, Theorem 4.6 gives all Z-graded irreducible quotients of the universal
Whittaker modules for V and also proves that all Z-graded irreducible quotients of
the universal Whittaker modules are actually irreducible.

Furthermore, we prove that any Z-graded irreducible quotient of a universal
Whittaker module for L admits a unique Whittaker vector up to scalars. This result
also applies to the Virasoro-like algebra.

Corollary 4.7. Suppose that V is a Z-graded irreducible quotient of a universal
Whittaker module. Then dim Wh(V )= 1.

Proof. Using Theorem 4.6, we prove this corollary in three cases.

Case 1: h(ε) 6= 0 on V . Notice that V =M and Wh(M)=Cv. So dim Wh(V )= 1.

Case 2: h(ε)= f (ε)= 0 on V . We have V = M/Mab for some (a, b) ∈ CN
×CN.

Let u + Mab be a Whittaker vector for some u ∈ M \ Mab. Write u = uh + u′,
where 0 6= uh ∈ M(h) and u′ ∈

∑
i<h M(i). If uh ∈ Mab, then u′+Mab = u+Mab.

We consider u′ instead. Hence we may assume that h is the smallest nonnegative
integer such that uh /∈ Mab. We claim that h = 0.

On the contrary, suppose that h > 0. Note that uh /∈ Mab. By the definition
of Mab we have

X (ε′+ i1ε) · · · X (ε′+ ihε)uh ∈ M(H) \ Iabv for some i1, . . . , ih ∈ Z.
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So, by Proposition 2.2(2) and (4-3), we have

(X (ε′+ i1ε)−ϕ(X (ε′+ i1ε))) · · · (X (ε′+ ihε)−ϕ(X (ε′+ ihε)))u

= X (ε′+ i1ε) · · · X (ε′+ ihε)u

= X (ε′+ i1ε) · · · X (ε′+ ihε)uh /∈ Mab.

This contradicts that u+Mab is a Whittaker vector, so h = 0. Therefore u ∈ M(H).
Since M(H)= Cv+ Iabv, we have u ∈ Cv+Mab. So

dim Wh(V )= dim Wh(M/Mab)= 1.

Case 3: h(ε)= 0, f (ε) 6= 0 on V . The proof is similar to that of Case 2. �
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FRÉCHET QUANTUM SUPERGROUPS

AXEL DE GOURSAC

We introduce Fréchet quantum supergroups and their representations. By
using the universal deformation formula of the abelian supergroups Rm |n

we construct various classes of Fréchet quantum supergroups that are defor-
mation of classical ones. For such quantum supergroups, we find an analog
of Kac–Takesaki operators that are superunitary and satisfy the pentagonal
relation.

1. Introduction

Noncommutative geometry [Connes 1994] is a vibrant field of mathematics whose
essential principle lies in the duality between spaces and commutative algebras, so
that the properties of spaces can be algebraically characterized. Then, a noncommu-
tative algebra can be seen as corresponding to some “noncommutative space”. This
very rich way of thinking allows generalizing classical notions and theorems of usual
geometry; and it is sometimes possible to prove new results for differential geometry
in this more general noncommutative framework (for instance the classification of
foliations of the torus [Rieffel 1981]). In this point of view, the noncommutative
analogs of groups are quantum groups [Woronowicz 1987; Majid 1995].

As productive examples of noncommutative algebras, deformation quantization
[Bayen et al. 1978a; 1978b] consists in introducing a deformed product on the
space of smooth functions C∞(M) on a Poisson manifold M . This product depends
on a deformation parameter θ so that θ = 0 yields the usual commutative product
on C∞(M). There is thus possibility of studying deformations with a formal
deformation parameter (see in particular [Kontsevich 2003]) or a nonformal one
(θ ∈ R).

In the case of a symplectic Lie group G, to any left-invariant formal deformation
on C∞(G) is associated a Drinfeld twist [Drinfeld 1989] on the universal enveloping
Hopf algebra U(g) of the Lie algebra of G. Then, such a twist F ∈U(g)⊗U(g)[[θ ]]
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deforms also any U(g)-module-algebra A; this is called a universal deformation
formula (UDF). The external symmetries of the UDF correspond thus to the twisted
Hopf algebra on which the deformation of the algebras A are module-algebras (see
[Giaquinto and Zhang 1998]).

For nonformal deformation quantization of Lie groups in the smooth setting, there
are only few available examples. Rieffel [1989] built the deformation of abelian
groups and the associated UDF. This was also recently extended to nonabelian
Kählerian Lie groups [Bieliavsky and Gayral 2013; Bieliavsky et al. 2014].

Coming from another direction, supergeometry [Kostant 1977; Tuynman 2005]
is a mathematical theory in which the objects are supermanifolds involving, besides
the usual commuting coordinates, also anticommuting coordinates (Grassmann
variables). The algebra of smooth functions of a supermanifold is then Z2-graded
commutative. Supergeometry was applied to various domains of mathematics and
in physics.

It is then natural to ask whether a noncommutative supergeometry corresponding
to noncommutative geometry with Z2-grading does exist and possess nice properties.
Noncommutative algebraic geometry developed fruitfully this graded approach
with projective schemes [Artin and Zhang 1994]. A work in the direction of
noncommutative Q-manifolds was also achieved in [Schwarz 1999]. In [de Goursac
et al. 2012] we built some geometric tools such as noncommutative differential
calculi, connections, for algebras with more general grading and interpreted as
“noncommutative graded spaces”. More recently, we constructed a nonformal
deformation quantization of abelian Lie supergroups in [Bieliavsky et al. 2012].
It was initially motivated by physics since a renormalizable scalar quantum field
theory on the Moyal space can be interpreted with the star product of the superspace
Rm |1 (see [de Goursac 2010; Bieliavsky et al. 2012]), as well as its associated gauge
theory [de Goursac et al. 2007; 2012]. In this deformation, we had to introduce
the notion of C*-superalgebra in order to implement the UDF associated to the
Heisenberg supergroup. This notion has nice properties and should be the natural
object of noncommutative supergeometry at the topological level.

The corresponding notion of quantum group in noncommutative supergeometry
should be called “quantum supergroup”. Some algebraic definitions of quantum
supergroups were already given (see e.g., [Majid 1995]). In this paper, we introduce
this notion in the context of topological Hopf superalgebras.

To this aim, we first look at the external symmetries of the UDF associated
to the deformation of the abelian Lie supergroups. We indeed find a nonnuclear
Fréchet–Hopf superalgebra H whose comodule algebras are deformed by the twist
of the UDF and which corresponds to the external symmetries.

As external symmetries form quantum groups in general, properties of H lead
us to a Fréchet definition of quantum supergroups and of their representations. This
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definition is actually a direct extension of Kostant’s definition [1977] of supergroups
without the supercommutativity condition.

We then study three examples of Fréchet quantum supergroups. First, the Clifford
algebra that is topologically trivial as finite-dimensional. The second example uses
the UDF of the abelian Lie supergroups to deform a class of solvable (nonnilpotent)
Lie supergroups into Fréchet quantum supergroups. We introduce an analog of
Kac–Takesaki operator for such quantum supergroups and show that it satisfies
the pentagonal equation, but it is superunitary and not unitary. Finally, we con-
struct Fréchet quantum supergroups with supertoral subgroups and exhibit their
multiplicative superunitary operators.

Note that the definition and properties of C*-quantum supergroups are currently
under study, but the Fréchet framework presented here — even though not nuclear —
is much less constrained and could be useful in some cases where the C* notion is
not available.

2. Nonformal deformation of superspaces

Supergeometric setting. We start with some recalls about the concrete approach
of supergeometry developed in [DeWitt 1984; Tuynman 2005; Rogers 2007]. The
essence of this approach consists of replacing the basis field R by a real supercom-
mutative superalgebra A in all the geometric constructions.

Let A=
∧

V , where V is a real infinite-dimensional vector space. Then, A=

A0⊕A1 is a Z2-graded commutative algebra with

ab = (−1)|a||b|ba for all a, b ∈A,

where |a| ∈Z2 denotes the degree of the homogeneous element a, and the expression
is extended by linearity to inhomogeneous elements of A. Moreover, it satisfies
A/NA ' R, where NA denotes the ideal of nilpotent elements of A. We denote by
B :A→R the quotient map by NA, and call it the body map. Actually, the explicit
form of the algebra A is not important here; only its above properties play a role.
Moreover, no topology is needed for A here, the Fréchet topology will appear at
the level of the superfunctions on the involved supermanifolds.

Definition 2.1 (superspace). The superspace of (graded) dimension m | n is defined
as Rm |n

:= (A0)
m
× (A1)

n . It involves m even (commuting) coordinates and n odd
(anticommuting) coordinates in the canonical basis. The body map can be applied
on each even coordinate and is also denoted by B : Rm |n

→ Rm .
Moreover, if m is even, this superspace can be endowed with the even symplectic

structure associated to the (m+n)× (m+n) matrix given in the canonical basis by

ω =

(
ω0 0
0 21

)
,
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where ω0 =
( 0
−1

1
0

)
of size m.

The DeWitt topology of Rm |n can be constructed as follows. A subset U of
Rm |n is called open if BU is an open subset of Rm and U = B−1(BU ), namely U
is saturated with nilpotent elements. It is of course not a Hausdorff topology.

The smooth functions on Rm |0
= (A0)

m can be defined as associated to elements
of C∞(Rm).

Definition 2.2. To any smooth function f ∈C∞(Rm) one can associate the function
f̃ : Rm |0

→A0 defined by

f̃ (x)=
∑
α∈Nm

1
α!
∂α f (x0)nα

for all x ∈Rm |0
= (A0)

m of the form x = x0+n, with x0=B(x)∈Rm and n ∈Rm |0

a nilpotent element. (The usual conventions for the multiindex α apply.) Note that
the sum over α is finite due to the nilpotency of n.

Definition 2.3 (smooth superfunctions). Let U be an open subset of Rm |n . A map
f :U→A is said to be smooth on U , and written f ∈C∞(U ); if there exist unique
functions f I ∈ C∞(BU ) for all ordered subsets I of {1, . . . , n}, such that for all
(x, ξ) ∈ Rm |n (x ∈ Rm |0 and ξ ∈ R0|n),

f (x, ξ)=
∑

I

f̃ I (x)ξ I ,

where ξ I denotes the ordered product of the corresponding coefficients. This means
that, if I ={i1, . . . , ik} with 1< i1< · · ·< ik ≤n, then ξ I

:=
∏

i∈I ξ
i
= ξ i1ξ i2 · · · ξ ik ,

and we take as a convention: ξ∅ = 1. We extend this definition in the usual way to
functions with values in a superspace.

For any two (ordered) subsets I = {i1, . . . , il} and J = { j1, . . . , j`} of {1, . . . , n},
we define ε(I, J ) to be zero if I and J overlap; if I ∩ J = ∅, we set ε(I, J ) to
the parity of the list (i1, . . . , ik, j1, . . . , j`), defined as −1 raised to the number of
transpositions needed to put it in increasing order. This function satisfies

(2-1)
ε(I, J )= (−1)|I ||J |ε(J, I ),

ε(I, J ∪ K )= ε(I, J )ε(I, K ) if J ∩ K =∅.

As a consequence, we have ξ I
· ξ J
= ε(I, J )ξ I∪J . The smooth superfunctions then

satisfy C∞(Rm |n)' C∞(Rm)⊗
∧

Rn . We recall the Lebesgue–Berezin integration
for superfunctions ∫

Rm |n
dz f (z)=

∫
Rm

dx f{1,...,n}(x).

With this definition of smooth superfunctions and the DeWitt topology, it is
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possible to define supermanifolds and Lie supergroups (see [DeWitt 1984; Rogers
2007; Tuynman 2005]).

Definition 2.4 (supermanifold, Lie supergroup). Let M be a topological space.

• A chart of M is a homeomorphism ϕ :U →W , with U an open subset of M
and W an open subset of Rm |n , for m, n ∈ N.

• An atlas of M is a collection of charts

S= {ϕi :Ui →Wi , i ∈ I },

where
⋃

i∈I Ui = M and ϕi ◦ϕ
−1
j ∈ C∞(ϕ j (Ui ∩Uj ),Wi )0 for all i, j ∈ I .

• If M is endowed with an atlas, we define its body as

BM = {y ∈ M : for some i, y ∈Ui and ϕi (y) ∈ BWi },

and the body map B : M→ BM on each subset Ui by B|Ui = ϕ
−1
i ◦B ◦ϕi .

• M is called a supermanifold if it is endowed with an atlas such that BM is a
real manifold.

• Let M be a supermanifold. A function f on M is called smooth, and we write
f ∈ C∞(M), if f ◦ϕ−1

i ∈ C∞(Wi ) for every chart ϕi in some atlas for M .

• A Lie supergroup is a supermanifold G which has a group structure for which
the multiplication is a smooth map. Consequently, the identity element of the
supergroup has real coordinates (it lies in BG), and the inverse map is smooth.

The algebra C∞(M) of smooth superfunctions on a supermanifold M carries a
structure of Z2-graded Fréchet superalgebra for the pointwise product (see [Bieli-
avsky et al. 2012, Lemma 2.18]). A supermanifold M of dimension m | n is called
trivial if there exists a supermanifold M0 of dimension m |0 such that M'M0×R0|n .
Note that BM0 = BM and that M0 is totally determined by BM . In particular, it
can be showed (see [Tuynman 2005]) that every Lie supergroup has an underlying
structure of trivial supermanifold.

Note that the superspace Rm |n has a structure of abelian supergroup. Its law can
be expressed as

(x, ξ) · (y, η)= (x + y, ξ + η) for all (x, ξ), (y, η) ∈ Rm |n.

The star product. The construction of the deformation quantization of the sym-
plectic superspace Rm |n (see Definition 2.1) has been performed in [Bieliavsky et al.
2012] if m is an even integer. Let us recall here the corresponding Rm |n-invariant
star product. Its expression is given by the von Neumann formula extended to the
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graded setting: for x ∈ Rm |0, ξ ∈ R0|n (we write (x, ξ) ∈ Rm |n),

(2-2) ( f1 ? f2)(x, ξ)

= κ

∫
dx1 dξ1 dx2 dξ2 f1(x1, ξ1) f2(x2, ξ2)

× exp
(
−2i
θ
(ω0(x1, x2)+ω0(x2, x)+ω0(x, x1)+ 2ξ1ξ2+ 2ξ2ξ + 2ξξ1)

)
,

where κ = (−1)n(n+1)/2(iθ)n/(4n(πθ)m) is a normalization factor while θ is the
deformation parameter.

This product is defined on smooth superfunctions with compact support (i.e., its
body support is compact), but it is possible to extend it to a larger algebra by using
the method of oscillatory integrals. Let us introduce the space

B(Rm |n)=B(Rm)⊗
∧

Rn

of complex-valued bounded smooth superfunctions with every derivative bounded.
It is a generalization of the space B(Rm) of Schwartz to the graded setting. Endowed
with the seminorms

(2-3) | f |α = sup
x∈Rm

{∑
I

|Dα
x f I (x)|

}
and the pointwise product, this space is a Fréchet superalgebra. See for example
[Inoue and Maeda 1991; 2003] for close examples of Fréchet superalgebras and
related analysis.

The oscillatory integrals give a meaning to expressions like1∫
dxi dξi eiω0(x1,x2) f (x1, ξ1, x2, ξ2)

for a (nonintegrable) function f ∈B(R2m |2n). Let us define the operator O by

(O · f )(x1, ξ1, x2, ξ2)= (1−1(x1,x2))

(
1

1+ x2
1 + x2

2
f (x1, ξ1, x2, ξ2)

)
,

for a smooth superfunction f with compact support and where 1(x1,x2) denotes the
Laplacian with respect to the variables (x1, x2) ∈ Rm

×Rm . An integration by parts
shows that

(2-4)
∫

dxi dξi eiω0(x1,x2) f (x1, ξ1, x2, ξ2)

=

∫
dxi dξi eiω0(x1,x2)(Ok

· f )(x1, ξ1, x2, ξ2),

1We adopt the notation dxi dξi := dx1 dξ1 dx2 dξ2 · · · .
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for any k ∈ N. Moreover, there exist (bounded) functions bα ∈B(R2m) such that

(2-5) (Ok
· f )(x1, ξ1, x2, ξ2)

=
1

(1+ x2
1 + x2

2)
k

∑
α∈N2m

|α|≤2k

bα(x1, x2)Dα f (x1, ξ1, x2, ξ2).

As a consequence, for any f ∈ B(R2m |2n), there exists an integer k such that
(Ok
· f ) ∈ L1(R2m |2n). Thus, the oscillatory integral of f is given by the RHS

member of (2-4). With this notion, the formula (2-2) defines an associative product
on B(Rm |n).

Universal deformation formula. In this subsection, we consider an action of the
supergroup Rm |n on a Fréchet algebra (A, | · | j ),

ρ : Rm |n
× (A⊗A)→ (A⊗A),

satisfying the conditions:

• ρ0 = id; for all z1, z2 ∈ Rm |n , ρz1+z2 = ρz1ρz2 .

• For all z ∈ Rm |n , ρz : (A⊗A)→ (A⊗A) is an A-linear automorphism of
algebras.

• By writing z = (x, ξ) ∈ Rm |n , we can expand the action as ρ(x,ξ)(a) =∑
Iρx(a)I ξ

I ; for all a ∈ A and all I , x 7→ ρx(a)I is A-valued and continuous.

• There exists a constant C > 0 such that, for all a ∈ A and all I, j , there exists k
such that

|ρx(a)I | j ≤ C |a|k for all x ∈ BM.

We notice that the star product (2-2) can be trivially extended to A-valued super-
functions BA(R

m |n) that are bounded with every derivative bounded. Note that this
space is also Fréchet for the seminorms | f | j,α = supx∈Rm

{∑
I |D

α f I (x)| j
}
.

With the action ρ, we can deform the product of A by this extended star product.

Definition 2.5 (smooth vectors). The set of smooth vectors of A for the action ρ is
defined as

A∞ = {a ∈ A, ρa
:= z 7→ ρz(a) is smooth on Rm |n

}.

Lemma 2.6 [Bieliavsky et al. 2012]. The set of smooth vectors A∞ is dense in A.
Moreover, for any a ∈ A∞, the map ρa lies in BA∞(R

m |n).

This means that we can now form the star product of ρa and ρb, for a and b
smooth vectors.
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Proposition 2.7 [Bieliavsky et al. 2012]. The expression a ?ρ b := (ρa ?ρb)(0), for
a, b ∈ A∞, yields an associative product on A∞. Endowed with the seminorms

|a| j,α := |ρa
| j,α = sup

x∈Rm

{∑
I

|Dαρx(a)I | j

}
,

(A∞, ?ρ) is a (noncommutative) Fréchet algebra.

It turns out that the star product (2-2) can be rewritten as

( f1 ? f2)(x, ξ)

= κ

∫
dx1 dξ1 dx2 dξ2 f1(x1+ x, ξ1+ ξ) f2(x2+ x, ξ2+ ξ)e

−2i
θ
(ω0(x1,x2)+2ξ1ξ2).

Then, we can write directly the twist F : A∞⊗ A∞→ A∞⊗ A∞ associated to the
deformation

(2-6) F = κ
∫

Rm |n×Rm |n
dz1 dz2 e−

2i
θ
ω(z1,z2)ρz1 ⊗ ρz2,

with z = (x, ξ) ∈ Rm |n and where ρ replaces the translation for a general action
ρ on an algebra A. Denoting by µ0 : A⊗ A→ A the undeformed product of A,
we can express the deformed product of Proposition 2.7 as µF := µ0 ◦ F , namely,
µF (a⊗ b)= a ?ρ b. The expression (2-6) is also called the universal deformation
formula of the supergroup Rm |n , as it can deform a dense subspace A∞ of every
algebra A on which Rm |n acts (with some regularity assumed at the beginning of
this section).

We can now show new properties regarding the twist of this deformation. Let us
recall the definition of the projective tensor product [Grothendieck 1955] of two
Fréchet algebras (A, | · | j ) and (B, | · |k). It is the completion of the algebraic
tensor product A⊗ B for the family of seminorms: for all c ∈ A⊗ B,

(2-7) π j,k(c)= inf
{∑

i

|ai | j |bi |k, c =
∑

i

ai ⊗ bi

}
,

where the infimum is taken over all decompositions c=
∑

i ai⊗bi . This completion
is denoted by A⊗̂π B.

Proposition 2.8. The twist F is a continuous endomorphism on the projective
tensor product of A∞ with itself : F ∈ L(A∞⊗̂π A∞).

Proof. Let c ∈ A∞⊗ A∞. Then,

π j,α;k,β(F(c))= inf
{∣∣∣∣∑

i

F(ai ⊗ bi )

∣∣∣∣
j,α,k,β

}
,
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where c can be written as
∑

i ai ⊗ bi , and the infimum is taken over all such
decompositions. By using the definition of oscillatory integral (2-4), and defining
the partial operators

(2-8)

(Oz1 · f )(z1, z2)=
1

1+ x2
1
(1−1x2) f (z1, z2),

(Oz2 · f )(z1, z2)=
1

1+ x2
2
(1−1x1) f (z1, z2),

with zi = (xi , ξi ) ∈ Rm |n , we obtain

π j,α;k,β(F(c))

= inf
∣∣∣∣κ ′∫ dz1 dz2 e−

2i
θ
ω(z1,z2)Ok1

z1
Ok2

z2

∑
i

ρz1(ai )⊗ ρz2(bi )

∣∣∣∣
j,α,k,β

≤ inf |κ ′|
∑
i,I,J

∫
dx1 dx2

1
(1+ x2

1)
k1(1+ x2

2)
k2

×

∑
γ,δ

|bγ1 (x1)bδ2(x2)||Dγρx1(ai )I | j,α|Dδρx2(bi )J |k,β

in the notation of (2-5), if I, J are summed over {1, . . . , n} with some conditions,
and for κ ′ a constant. By definition of the seminorm,

|Dγρx1(ai )I | j,α = sup
x3∈Rm

{∑
K

|Dα
x3
ρx3(D

γ
x1
ρx1(ai )I )K | j

}
.

Since ρ is a group action, we can deduce that

(2-9) ρx3(D
γ
x1
ρx1(ai )I )K = (−1)|I ||K |ε(I, K )Dγ

x1
ρx1+x3(ai )I∪K .

We then choose sufficiently large numbers k1 and k2 such that there exists a constant
C > 0 with

π j,α;k,β(F(c))≤ C inf
∑
i,γ,δ

|ai | j,α+γ |bi |k,β+δ = C
∑
γ,δ

|c| j,α+γ,k,β+δ,

where the sum on multiindices γ, δ ∈ Nm satisfies the constraint |γ | ≤ 2k1 and
|δ| ≤ 2k2. The last inequality shows that F is continuous on A∞⊗̂π A∞. �

Example 2.9. If we take A=B(Rm |n) and ρz( f )(z′)= f (z+ z′), then the space
of smooth vectors is A∞ =B(Rm |n) and the product µF corresponds to (2-2).

There are a lot of other examples, like the actions of Rm |n over a certain class of
continuous superfunctions on the trivial supermanifolds on which Rm |n is acting
(see [Bieliavsky et al. 2012]).
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External symmetries of the deformation. To introduce the external symmetries of
the deformation or of the twist F , we need the notion of topological Hopf algebra,
endowed with a Fréchet topology.

Definition 2.10. A Fréchet–Hopf algebra is a Hopf algebra H endowed with a
Fréchet topology, such that the algebraic operations - product, unit, coproduct,
counit and antipode - are continuous maps for the Fréchet structure and for a given
topological tensor product on H .

Given a Fréchet–Hopf algebra H with topological tensor product ⊗̂HH , as well
as a topological tensor product ⊗̂AH between H and a Fréchet algebra A that has
itself another topological tensor product ⊗̂AA; we say that A is a comodule algebra
of H if it is an algebraic comodule algebra of H , if the coaction can be continuously
extended to

A→ A⊗̂AH H

and if the three topological tensor are compatible, i.e., if the flips involved in
the axioms of a comodule algebra are continuous for the Fréchet structures (see
Lemma 2.13 for an example).

In the context of superspaces, we can introduce the following Fréchet–Hopf
algebra. Let H := B(Rm |n) with its Fréchet topology (2-3). We introduce a
topological tensor product different from the projective one, denoted by τ , as
follows. We define A⊗̂τ H to be the completion of the algebraic tensor product for
the family of seminorms of BA(R

m |n):

(2-10) τ j,α( f )= | f | j,α = sup
x∈Rm

{∑
I

|Dα f I (x)| j

}
.

One can then see that H ⊗̂τ H ' B(Rm |n
× Rm |n) and by definition, A⊗̂τ H '

BA(R
m |n). On H we consider the standard Hopf algebra structure, whose algebraic

operations can be continuously extended for the tensor product τ :

• the product µ : H ⊗̂τ H → H defined by µ( f1⊗ f2)(z)= f1(z) f2(z),

• the unit 1 : C→ H defined by 1(λ)(z)= λ,

• the coproduct 1 : H → H ⊗̂τ H defined by 1 f (z1, z2)= f (z1z2),

• the counit ε : H → C defined by ε( f )= f (0),

• the antipode S : H → H defined by S f (z)= f (−z),

where fi ∈ H , zi ∈Rm |n , λ∈C. These operations satisfy the useful axioms of Hopf
algebra, taking into account that the flip σ12 : H ⊗ H → H ⊗ H is defined by

(2-11) σ12( f1⊗ f2)= (−1)| f1|| f2| f2⊗ f1

because of the grading. This means that for f ∈ H ⊗̂τ H , σ12 f (z, z′)= f (z′, z).
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Proposition 2.11. H =B(Rm |n) is a Z2-graded supercommutative Fréchet–Hopf
algebra for the topological tensor product τ .

Proof. Due to the explicit expression of the coproduct

1( f )(x1, ξ1; x2, ξ2)=
∑
I,J

ε(I, J ) f I∪J (x1+ x2)ξ
I
1 ξ

J
2

obtained by an expansion on the odd variables and by (2-1), we have, for all
f ∈B(Rm |n),

τα,β(1( f ))= sup
x1,x2∈Rm

{∑
I,J

|ε(I, J )Dα
x1

Dβ
x2

f I∪J (x1+ x2)|

}
≤ 2n
| f |α+β,

which shows the continuity of 1 : H → H ⊗̂τ H . The continuity of the other
operations can be proved in the same way. The algebraic properties between
operations are the same as in the nongraded setting except (S ⊗ S)1 = σ121S
involving the flip (2-11). It can be showed that

σ121( f )(x1, ξ1; x2, ξ2)=1( f )(x2, ξ2; x1, ξ1)=1( f )(x1, ξ1; x2, ξ2),

because Rm |n is abelian. Then, we have

(S⊗ S)1( f )(x1, ξ1; x2, ξ2)= f (−x1− x2,−ξ1− ξ2)

= σ121S( f )(x1, ξ1; x2, ξ2). �

Remark 2.12. Note that C∞(Rm |n) is also a Fréchet–Hopf algebra (see [Bonneau
and Sternheimer 2005] in the nongraded setting). Since it is nuclear contrary
to B(Rm |n), this structure is independent of the choice of the topological tensor
product. In this paper, we consider B(Rm |n) for the deformation quantization
since C∞(Rm |n) is too large for the star product to be defined on it (see Section 2).
B(Rm |n) is not nuclear but we will see that the tensor products τ and π (needed
for representations) are compatible in a certain sense. We could of course have
considered a smaller nuclear subalgebra like the Schwartz algebra S(Rm |n) - see
[Bieliavsky et al. 2010] in the nongraded setting - but then the coproduct does not
stabilize this algebra and we have to see it as valued in (the tensor product of)
the multiplier algebra of S(Rm |n). See also [Voigt 2008] for another framework
(bornological vector spaces) adapted to quantum groups.

Let us present the dual version of the universal deformation formula studied in
Section 2, which will lead to the external symmetries. As before, we consider the
Fréchet–Hopf algebra H =B(Rm |n) associated to the supergroup Rm |n . The refor-
mulation of the action ρ in this context will be done by the notion of H-comodule al-
gebras (see Definition 2.10). To this aim, we need the following intermediate result.
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Lemma 2.13. The topological tensor product τ is compatible with the projective
one π , in the sense that the flip

σ23 : (A⊗̂τ H)⊗̂π (A⊗̂τ H)→ (A⊗̂π A)⊗̂τ (H ⊗̂τ H),

defined by σ23(a1⊗ f1⊗a2⊗ f2)= a1⊗a2⊗ f1⊗ f2, is continuous, for any Fréchet
algebra (A, | · | j ).

Proof. For ai , bi ∈ A and fi , gi ∈ H , due to the expressions (2-7) and (2-10) of the
seminorms of π and τ , one has

π j,α;k,β

(∑
i

ai ⊗ fi ⊗ bi ⊗ gi

)
= inf

∑
i

τ j,α(ai ⊗ fi )τk,β(bi ⊗ gi )

= inf
∑

i

sup
x,y∈Rm

∑
I,J

|ai | j |Dα fi,I (x)||bi |k |Dβgi,J (y)|.

Moreover,

τ j,k;α,β

(
σ23

(∑
i

ai ⊗ fi ⊗ bi ⊗ gi

))
= sup

x,y∈Rm

∑
I,J

π j,k

(∑
i

(ai ⊗ bi )Dα fi,I (x)Dβgi,J (y)
)

= sup
x,y∈Rm

∑
I,J

inf
∑

i

|ai | j |bi |k |Dα fi,I (x)||Dβgi,J (y)|.

Since for all x, y ∈ Rm ,

inf
∑

i

|ai | j |bi |k |Dα fi,I (x)||Dβgi,J (y)|

≤ inf
∑

i

sup
x,y∈Rm

|ai | j |bi |k |Dα fi,I (x)||Dβgi,J (y)|,

there exists a constant 1≤ C ≤ 2n+1 such that

τ j,k;α,β

(
σ23

(∑
i

ai ⊗ fi ⊗ bi ⊗ gi

))
≤ C π j,α;k,β

(∑
i

ai ⊗ fi ⊗ bi ⊗ gi

)
,

which proves the continuity of σ23. �

Proposition 2.14. The action ρ of Rm |n on a Fréchet algebra (A, µ0) with axioms
of Section 2, generates the continuous coaction χ : A∞→ A∞⊗̂τ H defined by

χ(a)(z) := ρz(a) for all a ∈ A∞ and z ∈ Rm |n.

Then (A∞, µ0) is an H-comodule algebra, with ⊗̂AH := ⊗̂τ and ⊗̂AA := ⊗̂π .
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Proof. Since ρ is a group action and ρz : (A⊗A)→ (A⊗A) is an algebra morphism
for all z ∈ Rm |n , we deduce that χ satisfies the axioms of a coaction:

(id⊗1)χ = (χ ⊗ id)χ, (id⊗ ε)χ = id.

Thus, A∞ is an algebraic H-comodule algebra

(2-12) (µ0⊗µ)σ23(χ ⊗χ)= χµ0,

where µ0 : A∞⊗̂π A∞→ A∞ corresponds to the undeformed product of A and
σ23 is the flip of Lemma 2.13 for the algebra A∞. Let a be in A∞; we then have
χ(a) ∈ A∞⊗̂τB(Rm |n)'BA∞(R

m |n), so

τ j,α;β(χ(a))= sup
y∈Rm

∑
I

|Dβρy(a)I | j,α = sup
y,y′

∑
I,J

|Dα
y′ρy′(Dβ

y ρy(a)I )J | j .

By using (2-9), we obtain

τ j,α;β(χ(a))= sup
y,y′

∑
I,J

|ε(I, J )Dα
y′D

β
y ρy+y′(a)I∪J | j ,

which shows that there exists C > 0 such that τ j,α;β(χ(a)) ≤ |a| j,α+β , i.e., χ is
continuous. Note that the flip σ23 is continuous due to the compatibility of the
topological tensor products τ and π showed in Lemma 2.13. Indeed, all the maps
involved in (2-12) have to be continuous in order for A∞ to be a comodule algebra
of the Fréchet–Hopf algebra H . �

Now, the algebra (A∞, µ0) can be deformed by the twist F defined in (2-6)
in such a way (A∞, µF = µ0 F) is a Fréchet algebra. The universal deformation
formula constructed before provides therefore a deformation of the category of the
H-comodule algebras. Of course, once deformed, there is a priori no reason for
(A∞, µF ) to be again an H-comodule algebra.

Definition 2.15. Given a twist F which deforms the category of comodule algebras
(A, µ0) of a given Fréchet–Hopf algebra H , we call external symmetries of the
twist the Fréchet–Hopf algebras HF for which any deformed algebra (A, µF ) is an
HF -comodule algebra.

In the nongraded setting and formally in the deformation parameter, there is a
way to obtain the external symmetries HF from H and the twist F [Drinfeld 1989;
Giaquinto and Zhang 1998]. This has been extended to nonformal deformations
of a large class of solvable Lie groups in [Bieliavsky et al. 2010]. Let us describe
this process for such a Lie group G and where H denotes (a closed subclass of)
C∞(G) with its Hopf algebra structure. If the nonformal twist of G on algebras A,
where G acts by ρ, has the form

F =
∫

G×G
dx1 dx2 e−

2i
θ

S(x1,x2)A(x1, x2)ρx1 ⊗ ρx2,
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where S and A are the phase and amplitude of the deformation quantization, then
we can consider the left L and right R actions of G on itself to obtain maps
C∞(G)⊗̂C∞(G)→ C∞(G)⊗̂C∞(G):

(2-13)
FL =

∫
G×G

dx1 dx2 e−
2i
θ

S(x1,x2)A(x1, x2)R∗x1
⊗ R∗x2

,

FR =

∫
G×G

dx1 dx2 e−
2i
θ

S(x1,x2)A(x1, x2)L∗(x1)−1 ⊗ L(x2)−1 .

To obtain the external symmetries of F , the product µ of H has to be twisted
[Bieliavsky et al. 2010] into µQG := FL ◦ FR ◦µ, which is compatible with the
undeformed coproduct 1. Thus, (a subclass of ) C∞(G) with µQG and 1 is the
topological Hopf algebra corresponding to the external symmetries.

In the graded setting, the construction has not been provided in general. However,
for the supergroup Rm |n , we can see that the external symmetries of the deformation
of Rm |n are H = (B(Rm |n), µ,1) without twisting its product.

Proposition 2.16. (A∞, µF ) is an H-comodule algebra.

Proof. The only remaining condition to check is (µF ⊗µ)σ23(χ ⊗χ)= χµF . For
a, b ∈ A∞ and z ∈ Rm |n ,

χµF (a⊗ b)(z)= κ
∫

dz1 dz2 e−
2i
θ
ω(z1,z2)ρz(ρz1(a)ρz2(b))

(µF ⊗µ)σ23(χ ⊗χ)(a⊗ b)(z)= κ
∫

dz1 dz2 e−
2i
θ
ω(z1,z2)ρz1ρz(a)ρz2ρz(b).

Since ρz is an algebra morphism, ρ a group action and Rm |n an abelian supergroup,
we obtain that χµF (a⊗ b)(z)= (µF ⊗µ)σ23(χ ⊗χ)(a⊗ b)(z). �

Note that (B(Rm |n), µF =µ◦F ,1) is not a Hopf algebra anymore: the deformed
product µF is not compatible with the undeformed coproduct 1.

3. Construction of quantum supergroups

Definition of a Fréchet quantum supergroup. In Definition 2.15, we saw that
external symmetries of the deformation quantization of actions of a Lie group on
Fréchet algebras correspond to a deformation of the Fréchet–Hopf algebra associated
to the Lie group by using (2-13). External symmetries form a quantum group.

In the case of Rm |n , we saw in Proposition 2.16 that the external symmetries of
the twist F correspond to the group Rm |n itself (i.e., the undeformed Hopf algebra
H = B(Rm |n)), because Rm |n is abelian. However, to anticipate what could be
the external symmetries of a more general supergroup, we have to introduce the
new notion of quantum supergroup. Taking into account the nature of external
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symmetries, we see that this notion has to correspond to a topological graded Hopf
algebra, but is not supercommutative in general.

Definition 3.1. We define a Fréchet quantum supergroup to be a Fréchet–Hopf alge-
bra (see Definition 2.10), for a given topological tensor product, with a Z2-grading
and for which the algebraic operations - product, unit, coproduct, counit and antipode
- respect this grading, i.e., are homogeneous maps of degree 0.

There exist in the literature other definitions of quantum supergroups, as there
are different notions of quantum groups — related to topological Hopf algebras or
using deformations of universal enveloping algebras of Lie algebras. In particular,
the purely algebraic version of Definition 3.1 corresponds exactly to the notion of
quantum supergroup in [Majid 1995]. But here, we place ourselves in the context
of topological Hopf (super)algebras. Note also that we do not assume that the
Fréchet–Hopf algebra has to be nuclear (see Remark 2.12).

Remark 3.2. In the case of Rm |n , the definition of a supergroup given by Kostant
[1977] is equivalent to the data of the sheaf C∞ or B assuming that C∞(Rm |n) or
B(Rm |n) is a Z2-graded commutative Fréchet–Hopf algebra. We can notice indeed
that the conditions in [ibid.] of smoothness on the coproduct and the antipode
are equivalent to continuity conditions for the Fréchet structure. This is why
Definition 3.1 is an extension of Kostant’s definition of a supergroup to the quantum
level, omitting the supercommutativity condition.

Following again the analogy with external symmetries of the deformation quanti-
zation of Rm |n , we introduce the representations of a Fréchet quantum supergroup.

Definition 3.3. A representation of a given Fréchet quantum supergroup H is a
Z2-graded comodule algebra A of H (see Definition 2.10) such that the continuous
coaction A→ A⊗̂AH H is homogeneous of degree 0.

The Clifford algebra. In this section, we consider the simplest example of Clifford
algebra, for which we present the structure of (Fréchet) quantum supergroup. The
Clifford algebra can be seen as a deformation quantization of the superspace R0|n:
for all f1, f2 ∈ C∞(R0|n),

( f1 ? f2)(ξ)= κ

∫
dξ1 dξ2 f1(ξ1+ ξ) f2(ξ2+ ξ)e−

4i
θ
ξ1ξ2,

for ξ ∈ R0|n . The star product above corresponds actually to (2-2) for m = 0. We
set H := C∞(R0|n) and we can endow it with the norm ‖ f ‖ :=

∑
I | f I | for I to be

summed over the parts of {1, . . . , n}. On this finite-dimensional space, any other
norm would have been equivalent, so that we do not look anymore at the topology
of this example. H is associative, with unit 1. As generators, we take ei := ξ

i with
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ξ = (ξ 1, . . . , ξ n) ∈ R0|n . Since

ei ? e j = ei e j +
iθ
4
δi j ,

we have the following relations of Cl(n,C),

ei ? e j + e j ? ei =
iθ
2
δi j .

If θ =−4i , we can endow H [Albuquerque and Majid 2002] with a structure of
quantum supergroup:

• coproduct 1(ei ) := ei ⊗ ei ,

• counit ε(ei ) := 1,

• antipode S(ei ) := ei ,

• product on tensors (ei ⊗ e j ) ? (ek ⊗ el) := σ jk(ei ? ek)⊗ (e j ? el),

with σi j = 1 if i ≤ j and σi j =−1 if i > j . Note that σi j is a Schur multiplier of the
group Zn

2 for which the algebra Cl(n,C) is Zn
2-graded commutative [de Goursac et al.

2012]. A corresponding Kac–Takesaki operator would be given by W (ei ⊗ e j ) :=

ei ⊗ (ei ? e j ).

Examples of solvable Fréchet quantum supergroups. Let us now construct other
examples of Fréchet quantum supergroups, which are deformation of solvable Lie
supergroups. These are consistent extensions of [Rieffel 1992] to the graded setting.
We consider a (1|0)-dimensional split extension of the symplectic superspace
(Rm |n, ω) of Definition 2.1. Let indeed π : R1|0

→ Sp(Rm |n, ω) be a symplectic
representation of R1|0 on Rm |n , homogeneous of degree 0. It can be written as

π =

(
π0 0
0 π1

)
(square matrix of size m+ n). We also assume each matrix coefficient of π to be
smooth with respect to the variable a ∈ R1|0. Then, the split extension is of the
form G := R1|0 nπ Rm |n with supergroup law,

(3-1) (a, x, ξ) · (a′, x ′, ξ ′)= (a+ a′, π0(a′)x + x ′, π1(a′)ξ + ξ ′).

Here a ∈ R1|0, x ∈ Rm |0 and ξ ∈ R0|n . We use the natural action of Rm |n on G
together with the universal deformation formula of Proposition 2.7 to deform the
product of functions on G as

(3-2) ( f1 ? f2)(a, x, ξ)

= κ(a)
∫

dx1 dξ1 dx2 dξ2 f1(a, x1+ x, ξ1+ ξ) f2(a, x2+ x, ξ2+ ξ)

× e−
2i
a (ω0(x1,x2)+2ξ1ξ2)
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with κ(a)= (−1)n(n+1)/2(ia)n/(4n(πa)m). Note that we used the extension vari-
able a as the deformation parameter. This will be crucial to define a consistent
coproduct. We define H to be the space of smooth superfunctions on G that are
bounded with every derivative bounded in the variables (x, ξ) ∈ Rm |n ,

H := C∞(R1|0)⊗̂B(Rm |n).

The standard Fréchet structure of H is defined by the seminorms

(3-3) | f |α,K ,β = sup
a∈K
x∈Rm

{∑
I

|Dα
a Dβ

x f I (a, x)|
}

for K compact of R= B(R1|0), α ∈ N and β ∈ Nm .

Proposition 3.4. Endowed with the star product (3-2) and the seminorms (3-3), H
is a unital associative Fréchet superalgebra.

Proof. What remains to prove here is the continuity of the star product (3-2). Let
f1, f2 ∈ H , K compact of R, α ∈ N and β ∈ Nm . First we perform a change of
variable: x1 7→ ax1 in the expression of | f1 ? f2|α,K ,β . Then, we can estimate this
expression by expanding the superfunctions f1 and f2 along the odd variables in
(3-2) and integrate over these odd variables, and also apply operators (2-8) inside
the integrals. Thus for k1, k2 ∈ N, there exist functions bγ1 , bδ2 ∈B(Rm) such that

| f1 ? f2|α,K ,β

≤
1

4nπm sup
a∈K
x∈Rm

∑
I,J,γ,δ,
τ,ν,µ

∫
dx1 dx2

1
(1+ x2

1)
k1(1+ x2

2)
k2
|bγ1 (x1)bδ2(x2)||a||µ|

× |Dτ
a Dγ

x ( f1)I (a, x + ax1)||Dν
a Dδ

x( f2)J (a, x + x2)|

where I, J are summed over {1, . . . , n} with some conditions; τ, ν, µ over N with
τ + ν ≤ α and µ≤ |γ |; γ, δ over Nm with |γ | ≤ |β|+ 2k1 and |δ| ≤ |β|+ 2k2. For
an adapted choice of k1, k2, it means that there exists a constant C > 0 such that

| f1 ? f2|α,K ,β ≤ C
∑
γ,δ,τ,ν

| f1|τ,K ,γ | f2|ν,K ,δ

where the sum is finite. This proves the continuity of the star product. �

We then consider the coproduct, counit and antipode coming from the (unde-
formed) supergroup structure of G:

• the coproduct 1 : H→ H⊗̂H defined by 1 f (g, g′)= f (g · g′) for g, g′ ∈ G
and the supergroup law (3-1),

• the counit ε : H → C defined by ε( f )= f (0, 0, 0),
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• the antipode S : H → H defined by S f (g) = f (g−1), with f ∈ H and
(a, x, ξ)−1

= (−a,−π0(−a)x,−π1(−a)ξ).

We note µ : H⊗̂H → H the star product: µ( f1⊗ f2) := f1 ? f2.

Theorem 3.5. (H, µ, 1,1, ε, S) is a Fréchet quantum supergroup.

Proof. We know from Proposition 3.4 that (H, ?, 1) is a Fréchet superalgebra. Let
us show first that the coproduct is continuous. For f ∈ H , (a, x, ξ), (a′, x ′, ξ ′)∈G,
the coproduct takes the form

1( f )(a, x, ξ, a′, x ′, ξ ′)=
∑
I,J,L

ε(I, J ) f I∪J (a+a′, π0(a′)x+x ′)(π1(a′))I Lξ
L(ξ ′)J

with some constraints on I, J, L , and ε(I, J ) given by (2-1). Then,

|1( f )|α,K ,β;α′,K ′,β ′

≤ sup
a∈K

a′∈K ′
x,x ′∈Rm

∑
I,J,L

|Dα
a Dα′

a′ D
β
x Dβ ′

x ′ f I∪J (a+ a′, π0(a′)x + x ′)(π1(a′))I L |

≤ C
∑
τ,γ

| f |τ,K ′′,γ

where K ′′ is a compact containing {a+a′, a∈K , a′∈K ′}, τ ≤α+α′, |γ |≤ |β|+|β ′|,
and C a constant depending in particular on the smooth matrix coefficients of π and
their derivatives. This proves that 1 is continuous. In the same way, the counit ε
and the antipode S are continuous.

Let us show that 1 is an algebra morphism for the star product. For f1, f2 ∈ H ,
we have

1( f1 ? f2)(a, x, ξ, a′, x ′, ξ ′)

= κ(a+a′)
∫

dx1 dξ1 dx2 dξ2 f1
(
a+a′, x1+π0(a′)x+x ′, ξ1+π1(a′)ξ+ξ ′

)
× f2

(
a+a′, x2+π0(a′)x+x ′, ξ2+π1(a′)ξ+ξ ′

)
e−

2i
a+a′

(ω0(x1,x2)+2ξ1ξ2)

Besides,

1( f1) ?1( f2)(a, x, ξ, a′, x ′, ξ ′)

= κ(a)κ(a′)
∫

dx1 dξ1 dx2 dξ2 dx ′1 dξ ′1 dx ′2 dξ ′2

× f1
(
a+a′, π0(a

′)(x1+x)+x ′1+x ′, π1(a
′)(ξ1+ξ)+ξ

′

1+ξ
′
)
e−

2i
a (ω0(x1,x2)+2ξ1ξ2)

× f2
(
a+a′, π0(a

′)(x2+x)+x ′2+x ′, π1(a
′)(ξ2+ξ)+ξ

′

2+ξ
′
)
e−

2i
a′
(ω0(x

′

1,x
′

2)+2ξ ′1ξ
′

2).

The sign of the star product of elements of H⊗̂H coming from the flip (2-11) has
been taken into account. We perform the change of variables x ′′i = x ′i +π0(a

′)xi ,
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ξ ′′i = ξ
′

i + π1(a′)ξi . Using the identity
∫

dξ ecξξ ′
= (−1)

1
2 n(n−1)cn(ξ ′){1,...,n}, we

can integrate over x1, ξ1, obtaining

1( f1) ?1( f2)(a, x, ξ, a′, x ′, ξ ′)

= (−4i)n(−1)
n(n+1)

2 πmκ(a)κ(a′)
∫

dx2 dξ2 dx ′′1 dξ ′′1 dx ′′2 dξ ′′2

× δ

(
a+ a′

aa′
x2−

1
a′
π0(a′)∗x ′′2

)(
a+ a′

aa′
ξ2−

1
a′
π1(a′)∗ξ ′′2

){1,...,n}
× f1(a+ a′, x ′′1 +π0(a′)x + x ′, ξ ′′1 π1(a′)ξ + ξ ′)

× f2(a+ a′, x ′′2 +π0(a′)x + x ′, ξ ′′2 +π1(a′)ξ)+ ξ ′)

× exp
(
−

2i
a′
(ω0(x

′′

1 , x ′′2 −π0(a′)x2)+ 2ξ ′′1 (ξ
′′

2 −π1(a′)ξ2))

)
.

In the previous step, we used the fact that π is a symplectic representation, i.e.,
ω(π0(a)x, π0(a)y)= ω0(x, y) and (π1(a)ξ)(π1(a)η)= ξη. Moreover we denote
π0(a)

∗
:= ω−1

0 π0(a)
Tω0 and π1(a)

∗
:= π1(a)

T . If we now perform the Dirac
integration on x2, ξ2, we obtain

1( f1) ?1( f2)(a, x, ξ, a′, x ′, ξ ′)=1( f1 ? f2)(a, x, ξ, a′, x ′, ξ ′).

All the other algebraic identities are the same as in the undeformed case except
µ(id⊗ S)1= 1⊗ ε = µ(S⊗ id)1. For this, we compute

µ(id⊗ S)1( f )(a, x, ξ)

=κ(a)
∫

dx1 dξ1 dx2 dξ2 f (0, π0(−a)(x1−x2), π1(−a)(ξ1−ξ2))e−
2i
a (ω0(x1,x2)+2ξ1ξ2)

= ε( f ). �

We can now exhibit the analog of Kac–Takesaki operator W : H⊗̂H → H⊗̂H
associated to this quantum supergroup, also called multiplicative unitary in the
nongraded context. It is defined in [Baaj and Skandalis 1993; Woronowicz 1996]
by

(3-4) W (a⊗ b) := (1a) ? (1⊗ b)= a(1)⊗ (a(2) ? b),

for all a, b∈H , using the Sweedler notation for the coproduct. Its explicit expression
is given by, for all f ∈ H⊗̂H ,

(3-5) W ( f )(a, x, ξ, a′, x ′, ξ ′)

= κ(a′)
∫

dx1 dξ1 dx2 dξ2 e−
2i
a′
(ω0(x1,x2)+2ξ1ξ2)

× f (a+ a′, x1+π0(a′)x + x ′, ξ1+π1(a′)ξ + ξ ′, a′, x2+ x ′, ξ2+ ξ
′).
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Proposition 3.6. The Kac–Takesaki operator (3-5) is a continuous operator W :
H⊗̂H → H⊗̂H homogeneous of degree 0, and it satisfies the pentagonal relation

W12W13W23 =W23W12.

Proof. Indeed, as W = (µ⊗ µ)σ23(1⊗ 1⊗ id), it is continuous. To prove the
pentagonal relation where involved signs are different from the nongraded case,
we use the Sweedler notation for the coproduct since its coassociativity has been
showed in Theorem 3.5. On the left side,

W12W13W23(a⊗ b⊗ c)= (−1)|a(3)||b(1)|a(1)⊗ (a(2) ? b(1))⊗ (a(3) ? b(2) ? c),

where the sign appears because of the action of

W13 = (µ⊗ id⊗µ)σ24(1⊗ id⊗ 1⊗ id)
and with

σ24(a1⊗ a2⊗ a3⊗ a4⊗ a5)= (−1)|a2|(|a3|+|a4|)+|a3||a4|a1⊗ a4⊗ a3⊗ a2⊗ a5.

On the right side,

W23W12(a⊗ b⊗ c)= (−1)|a(3)||b(1)|a(1)⊗ (a(2) ? b(1))⊗ (a(3) ? b(2) ? c),

where we used 1(a ? b) = 1(a) ? 1(b) = (−1)|a(2)||b(1)|(a(1) ? b(1))⊗ (a(2) ? b(2))
due to Theorem 3.5. �

Remark 3.7. For the Lebesgue–Berezin measure on Rm |n , we can define a “natural”
superhermitian (not positive definite) scalar product

〈 f1, f2〉 :=

∫
dx dξ f1(x, ξ) f2(x, ξ)

and a hermitian positive definite one ( f1, f2) := 〈 f1, ∗ f2〉 via the Hodge operation

∗

∑
I

f I (x)ξ I
:=

∑
I

ε(I, {I ) f I (x)ξ {I .

Account being taken of the right-invariant measure

dR(a, x, ξ)=
1

sdet(π(a))
d(a, x, ξ)=

detπ1(a)
detπ0(a)

da dx dξ

on G, a straightforward computation using (3-5) shows that∫
dR(a, x, ξ) dR(a′, x ′, ξ ′) W ( f1)(a, x, ξ, a′, x ′, ξ ′)W ( f2)(a, x, ξ, a′, x ′, ξ ′)

=

∫
dR(a, x, ξ) dR(a′, x ′, ξ ′) f1(a, x, ξ, a′, x ′, ξ ′) f2(a, x, ξ, a′, x ′, ξ ′)
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for f1, f2 ∈ (H⊗̂H)∩ L2(G×G). This means that the operator W is superunitary
for the superhermitian scalar product associated to L2(G×G, dRg⊗ dRg′),

〈W ( f1),W ( f2)〉 = 〈 f1, f2〉,

which is not true for the positive definite scalar product ( · , · ). W is a “multiplicative
superunitary” rather than a multiplicative unitary.

Fréchet quantum supergroups with supertoral subgroups. In this section, we will
follow the philosophy of [Rieffel 1993] to construct deformation of compact Lie su-
pergroups with supertoral subgroups. Let G be a compact connected Lie supergroup
(i.e., its body BG is compact connected) with 0 := Tm |n a supertoral subgroup
of G. We assume that m is even so that the symplectic superspace (Rm |n, ω) (see
Definition 2.1) is the Lie algebra of 0. We note

z = (x, ξ) ∈ Rm |n
7→ ez

= e(x,ξ) ∈ G

the exponential restricted to this Lie algebra. Note that C∞(G)' C∞(BG)⊗
∧

Rn

is a Fréchet superalgebra for the supercommutative pointwise product (see below
Definition 2.4) and the seminorms

(3-6) | f |α,K = sup
g∈K
|ν|≤α

{∑
I

|Dν f I (g)|
}
,

for K compact subset of a coordinate chart of BG, α ∈N and Dν a multiderivation
of order |ν| for even coordinates. The action ρ :Rm |n

×Rm |n
×C∞(G)→C∞(G),

defined by

∀z, z′ ∈ Rm |n,∀g ∈ G, ρ(z,z′) f (g) := f (e−zgez′),

allows to deform the pointwise product into the star product

(3-7) ( f1 ? f2)(g)

= κ2
∫

dz1 dz3 dz2 dz4 f1(e−z1 gez3) f2(e−z2 gez4)e−
2i
θ
(ω(z1,z2)−ω(z3,z4)),

with κ = (−1)
1
2 n(n+1)(iθ/4)n/(πθ)m , for g ∈ G and for any f1, f2 ∈C∞(G). Note

that the underlying symplectic space is (Rm |n, ω)⊕ (Rm |n,−ω), where the minus
sign, which can also be found in the phase of the star product, will be crucial. We
note H := C∞(G).

Proposition 3.8. Endowed with the star product (3-7) and the seminorms (3-6), H
is a unital associative Fréchet superalgebra.

Proof. Associativity is a consequence of the universal deformation formula. Let
us check that the star product is continuous. Then, we use the same method as
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in the proof of Proposition 3.4 and we get that for ki ∈ N, there exist functions
bγi

i ∈B(Rm) and a constant C > 0 (depending on θ ) such that

| f1 ? f2|α,K

≤ C sup
g∈BK

∑
I,J,γi ,νi

∫
dx1 dx3 dx2 dx4

|cν1,ν2 ||b
γ1
1 (x1)b

γ2
2 (x2)b

γ3
3 (x3)b

γ4
4 (x4)|

(1+ x2
1)

k1(1+ x2
2)

k2(1+ x2
3)

k3(1+ x2
4)

k4

× |Dν1
g Dγ1

x1
Dγ3

x3
(( f1)I (e−θx1 gex3))||Dν2

g Dγ2
x2

Dγ4
x4
(( f2)J (e−θx2 gex4))|,

where I , J are summed over {1, . . . , n} with some conditions; and νi , γi are such
that ν1+ ν2 ≤ α and |γi | ≤ 2ki . It follows that there exists a constant C ′ > 0 and a
compact K ′ of BG containing {B(e−z1 gez2), g ∈ K , zi ∈ 0} such that

| f1 ? f2|α,K ≤ C ′
∑
τ,ν

| f1|τ,K ′ | f2|ν,K ′,

where the sum is finite. Therefore, the star product is continuous. �

Let us endow H with the following (undeformed) operations:

• the coproduct 1 : H→ H⊗̂H defined by 1 f (g, g′)= f (g · g′) for g, g′ ∈ G,

• the counit ε : H → C defined by ε( f )= f (eG), with eG the neutral element
of G,

• the antipode S : H → H defined by S f (g)= f (g−1), with f ∈ H .

We denote by µ : H⊗̂H → H the star product: µ( f1⊗ f2) := f1 ? f2.

Theorem 3.9. (H, µ, 1,1, ε, S) is a Fréchet quantum supergroup.

Proof. First, we check the compatibility between the coproduct and the product.
Set f1, f2 ∈ H .

1( f1 ? f2)(g, g′)

= κ2
∫

dz1 dz3 dz2 dz4 f1(e−z1 gg′ez3) f2(e−z2 gg′ez4)e−
2i
θ
(ω(z1,z2)−ω(z3,z4)).

Then, as in the previous section, we want to compute

1( f1) ?1( f2)(g, g′)

= κ4
∫

dz1 dz3 dz2 dz4 dz′1 dz′3 dz′2 dz′4 f1(e−z1 gez3−z′1 g′ez′3) f2(e−z2 gez4−z′2 g′ez′4)

× exp
(
−

2i
θ
(ω(z1, z2)−ω(z3, z4)+ω(z′1, z′2)−ω(z

′

3, z′4))
)
.

For this, we change the variables z′′3 = z3− z′1, z′′4 = z4− z′2 and we perform the
integration on z′1, z′2. After simplification, it gives the compatibility

1( f1) ?1( f2)(g, g′)=1( f1 ? f2)(g, g′).
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Let us show for example the identity µ(id⊗ S)1= 1⊗ ε. Indeed,

µ(id⊗ S)1( f )(g)

= κ2
∫

dz1 dz3 dz2 dz4 f (e−z1 gez3(e−z2 gez4)−1)e−
2i
θ
(ω(z1,z2)−ω(z3,z4))

= κ(−1)n
∫

dz1 dz2 f (e−z1 gg−1ez2)e−
2i
θ
ω(z1,z2) = f (eG).

For the continuity of the coproduct, we need to choose a global odd coordinate
system {η} on G since it is a trivial supermanifold (see Definition 2.4). Then, the
coproduct can be expressed as

1( f )(g, g′)= f (g · g′)=
∑
I,J,L

cI,J,L fL((Bg)(Bg′))ηI (η′)J

if g = (Bg, η), g′ = (Bg′, η′), and by denoting cI,J,L some coefficients related to
the group law of G and independent of f . Thus, we have the estimate

|1( f )|α,K ;α′,K ′ ≤ sup
g∈K , g′∈K ′
|ν|≤α, |ν′|≤α′

∑
I,J,L

|cI,J,L ||Dν
g Dν′

g′ fL(g · g′)| ≤ C
∑
τ

| f |τ,K ′′,

where K ′′ is a compact subset of BG containing {g ·g′, g ∈ K , g′ ∈ K ′}, τ ≤ α+α′,
and C a constant depending in particular on cI,J,L and on the (smooth) modular
function of G and its derivatives. So, the coproduct is continuous, as well as the
other operations. �

Proposition 3.10. The subgroup 0 ⊂ G is not deformed in H. This means that
0 = Tm |n is a subgroup of the quantum supergroup (H, µ, 1,1, ε, S).

Proof. The coproduct is indeed not deformed. For the product, we can see that for
all g ∈ 0 and all f1, f2 ∈ H ,

( f1 ? f2)(g)= κ2
∫

dz1 dz3 dz2 dz4 f1(gez3−z1) f2(gez4−z2)e−
2i
θ
(ω(z1,z2)−ω(z3,z4))

since 0 is abelian. By performing the change of variables z1 7→ z1+z3, z2 7→ z2+z4

and integrating over z3, z4, we find ( f1 ? f2)(g) = f1(g) f2(g). So, C∞(0) is not
deformed in H . �

The analog of the Kac–Takesaki operator defined in (3-4) has in this context the
expression

(3-8) W ( f )(g, g′)

= κ2
∫

dz1 dz3 dz2 dz4 f (e−z1 gg′ez3, e−z2 g′ez4)e−
2i
θ
(ω(z1,z2)−ω(z3,z4)),

for f ∈ H⊗̂H . As in Proposition 3.6, we can show that it is a continuous operator
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W : H⊗̂H → H⊗̂H homogeneous of degree 0 and that it satisfies the pentagonal
equation

W12W13W23 =W23W12.

Moreover if G is unimodular, a computation analog as in Remark 3.7 proves that
W is superunitary for the superhermitian scalar product canonically associated to
L2(G×G): for all f1, f2 ∈ (H⊗̂H)∩ L2(G×G),

〈W ( f1),W ( f2)〉 = 〈 f1, f2〉.

We finally give an explicit example of Fréchet quantum supergroup with a
supertoral subgroup. For this, we will present the special linear supergroup in low
dimension. We need to recall what supermatrices are.

Definition 3.11. A square supermatrix A of size (m |n) is a matrix with coefficients
in A (see Section 2) and of the form

A =
(

A00 A01

A10 A11

)
where A00 is an m ×m matrix with entries in A0, A01 is an m × n matrix with
entries in A1, A10 is an n×m matrix with entries in A1, and A11 is an n×n matrix
with entries in A0.

The set of square supermatrices of size (m |n) is a superalgebra for the standard
addition and multiplication. We denote by GL(m |n) the supergroup of invert-
ible square supermatrices of size (m |n). Finally, we define the Berezinian (or
superdeterminant) of a supermatrix A by

Ber(A)= det(A00− A01 A−1
11 A10) det(A−1

11 ).

Now the special linear supergroup is defined as

SL(m | n) := {A ∈ GL(m | n), Ber(A)= 1}.

Restricted to dimension m |n = 1|1, this supergroup contains the elements

g =
(

a β

γ d

)
with a, d ∈ A0, β, γ ∈ A1 such that a = d + 1

dβγ . We see directly that SL(1|1)
contains two supertoral subgroups generated by β ∈ T0|1 and γ ∈ T0|1. We can
choose for example to consider the deformation using the supertorus generated
by β, and we want to see if this deformation is not trivial. For this, we compute the
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explicit expression of the star product (3-7): for any f1, f2 ∈ C∞(SL(1 | 1)),

( f1 ? f2)(g)

= f1(g) f2(g)+
iθ
2

aγ (∂β f1(g)∂d f2(g)− ∂d f1(g)∂β f2(g))

+
iθ
2

dγ (∂β f1(g)∂a f2(g)− ∂a f1(g)∂β f2(g))+
iθ
2
(d2
− a2)∂β f1(g)∂β f2(g).

We see that already by taking a supertoral subgroup of dimension 0|1 we can
produce a nontrivial Fréchet quantum supergroup, deformation of SL(1|1). Note
that this associative star product stops at the finite level θ because only odd variables
are involved in the deformation. This is a simple example that shows how such a
construction can be useful in concrete cases. Of course, it applies on a large class
of supergroups for which explicit expressions can be much more complicated.
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GENERATORS OF THE GAUSS–PICARD MODULAR GROUP
IN THREE COMPLEX DIMENSIONS

BAOHUA XIE, JIEYAN WANG AND YUEPING JIANG

In this paper, we will describe a method to obtain the generators system
of Gauss–Picard modular group PU(3, 1; Z[i]). More precisely, we will
show that PU(3, 1; Z[i]) can be generated by five given transformations:
two Heisenberg translations, two Heisenberg rotations and one involution.
Indeed, the same method works for the other higher-dimensional Euclidean
Picard modular groups.

1. Introduction

There are some natural algebraic generalizations of the classical modular group
PSL(2,Z). For example, a Bianchi group is a group of the form PSL(2,Od), where
d is a positive square-free integer. Here, PSL denotes the projective special linear
group and Od is the ring of integers in the imaginary quadratic number field Q(

√
−d).

These groups were first studied by Bianchi [1892] as a natural class of discrete
subgroups of PSL(2,C). A general method to determine finite presentation for
each PSL(2,Od) was developed by Swan [1971] based on the geometrical work
of Bianchi, while a separate purely algebraic method was given by Cohn [1968].
As another generalization of the modular group, the construction was generalized
by Picard [1883; 1884]. Suppose H is a Hermitian matrix of signature (2, 1) with
entries in Od , and let SU(H;Od) denote the subgroup of SU(H) consisting of those
matrices whose entries lie in Od . Picard studied the group PU(H;Od) acting on
the complex hyperbolic plane H2

C
. Now, Picard modular groups PU(H;Od) have

attracted a great deal of attention both for their intrinsic interest as discrete groups
and also for their applications in complex hyperbolic geometry.

One can view the modular group or a Bianchi group acting discontinuously
on hyperbolic spaces. Then Poincaré’s polyhedra theorem provides a geometric
method to obtain their generators from their fundamental polyhedra. But [Mostow
1980] told us that the explicit construction of fundamental domains for lattices in
complex hyperbolic spaces was particularly difficult. Until recently, the geometry
of SU(H;O3) had been studied by Falbel and Parker [2006], while the geometry of
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SU(H;O1) had been studied by Francsics and Lax [2005a; 2005b; 2006] and Falbel,
Francsics and Parker [Falbel et al. 2011b]. By applying similar ideas to those of
[Falbel and Parker 2006; Falbel et al. 2011b], Zhao [2012] obtained generators of
the Euclidean Picard groups PU(2, 1;Od) for d = 2, 7, 11.

There are some simple algorithms to obtain the generators of the modular group
or some Picard modular groups. For example, the continued fraction algorithm
may be applied to any element of the modular group PSL(2,Z). This shows that
S(z)=−1/z and T (z)= z+1 generate PSL(2,Z). This algorithm was extended to
PU(2, 1;O1) in [Falbel et al. 2011a], which provided a different system of generators
from those obtained via a fundamental domain in [Falbel et al. 2011b]. In [Wang
et al. 2011], the authors applied the continued fraction algorithm to PU(2, 1;O3)

and produced a different system of generators from that obtained in [Falbel and
Parker 2006].

There is an obvious generalization of Picard modular groups to higher complex
dimensions. We observe that very little is known about the geometry and algebraic
properties, e.g., explicit fundamental domain or generating system of the higher-
dimensional Picard modular groups PU(n, 1;Od). In [Xie et al. 2013], the continued
fraction algorithm was generalized to Picard modular groups in higher complex
dimensions. It contained the first generalization that we were aware of to a group
of 4× 4 matrices. However, it seems very difficult to extend the continued fraction
algorithm to other higher-dimensional Picard modular groups. Using a combination
of the ideas from [Falbel et al. 2011a; Xie et al. 2013] and [Falbel and Parker
2006; Zhao 2012], we will present a method to obtain the generating system of
the Gauss–Picard modular group PU(3, 1;Z[i]). We first get the generators of the
stabilizer of infinity of PU(3, 1;Z[i]) by applying a similar argument as in our
previous paper [Xie et al. 2013]. Then we will construct a subset in the boundary of
complex hyperbolic space which contains the fundamental domain for the stabilizers
of infinity in PU(3, 1;Z[i]). Finally, we will show the boundaries of some isometric
spheres that contain this subset. This method works for the other higher-dimensional
Euclidean Picard modular groups.

2. Preliminaries

2.1. The Siegel domain. We recall some basic notions of complex hyperbolic
geometry. For more details we refer the reader to [Goldman 1999; Parker 2010].

Let Cn,1 denote the vector space Cn+1 equipped with the Hermitian form of
signature (n, 1) given by the matrix

J =

0 0 1
0 In−1 0
1 0 0

.
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The Hermitian product of two vectors z and w is given by 〈z,w〉 = w∗ J z, where
w∗ denotes the Hermitian transpose of w.

We denote by V− and V0 the negative and null cones associated to the Hermitian
form, respectively. The complex hyperbolic n-space Hn

C
is the projectivization

of V−, and its boundary is the projectivization of V0. The model of Hn
C

associated
to the Hermitian form given above is often referred to as the Siegel model of Hn

C
.

We define the Siegel domain S of the complex hyperbolic n-space Hn
C

by
identifying points of S with their horospherical coordinates,

z = (ζ, v, u) ∈ Cn−1
×R×R+.

The boundary of S is given by H0 ∪ {q∞}, where q∞ is a distinguished point at
infinity and H0 = Cn−1

×R×{0}.

2.2. Heisenberg group. The boundary of a complex hyperbolic space is identi-
fied with the one-point compactification of the Heisenberg group. The (2n−1)-
dimensional Heisenberg group H2n−1 is Cn−1

×R with the group law

(ξ, ν) · (z, u)= (ξ + z, ν+ u+ 2=〈〈ξ, z〉〉).

Here 〈〈ξ, z〉〉 = z∗ξ is the standard positive definite Hermitian form on Cn−1. In
particular, we write ‖ξ‖2 = ξ∗ξ .

The Heisenberg group acts on itself by Heisenberg translation. For (τ, t)∈H2n−1,
this translation is

N(τ,t)(ξ, ν)= (τ + ξ, t + ν+ 2=〈〈τ, ξ〉〉).

The unitary group U (n−1) acts on the Heisenberg group by Heisenberg rotation.

2.3. Holomorphic isometries. Define a map S→ CPn by

ψ : (ξ, ν, u) 7→

 1
2(−‖ξ‖

2
− u+ iν)
ξ

1

, ψ : q∞ 7→


1
0
...

0

.
Then ψ maps the set of points z ∈S homeomorphically to the set of points z ∈CPn

with 〈z, z〉< 0, and maps the set of points in ∂S homeomorphically to the set of
points z ∈ CPn with 〈z, z〉 = 0. We write ψ(z)= z.

The Bergman metric on S is given by the distance formula

cosh2 ρ(z, w)
2
=
〈z,w〉〈w, z〉
〈z, z〉〈w,w〉

.

The holomorphic isometry group of S with respect to the Bergman metric is the
projective unitary group PU(n, 1), and it acts on CPn by matrix multiplication.
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2.4. Picard modular groups. Let Od be the ring of integers in the imaginary
quadratic number field Q(i

√
d), where d is a positive square-free integer. If

d ≡ 1, 2 mod 4, then Od = Z[
√

di], and if d ≡ 3 mod 4, then Od = Z[(1+
√

di)/2].
The subgroup of PU(n, 1) with entries in Od is called the Picard modular group
for Od and is written as PU(n, 1;Od). Obviously, if d = 1, then the ring Od can be
written as Z[i].

Remark 1. The matrices corresponding to the generators obtained in this paper
belong to the group U (3, 1;Z[i]). In relation to complex hyperbolic isometries,
the relevant group is PU(3, 1;Z[i]) = SU(3, 1;Z[i])/Z4. The center of SU(3, 1)
is isomorphic to Z4, the group of fourth roots of unity. By abuse of notation,
we will denote the Gauss–Picard modular group in three complex dimensions by
U (3, 1;Z[i]).

2.5. Heisenberg automorphism groups. The action of Heisenberg isometries ex-
tends to the Siegel domain, fixing q∞. Some examples of Heisenberg isometries
are as follows: for U ∈U (n− 1) and (τ, t) ∈H2n−1, the Heisenberg rotation and
Heisenberg translation correspond to the matrices

MU =

1 0 0
0 U 0
0 0 1

 and N(τ,t) =

1 −τ ∗ 1
2(−‖τ‖

2
+ i t)

0 In−1 τ

0 0 1


in SU(n, 1), respectively. The Heisenberg dilation by r fixing q∞ and 0 corresponds
to the matrix Ar ∈ SU(n, 1), where

Ar =

r 0 0
0 In−1 0
0 0 1/r

.
Finally, the Heisenberg inversion interchanging q∞ and 0 corresponds to the

matrix R ∈ SU(n, 1), where

R =

0 0 1
0 −In−1 0
1 0 0

.
2.6. Isometric spheres. Given an element G ∈ PU(3, 1) such that G(q∞) 6= q∞,
we define the isometric sphere of G to be the hypersurface

{z ∈ H3
C : |〈z, q∞〉| = |〈z,G−1(q∞)〉|}.
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For example, the isometric sphere of

R =


0 0 0 1
0 −1 0 0
0 0 −1 0
1 0 0 0


is

B0 =
{
(ζ1, ζ2, t, u) ∈S :

∣∣|ζ1|
2
+ |ζ2|

2
+ u+ i t

∣∣= 2
}

in horospherical coordinates.
All other isometric spheres are images of B0 by Heisenberg dilations, rotations

and translations. Thus, the isometric sphere with radius r and center (ζ 0
1 , ζ

0
2 , t0, 0)

is given by{
(ζ1, ζ2, t, u) :

∣∣|ζ1− ζ
0
1 |

2
+ |ζ2− ζ

0
2 |

2
+ u+ i t − i t0

+ 2i=(ζ1ζ
0
1 + ζ2ζ

0
2 )
∣∣= r2}.

If G has the matrix form 
a11 a12 a13 a14

a21 a22 a23 a24

a31 a32 a33 a34

a41 a42 a43 a44

,
then G(q∞) 6= q∞ if and only if a41 6= 0. The isometric sphere of G has radius
r =
√

2/|a41| and center G−1(q∞), which in horospherical coordinates is

(ζ 0
1 , ζ

0
2 , t0, 0)= (a42/a41, a43/a41, 2=(a44/a41), 0).

3. The generators of the stabilizer

Let 0∞ be the stabilizer subgroup of q∞ in PU(n, 1). That is,

0∞ ≡ {g ∈ PU(n, 1) : g(q∞)= q∞}.

We recall from [Falbel et al. 2011a; Francsics and Lax 2005a; 2005b; Xie et al.
2013] that the Langlands decomposition can be used to parametrize a transformation
in the stabilizer subgroup of q∞.

Lemma 2 (Langlands decomposition). Any element P ∈ 0∞ can be decomposed
as a product of a Heisenberg translation, dilation, and a rotation:

P = N(τ,t)Ar MU =

r −τ ∗U (−‖τ‖2+ i t)/2r
0 U τ/r
0 0 1/r

.
The parameters satisfy the corresponding conditions. That is, U ∈U (n−1), r ∈R+

and (τ, t) ∈H2n−1.
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First, we describe the Heisenberg rotations in the Gauss–Picard modular group
U (3, 1;Z[i]). Let U (2;Z[i]) be the unitary group U (2) over the ring Z[i]. Then
we have the following result.

Lemma 3. U (2;Z[i]) can be generated by the two unitary matrices

U1 =

(
0 1
1 0

)
and U2 =

(
i 0
0 1

)
.

Remark 4. A similar lemma was proved for U (2;Z[(1+
√
−3)/2]) in [Xie et al.

2013].

Next, we characterize the elements of the stabilizer subgroup 0∞ of infinity in the
Picard modular group U (3, 1;Z[i]). We denote this stabilizer by 0∞(3, 1;Z[i]).

Lemma 5. An element P ∈ U (3, 1;Z[i]) lies in 0∞(3, 1;Z[i]) if and only if the
parameters in the Langlands decomposition of P satisfy the conditions

r = 1, t ∈ 2Z, τ = (τ1, τ2)
T
∈ Z[i]2, U ∈U (2;Z[i]), ‖τ‖ ∈ 2Z.

Proof. The proof of this lemma follows from the Langlands decomposition form of
P ∈ 0∞(3, 1;Z[i]). �

We are now in a position to determine the generators of the stabilizer subgroup
of q∞.

Proposition 6. Let 0∞(3, 1;Z[i]) be stated as above. Then 0∞(3, 1;Z[i]) is gen-
erated by the Heisenberg translations N((1,1)T ,0), N((0,0)T ,2) and the Heisenberg
rotations MUi (i = 1, 2).

Proof. Our proof starts with the observation that there is no dilation component of
P ∈ 0∞(3, 1;Z[i]) in its Langlands decomposition. That is, P must have the form

P = N(τ,t)MU =

1 −τ ∗ (−||τ ||2+ i t)/2
0 I2 τ

0 0 1

1 0 0
0 U 0
0 0 1

.
Since the unitary matrix U lies in U (2;Z[i]), the rotation component of P in the
Langlands decomposition is generated by MUi (i = 1, 2) by Lemma 3.

What is left is to consider the Heisenberg translation part N(τ,t) of P . Let

τ = (m1+ n1i,m2+ n2i)T ,

where m1, n1,m2, n2 ∈ Z. Since |τ |2 = m2
1 + n2

1 +m2
2 + n2

2 ∈ 2Z, there are two
cases:

(1) m2
1+ n2

1 ∈ 2Z and m2
2+ n2

2 ∈ 2Z;

(2) m2
1+ n2

1 ∈ 2Z+ 1 and m2
2+ n2

2 ∈ 2Z+ 1.
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We first consider the case (1). We can write τ as

τ =
(
k1(1+ i)+ l1(1− i), k2(1+ i)+ l2(1− i)

)
,

where k1, l1, k2, l2 ∈ Z. N(τ,t) splits as

N(τ,t) = N((0,0)T ,t) ◦ N(τ,0).

Since t = 2k ∈ 2Z, N((0,0)T ,t) = N k
((0,0)T ,2). We also have

N(τ,0)=N k1
((1+i,0)T ,0)◦N

l1
((i−1,0)T ,0)◦N

2k1l1
((0,0)T ,2)◦N

k2
((0,1+i)T ,0)◦N

l2
((0,1+i)T ,0)◦N

−2k2l2
((0,0)T ,2).

We observe that

N((1+i,0)T ,0) = N((1,1)T ,0) ◦ N((i,−1)T ,0) ◦ N((0,0)T ,2),

N((i−1,0)T ,0) = N((i,1)T ,0) ◦ N−1
((1,1)T ,0) ◦ N−1

((0,0)T ,2),

N((0,1+i)T ,0) = N((1,1)T ,0) ◦ N((−1,i)T ,0) ◦ N((0,0)T ,2),

N((0,i−1)T ,0) = N((1,i)T ,0) ◦ N−1
((1,1)T ,0) ◦ N−1

((0,0)T ,2).

It is easy to see that

N((i,1)T ,0) = MU2 N((1,1)T ,0)M
−1
U2
,

N((i,−1)T ,0) = MU1 M2
U2

MU1 MU2 N((1,1)T ,0)M
3
U2
(MU1 MU2 MU1)

2,

N((−1,i)T ,0) = M2
U2

MU1 MU2 MU1 N((1,1)T ,0)M
2
U2
(MU1 MU2 MU1)

3,

N((1,i)T ,0) = MU1 MU2 MU1 N((1,1)T ,0)(MU1 MU2 MU1)
3.

In case (2), similar considerations apply to the translation N(τ,0) ◦ N((1,1)T ,0),
where N(τ,0) belongs to case (1). �

4. Fundamental domain for the stabilizer in PU(2, 1; Z[i])

In [Falbel et al. 2011b], the authors described a method to find the fundamental
domain for the stabilizer of q∞ in the Gauss–Picard modular group PU(2, 1;Z[i])
in two complex dimensions. We review it now.

Let 0 be PU(2, 1;Z[i]) and 0∞ be the stabilizer of q∞. Every element of
0∞ is upper triangular, and its diagonal entries are units in Z[i]. Recall that the
units of Z[i] are ±1,±i . Therefore 0∞ contains no dilations and fits into the
exact sequence

0−→ Z−→ 0∞
5∗
−→1−→ 1,

where 1 ⊂ Isom Z[i] is of index 2 and 5 is the vertical projection defined by
5 : (z, t) ∈H 7→ z ∈ C.
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0 1

i

Figure 1. A fundamental domain for the index two subgroup 1⊂
Isom Z[i] is a triangle M with vertices 0, 1, i .

As the first step toward the construction of a fundamental domain for the action
of 0∞ on H, one should construct a fundamental domain in C of 1 ⊆ Isom Z[i].
From the generators of 1, one finds that a fundamental domain for 1⊆ Isom Z[i]
is the triangle M with vertices 0, 1, i ; see Figure 1.

In order to produce a fundamental domain for 0∞, we look at all the preimages
of the triangle (that is, a fundamental domain of 5∗(0∞)) under the vertical projec-
tion 5 and we intersect this with a fundamental domain for ker(5∗). The inverse
image of the triangle under 5 is an infinite prism. The kernel of 5∗ is the infinite
cyclic group generated by T , the vertical translation by (0, 2). Hence, a fundamental
domain for 0∞ is the prism in H with vertices (0,±1), (1,±1), (i,±1).

5. Statement of the results

In this section, we recall the geometric method used in [Falbel and Parker 2006;
Falbel et al. 2011b] to determine the generators of the Euclidean Picard groups, and
then state our method and results.

The geometric method is based on the special feature that the Euclidean Picard
modular orbifold has only one cusp for d = 1, 2, 3, 7, 11. The basic idea of the
proof can be described easily. Analogously to Theorem 3.5 of [Falbel and Parker
2006], it can be proved that 〈0∞, R〉 has only one cusp. The fact that PU(2, 1;Od)

has the same cusp and the stabilizer of infinity as the group generated by 〈0∞, R〉
shows that they are the same. The key step is to find a union of isometric spheres so
that a fundamental domain for 0∞ is contained in the intersection of their exteriors
and a fundamental domain for the stabilizer, which implies that the group 〈0∞, R〉
has only one cusp. In other words, one should show that the union of the boundaries
of these isometric spheres in the Heisenberg group contains a fundamental domain
for the stabilizer of infinity.

We will prove our result by using a similar idea. The main observation is that
there is no need to know the exact fundamental domain for the stabilizer of infinity.
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We will construct a set in the Heisenberg group which contains a fundamental
set for the stabilizer of infinity as a subset. Then we show that the union of the
boundaries of some isometric spheres in the Heisenberg group covers this set. This
also show that the group 〈0∞, R〉 has only one cusp.

More precisely, let 6 be the set

{(ξ1, ξ2, t) : ξi ∈M,−1≤ t ≤ 1}.

Here M is the fundamental domain of 1⊂ Isom Z[i].
Note that 6 is not a fundamental domain for the stabilizer of infinity because

this set is preserved by some Heisenberg rotations.

Proposition 7. 6 contains a fundamental domain for the stabilizer of infinity.

Proof. The restriction of the action of the stabilizer of infinity on each copy of C

has the same fundamental domain M as 1 ⊂ Isom Z[i]. Then 6 is the preimage
of M× M under vertical projection intersected with a fundamental domain for the
vertical translation by ((0, 0)T , 2). It is clear that 6 is preserved by the Heisenberg
rotations MU1 . Hence, a fundamental domain for 0∞ lies inside 6. �

In next section we will prove our main theorem. Our main step is to show that 6
lies inside the boundaries of some isometric spheres in the Heisenberg group. It is
obvious that the geodesic cone from q∞ over 6 contains a fundamental domain for
the Gauss–Picard modular group U (3, 1;Z[i]).

Theorem 8. The Picard modular group U (3, 1;Z[i]) is generated by the Heisen-
berg translations

N((1,1)T ,0) =


1 −1 −1 −1
0 1 0 1
0 0 1 1
0 0 0 1

, N((0,0)T ,2) =


1 0 0 i
0 1 0 0
0 0 1 0
0 0 0 1

,
the Heisenberg rotations

MU1 =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

, MU2 =


1 0 0 0
0 i 0 0
0 0 1 0
0 0 0 1

,
and the involution

R =


0 0 0 1
0 −1 0 0
0 0 −1 0
1 0 0 0

.
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0 1
2 1

i
2

i+1
2

i

S1

S2 S3

Figure 2. The decomposition of the fundamental domain M for
1⊂ Isom Z[i] into three parts.

6. Proof of Theorem 8

In this section we will prove that the generators of Picard modular groups consist
of the generators of the stabilizer and the involution.

Recall that the Cygan sphere B0 is the isometric sphere of R. The boundary S0

of B0 is called the Heisenberg sphere in the Heisenberg group. S0 is defined by

S0 =
{∣∣|ξ1|

2
+ |ξ2|

2
+ ti

∣∣= 2
}
.

Indeed, we only need to consider the boundaries of isometric spheres in the
Heisenberg group because two isometric spheres have a nonempty interior intersec-
tion if and only if the boundaries have a nonempty interior intersection.

It is not hard to see that parts of 6 lie outside S0. Therefore we need to find
more isometric spheres whose boundaries together with S0 contain the set 6.

Note that 6 has the form

6 = {(ξ1, ξ2, t) : ξ1 ∈M, ξ2 ∈M,−1≤ t ≤ 1}.

First, we decompose M into three parts. We write M= S1 ∪ S2 ∪ S3, where S1 is a
triangle with vertices i, i

2 ,
1
2(1+ i), S2 is a square with vertices 0, i

2 ,
1
2 ,

1
2(1+ i),

and S3 is a triangle with vertices 0, 1, 1
2(1+ i); see Figure 2.

Therefore, 6 will be decomposed into nine subsets:

• 61 = {(ξ1, ξ2, t) : ξ1 ∈ S1, ξ2 ∈ S1,−1≤ t ≤ 1},

• 62 = {(ξ1, ξ2, t) : ξ1 ∈ S1, ξ2 ∈ S2,−1≤ t ≤ 1},

• 63 = {(ξ1, ξ2, t) : ξ1 ∈ S1, ξ2 ∈ S3,−1≤ t ≤ 1},

• 64 = {(ξ1, ξ2, t) : ξ1 ∈ S2, ξ2 ∈ S1,−1≤ t ≤ 1},

• 65 = {(ξ1, ξ2, t) : ξ1 ∈ S2, ξ2 ∈ S2,−1≤ t ≤ 1},

• 66 = {(ξ1, ξ2, t) : ξ1 ∈ S2, ξ2 ∈ S3,−1≤ t ≤ 1},
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• 67 = {(ξ1, ξ2, t) : ξ1 ∈ S3, ξ2 ∈ S1,−1≤ t ≤ 1},

• 68 = {(ξ1, ξ2, t) : ξ1 ∈ S3, ξ2 ∈ S2,−1≤ t ≤ 1},

• 69 = {(ξ1, ξ2, t) : ξ1 ∈ S3, ξ2 ∈ S3,−1≤ t ≤ 1}.

We first prove that S0 covers the subsets 62, 64, 65, 66, 68.
If (ξ1, ξ2, t) ∈65, then

|ξ1|
2
+ |ξ2|

2
≤
(√2

2

)2
+
(√2

2

)2
= 1,

so ∣∣|ξ1|
2
+ |ξ2|

2
+ i t

∣∣≤√1+ 1=
√

2< 2.

Hence 65 ⊂ S0.
If (ξ1, ξ2, t) ∈62, then

|ξ1|
2
+ |ξ2|

2
≤ 1+

√
2

2 =
3
2 ,

so ∣∣|ξ1|
2
+ |ξ2|

2
+ i t

∣∣≤√( 3
2

)2
+ 1=

√
13
4 < 2.

Therefore 62 ⊂ S0.
Similarly, we can show that 64, 66, 68 are included in S0.
In order to prove this theorem, it is sufficient to prove that the remaining four

subsets are covered by some Heisenberg spheres.
For the set 69, we consider the map N((1,1)T ,0)RN−1

((1,1)T ,0). The isometric
sphere B1 of this map is the Cygan sphere centered at the point ((1, 1)T , 0, 0)
(in horospherical coordinates) with radius 1. The boundary of B1 is a Heisenberg
sphere given by

S1 =
{∣∣|ξ1− 1|2+ |ξ2− 1|2+ i(t + 2=(ξ1+ ξ2))

∣∣= 2
}
.

If (ξ1, ξ2, t) ∈69, then ξ1 ∈ S3, ξ2 ∈ S3,−1≤ t ≤ 1. We get that

0≤ =ξi ≤
1
2 , |ξi − 1|2 ≤ 1

2 ,

so
−1≤ t + 2=(ξ1+ ξ2)≤ 3.

Let T = N((0,0)T ,2). It is easy to see that the subset

{(ξ1, ξ2, t) : ξ1 ∈ S3, ξ2 ∈ S3,−1≤ t + 2=(ξ1+ ξ2)≤ 1}

lies inside S1 and the set

{(ξ1, ξ2, t) : ξ1 ∈ S3, ξ2 ∈ S3, 1≤ t + 2=(ξ1+ ξ2)≤ 3}
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lies inside

T−1(S1)=
{∣∣|ξ1− 1|2+ |ξ2− 1|2+ i(t − 2+ 2=(ξ1+ ξ2))

∣∣= 2
}
.

Therefore, S1 and T−1(S1) cover the set 69.
For the set 67, we consider the map N((1,i)T ,0)RN−1

((1,i)T ,0). The isometric
sphere B2 of this map is the Cygan sphere centered at the point ((1, i)T , 0, 0).
The boundary of B2 is given by

S2 =
{∣∣|ξ1− 1|2+ |ξ2− i |2+ i(t + 2=(ξ1)+ 2<(ξ2))

∣∣= 2
}
.

If (ξ1, ξ2, t) ∈67, then ξ1 ∈ S3, ξ2 ∈ S1,−1≤ t ≤ 1. We get that

0≤ =ξ1 ≤
1
2 , 0≤<ξ2 ≤

1
2 , |ξ1− 1|2 ≤ 1

2 , |ξ2− i |2 ≤ 1
2 ,

so
−2≤ t + 2=(ξ1+ ξ2)≤ 2.

If −1≤ t + 2=(ξ1+ ξ2)≤ 1, then the subset

{(ξ1, ξ2, t) : ξ1 ∈ S3, ξ2 ∈ S1,−1≤ t + 2=(ξ1+ ξ2)≤ 1}

lies inside S2.
If −2≤ t + 2=(ξ1+ ξ2)≤−1, then the subset

{(ξ1, ξ2, t) : ξ1 ∈ S3, ξ2 ∈ S1,−2≤ t + 2=(ξ1+ ξ2)≤−1}

lies inside T (S2).
If 1≤ t + 2=(ξ1+ ξ2)≤ 2, then the subset

{(ξ1, ξ2, t) : ξ1 ∈ S3, ξ2 ∈ S1, 1≤ t + 2=(ξ1+ ξ2)≤ 2}

lies inside T−1(S2).
For the set 61, we consider the map N((i,i)T ,0)RN−1

((i,i)T ,0). The isometric sphere
B3 of this map is the Cygan sphere centered at the point ((i, i)T , 0, 0). The boundary
of B3 is a Heisenberg sphere given by

S3 =
{∣∣|ξ1− 1|2+ |ξ2− 1|2+ i(t + 2=(ξ1+ ξ2))

∣∣= 2
}
.

If (ξ1, ξ2, t) ∈61, then ξ1 ∈ S1, ξ2 ∈ S1,−1≤ t ≤ 1. We get that

0≤<ξi ≤
1
2 , |ξi − 1|2 ≤ 1

2 ,

so
−3≤ t + 2=(ξ1+ ξ2)≤ 1.

As before, we can see that 61 is covered by the Heisenberg spheres corresponding
to the maps

N((i,i)T ,0)RN−1
((i,i)T ,0) and T N((i,i)T ,0)RN−1

((i,i)T ,0)T
−1.
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It remains to consider the set 63. We consider the map N((i,1)T ,0)RN−1
((i,1)T ,0).

The isometric sphere B4 of this map is the Cygan sphere centered at the point
((i, 1)T , 0, 0). The boundary of B4 is a Heisenberg sphere given by

S4 =
{∣∣|ξ1− i |2+ |ξ2− 1|2+ i(t − 2<(ξ1)+ 2=(ξ2))

∣∣= 2
}
.

If (ξ1, ξ2, t) ∈61, then ξ1 ∈ S1, ξ2 ∈ S3,−1≤ t ≤ 1. We get that

0≤<ξ1 ≤
1
2 , 0≤ =ξ1 ≤

1
2 , |ξ1− i |2 ≤ 1

2 , |ξ2− 1|2 ≤ 1
2 ,

so
−2≤ t − 2<(ξ1)+ 2=(ξ2)≤ 2.

If −1≤ t − 2<(ξ1)+ 2=(ξ2)≤ 1, then the subset

{(ξ1, ξ2, t) : ξ1 ∈ S3, ξ2 ∈ S1,−1≤ t − 2<(ξ1)+ 2=(ξ2)≤ 1}

lies inside S4.
If −2≤ t − 2<(ξ1)+ 2=(ξ2)≤−1, then the subset

{(ξ1, ξ2, t) : ξ1 ∈ S3, ξ2 ∈ S1,−2≤ t − 2<(ξ1)+ 2=(ξ2)≤−1}

lies inside T (S4).
If 1≤ t − 2<(ξ1)+ 2=(ξ2)≤ 2, then the subset

{(ξ1, ξ2, t) : ξ1 ∈ S3, ξ2 ∈ S1, 1≤ t − 2<(ξ1)+ 2=(ξ2)≤ 2}

lies inside T−1(S4). Thus 63 is covered by the Heisenberg spheres corresponding
to the maps

N((i,1)T ,0)RN−1
((i,1)T ,0), T N((i,1)T ,0)RN−1

((i,1)T ,0)T
−1,

and
T−1 N((i,1)T ,0)RN−1

((i,1)T ,0)T .

Remark 9. This method works for the other higher-dimensional Euclidean Picard
modular groups PU(n, 1;Od) for d = 2, 7, 11 and n ≥ 3. But the calculation will be
more complicated. For example, the set 6 will be decomposed into smaller parts.
Then one needs more Heisenberg spheres to cover the set 6 which contains the
fundamental set.
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Let X be a nonsingular projective variety in CPn−1. Then the cone over X in
Cn is an affine variety V with an isolated singularity at the origin. It is a very
natural and important question to ask when an affine variety with an iso-
lated singularity at the origin is a cone over nonsingular projective variety.

This problem is very hard in general. In this paper we shall treat the
hypersurface case. Given a function f with an isolated singularity at the
origin, we can ask whether f is a weighted homogeneous polynomial or a
homogeneous polynomial after a biholomorphic change of coordinates. The
former question was answered in a celebrated 1971 paper by Saito. How-
ever, the latter question had remained open for 40 years until Xu and Yau
solved it for f with three variables. Recently, Yau and Zuo solved it for f
with up to six variables. However, the methods they used are hard to gener-
alize. In this paper, we solve the latter question for general n completely; i.e.,
we show that f is a homogeneous polynomial after a biholomorphic change
of coordinates if and only if µ= τ = (ν− 1)n, where µ, τ and ν are the Mil-
nor number, Tjurina number and multiplicity of the singularity respectively.
We also prove that there are at most µ1/n+ 1 multiplicities within the same
topological type of the isolated hypersurface singularity, while the famous
Zariski multiplicity problem asserts that there is only one multiplicity.

1. Introduction

Let w = (w1, . . . , wn) be an n-tuple of positive rational numbers. A polynomial
f (z1, . . . , zn) is said to be a weighted homogeneous polynomial with weight w
if each monomial αza1

1 za2
2 · · · z

an
n of f satisfies a1w1+ · · · + anwn = 1. It has an

isolated critical point at 0 ∈ Cn if grad f = (∂ f/∂z1, . . . , ∂ f/∂zn) is zero at 0 but
grad f (z) 6= 0 for all z in a neighborhood of 0.

Yau was partially supported by the start-up fund from Tsinghua University, and Zuo was partially
supported by NSFC no. 11401335 and the start-up fund from Tsinghua University.
MSC2010: primary 32S25; secondary 32S10.
Keywords: homogeneous singularities, Milnor number, multiplicity.
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Recall that a polynomial f (z1, . . . , zn) is called quasihomogeneous if f is in
the Jacobian ideal of f , i.e., f ∈ (∂ f/∂z1, . . . , ∂ f/∂zn).

By a theorem of Saito (see Theorem 2.7), if f is quasihomogeneous with an
isolated critical point at 0, then after a biholomorphic change of coordinates, f
becomes a weighted homogeneous polynomial.

Let f : (Cn, 0)→ (C, 0) be the germ of a complex analytic function with an
isolated critical point at the origin. Let V = {z ∈ Cn

: f (z) = 0}. It is a natural
question to ask when V is defined by a weighted homogeneous polynomial up to
biholomorphic change of coordinates. Saito [1971] solved this question. He gave a
necessary and sufficient condition for V to be defined by a weighted homogeneous
polynomial. It is a natural and important question to characterize homogeneous
polynomial with an isolated critical point at the origin. This question has remained
open for 40 years. In fact it is the first important case of the following interesting
problem. Let X be a nonsingular projective variety in CPn−1. Then the cone over
X in Cn is an affine variety V with an isolated singularity at the origin. It is then
natural to ask when an affine variety with an isolated singularity at the origin is a
cone over nonsingular projective variety.

For a two-dimensional isolated hypersurface singularity V , Xu and Yau [1992;
1993] found a coordinate-free characterization when V is defined by a homogeneous
polynomial. Recently, necessary and sufficient conditions were given for three-
dimensional isolated hypersurface singularities with pg ≥ 0 [Lin and Yau 2004;
Lin et al. 2006a; Xu and Yau 1996] and four-dimensional isolated hypersurface
singularities with pg > 0 [Chen et al. 2011], where pg is the geometric genus of
the singularity. Based on the classification of weighted homogeneous singularities,
Yau and Zuo [2012] solved the problem for f with up to six variables. However,
it is quite difficult to generalize their methods to characterize the homogeneous
polynomials for general n. Ten years ago, Yau formulated the Yau homogeneous
characterization conjecture: (1) Let µ and ν be the Milnor number and multiplicity
of (V, 0) respectively. Then µ ≥ (ν − 1)n , and equality holds if and only if f
is a semihomogeneous function (i.e., f = fν + g, where fν is a homogeneous
polynomial of degree ν defining an isolated singularity at the origin and g consists
of terms of degree at least ν + 1) after a biholomorphic change of coordinates.
(2) Moreover, if f is a weighted homogeneous function, then µ= (ν− 1)n if and
only if f is a homogeneous polynomial after a biholomorphic change of coordinates.
In this paper we verify the Yau homogeneous characterization conjecture affirma-
tively. As a result, we have solved the characterization problem of homogeneous
polynomials with an isolated critical point at the origin, i.e., we have shown that f
is a homogeneous polynomial after a biholomorphic change of coordinates if and
only if µ= τ = (ν− 1)n .
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Recall that the multiplicity of the singularity V is defined to be the order of the
lowest nonvanishing term in the power series expansion of f at 0. The Milnor
number µ and the Tjurina number τ of the singularity (V, 0) are defined by

µ= dim C{z1, z2, . . . , zn}/( fz1, . . . , fzn ),

τ = dim C{z1, z2, . . . , zn}/( f, fz1, . . . , fzn ).

They are numerical invariants of (V, 0).
Let π : (M, A)→ (V, 0) be a resolution of singularity of dimension n with

exceptional set A = π−1(0). The geometric genus pg of the singularity (V, 0) is
the dimension of H n−1(M,O) and is independent of the resolution M .

Using pg, µ and ν, Yau made another conjecture in 1995 (see [Lin and Yau
2004; Chen et al. 2011]) describing when a weighted homogeneous singularity is
a homogeneous singularity. Let f : (Cn, 0)→ (C, 0) be a weighted homogeneous
polynomial with an isolated singularity at the origin. Let µ, pg and ν be the Milnor
number, geometric genus and multiplicity of the singularity V ={z : f (z)= 0}; then

µ− p(ν)≥ n!pg,

where p(ν) = (ν − 1)n − ν(ν − 1) · · · (ν − n+ 1), and equality holds if and only
if f is a homogeneous polynomial after a biholomorphic change of coordinates.

In fact, we shall prove in this paper that if pg = 0, then the Yau homogeneous
characterization conjecture implies the 1995 Yau conjecture.

These conjectures are sharp estimates and have some important applications in
geometry. However, they were proved only for low-dimensional singularities. For
the Yau homogeneous characterization conjecture, Lin, Wu, Yau and Luk [Lin et al.
2006b] proved the following two theorems.

Theorem 1.1. Let f : (C2, 0)→ (C, 0) be the germ of a holomorphic function
defining an isolated plane curve singularity V = {z ∈ C2

: f (z)= 0} at the origin.
Let µ and ν be the Milnor number and multiplicity of (V, 0), respectively. Then

(1-1) µ≥ (ν− 1)2.

Furthermore, if V has at most two irreducible branches at the origin, or if f is
a quasihomogeneous function, then equality holds in (1-1) if and only if f is a
homogeneous polynomial (after a biholomorphic change of coordinates).

Theorem 1.2. Let f : (Cn, 0)→ (C, 0) be the germ of a holomorphic function
defining an isolated hypersurface singularity V = {z ∈ Cn

: f (z) = 0} at the
origin. Let µ, ν and τ = dim C{z1, . . . , zn}/( f, ∂ f/∂z1, . . . , ∂ f/∂zn) be the Milnor
number, multiplicity and Tjurina number of (V, 0), respectively. Suppose µ = τ
and n is either 3 or 4. Then

(1-2) µ≥ (ν− 1)n,
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and equality holds in (1-2) if and only if f is a homogeneous polynomial (after a
biholomorphic change of coordinates).

For the 1995 Yau conjecture, Lin, Tu and Yau [Lin and Yau 2004; Lin et al.
2006a] have the following theorem:

Theorem 1.3. Let (V, 0) be a three-dimensional isolated hypersurface singularity
defined by a weighted homogeneous polynomial f (x, y, z, w) = 0. Let µ, ν and
pg be the Milnor number, multiplicity and geometric genus of the singularity,
respectively. Then

(1-3) µ− (2ν3
− 5ν2

+ 2ν+ 1)≥ 4!pg

and equality holds in (1-3) if and only if f is a homogeneous polynomial.

Remark. The above theorem is proved in [Lin and Yau 2004] with pg > 0. For
pg = 0, the theorem is proved in [Lin et al. 2006a].

An immediate corollary of Theorem 1.3 is the following:

Corollary 1.4 [Lin et al. 2006a]. Let (V, 0) be a three-dimensional isolated hyper-
surface singularity defined by a polynomial f (x, y, z, w)= 0. Let µ, ν, pg and τ
be the Milnor number, multiplicity, geometric genus and Tjurina number of the sin-
gularity, respectively. Then f is a homogeneous polynomial after a biholomorphic
change of coordinates if and only if µ= τ and µ− (2ν3

− 5ν2
+ 2ν+ 1)= 4!pg.

Chen, Lin, Yau and Zuo generalized the above theorem to four-dimensional
isolated hypersurface singularities with the additional assumption pg > 0.

Theorem 1.5 [Chen et al. 2011]. Let (V, 0) be a four-dimensional isolated hypersur-
face singularity defined by a weighted homogeneous polynomial f (x, y, z, w, t)=0.
Let µ, ν and pg be the Milnor number, multiplicity and geometric genus of the
singularity, respectively. If pg > 0 then

(1-4) µ− [(ν− 1)5+ ν(ν− 1)(ν− 2)(ν− 3)(ν− 4)] ≥ 5!pg,

and equality holds in (1-4) if and only if f is a homogeneous polynomial after a
biholomorphic change of coordinates.

Corollary 1.6 [Chen et al. 2011]. Let (V, 0) be a four-dimensional isolated hyper-
surface singularity defined by a polynomial f (x, y, z, w, t)= 0. Let µ, ν, pg and
τ be the Milnor number, multiplicity, geometric genus and Tjurina number of the
singularity, respectively. Moreover, if pg > 0 then f is a homogeneous polynomial
after a biholomorphic change of coordinates if and only if µ= τ and

µ− [(ν− 1)5+ ν(ν− 1)(ν− 2)(ν− 3)(ν− 4)] = 5!pg.

Yau and Zuo [2012] proved the following theorem:
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Theorem 1.7. Let f : (Ck, 0)→ (C, 0), where k is either 5 or 6, be a polynomial
with an isolated singularity at the origin. Let µ, ν and τ be the Milnor number,
multiplicity and Tjurina number of the singularity V = {z : f (z)= 0} respectively.
Then f is a homogeneous polynomial after a biholomorphic change of coordinates
if and only if µ= τ = (ν− 1)k .

The purpose of this paper is to prove the following results:

Theorem A. Let f : (Cn, 0)→ (C, 0) be a weighted homogeneous polynomial
with an isolated singularity at the origin. Let µ and ν be the Milnor number and
multiplicity of the singularity V = {z : f (z)= 0} respectively. Then

(1-5) µ≥ (ν− 1)n,

and equality holds in (1-5) if and only if f is a homogeneous polynomial after a
biholomorphic change of coordinates.

Corollary B. Let f : (Cn, 0)→ (C, 0) be a polynomial with an isolated singularity
at the origin. Let µ, ν and τ be the Milnor number, multiplicity and Tjurina number
of the singularity V = {z : f (z)= 0} respectively. Then f is a homogeneous polyno-
mial after a biholomorphic change of coordinates if and only if µ= τ = (ν− 1)n .

Proposition 3.1 and Theorem A answer the Yau homogeneous characterization
conjecture affirmatively, and Corollary B gives a complete characterization of
isolated homogeneous hypersurface singularities. Let (V, 0) and (W, 0) be two
isolated hypersurface singularities in Cn . We say that (V, 0) and (W, 0) have the
same topological type if (Cn, V, 0) is homeomorphically equivalent to (Cn,W, 0).
The famous Zariski multiplicity question asks whether (V, 0) and (W, 0) have the
same multiplicity if they have the same topological type, i.e., whether there is only
one multiplicity within the same topological type. For two-dimensional isolated
quasihomogeneous singularities, the Zariski multiplicity question was solved [Yau
1988; Xu and Yau 1989]. Proposition 3.1 says that there are at most µ1/n

+ 1
multiplicities within the same topological type. On the other hand, Theorem C
below confirms that the 1995 Yau conjecture is true for the case of pg = 0.

Theorem C. Let f : (Cn, 0)→ (C, 0) be a weighted homogeneous polynomial
with an isolated singularity at the origin. Let µ, pg and ν be the Milnor number,
geometric genus and multiplicity of the singularity V ={z : f (z)=0}. If pg=0, then

µ− p(ν)≥ n!pg,

where p(ν)= (ν−1)n−ν(ν−1) · · · (ν−n+1) (= 0), and equality holds if and only
if f is a homogeneous polynomial after a biholomorphic change of coordinates.

In Section 2, we recall the material which is necessary to prove the main theorems.
In Section 3, we prove the main theorems.
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2. Preliminaries

In this section, we recall some known results which are needed to prove the main
theorems. Let f (z1, . . . , zn) be a germ of an analytic function at the origin such
that f (0)= 0. Suppose f has an isolated critical point at the origin, and suppose
f can be developed in a convergent Taylor series f (z1, . . . , zn)=

∑
aλzλ, where

zλ = zλ1
1 · · · z

λn
n . Recall that the Newton boundary 0( f ) is the union of compact

faces of 0+( f ), where 0+( f ) is the convex hull of the union of subsets {λ+Rn
+
} for

λ such that aλ 6= 0. Let 0−( f ), the Newton polyhedron of f , be the cone over 0( f )
with cone point at 0. For any closed face 1 of 0( f ), we associate the polynomial
f1(z)=

∑
λ∈1 aλzλ. We say that f is nondegenerate if f1 has no critical point in

(C∗)n for any 1 ∈ 0( f ), where C∗ = C−{0}. We say that a point p of the integral
lattice Zn in Rn is positive if all coordinates of p are positive.

Theorem 2.1 [Merle and Teissier 1980]. Let (V, 0) be an isolated hypersurface
singularity defined by a nondegenerate holomorphic function f : (Cn, 0)→ (C, 0).
Then the geometric genus pg = #{p ∈ Zn

∩0−( f ) : p is positive}.

Recall that a polynomial f (z1, . . . , zn) is a weighted homogeneous polynomial of
type (w1, . . . , wn), where w1, . . . , wn are fixed positive rational numbers, if it can
be expressed as a linear combination of monomials zi1

1 · · · z
in
n for which i1w1+· · ·+

inwn = 1. As a consequence of Theorem 2.1, for an isolated singularity defined by
a weighted homogeneous polynomial, computing the geometric genus is equivalent
to counting the number of positive integral points in the tetrahedron defined by
x1w1+ · · ·+ xnwn ≤ 1, x1 ≥ 0, . . . , xn ≥ 0. We also need the following result:

Theorem 2.2 [Milnor and Orlik 1970]. Let f (z1, . . . , zn) be a weighted homoge-
neous polynomial of type (w1, . . . , wn) with an isolated singularity at the origin.
Then the Milnor number µ is equal to (1/w1− 1) · · · (1/wn − 1).

Yau [1977] gave a lower bound for pg of a hypersurface singularity.

Theorem 2.3 [Yau 1977]. Let

f (z1, . . . , zn−1, zn)= zm
n + a1(z1, . . . , zn−1)zm−1

n + · · ·+ am(z1, . . . , zn−1)

be holomorphic near (0, . . . , 0). Let di be the order of the zero of ai (z1, . . . , zn−1)

at (0, . . . , 0), with di ≥ i . Let d =min1≤i≤m(di/ i). Suppose that

V = {(z1, . . . , zn) : f (z1, . . . , zn)= 0},

defined in a suitably small polydisc, has p = (0, . . . , 0) as its only singularity. Let
π : M→ V be a resolution of V . Then dim H n−2(M,O)> (m− 1)d − (n− 1).

Remark. Here, the singularity is (n− 1)-dimensional, so dim H n−2(M,O) = pg.
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Let f ∈ C{z1, . . . , zn} define an isolated singularity at the origin. Let w =
(w1, . . . , wn) be a weight on the coordinates (z1, . . . , zn) for positive integers wi ,
i = 1, . . . , n. We have the weighted Taylor expansion f = fρ + fρ+1+ · · · with
respect to w, where fρ 6= 0 and fk is a weighted homogeneous polynomial of type
(w1, . . . , wn; k) for k ≥ ρ, i.e., fk is a linear combination of monomials zi1

1 · · · z
in
n

for which i1w1+ · · ·+ inwn = k.

Theorem 2.4 [Furuya and Tomari 2004]. Let f ∈ C{z1, . . . , zn} define an isolated
singularity at the origin. With the above situation, then:

(1) The following inequality holds:

µ( f )≥
(
ρ

w1
− 1
)
· · ·

(
ρ

wn
− 1
)
.

(2) Equality holds in (1) if and only if fρ defines an isolated singularity at the origin.

Here we recall that f is called a semiquasihomogeneous function if the initial
term fρ defines an isolated singularity at the origin.

Definition 2.1. Let f, g : (Cn, 0)→ (C, 0) be germs of holomorphic functions defin-
ing isolated hypersurface singularities V f = {z : f (z)= 0} and Vg = {z : g(z)= 0}.
Let φ : (Cn, 0)→ (Cn, 0) be the germ of a biholomorphic map.

(1) f is contact-equivalent to g if φ(V f )= Vg.

(2) f is right-equivalent to g if g = f ◦φ.

The Milnor number is an invariant under right-equivalence and the Tjurina
number is an invariant under contact equivalence. It is a nontrivial theorem that the
Milnor number is indeed an invariant under contact equivalence:

Theorem 2.5 [Greuel 1975]. Let K be an algebraically closed field of characteristic
zero and f, g ∈K{z1, z2, . . . , zn}. If f is contact-equivalent to g, then µ( f )=µ(g).

Theorem 2.6 [Shoshitaishvili 1976; Benson and Yau 1990]. If f and g are germs
of isolated weighted homogeneous singularities at the origin in Cn , then f and g
are right-equivalent if and only if f and g are contact-equivalent.

Theorem 2.7 [Saito 1971]. Let f : (Cn, 0)→ (C, 0) be the germ of a complex
analytic function with an isolated critical point at the origin.

(a) f is right-equivalent to a weighted homogeneous polynomial if and only if
µ= τ or

f ∈ Jf :=

(
∂ f
∂z1

, . . . ,
∂ f
∂zn

)
.
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(b) If f is weighted homogeneous with normalized weight system (w1, . . . , wn, 1)
with 0<w1 ≤ · · · ≤ wn < 1 and if f ∈m3

Cn,0, then the weight system is unique
and 0<w1 ≤ · · · ≤ wn <

1
2 .

(c) If f ∈ Jf , then f is right-equivalent to a weighted homogeneous polynomial
g(z1, . . . , zk)+ z2

k+1 + · · · + z2
n with g ∈ m3

Cn,0. Specifically, its normalized
weight system satisfies 0<w1 ≤ · · · ≤ wk <wk+1 = · · · = wn =

1
2 .

(d) If f and f̄ ∈OCn,0 are right-equivalent and weighted homogeneous with normal-
ized weight systems (w1, . . . ,wn,1) and (w1, . . . ,wn,1) withw1≤· · ·≤wn≤

1
2

and w1 ≤ · · · ≤ wn ≤
1
2 , then wi = wi .

3. Proof of the main theorems

The following statement is well known.

Proposition 3.1 [Teissier 1973]. Let f : (Cn, 0)→ (C, 0) be a holomorphic germ
defining an isolated hypersurface singularity V = {z : f (z)= 0} at the origin. Let
µ and ν be the Milnor number and multiplicity of (V, 0) respectively. Then

(3-1) µ≥ (ν− 1)n,

and equality holds in (3-1) if and only if f is a semihomogeneous function (i.e.,
f = fν + g, where fν is a nondegenerate homogeneous polynomial of degree ν
and g consists of terms of degree at least ν+ 1) after a biholomorphic change of
coordinates.

Proof. Let f (z1, . . . , zn) : (C
n, 0)→ (C, 0) be a holomorphic function with an

isolated singularity at the origin. Let µ and ν be the Milnor number and multiplicity
of the singularity V = {z : f (z) = 0}. By an analytic change of coordinates, one
can assume that the zn-axis is not contained in the tangent cones of V , so that
f (0, . . . , 0, zn) 6= 0. By the Weierstrass preparation theorem, near 0, the germ f
can be represented as a product f (z1, . . . , zn)= u(z1, . . . , zn)g(z1, . . . , zn), where
u(0, . . . , 0) 6= 0 and

g(z1, . . . , zn−1, zn)= zνn + a1(z1, . . . zn−1)zν−1
n + · · ·+ aν(z1, . . . , zn−1),

where ν is the multiplicity of f (z1, . . . , zn) and ai ∈ (z1, . . . , zn−1)
i for i =1, . . . , ν.

Therefore f (z1, . . . , zn) is contact-equivalent to g(z1, . . . , zn).
Let di be the order of the zero of ai (z1, . . . , zn−1) at (0, . . . , 0), with di ≥ i . Let

d = min1≤i≤ν(di/ i); then d ≥ 1. We define a new weight w on the coordinate
system: w(zn)= d , w(zi )= 1 for 1≤ i ≤ n− 1. With respect to the new weights,
zνn has degree dν and ai (z1, . . . , zn−1)zν−i

n has degree at least d(ν − i) + di ≥

dν− di + di = dν. Thus the initial term of f (z1, . . . , zn) has degree ρ = dν. By
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Theorem 2.5, the Milnor number is an invariant under the contact equivalence. By
Theorem 2.4(1), we have

µ= µ(g)≥
(dν

d
− 1

)(dν
1
− 1

)
· · ·

(dν
1
− 1

)
= (ν− 1)(dν− 1)n−1

≥ (ν− 1)n.

Thus, we proved the inequality (3-1).
We need to show that equality in (3-1) holds if and only if f is a semihomoge-

neous function after a biholomorphic change of coordinates.

⇒: If µ = (ν − 1)n , then by the fact that µ ≥ (ν − 1)(dν − 1)n−1
≥ (ν − 1)n ,

we have d = 1, and by Theorem 2.4(2), gdν(z1, . . . , zn) = gν(z1, . . . , zn) is a
homogeneous polynomial of degree ν defining an isolated singularity. Hence
f (z1, . . . , zn) is contact-equivalent to a semihomogeneous singularity g; i.e., f is
a semihomogeneous function after a biholomorphic change of coordinates.

⇐ : Suppose f is a semihomogeneous polynomial after a biholomorphic change of
coordinates. Since the Milnor number of f is the same as the Milnor number of its
initial part (see [Arnold 1974]) which is a homogeneous polynomial with degree ν,
so µ= (ν− 1)n is obvious. �

Proof of Theorem A. By Proposition 3.1, it is sufficient to show that if f is a
weighted homogeneous singularity, then µ= (ν− 1)n if and only if f is equivalent
to a homogeneous singularity.

The “if ” part is trivial. We only need to consider the “only if ” part. By Saito’s
theorem (see Theorem 2.7(c)), we can choose normalized weights for f , which
means that these weights satisfy 0<wi ≤

1
2 , 1≤ i ≤ n. By what we have proved

above, we know that there exists a g(z1, . . . , zn) so that f is contact equivalent
to g; moreover the initial part of g is gν , a homogeneous polynomial with degree ν,
and gν also defines an isolated singularity at the origin. We can rewrite f and g as

f (z1, . . . , zn)= fν(z1, . . . , zn)+ fν+1(z1, . . . , zn)+ · · · ,

g(z1, . . . , zn)= gν(z1, . . . , zn)+ gν+1(z1, . . . , zn)+ · · · ,

where fi and gi , i ≥ ν, are the homogeneous parts of f and g respectively and
gν defines an isolated singularity at the origin. Since for weighted homogeneous
singularities contact equivalence is the same as right equivalence (see Theorem 2.6),
there exists a biholomorphism at the origin:

φ : (Cn, 0)→ (Cn, 0),

(z1, . . . , zn) 7→ (φ1(z1, . . . , zn), . . . , φn(z1, . . . , zn)),
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such that f (z1, . . . , zn)= g(φ1(z1, . . . , zn), . . . , φn(z1, . . . , zn)) and

φ1(z1, . . . , zn)= a11z1+ · · ·+ a1nzn + H 2
1 + H 3

1 + · · · ,

...

φn(z1, . . . , zn)= an1z1+ · · ·+ annzn + H 2
n + H 3

n + · · · ,

where H j
i =

∑
α1+···+αn= j ci (α1, . . . , αn)z

α1
1 · · · z

αn
n . Since φ is a biholomor-

phism at the origin, we have |(ai j )| = det(ai j ) 6= 0. It follows from the equality
f (z1, . . . , zn)= g(φ1(z1, . . . , zn), . . . , φn(z1, . . . , zn)) that

gν(φ1(z1, . . . , zn), . . . , φn(z1, . . . , zn))

+ gν+1(φ1(z1, . . . , zn), . . . , φn(z1, . . . , zn))+ · · ·

= fν(z1, . . . , zn)+ fν+1(z1, . . . , zn)+ · · · .

Comparing the degree of each side, we have

gν(φ1(z1, . . . , zn), . . . , φn(z1, . . . , zn))= fν(z1, . . . , zn),

where φi = ai1z1+· · ·+ainzn , 1≤ i ≤ n. Since det(ai j ) 6= 0, fν is right-equivalent
to gν . Therefore fν also defines an isolated singularity. Now we have two normalized
weights for fν : one is (w1, . . . , wn), because each monomial in fν comes from f ,
and the other is (1/ν, . . . , 1/ν)which follows from the fact that fν is a homogeneous
polynomial with degree ν. By Theorem 2.7, we have w1 = w2 = · · · = wn = 1/ν.
Therefore f (z1, . . . , zn)= fν(z1, . . . , zn) is a homogeneous polynomial. �

Proof of Corollary B. This follows from Theorem A and Theorem 2.7(a). �

Proof of Theorem C. Since pg = 0, by Theorem 2.3, we have 0> (ν−1)d−(n−1),
where d = min1≤i≤ν(di/ i), and di is the order of the zero of ai (x1, . . . , xn) at
(0, . . . , 0), with di ≥ i . Then ν < (n − 1)/d + 1. Since d ≥ 1, ν is an integer at
least 2 for an isolated hypersurface singularity, so we have 2≤ ν ≤ n−1. Therefore
p(ν)= (ν− 1)n − ν(ν− 1) · · · (ν− n+ 1)= (ν− 1)n . The theorem is reduced to
proving that

µ≥ (ν− 1)n,

where equality holds if and only if f is a homogeneous polynomial after a biholo-
morphic change of coordinates. The proof follows from Theorem A immediately. �
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A THEOREM OF MŒGLIN AND WALDSPURGER
FOR COVERING GROUPS

SHIV PRAKASH PATEL

Let E be a nonarchimedean local field of characteristic zero and residual
characteristic p. Let G be a connected reductive group defined over E and
π an irreducible admissible representation of G(E). A result of C. Mœglin
and J.-L. Waldspurger (for p 6= 2) and S. Varma (for p = 2) states that the
leading coefficient in the character expansion of π at the identity element of
G(E) gives the dimension of a certain space of degenerate Whittaker forms.
In this paper we generalize this result of Mœglin and Waldspurger to the
setting of covering groups of G(E).

1. Introduction

Let E be a nonarchimedean local field of characteristic zero, G a connected split
reductive group defined over E , and G = G(E). Let g= Lie(G) be the Lie algebra
of G and g= g(E). Let (π,W ) be an irreducible admissible representation of G.
A theorem of F. Rodier [1975] relates the dimension of the space of nondegenerate
Whittaker forms of π to coefficients in the character expansion of π around the
identity. More precisely, Rodier proved that if the residual characteristic of E is large
enough and the group G is split then the dimension of any space of nondegenerate
Whittaker functionals for (π,W ) equals the coefficient in the character expansion
of π at the identity corresponding to an appropriate maximal nilpotent orbit in the Lie
algebra g. Rodier proved his theorem assuming that the residual characteristic of E
is greater than a constant which depends only on the root datum of G. C. Mœglin and
J.-L. Waldspurger [1987] generalized this theorem of Rodier in several directions: in
particular, they proved the result for fields E whose residual characteristic is odd, and
they removed the assumption that G is split. The Mœglin–Waldspurger theorem is
a more precise statement about the coefficients appearing in the character expansion
around the identity and certain spaces of “degenerate” Whittaker forms. In [Varma
2014], this theorem has been proved for fields with even residual characteristic
by modifying certain constructions in [Mœglin and Waldspurger 1987] (see the
remark at the end of the introduction). So the Mœglin–Waldspurger theorem is
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true for all connected reductive groups without any restriction on the residual
characteristic of the field E . We now recall the theorem. To state it we need to
introduce some notation. Let Y be a nilpotent element in g and suppose ϕ :Gm→G
is a one-parameter subgroup satisfying

(1) Ad(ϕ(t))Y = t−2Y.

Associated to such a pair (Y, ϕ) one can define a certain space W(Y,ϕ), called the
space of degenerate Whittaker forms of (π,W ) relative to (Y, ϕ) (see Section 4 for
the definition).

Define NWh(π) to be the set of nilpotent orbits O of g for which there exists
an element Y ∈ O and a ϕ satisfying (1) such that the space W(Y,ϕ) of degenerate
Whittaker forms relative to the pair (Y, ϕ) is nonzero.

Recall that the character expansion of (π,W ) around the identity is a sum∑
O cOµ̂O, where O varies over the set of nilpotent orbits of g, cO ∈ C and µ̂O is the

Fourier transform of a suitably chosen measure µO on O. One defines Ntr(π) to be
the set of nilpotent orbits O of g such that the corresponding coefficient cO in the
character expansion of π around the identity is nonzero.

We have the standard partial order on the set of nilpotent orbits in g: O1 ≤ O2 if
O1 ⊂ O2. Let Max NWh(π) and Max Ntr(π) denote the sets of maximal elements in
NWh(π) and Ntr(π), respectively, with respect to this partial order.

Theorem 1 [Mœglin and Waldspurger 1987, Chapter I]. Let G be a connected
reductive group defined over E. Let π be an irreducible admissible representation
of G = G(E). Then

Max NWh(π)=Max Ntr(π).

Moreover, if O is an element in either of these sets, then for any (Y, ϕ) as above
with Y ∈ O we have

cO = dim W(Y,ϕ).

If one considers the case of the pair (Y, ϕ) with Y a regular nilpotent element,
this theorem specializes to Rodier’s theorem.

In this paper we generalize the Mœglin–Waldspurger theorem to the setting of
a covering group G̃ of G. Let µr be the group of r-th roots of unity in C×. An
r -fold covering group G̃ of G is a central extension of locally compact groups by
µr := {z ∈ C : zr

= 1} giving rise to the short exact sequence

(2) 1−→ µr −→ G̃ −→ G −→ 1.

The representations of G̃ on whichµr acts by the natural embeddingµr ↪→C× are
called genuine representations. The definition of the space of degenerate Whittaker
forms of a representation of G involves only unipotent groups. Since the covering



A THEOREM OF MŒGLIN AND WALDSPURGER FOR COVERING GROUPS 227

G̃→ G splits over any unipotent subgroup of G in a unique way (see [Mœglin
and Waldspurger 1995]) this makes it possible to define the space of degenerate
Whittaker forms for any genuine smooth representation (π,W ) of G̃. In particular,
it makes sense to talk of the set NWh(π).

The existence of the character expansion of an admissible genuine representation
(π,W ) of G̃ has been proved by Wen-Wei Li [2012]. At the identity, the Harish-
Chandra–Howe character expansion of an irreducible genuine representation has
the same form, and therefore we have Ntr(π). This makes it possible to have an
analogue of Theorem 1 in the setting of covering groups. The main aim of this
paper is to prove the following.

Theorem 2. Let π be an irreducible admissible genuine representation of G̃. Then

Max NWh(π)=Max Ntr(π).

Moreover, if O is an element in either of these sets, then for any (Y, ϕ) as above
with Y ∈ O we have

cO = dim W(Y,ϕ).

We will use the results in [Mœglin and Waldspurger 1987], and to accommodate
the even residual characteristic case we follow [Varma 2014]. Let us describe some
ideas involved in the proof. Let Y be a nilpotent element in g and ϕ a one-parameter
subgroup as above. Let gi be the eigenspace of weight i under the action of Gm

on g via Ad ◦ϕ. One can attach a parabolic subgroup P with unipotent radical
N whose Lie algebras are p :=

⊕
i≥0 gi and n=

⊕
i>0 gi respectively. The one-

parameter subgroup ϕ also determines a parabolic subgroup P− opposite to P with
Lie algebra p− =

⊕
i≤0 gi . For simplicity, assume g1 = 0 for the purpose of the

introduction. Then n=
⊕

i≥2 gi and χ : γ 7→ ψ(B(Y, log γ )) defines a character
of N = N(E), where B is an Ad(G)-invariant nondegenerate symmetric bilinear
form on g and ψ is an additive character of E . In this case (i.e., g1 = 0), the space
of degenerate Whittaker forms W(Y,ϕ) is defined to be the twisted Jacquet module
of π with respect to (N , χ). In the case where g1 6= 0, the definition of W(Y,ϕ)

needs to be appropriately modified (see Section 4).
On the other hand, to the pair (Y, ϕ) one attaches certain open compact sub-

groups Gn of G for large n and certain characters χn of Gn . One then proves
that the covering G̃ → G splits over Gn for large n, so that the Gn can be seen
as subgroups of G̃ as well. Let $ be a uniformizer of E . Let t := ϕ($) and t̃
be any lift of t in G̃. It turns out that t̃−nGn t̃n

∩ N becomes an “arbitrarily large”
subgroup of N and t̃−nGn t̃n

∩ P− becomes an “arbitrarily small” subgroup of P−,
as n becomes large. For large n, the characters χn have been so defined that the
character χ ′n := χn ◦ Int(t̃n) restricted to t̃−nGn t̃n

∩ N agrees with χ . Using the
Harish-Chandra–Howe character expansion, one proves that the dimension of the
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(Gn, χn)-isotypic component of W is equal to cO for large enough n, where O is
the nilpotent orbit of Y in g. Finally, one proves that there is a natural isomorphism
between the (t̃−nGn t̃n, χn ◦ Int(t̃n))-isotypic component of W and W(Y,ϕ).

Remark 3. The definition of W(Y,ϕ) (hence that of NWh(π)) depends on a choice
of an additive character ψ of E and a choice of Ad(G)-invariant nondegenerate
bilinear form B on g. On the other hand, in the character expansion, the cO (hence
Ntr(π)) depend on ψ , B, a measure on G and a measure on g. However, by
choosing a compatible measure on G and g via the exponential map, one gets rid
of the dependency of cO on these measures, and therefore the cO depend only on ψ
and B. For more detailed discussion about how our results depend on B and ψ , see
Remark 4 in [Varma 2014].

Remark 4. One aspect in Varma’s proof for p = 2 which does not obviously
generalize from the proof for p 6= 2 is the prescription of the character χn of Gn

given in [Mœglin and Waldspurger 1987], which is due to the somewhat bad behavior
of the Campbell–Hausdorff formula in the p = 2 case. Using Kirillov’s theory of
compact p-adic groups, Varma prescribed a χn (although not unique) which will
serve our purpose. On the other hand, the definition of degenerate Whittaker forms
of W has also been modified by Varma to accommodate the case p = 2.

Although the methods used in the paper are not new and heavily depend on the
proofs in the linear case, the result is useful in the study of representation theory of
covering groups. The author himself has made use of this result in his thesis, where
he attempts to generalize a result of D. Prasad [1992] in the setting of covering
groups, namely, in the harmonic analysis relating the pairs (GL2(E)∼,GL2(F))
and (GL2(E)∼, D×F ), where E/F is a quadratic extension of nonarchimedean local
field, DF is the quaternion division algebra with center F and GL2(E)∼ is a certain
twofold cover of GL2(E).

Let us briefly give an outline of the organization of the paper. In Section 2,
we recall the definition of the subgroups Gn and state some properties of the
character χn . In Section 3, we recall splitting of the covering groups over Gn and
describe an appropriate choice of the splitting over the subgroup Gn for large n. In
Section 4 we give the definition of the space of degenerate Whittaker forms and
describe important setup to prove the main theorem. In Section 5, we transfer some
results from linear groups to covering groups in a few lemmas, and, based on these
lemmas, we prove the main theorem.

2. Subgroups Gn and characters χn

In this section, we recall a certain sequence of subgroups Gn of G, which form
a basis of neighborhoods at the identity, and certain characters χn : Gn → C×.
The objects involved in this section were defined for linear groups in [Mœglin and
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Waldspurger 1987; Varma 2014], and we will lift them to covering groups in a
suitable way in Section 3 and work with these lifts in this paper.

Let OE denote the ring of integers in E . We fix an additive character ψ of E
with conductor OE . Fix an Ad(G)-invariant nondegenerate symmetric bilinear
form B : g× g→ E .

Let Y ∈ g be nilpotent. Choose a one-parameter subgroup ϕ :Gm→ G satisfying

(3) Ad(ϕ(s))Y = s−2Y for all s ∈ Gm .

For a given nilpotent element Y , the existence of such a ϕ is known from the theory
of sl2-triplets, but there are examples which do not come from this theory.

For i ∈ Z, define

gi = {X ∈ g : Ad(ϕ(s))X = si X for all s ∈ Gm}.

Set
n := n+ :=

⊕
i>0

gi , n− :=
⊕
i<0

gi , p− :=
⊕
i≤0

gi .

The parabolic subgroup P− of G stabilizing n− has p− as its Lie algebra. Let
N = N+ be the unipotent subgroup of G having the Lie algebra n.

Let G(Y ) be the centralizer of Y in G and Y # the centralizer of Y in g. The
G-orbit OY of Y can be identified with G/G(Y ) and therefore its tangent space
at Y can be identified with g/Y #. Note that

Y #
= {X ∈ g : [X, Y ] = 0}

= {X ∈ g : B([X, Y ], Z)= 0 for all Z ∈ g}

= {X ∈ g : B(Y, [X, Z ])= 0 for all Z ∈ g}.

The bilinear form B induces a nondegenerate alternating form

BY : g/Y #
× g/Y #

−→ E

defined by BY (X1, X2)= B(Y, [X1, X2]).
Let L ⊂ g be a lattice satisfying the following conditions:

(1) [L , L] ⊂ L;

(2) L =
⊕

i∈Z L i , where L i = L ∩ gi ;

(3) The lattice L/LY , where LY = L ∩ Y #, is self-dual with respect to BY , i.e.,
(L/LY )

⊥
= L/LY . (For any vector space V with a nondegenerate bilinear

form B and a lattice M in V , M⊥ := {X ∈ V : B(X, Y ) ∈OE for all Y ∈ V }.)

A lattice L satisfying these properties can be chosen by taking a suitable basis of all
the gi ; see [Mœglin and Waldspurger 1987]. Now we summarize a few well-known
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properties of the exponential map, and use them to define subgroups Gn and their
Iwahori decompositions.

Lemma 5. (1) There exists a positive integer A such that exp is defined and
injective on $ A L , with inverse log.

(2) The exponential map on $ n L is a homeomorphism onto its image Gn :=

exp($ n L), which is an open subgroup of G for all n ≥ A.

(3) Set P−n = exp($ n L ∩p−) and Nn = exp($ n L ∩n). Then we have an Iwahori
factorization

Gn = P−n Nn.

We will be working with a certain character χn of Gn , which we recall in the
next lemma.

Lemma 6. For large values of n there exists a character χn of Gn whose restriction
to exp((Y #

∩$ n L)+$ n+val 2L) coincides with γ 7→ψ(B($−2nY, log γ )). If P−n
is as in Lemma 5, the character χn can be chosen so that

χn(p)= 1 for all p ∈ P−n .

For a proof of this lemma and other properties of this character χn see Lemma 5
in [Varma 2014].

Remark 7. If p 6= 2, then the map γ 7→ ψ(B($−2nY, log γ )) itself defines a
character of Gn for large n and satisfies the properties stated in Lemma 6. But for
p = 2, there is more than one such character χn; for more details see [Varma 2014].

3. Covering groups

Let µr be the group of r -th roots of unity in C. Consider an r -fold covering G̃ of G.
Recall that this is a central extension of locally compact groups of the group G
by µr giving rise to the short exact sequence

1−→ µr −→ G̃ −→ G −→ 1.

Lemma 8. (1) The covering G̃→ G splits uniquely over any unipotent subgroup
of G.

(2) For large enough n the covering G̃ → G splits over Gn . Moreover, there
is a splitting s of G̃→ G restricted to

⋃
g∈G gGng−1 such that s(hth−1) =

hs(t)h−1 for all h ∈ G.

Proof. (1) This is well known; see [Mœglin and Waldspurger 1995]. For a simpler
proof in the case when E has characteristic zero, see Section 2.2 of [Li 2014].
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(2) Recall that the subgroups Gn form a basis of neighborhoods of the identity. It
is well known that the covering G̃→ G splits over a neighborhood of the identity.
Therefore, for large enough n, the covering splits over Gn . There is more than one
possible splitting of the cover G̃→G over Gn . If a splitting is fixed, then any other
splitting over Gn will differ from the above splitting by a character Gn→ µr .

Fix some m such that the covering splits over Gm = exp($m L). As mentioned
above, any two splittings over the subgroup Gm will differ by a character Gm→µr

and any such character is trivial over

Gr
m := {g

r
: g ∈ Gm}.

Hence all the possible splittings over Gm agree on Gr
m . The subset Gr

m is a subgroup
of Gm as it equals exp(r ·$m L). Let g, h ∈ G. We have

gGm g−1
∩ hGmh−1

⊃ gGr
m g−1

∩ hGr
mh−1.

This implies that any two splittings of G̃→ G restricted to gGr
m g−1

∩ hGr
mh−1,

one coming from the restriction of a splitting of G̃ → G over gGm g−1 and the
other coming from the restriction of a splitting over hGmh−1, are the same. Now
choose A′ so large such that Gn ⊂ Gr

m for n ≥ A′. We fix the splitting of Gn

which comes from that of the restriction of Gr
m . This gives us a splitting over⋃

g∈G gGng−1. �

Using this splitting we get that the exponential map is defined from a small
enough neighborhood of g to G̃, namely the usual exponential map composed with
this splitting, which one can use to define the character expansion of an irreducible
admissible genuine representation (π,W ) of G̃, which was done in [Li 2012].

Remark 9. If r is coprime to p, then as Gn is a pro-p group and (r, p)= 1, there
is no nontrivial character from Gn to µr . In that situation, the splitting in the
preceding lemma is unique.

From now onwards, for large enough n, we treat Gn not only as a subgroup of G
but also as one of G̃, with the above specified splitting. In other words, for the
covering group G̃ (as in the linear case) we have a sequence of pairs (Gn, χn) using
the splitting specified above which satisfies the properties described in Section 2.

Definition 10. Let H ⊂ G be an open subgroup and s : H ↪→ G̃ be a splitting.
Then for any φ ∈ C∞c (G) with supp(φ)⊂ H , define φ̃s ∈ C∞c (G̃) by

φ̃s(g) :=
{
φ(g′) if g = s(g′) ∈ s(H),
0 if g ∈ G̃ \ s(H).

Note that this definition depends upon the choice of splitting. Whenever the splitting
is clear in the context or it has been fixed and there is no confusion we write just φ̃
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instead of φ̃s and H for s(H). Recall that the convolution φ ∗φ′ for φ, φ′ ∈C∞c (G)
is defined by

φ ∗φ′(x)=
∫

G
φ(xy−1)φ′(y) dy.

Observe that
supp(φ ∗φ′)⊂ supp(φ) · supp(φ′),

which implies the lemma below.

Lemma 11. Let H be an open subgroup of G such that the covering G̃→ G has a
splitting over H , say, s : H ↪→ G̃, satisfying s(xy)= s(x)s(y) whenever x and y
are in H. If φ, φ′ ∈ C∞c (G) are such that supp(φ) and supp(φ′) are contained in H ,
then we have

φ̃ ∗φ′ = φ̃ ∗ φ̃′.

4. Degenerate Whittaker forms

In this section we give the definition of degenerate Whittaker forms for a smooth
genuine representation π of G̃. This is an adaptation of Section I.7 of [Mœglin and
Waldspurger 1987] and Section 5 of [Varma 2014].

Define

N := exp n= exp
⊕
i≥1

gi , N 2
:= exp

⊕
i≥2

gi , and N ′ := exp(g1 ∩ Y #)N 2.

It is easy to see that N 2 and N ′ are normal subgroups of N . Let H be the Heisenberg
group defined with g1/(g1 ∩ Y #)× E as underlying set using the symplectic form
induced by BY , i.e., for X, Z ∈ g1/(g1 ∩ Y #) and a, b ∈ E ,

(4) (X, a)(Z , b)=
(
X + Z , a+ b+ 1

2 BY (X, Z)
)
.

Consider the map N → H given by

exp X 7→ (X , B(Y, X)),

where X is the image of the g1 component of X in g1/(g1 ∩ Y #). The Campbell–
Hausdorff formula implies that this map is a homomorphism with kernel

N ′′ = {n ∈ N ′ : B(Y, log n)= 0}.

Let χ : N ′→ C× be defined by γ 7→ ψ ◦ B(Y, log γ ). Note that

γ 7→ B(Y, log γ ) ∈ E ∼= {0}× E ⊂ H

induces an isomorphism N ′/N ′′ ∼= E .
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We note that the cover G̃→G splits uniquely over the subgroups N , N ′ and N ′′.
We denote the images of these splittings inside G̃ by the same letters. For a smooth
genuine representation (π,W ) of G̃ we define

N 2
χW = {π(n)w−χ(n)w : w ∈W, n ∈ N 2

}

and
N ′χW = {π(n)w−χ(n)w : w ∈W, n ∈ N ′}.

Note that N normalizes χ , therefore H = N/N ′′ acts on W/N ′χW in a natural
way. This action restricts to N ′/N ′′ (the center of N/N ′′) as multiplication by
the character χ . Let S be the unique irreducible representation of the Heisenberg
group H with central character χ .

Definition 12. Define the space of degenerate Whittaker forms for (π,W ) associ-
ated to (Y, ϕ) to be

W := HomH (S,W/N ′χW ).

Remark 13. If g1 = 0, then N = N ′ = N 2. In this case, W ∼= W/NχW is the
(N , χ)-twisted Jacquet functor.

Definition 14. For a smooth representation (π,W ) of G̃, define NWh(π) to be the
set of nilpotent orbits O of g such that there exist Y ∈ O and ϕ as in (3), such that
the space of degenerate Whittaker forms for π associated to (Y, ϕ) is nonzero.

As g1/g1∩Y # is a symplectic vector space and L/LY is self-dual, it follows that
L H := (L ∩ g1)/(L ∩ g1 ∩ Y #) is a self-dual lattice in the symplectic vector space
H/Z(H)∼= g1/(g1 ∩ Y #).

Recall the definition (4) of the Heisenberg group H . Since ψ is trivial on OE , it
follows that one can extend the characterψ of E∼= Z(H) to a character of the inverse
image of 2L H under H→g1/(g1∩Y #) by defining it to be trivial on 2L H×{0}⊂ H .
From Lemma 4 in [Varma 2014], this character can be extended to a character χ̃
on the inverse image H0 of L H under the natural map H → g1/(g1 ∩ Y #).

Remark 15. There are one-parameter subgroups ϕ which do not arise from sl2-
triplets. If ϕ arises from an sl2-triplet, then it is easy to see that Y #

⊂
⊕

i≤0 gi . In
particular, we have g1 ∩ Y #

= {0} and hence the Heisenberg group H coincides
with g1× E .

Then, by Chapter 2, Section I.3 of [Mœglin et al. 1987], one knows that S =

indH
H0
χ̃ (induction with compact support). Since H0 is an open subgroup of the

locally profinite group H , we have the Frobenius reciprocity law

HomH (S, τ )= HomH (indH
H0
χ̃ , τ )= HomH0(χ̃ , τ |H0)

for any smooth representation τ of H . Thus, in the category of representations
of N on which N ′ acts via the character χ , the functor HomH (S,−) amounts to
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taking the χ̃ |H0-isotypic component. Since H0 is compact modulo the center, this
functor is exact. Thus, we have

W= HomH (S,W/N ′χW )∼= (W/N ′χW )(H0,χ̃).

where (W/N ′χW )(H0,χ̃) denotes the (H0, χ̃)-isotypic component of W/N ′χW .
Recall that we have defined certain characters χn in Section 2 and now we have a

character χ̃ . We need to choose them in a compatible way. First we fix a character χ̃
and consider it as a character of exp(g1∩L)N ′ in the obvious way (as exp(g1∩L)N ′

is the inverse image of H0 under N → H ). Let t := ϕ($) ∈ G. Let t̃ ∈ G̃ be any
lift of t in G̃. Let

G ′n = Int(t̃−n)(Gn), P ′n = Int(t̃−n)(P−n ) and V ′n = Int(t̃−n)(Nn).

It can be easily verified that V ′n contains exp(g1 ∩ L). We also have V ′n ⊂ V ′m for
large m, n with n ≤ m. Moreover,

exp(g1 ∩ L)N 2
=

⋃
n≥0

V ′n.

It can also be verified easily that χ̃◦Int(t̃−n) restricts to a character of Nn that extends
the character on Nn+val 2 N ′n given by γ 7→ ψ(B($−2nY, log γ )). Now define

(5) χn(pv)= χ̃(t̃−nvt̃n) for all p ∈ P−n and all v ∈ V ′n.

Lemma 16 [Varma 2014, Lemma 6]. Let χn be as defined in (5). Then χn is a
character of Gn and satisfies the properties stated in Lemma 6.

Define a character χ ′n on G ′n by

χ ′n := χn ◦ Int(t̃n).

Remark 17. The characters χn have been defined so that the χ ′n agree with χ on
the intersection of their domains, namely, for large n we have

χ ′n|V ′n = χ̃ |V ′n .

In particular, χ ′n|exp(L∩g1) = χ̃ |exp(L∩g1). One can also see that χ ′n and χ ′m (for large
n,m) agree on G ′n∩G ′m , because they agree on V ′n∩V ′m and also on P ′n∩ P ′m (being
trivial on it).

Set

(6) Wn := {w ∈W : π(γ )w = χn(γ )w for all γ ∈ Gn}

and

(7) W ′n := {w ∈W : π(γ )w = χ ′n(γ )w for all γ ∈ G ′n} = π(t̃
−n)Wn.
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For large m, n, define the map I ′n,m :W
′
n→W ′m by

(8) I ′n,m(w)=
∫

G ′m

χ ′m(γ
−1)π(γ )w dγ.

Let m, n be large with m> n. Since χ ′n is trivial on P ′n ⊃ P ′m and since G ′m = P ′m V ′m ,
for a convenient choice of measures we have

I ′n,m(w)=
∫

V ′m

χ ′m(x
−1)π(x)w dx

=

∫
exp(g1∩L)

χ̃−1(exp X)π(exp X)
∫

N 2∩G ′m

χ(x−1)π(x)w dx dX.

Now using the fact that exp(g1 ∩ L) lies in G ′n for large n and that it normalizes
the character χ |N 2 , we get

I ′n,m(w)=
∫

N 2∩G ′m

χ(x−1)π(x)w dx =
∫

N ′∩G ′m

χ(x−1)π(x)w dx .

From this the following is clear for large n,m with m > n:

(9) I ′n,m = I ′n+1,m ◦ I ′n,n+1.

For large n, this equation gives that ker I ′n,m ⊂ ker I ′n,p for n < m ≤ p. Set

W ′n,χ :=
⋃
m>n

ker I ′n,m .

Recall that for any unipotent subgroup U , character χ :U → C× and w ∈W , we
have that ∫

K
χ(x)−1π(x)w dx = 0

for some open compact subgroup K of U if and only if w ∈ UχW , where UχW
is the span of {π(u)w−χ(u)w : u ∈U, w ∈ W }. Thus we have Wn,χ ⊂ N 2

χW as
well as Wn,χ ⊂ N ′χW , which gives the natural maps

jn :W ′n/W ′n,χ −→W/N 2
χW and j ′n :W

′

n/W ′n,χ −→W/N ′χW,

and these give the diagram

(10) W ′n/W ′n,χ
j ′n //

jn

%%

W/N ′χW

W/N 2
χW

∃ natural

99
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By the compatibility between χ ′n and χ̃ , it is easy to see that the image of j ′n is
contained in (W/N ′χW )(H0,χ̃). Let w ∈W such that the image w of w in W/N ′χW
belongs to (W/N ′χW )(H0,χ̃). For large n, P ′n acts trivially onw, as (π,W ) is smooth.
Since G ′n = P ′nV ′n = V ′n P ′n , the element∫

V ′n

χ ′n(x
−1)π(x)w dx

belongs to W ′n . As χ ′n and χ are compatible, it can be seen that its image in W/N ′χW
is w. This gives us the following lemma.

Lemma 18. Let (Y, ϕ) be arbitrary. Then any element of (W/N ′χW )(H0,χ) belongs
to j ′n(W

′
n) for all sufficiently large n. In particular, if W 6= 0, then Wn and W ′n are

nonzero for large n.

5. Main theorem

Now recall that, by the work of Li [2012], the Harish-Chandra–Howe character
expansion of an irreducible admissible genuine representation of G̃ at the identity
element has an expression of the same form as that of an irreducible admissible
representation of a linear group. The proof of the following lemma for a covering
group follows verbatim that of Proposition I.11 in [Mœglin and Waldspurger 1987]
and Proposition 1 in [Varma 2014].

Proposition 19. Let W be the space of degenerate Whittaker forms for π with
respect to a given (Y, ϕ). If W 6= 0, then there exists a nilpotent orbit O in Ntr(π)

such that OY ≤ O, i.e., Y ∈ O.

Let the function φn : G→ C be defined by

φn(γ )=

{
χn(γ

−1) if γ ∈ Gn,

0 otherwise.

Consider the corresponding function φ̃n : G̃→ C. Write the character expansion at
the identity element as

2π ◦ exp=
∑

O

cOµ̂O.

Choose n large enough so that this expansion is valid over Gn , and then evaluate2π
at the function φ̃n . As π(φ̃n) is a projection from W to Wn , by definition we get
2π (φ̃n) = trace π(φ̃n) = dim Wn . Now assume that (Y, ϕ) is such that OY is a
maximal element in Ntr(π). On the other hand, if we evaluate

∑
O cOµ̂O(φ̃n), it

turns out that µ̂O(φ̃n) is zero unless O = OY . In addition, if we fix a G-invariant
measure on OY as in I.8 of [Mœglin and Waldspurger 1987] (for more details about
this invariant measure see Section 3 of [Varma 2014]), we get the following lemma.
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Lemma 20 (Lemma I.12 in [Mœglin and Waldspurger 1987] and Lemma 7 in
[Varma 2014]). If (Y, ϕ) is such that OY is a maximal element of Ntr(π). Then for
large n,

dim Wn = cOY .

In particular, the dimension of Wn is finite and independent of n, for large n.

From Lemma 18 we know that every vector in W is in the image of j ′n for
large n. In particular, if Wn is finite-dimensional, we get that the map j ′n is
surjective. Moreover, we have the following lemma, whose proof is verbatim
that of Corollary I.14 in [Mœglin and Waldspurger 1987] and Lemma 8 in [Varma
2014] in the case of a linear group.

Lemma 21. Let (Y, ϕ) be such that OY is a maximal element of Ntr(π). Then for
large n, the maps jn and j ′n are injections and the image of j ′n is (W/N ′χW )(H0,χ̃).

Let φ′n : G→ C be defined by

φ′n(γ )=

{
χ ′n(γ

−1) if γ ∈ G ′n,
0 otherwise.

Consider the corresponding function φ̃′n : G̃→ C.

Lemma 22. Consider a pair (Y, ϕ) such that O= OY is a maximal in Ntr(π). Then,
for large enough n:

(1) Let Yn ⊂ G ′n+1 ∩G(Y ) be a set of representatives for the G ′n double cosets in
G ′n(Gn+1 ∩G(Y ))G ′n . Then for large enough n,

φ̃′n ∗ φ̃
′

n+1 ∗ φ̃
′

n(g)=
{
λ · (χ ′n)

−1(h1h2) if g = h1 yh2 with y ∈ Yn, h1, h2 ∈ G ′n,
0 if g /∈ G ′nYnG ′n,

where λ=meas(G ′n ∩G ′n+1)meas(G ′n).

(2) For large n, I ′n,n+1 is injective.

Proof. From Lemma 9(a) in [Varma 2014], we have

φ′n ∗φ
′

n+1 ∗φ
′

n(g)=
{
λ · (χ ′n)

−1(h1h2) if g = h1 yh2 with y ∈ Yn, h1, h2 ∈ G ′n,
0 if g /∈ G ′nYnG ′n,

where λ=meas(G ′n ∩G ′n+1)meas(G ′n). Now part 1 follows from Lemma 11, as
we have

(11) φ̃′n ∗ φ̃
′

n+1 ∗ φ̃
′

n = (φ
′

n ∗φ
′

n+1 ∗φ
′

n)
∼.

Now we prove part 2. It is enough to say that π(φ̃′n ∗ φ̃
′

n+1 ∗ φ̃
′
n) acts by a nonzero

multiple of the identity on W ′n . This implies that I ′n+1,n◦ I ′n,n+1 is a nonzero multiple
of the identity on W ′n . From part 1, φ̃′n ∗ φ̃

′

n+1 ∗ φ̃
′
n is a positive linear combination



238 SHIV PRAKASH PATEL

of functions φ̃′n,y : γ 7→ φ̃′n(γ y−1), where y ∈ Gn+1 ∩G(Y ) is fixed and G(Y ) is
the centralizer of Y in G. Then the lemma follows from the fact that π(y) acts
trivially on W ′n for large n, so that

π(φ̃′n,y)|W ′n = π(φ̃
′

n)π(y)|W ′n = π(φ̃
′

n)|W ′n . �

Theorem 23. Let (π,W ) be an irreducible admissible genuine representation of G̃.

(1) The set of maximal elements in Ntr(π) coincides with the set of maximal
elements in NWh(π).

(2) Let O be a maximal element in Ntr(π). Then the coefficient cO equals the
dimension of the space of degenerate Whittaker forms with respect to any pair
(Y, ϕ) such that Y ∈O is arbitrary and ϕ :Gm→G satisfies Ad(ϕ(s))Y = s−2Y
for all s ∈ E×.

Proof. Let O be a maximal element in Ntr(π). Choose (Y, ϕ) such that Y ∈ O

and ϕ : Gm→ G satisfies Ad(ϕ(s))Y = s−2Y . Then, from Lemma 20, for large n
we have

dim Wn = cO.

Therefore Wn 6= 0 and W ′n 6= 0 for large n. From Lemma 21, the map j ′n is injective
and maps surjectively onto (W/N ′χW )(H0,χ̃). But from the second part of Lemma 22
and (9), I ′n,m is injective for large n and m > n, which implies that

W ′n,χ =
⋃
m>n

ker(I ′n,m)= 0.

Thus dim W = dim W ′n = dim Wn = cO, which proves part 2 of the theorem. In
particular, W 6= 0 and hence O ∈ NWh(π). Now we claim that O is maximal in
NWh(π). If not, there is a maximal orbit O′ ∈ NWh(π) such that O � O′. From
Proposition 19, there is O′′ ∈ Ntr(π) such that O′ ≤ O′′. Therefore, O � O′′ and
O,O′′ ∈ Ntr(π), a contradiction to the maximality of O in Ntr(π).

Let O be a maximal element in NWh(π). From Proposition 19, there is an element
in O′ ∈ Ntr(π) such that O≤ O′. Take a maximal such O′. Then, by the result in the
preceding paragraph, O′ is a maximal element in NWh(π). But O is also maximal in
NWh(π). Hence O= O′. This proves that O is a maximal element in Ntr(π) too. �
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SPANNING TREES AND RANDOM WALKS
ON WEIGHTED GRAPHS

XIAO CHANG, HAO XU AND SHING-TUNG YAU

Using two graph invariants arising from Chung and Yau’s discrete Green’s
function, we derive explicit formulas and new estimates of hitting times of
random walks on weighted graphs through the enumeration of spanning
trees.

1. Introduction

Every reversible Markov chain can be viewed as a random walk on a weighted
undirected graph G= (V, E) with edge weights wxy . We may assume that G has no
multiedges but may have a loop of weightwxx at each vertex x . The weighted degree
dx of x is the sum of all wxy , y ∈ V . The volume of a graph is vol(G)=

∑
v∈V dv .

The Laplacian of G is the matrix L = D− A, where D is the diagonal matrix
whose entries are dx , x ∈V and A is the adjacency matrix of G. Chung’s normalized
Laplacian, L= D−1/2L D−1/2, is

L(x, y)=


1−wxx/dx if x = y,
−wxy/

√
dx dy if x ∼ y,

0 otherwise,

where x ∼ y denotes that x and y are adjacent. Here we assume that dx 6= 0 for
all x ∈ V , since for a random walk it is natural to impose that G is connected and
wxy > 0 for all xy ∈ E .

If G is connected, denote by 0= λ0 < λ1 ≤ λ2 ≤ · · · ≤ λn−1 the eigenvalues of
L with the corresponding orthonormal basis of eigenvectors φ0, φ1, . . . , φn−1, as
n× 1 column vectors. Obviously φ0(x)=

√
dx/ vol(G).

Chung and Yau [2000] defined the discrete Green’s function G by

G=

n−1∑
j=1

1
λ j
φ jφ

∗

j ,

MSC2010: 05C81.
Keywords: hitting time, random walk, spanning tree.
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which is uniquely determined by the relations GL = LG = I − P0 and GP0 = 0,
where P0 = φ0φ

t
0 is an n× n matrix.

A random walk on G is a Markov chain on V with transition probability matrix
(pxy)x,y∈V , where

pxy =

{
wxy/dx if x ∼ y,
0 otherwise.

The hitting time H(x, y) is the expected number of steps to reach vertex y when
started from vertex x . By using a result in [Aldous and Fill 2014], Chung and Yau
proved an expression for H(x, y) in terms of the discrete Green’s function:

Theorem 1.1 [Chung and Yau 2000]. On a connected graph G, the hitting time
H(x, y) and Green’s function G(x, y) satisfy

(1) H(x, y)= vol(G)
(

G(y, y)
dy

−
G(x, y)
√

dx dy

)
.

For a weighted graph G, we denote by �(G) the set of spanning trees of G. For
T ∈�(G), define the weight w(T ) of T to be

∏
e∈T we. Let τ(G) be the weighted

counting of spanning trees:

(2) τ(G)=
∑

T∈�(G)

w(T ).

Below is a typical identity expressing hitting times in terms of spanning trees (see
Theorem 2.11) arising from our study of Chung and Yau’s discrete Green’s function.

Theorem 1.2. Let G be a connected weighted graph and x, y ∈ V (G). Then

(3) H(x, y)=
1

τ(G)

∑
u∈V (G)

du

∑
P∈PG(x,u)

y /∈P

∏
e∈E(P)

weτ(G/{P, y}).

The paper is organized as follows. In Section 2, we introduce two graph invariants
and use them to derive explicit formulas for Chung and Yau’s discrete Green’s
functions and hitting times of random walks on weighted graphs. In Section 3, we
apply our formulas to obtain various estimates of hitting times on weighted graphs.
In Section 4, we prove an explicit formula for hitting times of random walks on
infinite trees. In Section 5, we apply our work to improve estimates of hitting times
under different weight schemes on a given simple finite graph.

2. The hitting time of random walks on weighted graphs

Kirchhoff discovered his matrix-tree theorem in 1847 in his work on electrical net-
works, and this theorem gives an efficient way to calculate τ(G) using linear algebra.
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Theorem 2.1 (Kirchhoff’s matrix-tree theorem). Let G be a connected weighted
graph.

(i) If the Laplacian L of G has eigenvalues 0= µ0 < µ1 ≤ · · · ≤ µn−1, then

(4)
n−1∏
k=1

µk = nτ(G).

(ii) Let L i j be the matrix obtained from L by deleting the i-th row and j-th column.
Then all cofactors (−1)i+ j det(L i j ) of L are equal and

(5) det L i i = nτ(G) for all 1≤ i ≤ n.

We also need the following version of Kirchhoff’s matrix-tree theorem for
weighted graphs. A proof, with slight changes, can be found in the cited reference.

Theorem 2.2 [Chung 2011, Theorem 1]. For a connected weighted graph G =
(V, E), we have

(6)
n−1∏
k=1

λk =
vol(G)τ (G)∏

v∈V dv
,

where 0= λ0 < λ1 ≤ · · · ≤ λn−1 are eigenvalues of L and τ(G) is defined in (2).

A weighted graph is a graph G equipped with a function w : E(G)→ R+ that
assigns a positive number to each edge. In the following, we fix a weighted graph
(G, w) and introduce two invariants for any induced subgraph S of G. Consider
the matrix

(7) B(x, y)=


d2

x s+ dx −wxx if x = y,
dx dys−wxy if x ∼ y,
dx dys otherwise,

where dx =wxx+
∑

y∼x wxy . Denote by BS the principle submatrix of B on indices
corresponding to the vertices of S; we define R(S) and Z(S) by

det BS = R(S)+ Z(S) · s.

In particular, R(∅)=1, Z(∅)=0 for the empty subgraph ∅, and R({x})=dx−wxx ,
Z({x})= d2

x for any x ∈ V (G).
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In the following four lemmas, S is an arbitrary induced subgraph of a fixed
weighted graph (G, w). The proofs of these lemmas are similar to those in [Xu
and Yau 2013a, Section 2], where we considered unweighted simple graphs with
we ≡ 1 for all e ∈ E(G).

Lemma 2.3. If S has k connected components S1, . . . , Sk , then

R(S)=
k∏

i=1

R(Si ), Z(S)=
k∑

i=1

Z(Si )

k∏
j=1
j 6=i

R(S j ).

Lemma 2.4. For any fixed vertex x ∈ V (S), we have

R(S)= (dx −wxx)R(S−{x})−
∑

y∈V (S)
y∼x

wxy

∑
P∈PS(x,y)

∏
e∈E(P)

we R(S−{P}),

and

Z(S)= (dx −wxx)Z(S−{x})

−

∑
y∈V (S)

y∼x

wxy

∑
P∈PS(x,y)

∏
e∈E(P)

we Z(S−{P})+ (dx −wxx)
2 R(S−{x})

+

∑
u,v∈V (S)

u 6=v

dudv
∑

P1∈PS(x,u)
P2∈PS(x,v)
P1∩P2=x

∏
e∈E(P1∪P2)

we R(S−{P1, P2}),

where PS(x, y) is the set of all simple paths (with no repeated vertices) connecting
x and y in S. We assume that PS(x, x) consists of the trivial path {x} only. Here
S−{P} means the graph obtained by removing P together with incident edges.

Lemma 2.5. We have

(8) Z(S)=
∑

x,y∈V (S)

dx dy

∑
P∈PS(x,y)

∏
e∈E(P)

we R(S−{P}).

Lemma 2.6. Regarding G as a subgraph of itself , we have R(G)= 0 and Z(G)=
vol(G)2τ(G). For any x, y ∈ V (G), we have

(9) R(G−{x})=
∑

P∈PG(x,y)

∏
e∈E(P)

we R(G−{P})= τ(G).

Now we come to an explicit formula for the Green’s function expressed in terms
of the above two invariants.
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Theorem 2.7. For a connected graph G and x, y ∈ V (G), the value of the Green’s
function G(x, y) is equal to√

dx dy

vol(G)2τ(G)

( ∑
P∈PG(x,y)

∏
e∈E(P)

we(R(G−{P})+ Z(G−{P}))

−

∑
u,v∈V (G)

u 6=v

dudv
∑

P1∈PG(x,u)
P2∈PG(y,v)
P1∩P2=∅

∏
e∈E(P1∪P2)

we R(G−{P1, P2})

)

−

√
dx dy

vol(G)2
.

In particular, when x = y,

G(y, y)=
dy

vol(G)2τ(G)
(R(G−{y})+ Z(G−{y}))−

dy

vol(G)2
.

Proof. The proof is almost the same as that of [Xu and Yau 2013a, Theorem 2.9]. �

Theorem 2.8. Given a connected graph G and x, y ∈ V (G), the expected hitting
time H(x, y) satisfies

(10) H(x, y)=
1

vol(G)τ (G)

(
Z(G−{y})−

∑
P∈PG(x,y)

∏
e∈E(P)

we Z(G−{P})

+

∑
u,v∈V (G)

u 6=v

dudv
∑

P1∈PG(x,u)
P2∈PG(y,v)
P1∩P2=∅

∏
e∈E(P1∪P2)

we R(G−{P1, P2})

)
.

Proof. This follows from Theorems 1.1 and 2.7 and Lemma 2.6. �

Corollary 2.9. On a connected weighted graph G, H(x, y) = H(y, x) for any
x, y ∈ V (G) if and only if Z(G−{x}) is independent of x ∈ V (G).

Proof. By (10), we have

H(x, y)− H(y, x)=
1

vol(G)τ (G)
(Z(G−{y})− Z(G−{x})),

which implies the corollary. �

Corollary 2.10. On a connected weighted graph G, H(x, y) = H(y, x) for any
x, y ∈ V (G) if and only if det BG−{x}|s=1 is independent of x ∈ V (G).

Proof. From det BG−{x}|s=1 = R(G − {x})+ Z(G − {x}), the conclusion follows
from Lemma 2.6 and the previous corollary. �
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Theorem 2.11. Let G be a connected weighted graph and x, y ∈ V (G). Then

(11) H(x, y)=
1

τ(G)

∑
u∈V (G)

du

∑
P∈PG(x,u)

y /∈P

∏
e∈E(P)

we R(G−{P, y}).

In fact, R(G − {P, y}) = τ(G/{P, y}), where G/{P, y} is obtained from G by
contracting {P, y} to a point.

Proof. The proof is almost identical to that of [Xu and Yau 2013b, Theorem 2.7].
R(G−{P, y})= τ(G/{P, y}) follows from Theorem 2.1(ii). �

Corollary 2.12. For any connected weighted graph G, we have

(12) Z(G−{x})= τ(G)
∑

y∈V (G)

dy H(y, x).

Proof. By (8) and (11), we have

Z(G−{x}, dG)=
∑

u,y∈V (G−{x})

dudy

∑
P∈PG−{x}(u,y)

∏
e∈E(P)

we R(G−{P, x})

=

∑
y,u∈V (G)

dydu

∑
P∈PG(y,u)

x /∈P

∏
e∈E(P)

we R(G−{P, x})

= τ(G)
∑

y∈V (G)

dy H(y, x). �

3. Identities and estimates of hitting times

It is natural to regard a weighted graph as an electrical network, where an edge xy
has conductance wxy and hence resistance 1/wxy . Chandra et al. [1989] proved
that the commute time κ(x, y) := H(x, y)+ H(y, x) can be expressed in terms of
the effective resistance Rxy between x , y,

(13) κ(x, y)= vol(G)Rxy .

The effective resistance Rxy can be expressed in terms of spanning trees (cf.
Theorem 3.2):

(14) Rxy =
τ(G/{x, y})
τ (G)

.

Tetali’s formula [1991] expresses H(x, y) in terms of effective resistances:

(15) H(x, y)= 1
2

∑
z∈V (G)

dz(Rxy + Ryz − Rxz).

We have the following well-known upper bound of Rxy .
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Theorem 3.1. Given a connected graph G and x, y∈V (G), we have Rxy≤d(x, y),
where the distance d(x, y) between x , y is defined by

d(x, y)=min
{ ∑

e∈E(P)

1
we

∣∣∣ P ∈ PG(x, y)
}
.

As remarked in [Lovász 1996, Corollary 4.2], the following formula could be
proved by the method of electric networks. Here we give a proof by using (11).

Theorem 3.2. Let x, y ∈ V (G) be two distinct vertices of a connected weighted
graph G. Then we have

(16) H(x, y)+ H(y, x)= vol(G)
τ (G/{x, y})
τ (G)

,

where G/{x, y} is obtained from G by contracting {x, y} to a point.

Proof. Define a graph G ′ by

G ′ =
{

G if x ∼ y,
G ∪ {xy} otherwise.

Namely, we modify G by adding an edge xy if x , y are not adjacent.
If u 6= x, y, define

�1 = {T ∈�(G ′) | T contains xy and a path from u to x not containing y},

�2 = {T ∈�(G ′) | T contains xy and a path from u to y not containing x},

�3 = {T ∈�(G ′) | T contains xy}.

It is not difficult to see that �1 ∪�2 =�3 =�(G/{x, y}). (More precisely, �3 is
in one-to-one correspondence with �(G/{x, y}).) Then, by (11),

H(x, y)+ H(y, x)

=
1

τ(G)

∑
u∈V (G)

du

( ∑
P∈PG(x,u)

y /∈P

∏
e∈E(P)

weτ(G/{P, y})

+

∑
P∈PG(y,u)

x /∈P

∏
e∈E(P)

weτ(G/{P, x})

)

=
1

τ(G)

∑
u∈V (G)

du

(∑
T∈�1

∏
e∈T

we+
∑

T∈�2

∏
e∈T

we

)

=
1

τ(G)

∑
u∈V (G)

duτ(G/{x, y}).

The term in parenthesis on the third line is equal to τ(G/{x, y}), independently of
u ∈ V (G). �
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In the rest of this section, we apply Theorem 2.11 to prove some estimates for
the hitting time on weighted graphs. It is interesting to see the role of edge weights
in these estimates.

Corollary 3.3. Let G be a connected weighted graph with n vertices and x, y ∈
V (G). Then

(17) H(x, y)≤ (n− 1)2
dmax

wmin
,

where dmax =max{dv | v ∈ V (G)} and wmin =min{we | e ∈ E(G)}.

Proof. Fix x, y, u ∈ V (G) with y 6= u. Given a spanning tree T ∈ �(G) and an
edge e ∈ E(T ), denote by T (e) the subgraph of G ′ obtained from T by removing e
and adding an edge uy if uy /∈ E(T ), namely,

T (e)=
{

T if uy ∈ T,
T ∪ {uy}− {e} if uy /∈ T .

Define a subset S of �(G)× E(G) by

S = {(T, e) | T ∈�(G), e ∈ E(T ), T (e) ∈�(G ′)}

and let S′ = {T ∈ �(G ′) | T contains uy}. Then the map (T, e) → T (e) is a
surjective map from S to S′. Since⋃
P∈PG(x,u)

y /∈P

�(G/{P, y})

= {T ∈�(G ′) | T contains uy and a path from u to x not passing through y}

is a subset of S′ and the left-hand side is a disjoint union over P ∈PG(x, u), y /∈ P ,
we have ∑

P∈PG(x,u)
y /∈P

∏
e∈E(P)

weτ(G/{P, y})≤ (n− 1)τ (G)
1

wmin
.

Then (17) follows from (11). �

Corollary 3.4. Let G be a connected weighted graph and xy ∈ E(G). Then

H(x, y)≤
vol(G)− dy

wxy
.

Proof. Fix x, y, u ∈ V (G) with y 6= u. It is not difficult to see that⋃
P∈PG(x,u)

y /∈P

�(G/{P, y})

= {T ∈�(G) | T contains xy and a path from u to x not passing through y}
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is a subset of �(G) and the left-hand side is a disjoint union over P ∈ PG(x, u),
y /∈ P . Thus (11) implies that

H(x, y)≤
1

τ(G)

∑
u∈V (G)

u 6=y

du
τ(G)
wxy
=

vol(G)− dy

wxy
,

as claimed. �

Corollary 3.5. Let G be a connected weighted graph. Then for any two distinct
vertices x, y ∈ V (G), we have

(18) H(x, y)≤max
{

du

wyu

∣∣∣ u ∈ S

}
,

where S= {u ∈ V (G) | there is a path from x to u not passing through y}.

Proof. Fix two distinct vertices x, y ∈ V (G). We may assume that wyu > 0 for all
u ∈ S, i.e., there is an edge connecting y and u. Otherwise the right-hand side of
(18) is infinite. Define �xy = {T ∈�(G) | xy ∈ T } and

VT = {u ∈ V (G) | T contains a path from x to u not passing through y}.

Let S = {(T, u) | T ∈�xy, u ∈ VT }. Define a map f : S→�(G) by

f (T, u)=
{

T if u = x,
{T − xy} ∪ {uy} if u 6= x,

where we used the fact that dy = n− 1. It is not difficult to see that f is injective.
Thus, we have∑

u∈V (G)

du

∑
P∈PG(x,u)

y /∈P

∏
e∈E(P)

weτ(G/{P, y})=
∑

u∈V (G)

du

wyu

∑
(T,u)∈S

w( f (T, u))

≤max
{

du

wyu

∣∣∣ u ∈ S

}
τ(G).

Therefore (11) implies (19). �

There is a direct probabilistic proof of Corollary 3.5 (see [Xu and Yau 2013b,
Remark 2.14]). In fact, all the above three corollaries may be obtained from the
following more refined estimates (see also [Chang and Xu ≥ 2015]):

Theorem 3.6. Let G be a connected weighted graph. Then

(19) H(x, y)≤max{du | u ∈0(y), u 6= y} +
∑

u∈V (G),u 6=y
u /∈0(y)

du min{d(x, y), d(u, y)},

where 0(y) is the set of vertices adjacent to y and d(x, y) is defined in Theorem 3.1.
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Proof. We split the right-hand side of (11) into two terms:

(20) H(x, y)=
1

τ(G)

∑
u∈0(y)

du

∑
P∈PG(x,u)

y /∈P

∏
e∈E(P)

weτ(G/{P, y})

+
1

τ(G)

∑
u∈V (G)
u /∈0(y)

du

∑
P∈PG(x,u)

y /∈P

∏
e∈E(P)

weτ(G/{P, y}).

If u ∈ 0(y), then define

�uy = {T ∈�(G) | T contains uy and a path from x to u not passing through y}.

Since
⋃

u∈0(y)�uy is a disjoint union in �(G) and∑
P∈PG(x,u)

y /∈P

∏
e∈E(P)

weτ(G/{P, y})=
∑

T∈�uy

w(T ) for all u ∈ 0(G),

the first summand in the right-hand side of (20) satisfies

(21)
1

τ(G)

∑
u∈0(y)

du

∑
P∈PG(x,u)

y /∈P

∏
e∈E(P)

weτ(G/{P, y})≤max{du | u ∈0(y), u 6= y}.

By using (14) and the inequality

(22)
∑

P∈PG(x,u)
y /∈P

∏
e∈E(P)

weτ(G/{P, y})≤min{τ(G/{x, y}), τ (G/{u, y})},

the second summand in the right-hand of (20) satisfies

(23)
1

τ(G)

∑
u∈V (G)
u /∈0(y)

du

∑
P∈PG(x,u)

y /∈P

∏
e∈E(P)

weτ(G/{P, y})

≤

∑
u∈V (G)
u /∈0(y)

du min{Rxy, Ruy} ≤
∑

u∈V (G)
u /∈0(y)

du min{d(x, y), d(u, y)}.

The last inequality follows from Theorem 3.1. So (19) follows from (21) and (23). �

Corollary 3.7. Let G be a connected weighted graph. Then

(24) H(x, y)≤
∑

u∈V (G)
u 6=y

du min{Rxy, Ruy} ≤
∑

u∈V (G)
u 6=y

du min{d(x, y), d(u, y)}.

Proof. The first inequality follows from (14), (22) and Theorem 2.11. The second
inequality follows from Theorem 3.1. �
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4. Some examples

First we consider infinite but locally finite connected graphs. Since an infinite
(locally finite) graph can be considered as a limit of a sequence of finite graphs, the
hitting time formula (11) is still valid as long as the limit exists. A weighted tree T is
a locally finite tree (possibly with loops) whose edges are assigned positive weights.

Theorem 4.1. Let x, y be two distinct vertices of a weighted tree T , and denote by
Pxy the path [x = v0, v1, . . . , vk−1, vk = y] connecting x to y. For any vi ∈ V (Pxy),
we denote by Ti the component of T−E(Pxy) that contains vi , and denote bywi−1,i

the weight of the edge vi−1vi . Then the hitting time H(x, y) is given by

(25) H(x, y)=
k−1∑
j=0

(∑
u∈T j

du

)( k∑
i= j+1

1
wi−1,i

)
.

Proof. First we define induced subtrees T (N ) of T for N ∈ N. The vertices of
T (N ) are those vertices whose distances from x are within N . We may apply (11)
to get H(x, y) on T (N ), which increases as N increases. Then (25) follows easily.
We omit the details. �

Corollary 4.2. Let x, y be two distinct vertices of a weighted tree T . Then
H(x, y) <∞ if and only if ∑

u∈S

du <∞,

where S= {u ∈ V (T ) | there is a path from x to u not passing through y}.

Corollary 4.3. On the weighted one-dimensional lattice Z,

(26) H( j, j + 1)=

∑
i≤ j di

w j, j+1
.

Both corollaries follow easily from (25). For unweighted trees, formula (25) was
obtained in [Haiyan and Fuji 2004] (see also [Moon 1973]). Formula (26) can be
found in [Palacios and Tetali 1996], where it was used to study hitting times for
birth and death chains.

Now let G be a locally finite connected weighted graph and xy ∈ E(G). Then
the inequality of Corollary 3.4 still holds: H(x, y)≤ (vol(G)− dy)/wxy . Next we
show that the equality essentially holds when xy is a cut edge of G.

Let S= {u ∈ V (G) | there is a path from x to u not passing through y}. Let G ′

be the subgraph obtained by removing all vertices in V (G)/{S ∪ y} from G. If
xy ∈ E(G) is a cut edge of G, note that H(x, y) is the same for random walks on
either G or G ′. Moreover, for each spanning tree T of G ′ and u ∈ S, there exists a
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path from x to u. Therefore,

H(x, y)=
1

τ(G ′)

∑
u∈S

du
1
wxy

τ(G ′)=
1
wxy

∑
u∈S

du =
vol(G ′)− d ′y

wxy
,

where d ′y is the degree of y in G ′.
Following [Georgakopoulos 2012], we call a weighted graph G reversible if

H(x, y)= H(y, x) holds for any x, y ∈ V (G). For simplicity, we assume that G
has no loops, i.e., wxx = 0 for all x ∈ V (G), and all edge weights of G are positive.
It is interesting to study restrictions on edge weights for a reversible graph G.

Conjecture 4.4. Let G be a weighted cycle on n vertices. Assume all edge weights
of G are positive. Denote wn,n+1 = wn,1.

(i) If n is odd, then G is reversible if and only if there exists some a > 0 such that
wi,i+1 = a for all 1≤ i ≤ n.

(ii) If n is even, then G is reversible if and only if there exist a, b > 0 such that
w1,2 = w3,4 = · · · = wn−1,n = a and w2,3 = w4,5 = · · · = wn,1 = b.

The sufficiency in (ii) follows from Corollary 2.10.

5. Weight schemes on graphs

Given a simple, connected, undirected graph G with n vertices, we obtain a weighted
graph by assigning a positive number we to each edge e ∈ E(G). The hitting and
cover times of a simple random walk on G (i.e., we = 1, for all e ∈ E(G)) have
order O(n3). The work of [Ikeda et al. 2009; Abdullah 2011] showed that if a token
knows not only the degree of the current vertex that it is on, but also the degrees of
neighboring vertices, we can guarantee O(n2) hitting times.

In this section, we will denote by d(u) the number of edges adjacent to a vertex u
in G and assume that G has no loops.

Lemma 5.1. Let G be connected graph with n vertices and u0 = x, u1, . . . , ul = y
a shortest path (achieving minimum l) connecting any two distinct vertices x and y.
Then

∑l
i=0 d(ui )≤ 3n− 4. More precisely,

l∑
i=0

d(ui )≤

{
2n− 2 if l = 1,
3n− l − 3 if l ≥ 2.

Proof. The proof is due to [Ikeda et al. 2009, Theorem 2]. Each vertex of V (G)
not lying on the path can be connected to at most 3 vertices of the path, due to its
minimality, which also implies that ui , u j are adjacent if and only if |i − j | = 1.
The asserted inequalities follow easily. �
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Next we will apply Theorem 3.6 to estimate hitting times under three different
weight schemes: wuv = 1/

√
d(u)d(v), 1/min{d(u), d(v)} or 1/max{d(u), d(v)}.

The leading terms of the bounds in Theorems 5.2 and 5.3 were obtained in [Ikeda
et al. 2009, Theorem 2] and [Abdullah 2011, Theorem 68] respectively.

Theorem 5.2. Let G be a graph with assigned weights wuv = 1/
√

d(u)d(v) for
each edge uv. Then the hitting time satisfies H(x, y)≤ 3n2

− 9n+ 15
2 .

Proof. For the two terms in the right-hand side of (19), we have the estimates

(27) du =
∑
v∈0(u)

1
√

d(u)d(v)
≤

1
2

∑
v∈0(u)

(
1

d(u)
+

1
d(v)

)
≤

1
2
+

d(u)
2
≤

n
2
.

and, by using
∑

u∈V (G)

∑
v∈0(u)

1
2(1/d(u)+ 1/d(v))= n,

(28)
∑

u∈V (G),u 6=y
u /∈0(y)

du ≤
∑

u∈V (G),u 6=y
u /∈0(y)

∑
v∈0(u)

1
2

(
1

d(u)
+

1
d(v)

)
≤n−1−

d(y)
2
≤n−

3
2
.

Let u0 = x, u1, . . . , ul = y be a shortest path (achieving minimum l) connecting
x and y. Then

(29) d(x, y)≤
l−1∑
i=0

√
d(ui )d(ui+1)≤

l−1∑
i=0

d(ui )+ d(ui+1)

2
≤ 3n− 5.

The last inequality follows from Lemma 5.1. By (19), we have

H(x, y)≤ (3n− 5)(n− 3
2)+

1
2 n = 3n2

− 9n+ 15
2 ,

as claimed. �

Theorem 5.3. Let G be a graph with assigned weights wuv = 1/min{d(u), d(v)}
for each edge uv. Then the hitting time satisfies H(x, y)≤ 6n2

− 18n+ 14.

Proof. For the two terms in the right-hand side of (19), we have

(30) du =
∑
v∈0(u)

1
min{d(u), d(v)}

≤ d(u)≤ n− 1

and, similarly to (28),

(31)
∑

u∈V (G),u 6=y
u /∈0(y)

du ≤
∑

u∈V (G),u 6=y
u /∈0(y)

∑
v∈0(u)

(
1

d(u)
+

1
d(v)

)
≤ 2n− 3.
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Similarly to (29), we have

d(x, y)≤
l−1∑
i=0

min{d(ui ), d(ui+1)} ≤

l−1∑
i=0

d(ui )≤ 3n− 5.

The desired upper bound of H(x, y) follows from (19). �

Theorem 5.4. Let G be a graph with assigned weights wuv = 1/max{d(u), d(v)}
for each edge uv. Then the hitting time satisfies H(x, y)≤ 6n2

− 23n+ 23.

Proof. For the two terms in the right-hand side of (19), we have

du =
∑
v∈0(u)

1
max{d(u), d(v)}

≤ 1 and
∑

u∈V (G),u 6=y
u /∈0(y)

du ≤ n− 2.

Similar to (29), we have

d(x, y)≤
l−1∑
i=0

max{d(ui ), d(ui+1)} ≤

l−1∑
i=0

(d(ui )+ d(ui+1)− 1)≤ 6n− 11.

The desired upper bound of H(x, y) follows from (19). �
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