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A COMBINATORIAL CHARACTERIZATION
OF TIGHT FUSION FRAMES

MARCIN BOWNIK, KURT LUOTO AND EDWARD RICHMOND

In this paper we give a combinatorial characterization of tight fusion frame
(TFF) sequences using Littlewood–Richardson skew tableaux. The equal
rank case has been solved recently by Casazza, Fickus, Mixon, Wang, and
Zhou. Our characterization does not have this limitation. We also develop
some methods for generating TFF sequences. The basic technique is a majo-
rization principle for TFF sequences combined with spatial and Naimark
dualities. We use these methods and our characterization to give neces-
sary and sufficient conditions which are satisfied by the first three highest
ranks. We also give a combinatorial interpretation of spatial and Naimark
dualities in terms of Littlewood–Richardson coefficients. We exhibit four
classes of TFF sequences which have unique maximal elements with respect
to majorization partial order. Finally, we give several examples illustrating
our techniques including an example of tight fusion frame which can not be
constructed by the existing spectral tetris techniques. We end the paper by
giving a complete list of maximal TFF sequences in dimensions ≤ 9.

1. Introduction

Fusion frames were introduced in [Casazza and Kutyniok 2004] (under the name
frames of subspaces) and in [Casazza et al. 2008]. A fusion frame for RN is a finite
collection of subspaces {Wi }

K
i=1 in RN such that there exist constants 0<α≤α′<∞

satisfying

α‖x‖2 ≤
K∑

i=1

‖Pi x‖2 ≤ α′‖x‖2 for all x ∈ RN ,

where Pi is the orthogonal projection onto Wi . Equivalently, {Wi }
K
i=1 is a fusion

frame if and only if

αI≤
K∑

i=1

Pi ≤ α
′I,

MSC2010: primary 05E05, 15A57, 42C15; secondary 14N15, 14M15.
Keywords: tight fusion frame, majorization, orthogonal projection, partition, Schur function,
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where I is the identity on RN . The constants α and α′ are called fusion frame bounds.
An important class of fusion frames are tight fusion frames (TFF), for which α = α′

and hence
∑K

i=1 Pi = αI. We note that the definition of fusion frames given in
[Casazza and Kutyniok 2004; Casazza et al. 2008] applies to closed subspaces in
any Hilbert space together with a collection of weights associated to each subspace
Wi . Since the scope of this paper is limited to nonweighted finite dimensional TFF,
the definition of a fusion frame is only presented for this case.

Fusion frames have been a very active area of research in the frame theory
[Casazza and Kutyniok 2013]. A lot of effort was devoted into developing the basic
properties and constructing fusion frames with desired properties. In particular, the
construction and existence of sparse tight fusion frames was studied in [Calderbank
et al. 2011]. Fusion frame potentials have been studied in [Casazza and Fickus
2009] and [Massey et al. 2010]. Applications of fusion frames include sensor
networks [Casazza et al. 2008], coding theory [Bodmann 2007; Kutyniok et al.
2009], compressed sensing [Boufounos et al. 2011], and filter banks [Chebira et al.
2011]. In this paper we consider a problem of classifying TFF sequences.

Problem 1.1. Given N ∈ N, characterize sequences (L1, . . . , L K ) for which there
exists a tight fusion frame {Wi }

K
i=1 with dim Wi = L i in N dimensional space.

Equivalently, given α > 1 such that αN ∈N, characterize sequences (L1, . . . , L K )

such that αI can be decomposed as a sum of projections P1 + · · · + PK with
rank Pi = L i , i = 1, . . . , K .

Casazza, Fickus, Mixon, Wang, and Zhou [Casazza et al. 2011] have recently
achieved significant progress in this direction by solving the equal rank case. That is,
the authors have classified all triples (K , L , N ) such that there exists a tight fusion
frame consisting of K subspaces {Wi }

K
i=1 with the same dimension dim Wi = L

in RN . The answer is highly nontrivial in the most interesting case when L does
not divide N and 2L < N . The authors show that a necessary condition for such
sequences (K , L , N ) is that K ≥ dN/Le + 1, whereas a sufficient condition is
K ≥ dN/Le+ 2. In a gray area, where K = dN/Le+ 1, the authors have devised
a reduction procedure which replaces the original sequence by another one with
the equivalent TFF property (existence or nonexistence). Then, it is shown that
after a finite number of steps the original sequence (K , L , N ) is reduced to one
for which either the necessary condition fails or the sufficient condition holds.
However, the results [Casazza et al. 2011] do not say much about a more general
problem of classifying TFF sequences with unequal ranks. In this paper we answer
Problem 1.1 by giving a combinatorial characterization of TFF sequences using
Littlewood–Richardson skew tableaux.

While the concept of fusion frames is relatively new, the problem of representing
an operator as a sum of orthogonal projections has been studied for a long time in
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the operator theory. The first fundamental result of this kind belongs to Fillmore
[1969] who characterized finite rank operators which are finite sums of projections;
see Theorem 3.1. Fong and Murphy [1985] characterized operators which are
positive combinations of projections. Analogous results were recently investigated
for C-∗ algebras and von Neumann algebras; see [Halpern et al. 2013; Kaftal et al.
2011]. However, the most relevant results for us are due to Kruglyak, Rabanovich,
and Samoı̆lenko [Kruglyak et al. 2002; 2003] who characterized the set of all
(α, N ) such that αI is the sum of K orthogonal projections. In other words, their
main result (Theorem 7 of the latter reference) gives a minimal length K of a TFF
sequence in RN with the frame bound α. However, their results do not say anything
about the ranks of projections which is a focus of this paper.

In the finite dimensional setting the existence of TFF sequences is intimately
related to Horn’s problem [Horn 1962] which has been solved by Klyachko [1998],
and Knutson and Tao [Knutson and Tao 1999; Knutson et al. 2004], for a survey
see [Fulton 2000; Knutson and Tao 2001]. Problem 1.1 can be thought of as a very
special kind of Horn’s problem where hermitian matrices have only two eigenvalues:
0 and 1, and their sum has only one eigenvalue α. Using Klyachko’s result [1998]
we show that the existence of TFF sequence (L1, . . . , L K ) is equivalent to the
nonvanishing of a certain Littlewood–Richardson coefficient; see Theorem 4.3. In
turn, the latter condition is equivalent to the existence of a matrix satisfying some
computationally explicit properties such as: constant row and column sums, and row
and column sum dominance; see Corollary 4.4. Our combinatorial characterization
enables us to deduce several properties that TFF sequences must satisfy. In addition,
it enables us to give an explicit construction procedure of a tight fusion frame
corresponding to a given TFF sequence; see Example 7.2.

A fundamental technique of our paper is a majorization principle involving the
majorization partial order 4 as in the Schur–Horn theorem [Antezana et al. 2007;
Kaftal and Weiss 2010], which is also known as the dominance order in algebraic
combinatorics [Fulton 1997]. In Section 2 we show that a sequence majorized
by a TFF sequence is also a TFF sequence. We also establish the spatial and
Naimark dualities for general TFF sequences extending the equal rank results in
[Casazza et al. 2011]. In Section 3 we find necessary and sufficient conditions on
the first three largest ranks of projections using Filmore’s theorem [1969] and a
description of possible spectra of a sum of two projections; see Lemma 3.2. The
latter result might be of independent interest since its proof uses honeycomb models
developed by Knutson and Tao [1999; 2001]. In the same section we also exhibit
classes of TFF sequences which have only one maximal element. These include
not only the expected case of integer α, but also half-integer scenario, and the
corresponding conjugate α’s via the Naimark duality. In Section 4 we prove our
main characterization result of TFF sequences using Littlewood–Richardson skew
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tableaux. In addition to illustrating it on specific examples, in Section 5 we give
a complete proof of Theorem 3.3 using the combinatorics of the Schur functions.
This leads to a partial characterization of TFF sequences which are of the hook
type, i.e., sequences ending in repeated 1’s. In Section 6 we show that the spatial
and Naimark dualities manifest themselves as identities for the corresponding
Littlewood–Richardson coefficients. Finally, in Section 7 we give several examples
of existence of tight fusion frames using skew Littlewood–Richardson tableaux. In
particular, we give an explicit construction of TFF corresponding to the sequence
(4, 2, 2, 2, 1) in dimension N = 6. This example is remarkable for two reasons. It is
the first TFF sequence which is missed by brute force generation involving recursive
spatial and Naimark dualities. Furthermore, this example can not be constructed
by the existing spectral tetris construction [Calderbank et al. 2011; Casazza et al.
2012], which is an algorithmic method of constructing sparse fusion frames utilized
in the equal rank characterization [Casazza et al. 2011]. We end the paper by giving
a complete list of maximal TFF sequences for α ≤ 2 in dimensions N ≤ 9.

2. Basic majorization and duality results

Definition 2.1. Fix a positive integer N . Let L1 ≥ L2 ≥ · · · ≥ L K > 0 be a weakly
decreasing sequence of positive integers. Such sequence is also known as a partition
in number theory [Andrews 1976] and algebraic combinatorics [Fulton 1997]. We
say that (L1, L2, . . . , L K ) is a tight fusion frame (TFF) sequence if there exists
orthogonal projections P1, . . . , PK such that

(2-1) αI=
K∑

i=1

Pi , and ranki = L i ,

where α ∈ R and I is the identity on RN . A trace argument shows that α =∑K
i=1 L i/N ≥ 1. Given α ≥ 1 such that αN ∈ N, we define TFF(α, N ) to be the

set of all TFF sequences in RN with the frame bound α.

Majorization. The following definition comes from the majorization theory of the
Schur–Horn theorem; see [Kaftal and Weiss 2010]. In algebraic combinatorics
the majorization partial order on partitions is known as the dominance order; see
[Fulton 1997].

Definition 2.2. Suppose that L= (L1, L2, . . . , L K ) and L′= (L ′1, L ′2, . . . , L ′K ′) be
two weakly decreasing sequences of nonnegative integers. We say that L′ majorizes
L, and write L4 L′ if for all k ≤min(K , K ′),

K∑
i=1

L i =

K ′∑
i=1

L ′i and
k∑

i=1

L i ≤

k∑
i=1

L ′i .
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Observe that appending zeros at the tails of sequences L,L′ does not affect majo-
rization relation. Moreover, for sequences with only positive terms, the majorization
L4 L′ forces K ≥ K ′.

The majorization principle for TFF sequences takes the following form.

Theorem 2.3. Let L and L′ be two weakly decreasing sequences of positive integers
such that L4 L′. Then, L′ ∈ TFF(α, N ) implies that L ∈ TFF(α, N ).

In the proof of Theorem 2.3 we use the following elementary result on a sum of
two projections.

Lemma 2.4. Fix positive integers p > q ≥ 0. Let P and Q be two orthogonal
projection of ranks p and q, respectively. Then, there exist orthogonal projections
P ′ and Q′ of ranks p− 1 and q + 1, respectively, such that P + Q = P ′+ Q′.

Proof. Assume we have two projections P and Q with ranks p > q that act on an
N dimensional vector space V . Then, we can decompose V into the eigenspaces
of P and Q such that

V = VP ⊕ V⊥P , V = VQ ⊕ V⊥Q ,

where VP and V⊥P denote the 1-eigenspace and 0-eigenspace, respectively. Since
p > q, we have that p+ (N − q) > N and hence dim(VP ∩ V⊥Q ) > 0. Choose a
nonzero vector in VP ∩ V⊥Q and let R denote the corresponding rank 1 projection.
Then, we can decompose P = P+R, where P is a rank p−1 projection. Moreover,
Q+ R is a projection of rank q+1. Thus, P+Q = P+ (Q+ R), which completes
the proof of the lemma. �

Proof of Theorem 2.3. Since L 4 L′ we can find a sequence of partitions L =
L0 4 L1 4 · · · 4 Ln

= L′ such that any two consecutive partitions L j−1 and L j ,
j = 1, . . . , n, differ at exactly two positions by ±1. That is, for each j = 1, . . . , n,
there exist two positions m < m′ ∈ N such that

(2-2)
L j−1

= (∗, . . . , ∗, L̃m , ∗, . . . , ∗, L̃m′ , ∗, . . . , ∗),

L j
= (∗, . . . , ∗, L̃m + 1, ∗, . . . , ∗, L̃m′ − 1, ∗, . . . , ∗),

where the remaining values, denoted by ∗, are the same. Such partitions L j can be
easily constructed by the following recursive procedure.

Given the initial partitions L and L′ we append extra zeros to L′ so that L
and L′ have the same length. Define m to be the first position such that initial
subsequences (L1, . . . , Lm) and (L ′1, . . . , L ′m) are not the same. Likewise, m′ is the
last position such that the ending subsequences (Lm′, . . . ) and (L ′m′, . . . ) are not the
same. Define L1 from L by replacing Lm→ Lm + 1 and Lm′→ Lm′ − 1. It is not
difficult to see that L1 forms a weakly decreasing sequence and L= L0 4 L1 4 L′.
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Repeating this procedure recursively we define a sequence L1 4 L2 4 · · · 4 L′.
After a finite number of steps we must arrive at Ln

= L′.
Observe that the ranks in (2-2) satisfy L̃m ≥ L̃m′ . By Lemma 2.4 applied to

two projections with ranks p = L̃m + 1 > q = L̃m′ − 1 ≥ 0, if L j
∈ TFF(α, N ),

then L j−1
∈ TFF(α, N ). Therefore, repeated application of Lemma 2.4 proves

Theorem 2.3. �

We remark that the above proof does not use the tightness assumption in any
way. Consequently, Theorem 2.3 holds for general (not necessarily tight) fusion
frames with a prescribed frame operator.

Dualities. In this subsection we shall establish two dualities for TFF sequences.
The first duality involves taking orthogonal projections of the same ambient space
and is a straightforward generalization of [Casazza et al. 2011, Theorem 6].

Theorem 2.5. Suppose that (L1, L2, . . . , L K ) ∈ TFF(α, N ). Then, (N − L K , N −
L K−1, . . . , N − L1) ∈ TFF(K −α, N ).

Proof. Let P1, . . . , PK be the orthogonal projections with rank Pi = L i such that∑K
i=1 Pi = αI. Clearly,

∑K
i=1(I− Pi )= (K −α)I and rank(I− Pi )= N − L i . �

The second result relies on taking more subtle orthogonal complements based on
a dilation theorem for tight frames with bound 1, also known as Parseval frames. It
is known that every Parseval frame can be obtained as a projection of an orthogonal
basis of some higher dimensional space. The complementary projection gives rise
to another Parseval frame, which is often called the Naimark complement of the
original frame. This leads to the following result

Theorem 2.6. Suppose that (L1, L2, . . . , L K ) ∈ TFF(α, N ). Then, the same se-
quence (L1, L2, . . . , L K ) ∈ TFF(α̃, Ñ ), where the dimension Ñ =

(∑K
i=1 L i − N

)
and the frame bound α̃ = α/(α− 1)= αN/Ñ .

Proof. For each k = 0, . . . , K , define σk =
∑k

i=1 L i with the convention that σ0= 0.
Our assumption implies that there exists a tight frame {v j }

σK
j=1 in RN such that

for each k = 1, . . . , K , the subcollection {v j }
σk
j=1+σk−1

is an orthonormal sequence
which spans the Lk dimensional space Wk from the definition of a TFF. Treating
v1, . . . , vσK as column vectors we obtain an N×σK matrix U with orthogonal rows
each of norm

√
α =
√
σK /N . This is due to the fact that {v j }

σK
j=1 is a tight frame

with constant α.
Let Ũ be an extension of U to a σK × σK matrix with all orthogonal rows of

norm
√
α. In other words, (1/

√
α)Ũ is a unitary extension of (1/

√
α)U which has

orthonormal rows. Let {w j }
σK
j=1 be the column vectors constituting the (σK−N )×σK

submatrix of the bottom rows of Ũ . Since (1/
√
α)Ũ is an orthogonal matrix we

have
〈v j , v j ′〉+ 〈w j , w j ′〉 = αδ j, j ′ for all j, j ′ = 1, . . . , σK .
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By the block orthogonality of vectors v j we have that for each block k = 1, . . . , K ,

〈w j , w j ′〉 = (α− 1)δ j, j ′ for all j, j ′ = 1+ σk−1, . . . , σk .

This means that the vectors {w j }
σk
j=1+σk−1

form an orthogonal set which span some
Lk dimensional space W̃ k . Moreover, {w j }

σK
j=1 is a tight frame with a constant α for

(σK −N ) dimensional space. Consequently, unit norm vectors {(1/
√
α− 1)w j }

σK
j=1,

which are block orthonormal, form a tight frame with a constant α/(α− 1). This
leads to the decomposition P̃1+· · ·+ P̃ K = α/(α−1)I, where P̃k is an orthogonal
projection onto W̃ k . �

As an immediate corollary of Theorem 2.6, we can reduce the study of TFF
sequences to the case when 1<α< 2; the case α= 2 does not cause any difficulties
as we will see later.

Corollary 2.7. If α > 1 is such that αN ∈N, then TFF(α, N )= TFF(α̃, Ñ ), where
1/α+ 1/α̃ = 1 and Ñ = N (α− 1).

Observe that if there exists a TFF sequence with parameters (α, N ), then by
computing traces we necessarily have that αN ∈N. Hence, without loss of generality
we shall always make this assumption.

3. Estimates on first 3 ranks

In this section we find necessary and sufficient conditions on the first three largest
ranks of TFF projections. Our analysis is based on two fundamental results.
Theorem 3.1 is due to Fillmore. Lemma 3.2 describes the spectral properties
of the sum of two projections, and it can be thought of as a generalization of
Lemma 2.4.

Theorem 3.1 [Fillmore 1969, Theorem 1]. A nonnegative definite hermitian matrix
S is a sum of projections if and only if

(3-1) trace(S) ∈ N0 and trace(S)≥ rank(S).

Lemma 3.2. Let P, Q be two orthogonal projections on an N dimensional vector
space V with ranks p, q , respectively. For any λ ∈ R, let m(λ) be the multiplicity of
λ as an eigenvalue of P + Q. Then, the following are true:

(i) m(λ) > 0=⇒ λ ∈ [0, 2],

(ii)
∑

λ∈[0,2]m(λ)= N ,

(iii) m(1)≥ |p− q|,

(iv) λ ∈ (0, 2)=⇒ m(λ)= m(2− λ),

(v) m(0)−m(2)= N − p− q.
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Conversely, if 0 ≤ p, q ≤ N and m : R→ N0 satisfies (i)–(v), then there exists
orthogonal projections P, Q of ranks p, q , such that m is a multiplicity function of
P + Q.

Proof. Since P, Q are hermitian, we can decompose V as a direct sum of eigenspaces

V = VP ⊕ V⊥P = VQ ⊕ V⊥Q

where VP denotes the 1-eigenspace and V⊥P the 0 eigenspace of P . Thus, p =
dim(VP) and q = dim(VQ). Parts (i)–(iii) follow by basic linear algebra.

To prove part (iv) we define fλ : V → V by

fλ(v) := vP +

(
λ

λ−2

)
v′P ,

where v = vP + v
′

P is induced by the orthogonal decomposition V = VP ⊕ V⊥P
and λ ∈ (0, 2). Since fλ is an invertible and linear map, it suffices to show that if
(P + Q)v = λv, then (P + Q) fλ(v)= (2− λ) fλ(v). Write

vP = xQ + x ′Q and v′P = yQ + y′Q

according to the decomposition V = VQ ⊕ V⊥Q . Then,

(P + Q)v = vP + xQ + yQ = 2xQ + yQ + x ′Q = λ(xQ + x ′Q + yQ + y′Q)

and hence
(2− λ)xQ + (1− λ)yQ = (λ− 1)x ′Q + λy′Q .

This implies that

(3-2) (2− λ)xQ = (λ− 1)yQ and (1− λ)x ′Q = λy′Q

since VQ ∩ V⊥Q = {0}.
By (3-2), we have

(P + Q) fλ(v)= 2xQ + x ′Q +
(
λ

λ−2

)
yQ

= (2− λ)vP + λxQ + (λ− 1)x ′Q +
(
λ

λ−2

)
yQ

= (2− λ)vP +

(
λ(1−λ)
λ−2

)
yQ − λy′Q +

(
λ

λ−2

)
yQ

= (2− λ)vP − λyQ − λy′Q

= (2− λ)
(
vP +

(
λ

λ−2

)
v′P

)
= (2− λ) fλ(v).

This proves part (iv). To prove part (v), we consider the projection map

g : V → VP + VQ
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where VP + VQ denotes the span of vectors in VP , VQ . We have

dim(VP + VQ)= dim(VP)+ dim(VQ)−m(2)= p+ q −m(2).

But,
dim(VP + VQ)= N − dim(ker g)= N −m(0).

This shows that the properties (i)–(v) are necessary.
A quick way to see the converse direction is to utilize the honeycomb model

of Knutson and Tao [1999; 2001]. The honeycombs corresponding to triples
(P, Q,−(P + Q)), where p > q can be represented by one of the following
diagrams. In the case p= q the line corresponding the eigenvalue −1 of −(P+Q)
might not be present. We leave the details to the reader. This involves finding
multiplicities of unlabeled line segments to satisfy the “zero-tension” property. �

P Q

p

q
N − p

N − q

m(2) m(0)

10

01

−2 λ1 λ2 . . . − 1 . . . λ′2 λ
′

1 0

−(P + Q)

Figure 1. Honeycomb with m(2) > 0, m(0) > 0 and λ′i := −2− λi .

Figure 2. Honeycombs with m(2)= 0 and m(0)= 0, respectively.
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Using Theorem 3.1 and Lemma 3.2, our goal is to find necessary and sufficient
conditions on the first three largest ranks of projections in a TFF.

Theorem 3.3. Suppose that 1 < α < 2 and (L1 ≥ L2 ≥ · · · ≥ L K ) ∈ TFF(α, N ).
Then, we have the following necessary conditions:

L1 ≤ (α− 1)N ,(3-3)

L1+ L2 ≤ N ,(3-4)

L1+ L2+ L3 ≤

{
N , α < 3/2,
2(α− 1)N , α > 3/2.

(3-5)

Conversely, if L1 ≥ L2 ≥ L3 satisfy (3-3), (3-4), and (3-5), then there exists
L ∈ TFF(α, N ) which starts with the sequence (L1, L2, L3).

Proof. Suppose αI is written as in (2-1). Then, S = αI− P1 is an operator with
2 eigenvalues: α with multiplicity N − L1 and (α− 1) with multiplicity L1. By
Theorem 3.1 we must have

αN − L1 ≥ N .

Solving this for L1 yields (3-3).
By Lemma 3.2 the sum P1+P2 has eigenvalue 1 with multiplicity at least L1−L2.

Moreover, all other positive eigenvalues of this sum must come in pairs (2− λ, λ),
where 1≤ λ≤ α < 2. Thus, by Lemma 3.2(v), L1+ L2 ≤ N . Let S = αI− P1− P2.
By Theorem 3.1, S must satisfy (3-1). Note that the trace of S remains constant
regardless of choices of P1 and P2:

trace(S)= αN − L1− L2.

Thus, the rank of S must be minimized to guarantee that it can be written as a sum
of projections. The minimal rank of S occurs if P1 + P2 has eigenvalue α with
multiplicity L2, and thus eigenvalue 2− α with the same multiplicity. Then, the
rank of the corresponding S is N − L2. Thus, we have

αN − L1− L2 ≥ N − L2.

This leads again to (3-3). Therefore, Fillmore’s theorem does not introduce new
constraints in this case. In other words, (3-3) and (3-4) are both necessary and
sufficient conditions for the existence of an element of TFF(α, N ) starting with
(L1, L2).

Suppose next that 1< α < 3/2. Repeating the above arguments, by Lemma 3.2,
P1+P2 must have all of its L1+L2 nonzero eigenvalues (counted with multiplicities)
in the interval [2−α, α]. Thus, if L1+ L2+ L3 > N , then at least one eigenvalue
of P1+ P2+ P3 would be at least (2−α)+1> 3/2>α, which is impossible. Thus,
(3-5) is necessary.
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To prove the converse, assume that L1+L2+L3≤ N . Using honeycomb models
as in the proof of Lemma 3.2, one can show that there exist projections Pi such
that their sum P1+ P2+ P3 has the eigenvalue α with multiplicity L2+ L3, and no
eigenvalues bigger than α. This is shown in a two step process. First, we construct
P1 and P2 such that their sum has eigenvalues: α and 2−α both with multiplicities
L2 and 1 with multiplicity L1− L2. Then, using a honeycomb model we can add
on another projection P3, such that P1+ P2+ P3 has eigenvalue α with multiplicity
L2+ L3. See Figure 3 for an illustration of this honeycomb construction. We now
have an operator S = αI− (P1+ P2+ P3) with the rank N − L2− L3. The trace of
S remains constant regardless of the choice of such projections:

trace(S)= αN − L1− L2− L3.

Since L1 ≤ (α− 1)N , Fillmore’s Theorem 3.1 can be applied to represent S as a
sum of projections. This proves that (3-3)–(3-5) are both necessary and sufficient
conditions for the first 3 ranks of a TFF sequence in the case 1< α < 3/2.

In the special case α = 3/2, it is easy to see that (N/2, N/2, N/2) is the
unique maximal element in TFF(α, N ); see Theorem 3.4. Unfortunately, the case
3/2 < α < 2 does not seem to be easily approachable with the techniques of
this section. Instead, in Section 5 we shall give another combinatorial proof of
Theorem 3.3 which works in the entire range 1< α < 2. �

P2 P1

−P3

m(α)= L2+ L3

P1+ P2+ P3

m(α)= L2

10

0

0

1

0

−1 α

Figure 3. Honeycomb of P1+ P2+ P3 with maximum eigenvalue α
of multiplicity L2+ L3.
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We end this section by an explicit characterization of TFF sequences for some
special values α.

Theorem 3.4. The set TFF(α, N ) has exactly one maximal element L with respect
to majorization relation 4 in the following four cases indexed by n ∈ N:

α = n, L= (N , N , . . . , N︸ ︷︷ ︸
n

),(3-6)

α = 1+ 1
n
, n|N , L=

(N
n
,

N
n
, . . . ,

N
n︸ ︷︷ ︸

n+1

)
,(3-7)

α = n+ 1
2
, 2|N , L=

(
N , . . . , N︸ ︷︷ ︸

n−1

,
N
2
,

N
2
,

N
2

)
,(3-8)

(3-9) α = 1+ 2
2n−1

, (2n− 1)|N ,

L=
( 2N

2n−1
, . . . ,

2N
2n−1︸ ︷︷ ︸

n−1

,
N

2n−1
,

N
2n−1

,
N

2n−1

)
.

Proof. The case (3-6) is the easiest and it follows immediately from Theorem 2.3.
The case (3-7) is obtained by the duality argument. Indeed, note that if α= 1+1/n,
then n must divide N . Then, by Corollary 2.7, TFF(α, N ) = TFF(α̃, Ñ ), where
α̃ = α/(α− 1)= n+ 1 and Ñ = (α− 1)N = N/n.

In particular, we have that TFF(3/2, N )= TFF(3, N/2) has a unique maximal
element (N/2, N/2, N/2). By appending (n− 1) N ’s in the front of this sequence
we obtain a maximal element of TFF(n+ 1/2, N ). It remains to show that this is
the only maximal element.

Suppose that we have another element (L1, . . . , L K )∈TFF(n+1/2, N ). Let Pi ’s
be the corresponding projections. Given two hermitian matrices S and T we write
S ≤ T if 〈Sx, x〉 ≤ 〈T x, x〉 for all x ∈ RN . Since

∑n
i=1 Pi ≤ nI, S =

∑K
i=n+1 Pi

must have full rank N . By Fillmore’s Theorem 3.1, this implies that

trace(S)=
K∑

i=n+1

L i ≥ N .

Thus, L1+ · · ·+ Ln ≤ (n− 1/2)N .
Suppose on the contrary that L1+ · · ·+ Ln+1 > nN . For each i , let Wi be the

corresponding subspace with dim Wi = L i . By basic linear algebra, the intersection
satisfies

dim
( n+1⋂

i=1
Wi

)
≥ L1+ · · ·+ Ln+1− nN > 0.
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This implies that P1 + · · · + Pn+1 has eigenvalue n + 1 exceeding α = n + 1/2,
which is a contradiction. Thus, we have necessarily L1+· · ·+ Ln+1 ≤ nN . Clearly,

L1+ · · ·+ Ln+2 ≤ L1+ · · ·+ L K = (n+ 1/2)N .

Consequently, (L1, . . . , L K )4 L, proving (3-8).
Finally, case (3-9) is shown by the duality argument. If α = 1+2/(2n−1), then

2n − 1 must divide N . Then, by Corollary 2.7, TFF(α, N ) = TFF(α̃, Ñ ), where
α̃ = α/(α− 1)= n+ 1/2 and Ñ = (α− 1)N = 2N/(2n− 1). �

Section 7 provides the list of all maximal elements in TFF(α, N ) for all α ≤ 2
and dimensions N ≤ 9. It is easy to observe that all unique maximal elements in
our tables are covered by Theorem 3.4. Hence, it is very tempting to conjecture
that for general α and N , if TFF(α, N ) has only one maximal element, then α must
necessarily come from one of the four cases of Theorem 3.4.

4. A combinatorial characterization of tight fusion frames

In this section we give a combinatorial characterization of tight fusion frames in
the context of Schur functions. The main result of this section, Theorem 4.3, is a
direct consequence of Horn’s recursion for the hermitian eigenvalue problem (for
a survey of this problem see [Fulton 2000]). For completeness, we state the main
results of this body of work. For any partition

λ= (λ1 ≥ λ2 ≥ · · · ≥ λd > 0),

let

|λ| =

d∑
i=1

λi

denote the size of λ and let d denote the length. We say λ is a rectangular partition
if

λ= (ab) := (a, . . . , a︸ ︷︷ ︸
b

)

for some positive integers a, b. For any partition λ, let sλ denote the corresponding
Schur polynomial. The polynomial sλ is a homogeneous polynomial of degree
|λ|. It is well known that the Schur polynomials form a linear basis of the algebra
of symmetric polynomials with integer coefficients. Hence for any collection
of partitions λ1, . . . , λK we can define the corresponding Littlewood–Richardson
coefficients c(λ1, . . . , λK

;µ) as the product structure constants of

K∏
i=1

sλi =

∑
µ

c(λ1, . . . , λK
;µ) sµ.
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The Littlewood–Richardson coefficients defined above play an important role
in the hermitian eigenvalue problem. To state these results, we first need some
notation. There is a standard identification between sets of positive integers of size
r and partitions of length at most r . For any set I = {i1 < i2 < · · ·< ir }, define the
partition

λ(I ) := (ir − r, ir−1− r + 1, . . . , i1− 1).

Let (β1, . . . , βK+1) ∈ (RN )K+1 denote a collection of sequences where each
β i
:= (β i

1≥ · · ·≥β
i
N ). The goal of the hermitian eigenvalue problem is to determine

for which sequences (β1, . . . , βK+1) do there exist N × N hermitian matrices
H1, . . . , HK+1 such that the eigenvalues of Hi are given by the sequence β i and

K∑
i=1

Hi = HK+1.

The following theorem, due to Klyachko, gives a remarkable characterization in
terms of a collection of inequalities parametrized by nonzero Littlewood–Richardson
coefficients.

Theorem 4.1 [Klyachko 1998]. Let (β1, . . . , βK+1) ∈ (RN )K+1 be a collection of
sequences of nonincreasing real numbers such that

K∑
i=1

N∑
j=1

β i
j =

N∑
j ′=1

βK+1
j ′ .

Then the following are equivalent:

(1) There exist N×N hermitian matrices H1, . . . ,HK+1 with spectra (β1, . . . ,βK+1)

such that
K∑

i=1

Hi = HK+1.

(2) For every r < N, the sequence (β1, . . . , βK+1) satisfies the inequality

(4-1)
K∑

i=1

∑
j∈I j

β i
j ≥

∑
j ′∈I K+1

βK+1
j ′

for every collection of subsets I 1, . . . , I K+1 of size r of integers {1, 2, . . . , N }
where the Littlewood–Richardson coefficient

c
(
λ(I 1), . . . , λ(I K ); λ(I K+1)

)
6= 0.

The inequalities given in (4-1) are called Horn’s inequalities and were initially
defined in a very different way by Horn [1962]. While Horn’s list of inequalities
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are, a priori, different than Klyachko’s list (4-1), they were shown to be equivalent
as a consequence of the saturation theorem of Knutson and Tao [1999]. What is
amazing about this equivalence is that Horn’s initial definition of the inequalities
(4-1) uses a recursion unrelated to Littlewood–Richardson coefficients. Horn’s
recursion, in light of Theorem 4.1, can be stated as follows:

Theorem 4.2. Let I 1, . . . , I K+1 be subsets of size r of integers {1, 2, . . . , N } such
that

(4-2)
K∑

i=1

r∑
j=1

λ(I i ) j =

r∑
j ′=1

λ(I K+1) j ′ .

The following are equivalent:

(1) The Littlewood–Richardson coefficient

c(λ(I 1), . . . , λ(I K ); λ(I K+1)) 6= 0.

(2) There exist r × r hermitian matrices H1, . . . , HK+1 that have spectra

(λ(I 1), . . . , λ(I K+1))

such that

(4-3)
K∑

i=1

Hi = HK+1.

The recursion says that a collection of subsets I 1, . . . , I K+1 corresponds to
a Horn inequality if and only if the corresponding collection of partitions are
eigenvalues of some r × r hermitian matrices which satisfy (4-3). Hence Horn’s
inequalities can be defined recursively by induction on N . We also remark that (4-2)
is a necessary condition for the corresponding Littlewood–Richardson coefficient to
be nonzero since it is equivalent to the grading condition when multiplying Schur
functions in the graded algebra of symmetric functions.

We now apply Theorem 4.2 to the case of tight fusion frames. Suppose that
(L1 ≥ L2 ≥ · · · ≥ L K ) ∈ TFF(α, N ) and that M :=

∑K
i=1 L i . Then there exist

orthogonal projections P1, . . . , PK such that

(4-4)
K∑

i=1

N Pi = MI.

Since Pi is an orthogonal projection, the spectrum of the hermitian matrix N Pi

is given by
(N , . . . , N︸ ︷︷ ︸

L i

, 0, . . . , 0︸ ︷︷ ︸
N−L i

).
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Let (N L i ) denote the corresponding rectangular partition to the spectra above. The
following is a direct corollary of Theorem 4.2.

Theorem 4.3. Fix an integer N and let (L1 ≥ L2 · · · ≥ L K ) be a sequence of
nonnegative integers such that L1 ≤ N. Let M :=

∑K
i=1 L i and α = M/N. The

following are equivalent:

(1) The sequence (L1 ≥ L2 ≥ · · · ≥ L K ) ∈ TFF(α, N ).

(2) The Littlewood–Richardson coefficient

c
(
(N L1), . . . , (N L K ); (M N )

)
6= 0.

Proof. Assume part (1). Then there exist orthogonal projections P1, . . . , PK with
ranks (L1, . . . , L K ) such that

(4-5)
K∑

i=1

Pi = αI.

Multiplying both sides of (4-5) by N gives (4-4). Applying Theorem 4.2 gives
part (2).

Conversely, if we assume part (2) then by Theorem 4.2, there exists a collection
of N×N matrices which satisfy (4-4) and have spectra (N L1), . . . , (N L K ). Scaling
by 1/N yields the desired tight fusion frame. �

The condition that c
(
(N L1), . . . , (N L K ); (M N )

)
6=0 can be made computationally

explicit by the following existence condition. With the notation of Theorem 4.3 we
consider the following properties for an N ×M matrix A = A[i, j].

(i) integral nonnegativity: A[i, j] ∈ Z≥0

(ii) row sum:
M∑

j=1
A[i, j] = M for all i

(iii) column sum:
N∑

i=1
A[i, j] = N for all j

(iv) row sum dominance:
l∑

j=1
(A[i, j] − A[i + 1, j])≥ A[i + 1, l + 1] for all i, l

(v) column sum dominance:
l∑

i=1
(A[i, j]− A[i, j+1])≥ A[l+1, j+1] for all j, l

Note that we can take l to be zero in conditions (iv) and (v) since in this case the
sums are by definition equal to zero. Observe that properties (iv) and (v) require
dominance with one additional summand in the later row or column. Also note that
(ii) and (iii) are the only properties dependent on the size of the matrix A. Let A be
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an N ×M matrix and consider the sequence (L1, . . . L K ). We can partition A into
a sequence of column block matrices

A = [A1 | A2 | · · · | AK ]

where each Ai is the corresponding N × L i submatrix of A. We now have the
following addition to Theorem 4.3.

Corollary 4.4. Conditions (1) and (2) in Theorem 4.3 are equivalent to:

(3) There exists an N ×M matrix A which satisfies properties (i)–(iv) and whose
column block submatrices A1, . . . , AK each satisfy property (v).

Moreover, the coefficient c
(
(N L1), . . . , (N L K ); (M N )

)
equals the number of

N ×M matrices A which satisfy (3).

Proof. We refer to [Fulton 1997] for definitions and details of Littlewood–Richardson
skew tableaux. Consider the Littlewood–Richardson coefficients cνλ,µ corresponding
to the product of two Schur functions

sλsµ =
∑
ν

cνλ, µ sν .

It is well known that the number cνλ, µ is precisely equal to the number of
Littlewood–Richardson skew tableaux ν/λ of content µ. Now suppose there exists
an N ×M matrix A which satisfies the conditions of Corollary 4.4 with respect to
a sequence L= (L1, . . . , L K ). For any k ≤ K let

A(k) := [A1 | · · · | Ak]

denote the submatrix of A consisting of the matrices A1, . . . , Ak . By properties (i)
and (iv), the row sums of A(k) yield a partition

(4-6) µk
:=

(∑
j

A(k)[i, j]
)N

i=1

given in the standard weakly decreasing form. It is easy to see that µk/µk−1

is a well defined skew partition. Consider the Young diagram corresponding to
µk/µk−1. We can fill the boxes of the j-th row of this diagram with Ak[ j, 1] 1s,
Ak[ j, 2] 2s, Ak[ j, 3] 3’s and so forth in weakly increasing order. Property (iv)
implies that the shape of µk/µk−1 is a valid skew partition and that the entries in
each column are strictly decreasing. Property (v) implies that the row reading word
is reverse lattice. Together this implies the resulting skew tableau is a Littlewood–
Richardson skew tableau. Property (iii) implies that content of the tableau is that
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of the rectangular partition (N Lk ). Hence the existence of the matrix A(k) implies
that the Littlewood–Richardson coefficient

(4-7) cµ
k

µk−1, (N Lk )
6= 0.

Properties (ii) and (iii) imply that µK
= (M N ). By induction on k, multiplying the

Schur functions s(N L1 ), . . . s(N L K ) gives

c
(
(N L1), . . . , (N L K ); (M N )

)
6= 0.

Conversely, if the second part of Theorem 4.3 holds, then there exists a sequence
of partitionsµ1, µ2, . . . , µK such that (4-7) holds withµ1

= (N L1) andµK
= (M N ).

In particular, there exists a Littlewood–Richardson skew tableau of shape µk/µk−1

with content (N Lk ). We can construct a matrix Ak which satisfies property (v) using
the entries of this Littlewood–Richardson skew tableau by reversing the argument
above. Moreover, taking A = [A1 | · · · | AK ], we have that A satisfies all the
conditions part (3) of Corollary 4.4.

Finally, the Littlewood–Richardson rule states that

cµ
k

µk−1, (N Lk )

is precisely the number of Littlewood–Richardson skew tableaux of shape µk/µk−1

with content (N Lk ). Hence, the second part of Corollary 4.4 follows from the
bijection given by (4-6). This completes the proof. �

Example 4.5. We consider two examples where tight fusion frames exist for N = 5
and M = 8.

First, consider the sequence L= (2, 2, 2, 2). The matrix

A =


5 0 3 0 0 0 0 0
0 5 0 1 2 0 0 0
0 0 2 2 2 2 0 0
0 0 0 2 1 0 5 0
0 0 0 0 0 3 0 5


satisfies the conditions in Corollary 4.4. We write out the corresponding Young
tableaux to the partitions µ1, µ2, µ3 and µ4 with content given by the submatrices
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A(1), A(2), A(3), A(4):

1 1 1 1 1
2 2 2 2 2

1 1 1 1 1 1 1 1
2 2 2 2 2 2
1 1 2 2
2 2

1 1 1 1 1 1 1 1
2 2 2 2 2 2 1 1
1 1 2 2 1 1 2 2
2 2 1
2 2 2

1 1 1 1 1 1 1 1
2 2 2 2 2 2 1 1
1 1 2 2 1 1 2 2
2 2 1 1 1 1 1 1
2 2 2 2 2 2 2 2

Note that the all the data can be encoded in the final partition µ4 as a union of
skew Littlewood–Richardson tableaux.

For the second example, we consider L = (3, 2, 1, 1, 1), the matrix A and the
corresponding union of Littlewood–Richardson tableaux

A =


5 0 0 3 0 0 0 0
0 5 0 0 3 0 0 0
0 0 5 0 0 3 0 0
0 0 0 2 0 2 4 0
0 0 0 0 2 0 1 5


1 1 1 1 1 1 1 1
2 2 2 2 2 2 2 2
3 3 3 3 3 1 1 1
1 1 1 1 1 1 1 1
2 2 1 1 1 1 1 1

.

We end this section with an important observation concerning the partial sum of
orthogonal projections P1+· · ·+Pk . Let A be a matrix as in Corollary 4.4 for some
L ∈ TFF(α, N ) and consider the sequence of partitions µ1, . . . , µK corresponding
to A. For each k ≤ K , we have that the coefficient

c
(
(N L1), . . . , (N Lk );µk)

6= 0.

This fact together with Theorem 4.2 yields the following corollary

Corollary 4.6. Let A be a matrix as in Corollary 4.4 for some L ∈ TFF(α, N ) and
consider the sequence of partitions µ1, . . . , µK corresponding to A. Then there
exist orthogonal projections P1, . . . , PK such that (4-4) holds and each partial sum∑k

i=1 Pi has spectrum (µk
1/N , . . . , µk

N/N ).

We remark that Corollary 4.6 is useful for the construction of explicit tight fusion
frames. We illustrate this process later in Example 7.2.
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5. Combinatorial majorization and hook type sequences

In this section we give alternate proofs of Theorem 2.3 on majorization as well
as Theorem 3.3 on estimates using the combinatorics of Schur functions and
Theorem 4.3. We begin with some fundamental definitions and lemmas on Schur
functions. Let λ⊆ (M N ). We define the dual partition of λ in (M N ) to be

λ∗ := (M − λN ≥ M − λN−1 ≥ · · · ≥ M − λ1).

λ

λ∗

Lemma 5.1. Let λ⊆ (M N ) and let p(λ) denote the number of parts of λ equal to
M. Assume that for some positive integer k we have

|λ| = N (M − k).
Then

c
(
λ, (N ), . . . , (N )︸ ︷︷ ︸

k

; (M N )
)
6= 0

if and only if k ≥ N − p(λ).

Proof. The lemma follows from two elementary facts about Schur functions. Con-
sider the product

(s(N ))k =
∑
µ

c((N ), . . . , (N );µ) sµ

By the Pieri rule, we have that c((N ), . . . , (N );µ) 6= 0 if and only if µ has length
less than or equal to k and |µ| = Nk. Furthermore, if λ,µ⊆ (M N ), then c(M

N )
λ, µ 6= 0

if and only if µ = λ∗. It is easy to check that λ∗ appears as a summand in the
product (s(N ))k precisely when k ≥ N − p(λ). �

The following theorem on the product of Schur functions corresponding to
rectangular partitions is proved by Okada.

Theorem 5.2 [Okada 1998, Theorem 2.4]. Fix integers a, b, N1, N2 with a ≥ b.
The product of Schur functions

(5-1) s(N a
1 )

s(N b
2 )
=

∑
λ

sλ,

where the sum is over all partitions λ with length ≤ a+ b such that

• λb+1 = λb+2 = · · · = λa = N1,

• λb ≥max{N1, N2},

• λi + λa+b+1−i = N1+ N2 for all i ∈ {1, . . . , b}.
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We now give an alternate proof of Theorem 2.3 using Theorem 5.2 in the case
when N1 = N2.

Lemma 5.3. Fix a positive integer N and let 0 < a < b. Then the Littlewood–
Richardson coefficients

cλ
(N b), (N a)

≤ cλ
(N b−1), (N a+1)

.

In particular, Theorem 2.3 on majorization of tight fusion frames follows.

Proof. It is easy to check the λ that appear in the summation (5-1) for the pair
((N b), (N a)) are contained in the λ that appear in the summation (5-1) for the
pair ((N b−1), (N a+1)). This proves the inequality. The application to tight fusion
frames follows from Theorem 4.3. �

It is easy to see that by majorization, the following theorem is equivalent to
Theorem 3.3 on estimates.

Theorem 5.4. Assume the conditions in Theorem 4.3. Further assume that α =
M/N < 2. If (L1 ≥ L2 ≥ · · · ≥ L K ) ∈ TFF(α, N ), then we have the following
necessary conditions:

(1) L1 ≤ M − N.

(2) L1+ L2 ≤ N.

(3) If α > 3/2, then L1+ L2+ L3 ≤ 2(M − N ).

(4) If α < 3/2, then L1+ L2+ L3 ≤ N.

Conversely, suppose L1, L2, L3 satisfy conditions (1)–(4) and L4=· · ·= L K =1.
Then (L1 ≥ L2 ≥ · · · ≥ L K ) ∈ TFF(α, N ).

Proof. Recall that for any partition λ ⊆ (M N ), we let p(λ) denote the number
of parts of λ equal to M . First we prove part (1). By majorization, it suffices to
assume that L2 = 1. Part (1) now follows from Lemma 5.1 by setting λ= (N L1)

and observing that p((N L1))= 0.
We now prove part (2). By majorization, it suffices to assume that L3 = 1.

Consider the product

(5-2) s(N L1 )s(N L2 ) =

∑
λ

sλ.

By Theorem 5.2, we have that λ1+ λL1+L2 = 2N for every λ in the sum (5-2).
If λ ⊆ (M N ), then λ1 ≤ M . Note that such a partition λ exists since (L1 ≥ L2 ≥

· · · ≥ L K ) ∈ TFF(α, N ). Hence

λL1+L2 = 2N − λ1 ≥ 2N −M > 0

since α < 2. This implies that L1+ L2 ≤ N since (M N ) has only N parts.
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For part (3), we assume that L4 = 1. First, if L2 + L3 ≤ L1, then by part (1),
L1+ L2+ L3 ≤ 2(M− N ). Next, we assume L1 ≤ L2+ L3. Consider the product

(5-3) s(N L1 )s(N L2 )s(N L3 ) =

∑
λ

c
(
(N L1), (N L2), (N L3); λ

)
sλ.

Since α > 3/2, for any λ⊆ (M N ) such that c
(
(N L1), (N L2), (N L3); λ

)
6= 0, we

have p(λ)≤ L1. This can be seen by considering L2 and L3 as large as possible,
hence L1 = L2 = L3. One can show using the Littlewood–Richardson rule that
since 3N < 2M , three layered bricks of width N cannot span M more than once;
see diagram below.

µ1 µ2

µ2 µ3

By Lemma 5.1,

M − L1− L2− L3 ≥ N − p(λ)≥ N − L1.

Hence L2+ L3 ≤ M − N . This proves part (3).
For part (4), fix any λ in the summand found in (5-2) such that λ⊆ (M N ). Since

α < 3/2, we have

λL1+L2 = 2N − λ1 ≥ 2N −M > M − N .

Hence the rectangular partition ((M − N + 1)L1+L2) ⊆ λ. Comparing the two
products

(5-4) sλs(N L3 ) =

∑
µ′

cµ
′

λ,(N L3 )
sµ′

and

(5-5) s((M−N+1)L1+L2 )s(N L3 ) =

∑
µ

sµ

we have that any partition µ′ from (5-4) such that cµ
′

λ,(N L3 )
6= 0 contains some µ

from (5-5). Therefore it is enough to consider the partitions µ from (5-5). By
Theorem 5.2, we get

µ1+µL1+L2+L3 = M − N + 1+ N = M + 1
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for every µ in the sum (5-5). Hence if µ⊆ (M N ), then µL1+L2+L3 >0 since µ1≤M .
Note that such a partition µ exists since (L1 ≥ L2 ≥ · · · ≥ L K ) ∈ TFF(α, N ). Thus
L1+ L2+ L3 ≤ N . This proves part (4).

To prove sufficiency, we construct λ in the sum (5-3) such that λ⊆ (M N ) and
c
(
(N L1), (N L2), (N L3); λ

)
6= 0. One can show using the Littlewood–Richardson

rule that parts (1)–(4) imply that such a λ exists. Furthermore, we can construct λ
such that p(λ) satisfies the following:

• If L1 ≥ L2+ L3, then p(λ)= L2+ L3.

• If L1 < L2+ L3 and α < 3/2, then p(λ)= L2+ L3.

• If L1 < L2+ L3 and α > 3/2, then p(λ)= b 1
2(L1+ L2+ L3)c.

See Figures 4 and 5 for a diagram of λ in the cases above. If p(λ)= L2+ L3,
then Lemma 5.1 implies we need to check that L1 ≤ M − N , which is a necessary
condition. The last case is the most delicate. We construct λ with a partition µ2 of
the shape as in Figure 5 with a notch of height x . If L1+ L2+ L3 is even, then we
choose x such that p(λ)= x+L3= L1+L2−x , and hence p(λ)= 1

2(L1+L2+L3).
If L1+ L2+ L3 is odd, then p(λ)= b 1

2(L1+ L2+ L3)c. Either way, Lemma 5.1
implies we need to check that L1+L2+L3≤ 2(M−N ), which again is a necessary
condition. This completes the proof of the theorem. �

Remark 5.5. Parts (2) and (4) of Theorem 5.4 can be generalized to the following.
Claim: Let 2≤ k ≤ K . If α < k/(k−1), then L1+· · ·+Lk ≤ N . The proof follows
the same argument as the proof of Theorem 5.4 part (4).

µ2

µ1 µ3

µ2

µ3

µ2

µ1

µ3

µ2

µ3

Figure 4. Construction of λ for α < 3/2 as a union of Littlewood–
Richardson skew tableaux µ1, µ2, µ3 when L2 + L3 ≤ L1 and
L1 ≤ L2 + L3, respectively. This construction is possible since
L1+ L2+ L3 ≤ N and 2M < 3N .
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µ2

µ1 µ3

µ3

µ2

L1


L2− x

{
x
{

µ2

µ1

µ3

µ2

}
x L3

Figure 5. Construction of λ for α > 3/2 as a union of Littlewood–
Richardson skew tableaux µ1, µ2, µ3 when L2 + L3 ≤ L1 and
L1 ≤ L2+ L3, resp.

6. Combinatorial spatial and Naimark duality

Theorems 2.5 and 2.6 establish spatial and Naimark dualities for tight fusion
frames. By Theorem 4.3, we have the analogous results for Littlewood–Richardson
coefficients.

Corollary 6.1. Assume we have a sequence of integers (L1 ≥ · · · ≥ L K ) as in
Theorem 4.3. Then

c
(
(N L1), . . . , (N L K ); (M N )

)
6= 0

⇐⇒ c
(
(N N−L1), . . . , (N N−L K ); ((K N −M)N )

)
6= 0

and

c
(
(N L1), . . . , (N L K ); (M N )

)
6= 0

⇐⇒ c
(
((M − N )L1), . . . , ((M − N )L K ); (M (M−N ))

)
6= 0.

In this section we prove a much stronger version of the corollary above. In
particular, we prove that these Littlewood–Richardson coefficients are equal. We
will frequently reference properties (i)–(v) for matrices defined in the paragraph
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preceding Corollary 4.4 using lower case roman numerals. We first consider spatial
duality.

Theorem 6.2. The Littlewood–Richardson coefficients

(6-1) c
(
(N L1), . . . , (N L K ); (M N )

)
=

c
(
(N N−L1), . . . , (N N−L K ); ((K N −M)N )

)
.

The coefficient c
(
(N L1), . . . , (N L K ); (M N )

)
is precisely the number of N ×M

matrices A which satisfy the conditions given in the Corollary 4.4. We will call
such a collection of matrices the set of configuration matrices corresponding to
(L1, . . . , L K ; N ). We prove Theorem 6.2 by providing a bijection between the
configuration matrices corresponding to the coefficients in (6-1).

Suppose that c
(
(N L1), . . . , (N L K ); (M N )

)
6= 0 and fix a configuration matrix

A = [A1 | A2 | · · · | AK ]. For each Ai , we construct an N × (N − L i ) matrix Bi as
follows. Decompose

Ai =

N∑
j=1

C j

as a sum of binary matrices which for all integers y, j , satisfy

(1)
N∑

x=1
C j [x, y] = 1.

(2)
N ′∑

x=1
(C j [x, y] −C j [x, y+ 1])≥ 0 for all N ′ < N .

(3)
N ′∑

x=1
(C j [x, y] −C j+1[x, y])≥ 0 for all N ′ < N .

Consider A2 from Example 4.5. We have
3 0
0 1
2 2
0 2
0 0

=


1 0
0 1
0 0
0 0
0 0

+


1 0
0 0
0 1
0 0
0 0

+


1 0
0 0
0 1
0 0
0 0

+


0 0
0 0
1 0
0 1
0 0

+


0 0
0 0
1 0
0 1
0 0

 .

It is easy to see that this decomposition of Ai is unique since Ai satisfies properties
(i), (iii) and (v). For each C j , define the N × (N − L i ) matrix C ′j to be the unique
binary matrix which satisfies conditions (1), (2) and that [C j | C ′j ] is invertible. For
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example, if N = 5 then

C j =


1 0
0 0
0 1
0 0
0 0

  C ′j =


0 0 0
1 0 0
0 0 0
0 1 0
0 0 1

 .
Define

Bi :=

N∑
i=1

C ′j

and consider the N × (K N −M) matrix

B := [BK | BK−1 | · · · | B1].

Note that the binary decomposition of Bi into C ′j also satisfies conditions (1)–(3)
if we order the C ′j in reverse. Moreover, if we apply this algorithm to the matrix B,
we will recover the matrix A. We now record some important observations on the
submatrices Ai and Bi . First, if x < y, then

(6-2) Ai [x, y] = Bi [x, y] = 0.

Second,

(6-3) Ai [x, y] + Bi [x, x − y] = Ai [x + 1, y+ 1] + Bi [x + 1, x − y+ 1].

In the equations above we take Ai [x, y] = 0 (respectively, Bi [x, y] = 0) if x, y lie
outside the boundaries of Ai (respectively, Bi ). In the case when x = y, we get

(6-4) Ai [x, x] = Ai [x + 1, x + 1] + Bi [x + 1, 1].

Theorem 6.2 follows from the proceeding proposition.

Proposition 6.3. The N × (K N −M) matrix B is a configuration matrix for the
sequence (N − L K , . . . , N − L1; K N −M).

Proof. The most challenging part of this proof is to show that the matrix B satisfies
property (iv). Hence the majority of this argument is dedicated to the proof this
property. We first consider the other properties. Properties (i)–(iii) are immediate
by construction of B. Property (v) follows from the fact that each Bi is a sum of
binary matrices which satisfy conditions (1)–(3). We now prove that B satisfies
property (iv) by contradiction. Suppose there exist integers i , l such that

(6-5)
l∑

j=1

(B[i, j] − B[i + 1, j]) < B[i + 1, l + 1].
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We define the integers k, l ′ as follows. Let k denote largest integer for which the
partial sum

l ′ :=
k∑

j=1

(N − L K− j+1)≤ l.

Hence l ′ is the number of columns of the submatrix [BK | · · · | BK−k+1] of B.
Observe that each row sum of the matrix [A j | B j ] is equal to N . Combining

this observation with (6-5) gives

l∑
j=1

(B[i, j] − B[i + 1, j])

=

l ′∑
j=1

(B[i, j] − B[i + 1, j])+
l∑

j=l ′+1

(B[i, j] − B[i + 1, j])

=

M∑
j=M−(k N−l ′−1)

(A[i + 1, j] − A[i, j])+
l∑

j=l ′+1

(B[i, j] − B[i + 1, j])

< B[i + 1, l + 1].

Rewriting this inequality yields

M∑
j=M−k N+l ′+1

(A[i + 1, j] − A[i, j])

< B[i + 1, l + 1] −
l∑

j=l ′+1

(B[i, j] − B[i + 1, j])

= B[i + 1, l ′+ 1] +
l∑

j=l ′+1

(B[i + 1, j + 1] − B[i, j]).

The matrix entries of B appearing on the right hand side of the above equation are
all contained in the submatrix BK−k . Applying (6-3) and (6-4), we get
(6-6)

M∑
j=M−k N+l ′+1

(A[i+1, j]− A[i, j]) <
l−l ′∑
j=0

(AK−k[i, i− j]− AK−k[i+1, i− j+1]).
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By (6-2), AK−k[x, y] = 0 if y > x . Hence we can extend the right hand side of
(6-6) to

M∑
j=M−k N+l ′+1

(A[i + 1, j] − A[i, j])

< AK−k[i, i−l+l ′]+
L K−k−(i+1)+(l−l ′)∑

j=0

(AK−k[i, L K−k− j]−AK−k[i+1, L K−k− j]).

Now the fact that A satisfies properties (ii), contradicts the fact that it also satisfies
property (iv). This completes the proof. �

Example 6.4. Let N = 4 and consider the sequence L = (2, 2, 2, 1). Using
Corollary 4.4, the matrix A below implies that L ∈ TFF(7/4, 4).

A =


4 0 3 0 0 0 0
0 4 0 1 2 0 0
0 0 1 2 2 2 0
0 0 0 1 0 2 4


We get

B =


4 0 0 4 0 1 0 0 0
0 4 0 0 2 2 1 0 0
0 0 4 0 0 1 0 4 0
0 0 0 0 2 0 3 0 4


and hence (3, 2, 2, 2) ∈ TFF(9/4, 4).

We now give the analogous theorem on combinatorial Naimark duality.

Theorem 6.5. The Littlewood–Richardson coefficients

(6-7) c
(
(N L1), . . . , (N L K ); (M N )

)
= c

(
((M − N )L1), . . . , ((M − N )L K ); (M (M−N ))

)
.

As with Theorem 6.2, we define a bijection between configuration matrices
corresponding to the Littlewood–Richardson coefficients in (6-7). Fix a configu-
ration matrix A corresponding to the sequence (L1, . . . , L K ; N ) and consider the
Littlewood–Richardson skew tableaux µk/µk−1 where µk is defined in (4-6). To
each µk/µk−1 we define the Lk ×M binary matrix Tk by

Tk[x, y] :=
{

1, if x appears in column y of µk/µk−1

0, otherwise.

The partition shape ofµk can be recovered from the matrices T1, . . . TK as follows.
Define the matrix T (k) by “stacking” the matrices T1, . . . , Tk (see Example 6.7
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below). In other words,

T (k) :=

T1
...

Tk

 .
Since A satisfies property (iv), the partitionµk can be recovered by upward justifying
the nonzero entries of T (k). In particular, the entire collection T1, . . . , TK uniquely
determines the matrix A.

We now define the “complementary” Lk ×M matrix Sk by

Sk[x, y] := 1− Tk[x,M − y+ 1]

and S(k) as the corresponding column matrix with block entries S1, . . . , Sk . It
is easy that if the nonzero entries of S(k) are justified upwards, we get the dual
partition (µk)∗ in rectangle (M Mk ) where Mk :=

∑k
i=1 L i . Hence S1, . . . , SK

determines some matrix B in the same way that T1, . . . , TK determines A. Also
note that we can recover Tk from Sk by applying the complementary operation to
Sk . Theorem 6.5 is a consequence of the following proposition.

Proposition 6.6. The collection S1, . . . , SK determines a configuration matrix for
the sequence (L1, . . . , L K ;M − N ).

Proof. Let B = [B1 | · · · | BK ] denote the matrix corresponding to the collection
S1, . . . , SK . We will show that B is a configuration matrix for the sequence
(L1, . . . , L K ;M − N ). In this case, property (v) is the most challenging to prove.
Hence most the argument to dedicated to this part of the proof.

First, note that B trivially satisfies property (i). Next, we observe that A satisfies
properties (ii) and (iii) if and only if the matrix T (K ) has M columns where each
column sum is equal to N . Since S(K ) has the same number of columns as T (K )
with column sums of M − N , we get that B also satisfies properties (ii) and (iii).
Property (iv) follows from the fact that if we upwards justify the entries of S(k) we
get the shape of the dual partition (µk)∗.

We now prove that B satisfies property (v) by contradiction. Suppose there exists
Bk and integers j, l such that

l∑
i=1

(Bk[i, j] − Bk[i, j + 1]) < Bk[l + 1, j + 1].

This implies there exists an integer l ′ such that

(6-8)
M∑

i=l ′+1

(Sk[ j, i] − Sk[ j + 1, i]) < 0
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with

(6-9) Sk[ j, l ′+ 1] = 0 and Sk[ j + 1, l ′+ 1] = 1.

Conversely, assume there exists an integer l ′ such that (6-8) and (6-9) are true. By
(6-9), there exists an integer l ′′ such that

M∑
i=l ′+1

Sk[ j, i] =
l ′′∑

i=1

Bk[i, j] and
M∑

i=l ′+1

Sk[ j + 1, i] ≤
l ′′+1∑
i=1

Bk[i, j + 1].

Hence by (6-8),

−Bk[l ′′+1, j+1]+
l ′′∑

i=1

(Bk[i, j]−Bk[i, j+1])≤
M∑

i=l ′+1

(Sk[ j, i]−Sk[ j+1, i])< 0.

Observe that if (6-8) is true for l, then there is always some integer l ′ ≤ l for which
both (6-8) and (6-9) are true. Thus the failure of property (v) is equivalent to (6-8).
By definition of Sk and (6-8), we have

M−l ′∑
i=1

(Tk[ j + 1, i] − Tk[ j, i]) < 0.

Since the row sums of Tk equal N ,

M∑
i=M−l ′+1

(Tk[ j, i] − Tk[ j + 1, i]) < 0.

Therefore the matrix A also fails to satisfy property (v) which is a contradiction.
This completes the proof. �

Example 6.7. Consider N = 4 and L= (2, 2, 2, 1) as in Example 6.4. Then µ4, as
a union of Littlewood–Richardson skew tableaux, is equal to

1 1 1 1 1 1 1
2 2 2 2 2 1 1
1 2 2 1 1 2 2
2 2 2 1 1 1 1
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We have

T (4)=



1 1 1 1 0 0 0
1 1 1 1 0 0 0
1 0 0 0 1 1 1
1 1 1 0 1 0 0
0 0 0 1 1 1 1
0 1 1 0 0 1 1
0 0 0 1 1 1 1


 S(4)=



1 1 1 0 0 0 0
1 1 1 0 0 0 0
0 0 0 1 1 1 0
1 1 0 1 0 0 0
0 0 0 0 1 1 1
0 0 1 1 0 0 1
0 0 0 0 1 1 1


Upward justifying the nonzero entries of S(4) gives the union of Littlewood–
Richardson skew tableaux and corresponding configuration matrix

1 1 1 1 1 1 1
2 2 2 2 1 1 2
2 2 2 2 1 1 1

B =

3 0 3 0 1 0 0
0 3 0 1 2 1 0
0 0 0 2 0 2 3

 ,
and hence (2, 2, 2, 1) ∈ TFF(7/3, 3).

7. Examples and tables of TFF sequences

This section is divided into two parts. In the first part we give several examples
of existence of tight fusion frames using skew Littlewood–Richardson tableaux as
in Example 4.5. In the second part, we give a complete list of tight fusion frame
sequences for N ≤ 9 and α ≤ 2 by listing all maximal elements in the partial order
induced by majorization.

Examples of skew Littlewood–Richardson tableaux. The following are some ex-
amples of Littlewood–Richardson tableaux in the cases of N = 3, 5, 7. Readers
who are interested in combinatorial spatial and Naimark duality as discussed in
Section 6 are encouraged to apply the bijective constructions to these examples.

N = 3 and L= (3, 2, 1), L= (2, 1, 1, 1), and L= (1, 1, 1, 1):

1 1 1 1 1 1
2 2 2 2 2 2
3 3 3 1 1 1

1 1 1 1 1
2 2 2 1 1
1 1 1 1 1

1 1 1 1
1 1 1 1
1 1 1 1

N = 5 and L= (2, 2, 2, 2) and L= (3, 3, 3, 3):

1 1 1 1 1 1 1 1
2 2 2 2 2 2 1 1
1 1 2 2 1 1 2 2
2 2 1 1 1 1 1 1
2 2 2 2 2 2 2 2

1 1 1 1 1 1 1 1 1 1 1 1
2 2 2 2 2 2 2 2 1 1 2 2
3 3 3 3 3 3 1 1 1 1 1 1
2 2 3 3 2 2 2 2 2 2 2 2
3 3 3 3 3 3 3 3 3 3 3 3
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N = 7 and L= (4, 3, 3, 1, 1) and L= (3, 2, 2, 2, 1):

1 1 1 1 1 1 1 1 1 1 1 1
2 2 2 2 2 2 2 2 2 2 2 2
3 3 3 3 3 3 3 3 3 1 1 1
4 4 4 4 4 4 4 1 1 2 2 2
1 1 3 3 3 1 1 2 2 3 3 3
2 2 2 2 3 3 1 1 1 1 1 1
3 3 3 3 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1
2 2 2 2 2 2 2 2 2 2
3 3 3 3 3 3 3 1 1 1
1 1 1 1 1 1 1 2 2 2
2 2 2 2 2 1 1 1 1 1
1 2 2 1 1 2 2 2 2 2
2 2 2 1 1 1 1 1 1 1

Tables of maximal tight fusion frames. At the end of this section we give a com-
plete list of tight fusion frames for N ≤ 9 and α ≤ 2 by listing all maximal elements
in the partial order induced by majorization. These lists are generated by applying
the techniques developed in this paper. In particular, we use the following methods

• Constructing Littlewood–Richardson tableaux as in Corollary 4.4.

• Recursive construction using spatial and Naimark duality.

• Recursive construction using Lemma 7.1.

• Applying inequalities of Theorem 3.3 or 5.4.

The following lemma follows from the Naimark duality.

Lemma 7.1. Assume that L1 = N (α − 1). Then, L ∈ TFF(α, N ) if and only if
L′ ∈ TFF(α̃− 1, N (α− 1)) where L′ = (L2 ≥ · · · ≥ Lk) and 1/α+ 1/α̃ = 1.

It is easy to see that maximality under the majorization partial order is preserved
under these dualities and the lemma above. Unfortunately, there are several TFF
sequences missed by majorization and the recursive generation techniques men-
tioned above. These sequences were only found by brute force construction of
Littlewood–Richardson tableaux. The first maximal tight fusion frame sequence
missed by recursion is (4, 2, 2, 2, 1) where N = 6. Hence, it might be of interest to
illustrate how to construct a tight fusion frame for this sequence.

Example 7.2. Let N = 6 and L = (4, 2, 2, 2, 1). The first step in our construc-
tion is identifying a skew Littlewood–Richardson tableaux corresponding to our
TFF sequence.

1 1 1 1 1 1 1 1 1 1 1
2 2 2 2 2 2 2 2 2 1 1
3 3 3 3 3 3 1 1 1 2 2
4 4 4 4 4 4 1 1 1 1 1
1 2 2 1 2 1 2 2 2 2 2
2 2 2 2 2 1 1 1 1 1 1
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The above tableaux shows the existence of projections P1, . . . , P5 in R6 with

(7-1)
5∑

i=1

Pi =
11
6

I, rank P1=4, rank P2= rank P3= rank P4=2, rank P5=1.

By Corollary 4.6, the tableaux also contains information on the eigenvalues of the
intermediate partial sums of projections in (7-1).

sum of projections eigenvalue list

P1 (1, 1, 1, 1, 0, 0)

P1+ P2
( 11

6 ,
9
6 , 1, 1, 3

6 ,
1
6

)
P1+ P2+ P3

( 11
6 ,

11
6 ,

11
6 , 1, 5

6 ,
4
6

)
P1+ · · ·+ P4

( 11
6 ,

11
6 ,

11
6 ,

11
6 ,

11
6 ,

5
6

)
P1+ · · ·+ P5

( 11
6 ,

11
6 ,

11
6 ,

11
6 ,

11
6 ,

11
6

)
Equipped with this information and a symbolic computation program such as

Mathematica we can construct an explicit tight fusion frame in R6 associated with
the sequence (4, 2, 2, 2, 1). The matrix below shows an orthonormal basis (column)
vectors for the corresponding ranges of projections Pi , i = 1, . . . , 5.

1 0 0 0 5
6 0 −

√
5
72 0

√
5
72 0 0

0 1 0 0 0 1
2 −

1
2
√

2
−

1
3 −

1
2
√

2
1
3

1
3

0 0 1 0 0 0 0
√

5
3 0

√
5

6

√
5

6

0 0 0 1 0 0 0 0 0
√

5
12 −

√
5
12

0 0 0 0 0 −

√
3

2
1

2
√

6
−

1
√

3
1

2
√

6
1
√

3
1
√

3

0 0 0 0 −

√
11
6 0 −

√
55
72 0

√
55
72 0 0


A direct calculation shows that: (i) columns are orthonormal to each other in

every block, and (ii) rows are orthogonal with norms
√

11/6. This proves the
existence of a TFF (7-1).

It is worth noting that the Example 7.2 can not be obtained using the spectral
tetris construction (STC). The STC has been recently introduced by Casazza et al.
[2012] who gave an algorithmic way of constructing sparse fusion frames. Among
other things, the authors have shown that the ranks L of spectral tetris fusion frames
must necessarily satisfy L4 L′, where L′ is a sequence of ranks of the reference
fusion frame.
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Moreover, in the tight case this condition is also sufficient, and hence [Casazza
et al. 2012, Theorem 3.3] characterizes possible ranks obtained by the STC in the
case when the frame bound α ≥ 2. Combining this with Naimark complements, see
Theorem 2.6, this yields TFFs also in the case 1< α < 2. In particular, we have
TFF(11/6, 6)= TFF(11/5, 5). A direct calculation of the reference fusion frame
corresponding to eigenvalues (11/5, 11/5, 11/5, 11/5, 11/5) yields a TFF sequence
(3, 3, 3, 2). This happens to be another maximal element of TFF(11/6, 6) which
is not comparable with (4, 2, 2, 2, 1) with respect to the majorization relation 4.
Hence, the above example can not be obtained by the STC even when paired with
Naimark duality.

List of maximal TFF sequences for N ≤ 9 and α ≤ 2.

N = 3

α max elements

1 (3)
4/3 (1, 1, 1, 1)
5/3 (2, 1, 1, 1)
2 (3, 3)

N = 4

α max elements

1 (4)
5/4 (1, 1, 1, 1, 1)
6/4 (2, 2, 2)
7/4 (3, 1, 1, 1, 1), (2, 2, 2, 1)
2 (4, 4)

N = 5

α max elements

1 (5)
6/5 (1, 1, 1, 1, 1, 1)
7/5 (2, 2, 1, 1, 1)
8/5 (3, 2, 1, 1, 1), (2, 2, 2, 2)
9/5 (4, 1, 1, 1, 1, 1), (3, 2, 2, 2)
2 (5, 5)

N = 6

α max elements

1 (6)
7/6 (1, 1, 1, 1, 1, 1, 1)
8/6 (2, 2, 2, 2)
9/6 (3, 3, 3)
10/6 (4, 2, 2, 2)
11/6 (5, 1, 1, 1, 1, 1, 1), (4, 2, 2, 2, 1), (3, 3, 3, 2)

2 (6, 6)
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N = 7

α max elements

1 (7)
8/7 (1, 1, 1, 1, 1, 1, 1, 1)
9/7 (2, 2, 2, 1, 1, 1)
10/7 (3, 3, 1, 1, 1, 1), (3, 2, 2, 2, 1)
11/7 (4, 3, 1, 1, 1, 1), (4, 2, 2, 2, 1)
12/7 (5, 2, 2, 1, 1, 1), (4, 3, 3, 1, 1), (3, 3, 3, 3)
13/7 (6, 1, 1, 1, 1, 1, 1, 1), (5, 2, 2, 2, 2), (4, 3, 3, 3)

2 (7, 7)

N = 8

α max elements

1 (8)
9/8 (1, 1, 1, 1, 1, 1, 1, 1, 1)
10/8 (2, 2, 2, 2, 2)
11/8 (3, 2, 2, 2, 2), (3, 3, 2, 1, 1, 1)
12/8 (4, 4, 4)
13/8 (5, 3, 2, 1, 1, 1), (5, 2, 2, 2, 2), (4, 4, 2, 2, 1)
14/8 (6, 2, 2, 2, 2), (5, 3, 3, 2, 1), (4, 4, 4, 2)
15/8 (7, 1, 1, 1, 1, 1, 1, 1), (6, 2, 2, 2, 2, 1), (5, 3, 3, 2, 2), (4, 4, 4, 3)

2 (8, 8)

N = 9

α max elements

1 (9)
10/9 (1, 1, 1, 1, 1, 1, 1, 1, 1, 1)
11/9 (2, 2, 2, 2, 1, 1, 1)
12/9 (3, 3, 3, 3)
13/9 (4, 4, 1, 1, 1, 1, 1), (4, 3, 2, 2, 2), (3, 3, 3, 3, 1)
14/9 (5, 4, 1, 1, 1, 1, 1), (5, 3, 2, 2, 2), (4, 3, 3, 3, 1)
15/9 (6, 3, 3, 3)
16/9 (7, 2, 2, 2, 1, 1, 1), (6, 3, 3, 3, 1), (5, 4, 4, 2, 1), (4, 4, 4, 4)
17/9 (8, 1, 1, 1, 1, 1, 1, 1, 1, 1), (7, 2, 2, 2, 2, 2), (6, 3, 3, 3, 2), (5, 4, 4, 4)

2 (9, 9)

The following sequences are missed by the recursive construction of spatial
and Naimark duality and Lemma 7.1. These sequences were obtained applying
Theorem 3.3 and constructing Littlewood–Richardson tableaux.
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N TFF sequences

6 (4, 2, 2, 2, 1)
7 (4, 3, 3, 1, 1), (5, 2, 2, 2, 2)
8 (5, 3, 3, 2, 1), (6, 2, 2, 2, 2, 1), (5, 3, 3, 2, 2)
9 (6, 3, 3, 3, 1), (5, 4, 4, 2, 1), (7, 2, 2, 2, 2, 2), (6, 3, 3, 3, 2), (5, 4, 4, 4)

We also remark that the sequences (4, 4, 2, 2, 1) for N = 8 and (4, 3, 3, 3, 1)
for N = 9 can be recursively found from the “missed” sequences (4, 3, 3, 1, 1) for
N = 7 and (4, 2, 2, 2, 1) for N = 6, respectively. Finally, among the eleven maximal
TFF sequences listed above only the sequence (5, 4, 4, 4) for N = 9 can be obtained
using the spectral tetris construction (STC) paired with the Naimark duality. A
construction of explicit tight fusion frames corresponding to the remaining ten
maximal TFF sequences requires a procedure similar to Example 7.2.
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COMBINATORICS OF FINITE ABELIAN GROUPS
AND WEIL REPRESENTATIONS

KUNAL DUTTA AND AMRITANSHU PRASAD

The Weil representation of the symplectic group associated to a finite abelian
group of odd order is shown to have a multiplicity-free decomposition. When
the abelian group is p-primary, the irreducible representations occurring in
the Weil representation are parametrized by a partially ordered set which is
independent of p. As p varies, the dimension of the irreducible representa-
tion corresponding to each parameter is shown to be a polynomial in p which
is calculated explicitly. The commuting algebra of the Weil representation
has a basis indexed by another partially ordered set which is independent of
p. The expansions of the projection operators onto the irreducible invariant
subspaces in terms of this basis are calculated. The coefficients are again
polynomials in p. These results remain valid in the more general setting of
finitely generated torsion modules over a Dedekind domain.

1. Introduction

1A. Overview. Heisenberg groups were introduced by Weyl [1949, Chapter 4] in
his mathematical formulation of quantum kinematics. Best known among them
are the Lie groups whose Lie algebras are spanned by position and momentum
operators which satisfy Heisenberg’s commutation relations. Weyl also considered
Heisenberg groups which are finite modulo their centers, such as the Pauli group
(generated by the Pauli matrices), which he used to characterize the kinematics of
electron spin.

A fundamental property of Heisenberg groups, predicted by Weyl and proved
by Stone [1930] and von Neumann [1931] for real Heisenberg groups is known
as the Stone–von Neumann theorem. Mackey [1949] extended this theorem to
locally compact Heisenberg groups (see Section 1C for the case that is pertinent
to this paper, and [Prasad 2011] for a more detailed and general exposition). By
considering Heisenberg groups associated to finite fields, local fields and adèles,
Weil [1964] demonstrated the importance of Heisenberg groups in number theory.

Dutta was a student at the Institute of Mathematical Sciences, Chennai when this paper was written.
He thanks the Institute for its hospitality and support.
MSC2010: primary 05E10, 11F27; secondary 81R05.
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Weil exploited the Stone–von Neumann–Mackey theorem to construct a pro-
jective representation of a group of automorphisms of the Heisenberg group, now
commonly known as the Weil representation. Along with parabolic induction and
the technique of Deligne and Lusztig [1976] using l-adic cohomology, the Weil
representation is one of the most important techniques for constructing representa-
tions of reductive groups over finite fields (see [Gérardin 1977; Srinivasan 1979]) or
local fields (see [Gérardin 1975] and Mœglin, Vignéras and Waldspurger [Mœglin
et al. 1987]).

Tanaka [1967a; 1967b] showed how the Weil representation can be used to
construct all the irreducible representations of SL2(Z/pkZ) for odd p by look-
ing at Weil representations associated to the abelian groups Z/pkZ⊕Z/plZ for
l ≤ k. However, most of the literature on Weil representations associated to finite
abelian groups has focused on vector spaces over finite fields and on constructing
representations of classical groups over finite fields.

The representation theory of groups over finite principal ideal local rings was
initiated by Kloosterman [1946], who studied SL2(Z/pkZ). In contrast to general
linear groups over finite fields, whose character theory was worked out by Green
[1955], the representation theory for general linear groups over these rings is quite
hard. It has been shown (by Aubert, Onn, Prasad and Stasinski [Aubert et al.
2010] and Singla [2010]) that this problem is intricately related to the problem of
understanding the representations of automorphism groups of finitely generated
torsion modules over discrete valuation rings. However, explicit constructions have
been available either for a very small class of representations [Hill 1995a; 1995b]
or for a very small class of groups [Onn 2008; Stasinski 2009; Singla 2010].

This article concerns the decomposition of the Weil representation of the full
symplectic group associated to a finite abelian group of odd order (and more
generally, a finite module of odd order over a Dedekind domain) into irreducible
representations. When the module in question is elementary (e.g., (Z/pZ)n for
some odd prime p), it is well-known that the Weil representation, which may
be realized on the space of functions on the abelian group, breaks up into two
irreducible subspaces consisting of even and odd functions. Besides this, only the
case where all the invariant factors are equal (e.g., (Z/pkZ)n) has been understood
completely (see [Prasad 1998, Theorem 2] for the case where k is even, and Cliff,
McNeilly and Szechtman [Cliff et al. 2000] for the general case). A small part of
the decomposition has been explained in the general case by Cliff, McNeilly and
Szechtman [Cliff et al. 2003]. Maktouf and Torasso [2014; 2012] have shown that
the restriction of the Weil representation of a symplectic group over a p-adic field
to a maximal compact subgroup or to a maximal elliptic torus is multiplicity-free
and have given an explicit description of the irreducible subrepresentations.

In this paper, we describe all the invariant subspaces for the Weil representation for
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all finite modules of odd order over a Dedekind domain. To be specific, it is shown
that the Weil representation has a multiplicity-free decomposition (Theorem 5.5).
When the underlying finitely generated torsion module is primary of type λ for
some partition λ (see (4.1) and (10.1)), the irreducible components are parametrized
by elements of a partially ordered set which depends only on λ, and not on the
underlying ring. As the local ring varies, for a fixed element of this partially ordered
set, the dimension of the corresponding representation is shown to be a polynomial
in the order of its residue field whose coefficients do not depend on the ring
(Theorem 9.3). These polynomials are computed explicitly (Theorem 9.12). The
centralizer algebra of the Weil representation also has a combinatorial basis indexed
by a partially ordered set which depends only on λ and not on the underlying ring.
The projection operators onto the irreducible invariant subspaces, when expressed
in terms of this basis, are also shown to have coefficients which are polynomials
in the order of the residue field whose coefficients also do not depend on the ring
(Theorem 9.17), and these polynomials are computed explicitly (Theorems 9.18
and 9.19). Thus the decomposition of the Weil representation into irreducible
invariant subspaces is, despite its apparent complexity, combinatorial in nature.

The results in this paper could serve as a starting point from which more subtle
constructions involving the Weil representation (such as Howe duality) which have
worked so well in the case of classical groups over finite fields can be extended
to groups of automorphisms of finitely generated torsion modules over a discrete
valuation ring.

It is worth noting that every Heisenberg group that is finite modulo its center
is isomorphic to one of the groups considered here (for the precise statement,
see Prasad, Shapiro and Vemuri [Prasad et al. 2010], particularly Section 3 and
Corollary 5.7). For example, the seemingly different Heisenberg groups used by
Tanaka [1967a] to construct representations in the principal series and cuspidal
series of finite SL2 are isomorphic. The difference lies in the realization of the
special linear group as a group of automorphisms. The decomposition of any
Weil representation associated to a finite abelian group will therefore always be a
refinement of one of the decompositions described in this paper.

In order to concentrate on the important ideas without being distracted by tech-
nicalities, the main body of this paper uses the setting of finite abelian groups.
Section 10 explains how to carry over the results to finitely generated torsion
modules over discrete valuation rings and even more generally, finite modules over
Dedekind domains.

To obtain our results, we use the combinatorial theory of orbits in finite abelian
groups developed in [Dutta and Prasad 2011] (the relevant part is recalled in
Section 4A), well-known basic facts about Heisenberg groups and Weil represen-
tations which are recalled in Section 1C (of which simple proofs can be found in
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[Prasad 2009]), and the standard combinatorial theory of partially ordered sets, as
set out in Chapter 3 of the book [Stanley 1997].

1B. Structure of the paper. In Section 1C, we recall the definition of the Heisen-
berg group and its Schrödinger representation. Following Weil [1964], we deduce
the existence of the Weil representation from the irreducibility and uniqueness of
the Schrödinger representation. Section 1D contains a precise formulation of our
main problem — the decomposition of the Weil representation associated to a finite
abelian group into irreducible summands.

In Section 2, we use the primary decomposition of finite abelian groups to
reduce the main problem to the case of primary finite abelian groups. In Section 3
we explain the relationship between the multiplicities of the summands in the
decomposition of the Weil representation and the number of orbits for the action of
the symplectic group on the quotient of the Heisenberg group by its center.

In Section 4A, we recall the combinatorial theory of orbits and characteristic
subgroups in a finite abelian group developed in [Dutta and Prasad 2011]. An
important order-reversing involution on the lattice of characteristic subgroups is
introduced in Section 4B. The theory from that paper is extended to symplectic
orbits on the quotient of the Heisenberg group modulo its center in Section 4C.

Section 5 contains the first major theorem of this article, namely that the de-
composition of the Weil representation associated to a finite abelian group into
simple representations is multiplicity-free (Theorem 5.5). This is achieved by
computing the structure constants of its endomorphism algebra to show that this
algebra is commutative (Lemma 5.3). It follows that the set of invariant subspaces
of the Weil representation, partially ordered by inclusion, forms a Boolean lattice
(Corollary 5.6).

The task of describing the irreducible components of the Weil representation is
carried out using combinatorial analysis in Sections 6–9. In Section 6 two elementary
types of invariant subspaces of the Weil representation are identified. The first type
are the subspaces of L2(A) consisting of even and odd functions; the second type
are associated to so-called small order ideals (these subspaces are far from being
mutually disjoint and irreducible). In Section 7, we describe a tensor product de-
composition of the invariant subspaces associated to small order ideals. In Section 8,
we refine the invariant subspaces of Section 6 to construct a family of invariant
subspaces, which as a poset under inclusion is described in terms of a combinatorially
defined poset Qλ. In Section 9 the irreducible subrepresentations of the Weil rep-
resentations are extracted from the invariant subspaces of Section 8 (Theorem 9.3).
The rest of Section 9 is devoted to the explicit computation of the dimensions of these
subrepresentations as well as formulae for the orthogonal projections onto them in
terms of a natural basis for the endomorphism algebra of the Weil representation.
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Finally, in Section 10 we explain how to extend the ideas of this paper to analyze
the Weil representation associated to any finite module over a Dedekind domain.

1C. Basic definitions. Let A be a finite abelian group of odd order. Let Â denote
the Pontryagin dual of A. This is the group of all homomorphisms A→ U (1),
where U (1) denotes the group of unit complex numbers. Let K = A× Â. For each
k = (x, χ) ∈ K , the unitary operator on L2(A) defined by

Wk f (u)= χ(u− x/2) f (u− x) for all f ∈ L2(A), u ∈ A

is called a Weyl operator. These operators satisfy

Wk Wl = c(k, l)Wk+l for all k, l ∈ K ,

where, if k = (x, χ) and l = (y, λ), then

c(k, l)= χ(y/2)λ(x/2)−1.

Observe that c(k, l) is bimultiplicative; for example, c(k, l+ l ′)= c(k, l)c(k, l ′) for
all k, l, l ′ ∈ K .

The subgroup
H = {cWk | c ∈U (1), k ∈ K }

of the group of unitary operators on L2(A) is called the Heisenberg group associated
to A. This group is known to physicists as a generalized Pauli group or a Weyl–
Heisenberg group. As defined here, it comes with a unitary representation on L2(A),
called the Schrödinger representation. Mackey’s generalization [1949, Theorem 1]
of the Stone–von Neumann theorem applies:

Theorem 1.1. The Schrödinger representation of H is irreducible. Let U (H) be
the group of unitary operators on a Hilbert space H, and let ρ : H → U (H) be
an irreducible unitary representation of H such that ρ(cW0) = c IdH for every
c ∈ U (1). Then there exists, up to scaling, a unique isometry W : L2(A)→ H

such that
W Wk = ρ(Wk)W for all k ∈ K .

If g is an automorphism of K such that

(1.2) c(gk, gl)= c(k, l) for all k, l ∈ K ,

then ρg : H →U (L2(A)) defined by

ρg(cWk)= cWg(k) for all c ∈U (1), k ∈ K

is an irreducible unitary representation of H on L2(A) such that ρ(cW0)= c IdL2(A).
By Theorem 1.1, there exists a unitary operator Wg on L2(A) such that

WgWk =Wg(k)Wg for all k ∈ K .
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Writing W ∗g for the adjoint of the unitary operator Wg, we have:

(1.3) WgWk W ∗g =Wg(k) for all k ∈ K .

If g1 and g2 are two such automorphisms, both Wg1g2 and Wg1 Wg2 intertwine the
Schrödinger representation with ρg1g2 , and hence must differ by a unitary scalar:

Wg1 Wg2 = c(g1, g2)Wg1g2 for some c(g1, g2) ∈U (1).

Let Sp(K ) be the group of all automorphisms g of K which satisfy (1.2). We
have shown that g 7→Wg is a projective representation of Sp(K ) on L2(A). This
representation is known as the Weil representation.

Remark 1.4. The operators Wg, for g ∈ Sp(K ) can be normalized in such a way
that c(g1, g2)= 1 for all g1, g2 (see Remark 6.6). Thus the Weil representation can
be taken to be an ordinary representation of Sp(K ).

Remark 1.5. The overlap of notation between the Weyl operators and the Weil
representation is suggested by (1.3), which implies that they can be combined
to construct a representation of H o Sp(K ). The operators in this representation
are precisely the unitary operators which normalize H . The resulting group is
sometimes known as a Clifford group or a Jacobi group. It plays a prominent role
in the stabilizer formalism for quantum error-correcting codes (see Chapter X of
[Nielsen and Chuang 2000]).

1D. Formulation of the problem. We investigate the decomposition

(1.6) L2(A)=
⊕

π∈Sp(K )∧
mπHπ

into irreducible representations. Here Sp(K )∧ denotes the set of equivalence classes
of irreducible unitary representations of Sp(K ) and, for each π : Sp(K )→U (Hπ )

in Sp(K )∧, mπ denotes the multiplicity of π in the Weil representation. Although
the Weil representation is defined only up to multiplication by a scalar representation,
the multiplicities and dimensions of the irreducible representations occurring in the
decomposition are invariant under such twists (see Remark 2.2). As explained in
Section 1A, the outcome of this paper is an understanding of this decomposition.

2. Product decompositions

We shall recall and apply a well-known observation on Weil representations associ-
ated to a product of abelian groups (see [Gérardin 1977, Corollary 2.5]).

2A. Projective equivalence. Since Weil representations are defined only up to
scalar factors, we use a definition of equivalence of representations that is weaker
than unitary equivalence:
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Definition 2.1 (Projective equivalence). Let G be a group and ρi : G→U (Hi ) for
i = 1, 2 be two unitary representations of G. We say that ρ1 and ρ2 are projectively
equivalent if there exists a homomorphism χ : G→U (1) such that ρ2 is unitarily
equivalent to ρ1⊗χ .

Remark 2.2. If, as a representation of G,

Hi =
⊕
π∈Ĝ

m(i)
π Hπ

is the decomposition of Hi into irreducibles for representations as in Definition 2.1,
then m(2)

π⊗χ = m(1)
π , so there is a bijection between the sets of irreducible rep-

resentations of G that appear in H1 and H2 which preserves multiplicities and
dimensions.

2B. Tensor product decomposition. If A admits a product decomposition A =
A′× A′′, then

(2.3) L2(A)= L2(A′)⊗ L2(A′′).

Let K ′ = A′× (A′)∧ and K ′′ = A′′× (A′′)∧. Thus K = K ′× K ′′. Let S′ and S′′

be subgroups of Sp(K ′) and Sp(K ′′) respectively. Then S = S′× S′′ is a subgroup
of Sp(K ).

Theorem 2.4. The Weil representation of S on L2(A) is projectively equivalent
to the tensor product of the Weil representation of S′ on L2(A′) and the Weil
representation of S′′ on L2(A′′).

Proof. By (1.3), the Weil representations of S′ and S′′ satisfy

Wg′Wk′W ∗g′ =Wg′(k′) and Wg′′Wk′′W ∗g′′ =Wg′′(k′′)

for all g′ ∈ S′, g′′ ∈ S′′, k ′ ∈ K ′ and k ′′ ∈ K ′′, whence

(Wg′ ⊗Wg′′)(Wk′ ⊗Wk′′)(Wg′ ⊗Wg′′)
∗
=Wg′(k′)⊗Wg′′(k′′).

Since Wk′ ⊗Wk′′ coincides with W(k′,k′′) under the isomorphism (2.3), Wg′ ⊗Wg′′

satisfies the defining identity (1.3) for the Weil representation of S on L2(A). �

2C. Primary decomposition. A finite abelian group has a primary decomposition

A =
∏

p prime

Ap,

where Ap is the subgroup of elements of A annihilated by some power of p.
Writing K p for Ap× (Ap)

∧,

K =
∏

p

K p and Sp(K )=
∏

p

Sp(K p).
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Theorem 2.4, when applied to the primary decomposition, gives:

Corollary 2.5. The Weil representation of Sp(K ) on L2(A) is projectively equiv-
alent to the tensor product over those primes p for which Ap 6= 0 of the Weil
representations of Sp(K p) on L2(Ap).

In view of Corollary 2.5, it suffices to consider the case where A is a finite
abelian p-group for some odd prime p.

3. Multiplicities and orbits

We now recall the relation between the decomposition of the Weil representation
and orbits in K [Prasad 2009].

3A. An orthonormal basis.

Lemma 3.1. The set {Wk | k ∈ K } of Weyl operators is an orthonormal basis of
EndC L2(A).

Proof. For each k ∈ K and T ∈ EndC L2(A), let

τ(k)T =Wk T W ∗k .

Then k 7→ τ(k) is a unitary representation of K on EndC L2(A). If k = (x, χ) and
l = (y, λ) are two elements of K , then

τ(k)Wl =Wk Wl W ∗k
=Wk Wl(Wl Wk)

∗Wl

= c(k, l)Wk+lc(l, k)−1W ∗l+k Wl

= χ(y)λ(x)−1Wl .

Thus the Wl are eigenvectors for the action of K with distinct eigencharacters. There-
fore they form an orthonormal set of operators. Since |K |= |A|2=dim EndC L2(A),
this orthonormal set is a basis. �

3B. Endomorphisms. By Lemma 3.1, every T ∈ EndC L2(A) has a unique expan-
sion

(3.2) T =
∑
k∈K

Tk Wk, with each Tk ∈ C.

Theorem 3.3. For every subgroup S of Sp(K ),

EndS L2(A)= {T ∈ EndC L2(A) | Tk = Tg(k) for all g ∈ S, k ∈ K }.

Proof. Note that T ∈EndS L2(A) if and only if WgT W ∗g =T for all g∈ S. Expanding
T as in (3.2) and using the defining identity (1.3) for Wg gives the theorem. �
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Now suppose that as a representation of S, L2(A) has the decomposition

L2(A)=
⊕
π∈Ŝ

mπ,SHπ .

Then, together with Schur’s lemma, Theorem 3.3 implies:

Corollary 3.4. If S\K denotes the set of S-orbits in K ,∑
π∈Ŝ

m2
π,S = |S\K |.

4. Orbits and characteristic subgroups

We first recall the theory of orbits (under the full automorphism group) and charac-
teristic subgroups in a finite abelian group from [Dutta and Prasad 2011]. We then
see how it applies to Sp(K )-orbits in K .

4A. Orbits. Every finite abelian p-group is isomorphic to

(4.1) A = Z/pλ1Z× · · ·×Z/pλl Z

for a unique sequence λ= (λ1 ≥ · · · ≥ λl) of positive integers (in other words, a par-
tition). Henceforth, we assume that A is of the above form. For each partition λ, let

Pλ =
{
(v, k) | k ∈ {λ1, . . . , λl}, 0≤ v < k

}
.

Say that (v, k)≥ (v′, k ′) if and only if v′ ≥ v and k ′− v′ ≤ k− v. This relation is a
partial order on Pλ. For x ∈ Z/pkZ, let

v(x)=max{0≤ v ≤ k | x ∈ pvZ/pkZ}.

For a= (a1, . . . , al)∈ A, let I (a) be the order ideal in Pλ generated by (v(ai ), λi )

with ai 6= 0 in Z/pλi Z.

Example 4.2. When λ = (5, 4, 4, 1) and a = (p4, p2, p3, 0), the Hasse diagram
of Pλ is shown on the left hand side of Figure 1. The ideal I (a) is represented by
black dots on the right hand side of Figure 1. Note that the elements of Pλ are
arranged in such a way that k is constant along verticals and decreases from left
to right.

Theorem 4.3 [Dutta and Prasad 2011, Theorem 4.1]. For a, b ∈ A, the element b
is the image of a under an endomorphism of A if and only if I (b)⊂ I (a).

Given x = (v, k) ∈ Pλ, let e(x) denote the element in A all of whose entries are
zero except for the leftmost entry with λi = k, which is pv. For an order ideal I
in Pλ, denote by max I the set of maximal elements in I , and let

a(I )=
∑

x∈max I

e(x).
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(4, 5)

(3, 4)

(3, 5)

(2, 4)

(2, 5)

(1, 4)

(1, 5)

(0, 4)

(0, 5)

(3, 4)

(0, 1)

(0, 4)

•

•

•

•

◦

◦

◦

◦

◦

◦

◦

◦

Figure 1. Left: the poset P(5,4,4,1). Right: the order ideal I (p4, p2, p3, 0).

Let G denote the group of all automorphisms of A.

Theorem 4.4 [Dutta and Prasad 2011, Theorem 5.4]. The map I 7→ a(I ) gives rise
to a bijection from the set of order ideals in Pλ to the set of G-orbits in A.

The elements a(I ), as I varies over the order ideals in Pλ, can be taken as
representatives of the orbits. The inverse of the function of Theorem 4.4 is given
by a 7→ I (a).

4B. Characteristic subgroups. For an order ideal I ⊂ Pλ,

AI = {a ∈ A | I (a)⊂ I }

is a characteristic subgroup of A of order p[I ], where [I ] denotes the number of
elements in I , counted with multiplicity (the multiplicity of (v, k) is the number of
times that k occurs in the partition λ; see [ibid., Theorem 7.3]). Every characteristic
subgroup of A is of the form AI for some order ideal I ⊂ Pλ. In fact, I 7→ AI is
an isomorphism of the lattice of order ideals in Pλ onto the lattice of characteristic
subgroups of A. Thus, the lattice of characteristic subgroups of A is a finite
distributive lattice [Stanley 1997, Section 3.4]. If B is any group isomorphic
to A, and φ : A→ B is an isomorphism, then since AI is characteristic, the image
BI =φ(AI ) does not depend on the choice of φ. Consequently, it makes sense to talk
of the subgroup ÂI of Â, which is the image of AI under any isomorphism A→ Â.

For each order ideal I ⊂ Pλ, its annihilator

A⊥I := {χ ∈ Â | χ(a)= 1 for all a ∈ AI }

is a characteristic subgroup of Â. Therefore, there exists an order ideal I⊥ ⊂ Pλ
such that A⊥I = ÂI⊥ . Clearly, I 7→ I⊥ is an order-reversing involution of the set
of order ideals in Pλ. The Hasse diagram of Pλ has a horizontal axis of symmetry.
I⊥ can be visualized as the complement of the reflection of I about this axis of I
(see Figure 2).
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•

•
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•
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−→

◦

◦

◦

◦

◦

•

•

•

•

◦

◦

◦

Figure 2. The involution on order ideals. Left: I (black dots).
Right: I⊥ (white dots).

4C. Symplectic orbits.

Theorem 4.5. The map I 7→ (a(I ), 0) (here 0 denotes the identity element of Â)
gives rise to a bijection from the set of order ideals in Pλ to the set of Sp(K )-orbits
in K .

Proof. We first show that each Sp(K )-orbit in K intersects A×{0}. Let e1, . . . , el

denote the generators of A, so ei is the element whose i-th coordinate is 1 and all
other coordinates are 0. Each element a ∈ A has an expansion

(4.6) a = a1e1+ · · ·+ alel with 0≤ ai < pλi for each i ∈ {1, . . . , l}.

Let ε j denote the unique element of Â for which

ε j (ek)= e2π iδ jk p−λ j
.

Then each element α ∈ Â has an expansion

(4.7) α = α1ε1+ · · ·+αlεl with 0≤ αi < pλi for each i ∈ {1, . . . , l}.

Let k = (a, α) ∈ K , with a and α as in (4.6) and (4.7), respectively. The automor-
phism of K which takes ei 7→ εi and εi 7→−ei while preserving all other generators
e j and ε j with j 6= i , lies in Sp(K ). In terms of coordinates, it has the effect of
interchanging ai and αi up to sign. Using this automorphism, we may arrange that
v(ai )≤ v(αi ) for each i . Therefore, there exists an integer bi such that

bi ai ≡ αi mod pλi .

Let Bi : A→ Â be the homomorphism which takes ei to biεi and all other gen-
erators e j with j 6= i to 0. Then the automorphism of K which takes (a, α) to
(a, α−Bi (a)) also lies in Sp(K ). This has the effect of changing αi to 0. Repeating
this process for each i allows us to reduce (a, α) to (a, 0) as claimed.
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Now, for every automorphism g of A, the automorphism (a, α) 7→ (g(a), ĝ−1(α))

lies in Sp(K ) (here ĝ is the automorphism of Â defined by ĝ(χ)(a)= χ(g(a)) for
a ∈ A and χ ∈ Â). Such automorphisms can be used to reduce (a, 0) further to an
element of the form (a(I ), 0) for some order ideal I ⊂ Pλ. Since, for distinct I , these
elements are in distinct Aut(K )-orbits, they must also be in distinct Sp(K )-orbits.

�

5. Multiplicity one

5A. Relation to commutativity. Suppose that the decomposition of the Weil rep-
resentation into irreducible representations is given by

(5.1) L2(A)=
⊕

π∈Sp(K )∧
mπHπ .

Then by Schur’s lemma, the endomorphism algebra of L2(A) is a direct sum of
matrix algebras:

EndSp(K ) L2(A)=
⊕

π∈Sp(K )∧
Mmπ×mπ

(C).

It follows that mπ ≤ 1 for every π ∈ Sp(K )∧ if and only if the ring EndSp(K ) L2(A)
of endomorphisms of the Weil representations is commutative. For each order
ideal I ⊂ Pλ, let OI denote the Sp(K )-orbit of (a(I ), 0) in K and let

TI =
∑
k∈OI

Wk .

By Theorems 3.3 and 4.5, the set of all TI as I varies over the order ideals I ⊂ Pλ
is a basis of EndSp(K ) L2(A).

Let K I = AI × ÂI ( ÂI as in Section 4B) and define

(5.2) 1I =
∑
k∈K I

Wk .

Since K I =
⊔
J⊂I

OJ ,

1I =
∑
J⊂I

TJ .

Thus, the elements 1I are obtained from the basis elements TI of EndSp(K ) L2(A)
by a unipotent upper-triangular transformation. Hence,

{1I | I ∈ J (Pλ)}

is also a basis of EndSp(K ) L2(A). Thus if1I commutes with1J for all I, J ∈ J (Pλ),
then EndSp(K ) L2(A) is a commutative algebra.
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Therefore, in order to show that mπ ≤ 1 for each π ∈ Sp(K )∧, it suffices to show
that for any two order ideals I, J ⊂ Pλ, 1I and 1J commute. This will follow
from the calculation in Section 5B.

5B. Calculation of the product.

Lemma 5.3. For any two order ideals I, J ⊂ Pλ,

1I1J = |K I∩J |1(I∩J )⊥∩(I∪J ).

Proof. The coefficient of Wk in 1I1J is

(5.4)
∑

x∈K I ,y∈K J
x+y=k

c(x, y).

From the definition of I (a), it is easy to see that I (a+b)⊂ I (a)∪ I (b). Therefore,
AI + AJ ⊂ AI∪J and hence K I + K J ⊂ K I∪J . It follows that the sum (5.4) is 0
unless k ∈ K I∪J . Suppose x0 ∈ K I and y0 ∈ K J are such that x0+ y0 = k. Then
the sum (5.4) becomes∑

l∈K I∩K J

c(x0+ l, y0− l)= c(x0, y0)
∑

l∈K I∩K J

c(l, y0)c(l, x0)

= c(x0, y0)
∑

l∈K I∩K J

c(l, k)

=

{
c(x0, y0)|K I ∩ K J | if k ∈ (K I ∩ K J )

⊥,

0 otherwise.

Observe that K I∩K J =K I∩J . It remains to show that, for every k∈K I∪J , there exist
x0∈ K I and y0∈ K J such that k= x0+y0 and c(x0, y0)=1. Since1I1J is constant
on Sp(K )-orbits in K , we may use Theorem 4.5 to assume that k = (a(I ′), 0) for
some order ideal I ′ ⊂ I ∪ J . We have max I ′ ⊂ I ∪ J . Let I ′1 be the order ideal
generated by (max I ′) ∩ I , and I ′2 be the order ideal generated by (max I ′)− I .
Then a(I ′) = a(I ′1)+ a(I ′2). Clearly (a(I ′1), 0) and (a(I ′2), 0) have the properties
required of x0 and y0. �

5C. Multiplicity one. We have proved:

Theorem 5.5. In the decomposition (5.1) of the Weil representation of Sp(K ),
mπ ≤ 1 for every isomorphism class π of irreducible representations of Sp(K ).

Every Sp(K )-invariant subspace is completely determined by the subset of
Sp(K )∧ consisting of representations that occur in it. Therefore:

Corollary 5.6. The set of Sp(K )-invariant subspaces of L2(A), partially ordered
by inclusion, forms a finite Boolean lattice.
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6. Elementary invariant subspaces

In this section, we construct some elementary invariant subspaces for the Weil
representation of Sp(K ) on L2(A). In Section 8, we will use these subspaces and
the results of Section 7 to construct enough invariant subspaces to carve out all the
irreducible subspaces.

6A. Small order ideals.

Definition 6.1 (small order ideal). An order ideal I ⊂ Pλ is said to be small if
I ⊂ I⊥, with I⊥ as in Section 4B.

For example, the order ideal I in Figure 2 is small.

6B. Interpreting some 1I .

Lemma 6.2. For each order ideal I ⊂ Pλ, let 1I be as in (5.2).

(6.2.1) 1Pλ f (u)= |A| f (−u) for all f ∈ L2(A) and u ∈ A.

(6.2.2) For every small order ideal I ⊂ Pλ, |AI |
−21I is the orthogonal projection

onto the subspace of L2(A) consisting of functions supported on AI⊥ and
invariant under translations in AI .

Proof. For any order ideal I ⊂ Pλ, we have

1I f (u)=
∑
x∈AI

∑
χ∈ ÂI

χ(u− x/2) f (u− x).

The inner sum is f (u − x) times the sum of values of a character of ÂI , which
vanishes if this character is nontrivial, namely if u−x/2 /∈ AI⊥ , and is |AI | otherwise.
Therefore,

(6.3) 1I f (u)= |AI |
∑

x∈AI∩(2u+AI⊥ )

f (u− x)= |AI |
∑

x∈(u+AI )∩(−u+AI⊥ )

f (x).

Taking I = Pλ in (6.3) gives (6.2.1).
Now suppose that I ⊂ I⊥. If u /∈ AI⊥ then (u+ AI )∩ (−u+ AI⊥)=∅, so that

1I f (u) = 0. If u ∈ AI⊥ , then the sum (6.3) is over u + AI , so |AI |
−21I is the

averaging over AI -cosets, from which (6.2.2) follows. �

6C. Even and odd functions.

Theorem 6.4. The subspaces of L2(A) consisting of even and odd functions are
invariant under Sp(K ).

Proof. By (6.2.1),

(6.5)
[ 1

2(IdL2(A)±|A|
−11Pλ)

]
f (u)= 1

2( f (u)± f (−u)).



WEIL REPRESENTATIONS 309

These operators are the orthogonal projections onto the subspaces of even and odd
functions in L2(A). Since these operators commute with Sp(K ) (by Theorem 3.3),
their images are Sp(K )-invariant subspaces of L2(A). �

Remark 6.6 (the Weil representation is an ordinary representation). The subspaces
of even and odd functions on A have dimensions (|A| + 1)/2 and (|A| − 1)/2,
respectively. For each g ∈ Sp(K ), let W+g and W−g denote the restrictions of Wg to
these spaces. Taking the determinants of the identities

W±g1
W±g2
= c(g1, g2)W±g1g2

gives the identities

det W+g1
det W+g2

= c(g1, g2)
(|A|+1)/2 det W+g1g2

,

det W−g1
det W−g2

= c(g1, g2)
(|A|−1)/2 det W−g1g2

.

Dividing the first equation by the second and rearranging gives

c(g1, g2)=
α(g1)α(g2)

α(g1g2)

for all g1, g2 ∈ Sp(K ), where α : G→U (1) is defined by

α(g)=
det(W+g )

det(W−g )
for all g ∈ Sp(K ).

Therefore, if each Wg is replaced by α(g)−1Wg, then g 7→Wg is a representation
of Sp(K ) on L2(A). This argument seems to be well known. It has appeared before
in [Adler and Ramanan 1996, Appendix I] and again in [Cliff et al. 2000].

6D. Invariant spaces corresponding to small order ideals. Since 1I commutes
with Sp(K ), its image is an Sp(K )-invariant subspace of L2(A). An immediate
consequence of (6.2.2) is the following theorem:

Theorem 6.7. For each small order ideal I ⊂ Pλ, the subspace of L2(A) consisting
of functions supported on AI⊥ which are invariant under translations in AI is an
Sp(K )-invariant subspace of L2(A).

Remark 6.8 (alternative description). For f ∈ L2(A), recall that its Fourier trans-
form is the function on Â defined by

f̂ (χ)=
∑
a∈A

f (a)χ(a) for each χ ∈ Â.

For any subgroup B of A, the Fourier transforms of functions invariant under
translations in B are the functions supported on the annihilator subgroup B⊥ of A
(consisting of characters which vanish on B), and Fourier transforms of functions
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supported on B are the functions which are invariant under B⊥. Therefore, the
functions supported on AI⊥ which are invariant under AI are precisely the functions
supported on AI⊥ whose Fourier transforms are supported on ÂI⊥ . They are also the
functions invariant under translations in AI whose Fourier transforms are invariant
under translations in ÂI .

Identify L2(AI⊥/AI ) with the space of functions in L2(A) which are supported
on AI⊥ and invariant under translations in AI . Let K (I )= AI⊥/AI × (AI⊥/AI )

∧.
K (I ) can be identified with (AI

⊥
× ÂI⊥)/(AI × ÂI ). Thus K (I ) is a quotient of

one characteristic subgroup of K by another. Therefore the action Sp(K ) on K
descends to an action on K (I ), giving rise to a homomorphism Sp(K )→Sp(K (I )).
The defining condition (1.3) for the Weil representation ensures:

Theorem 6.9. For every small order ideal I ⊂ Pλ, the Weil representation of Sp(K )
on L2(AI⊥/AI ) is projectively equivalent to the representation obtained by compos-
ing the Weil representation of Sp(K (I )) on L2(AI⊥/AI ) with the homomorphism
Sp(K )→ Sp(K (I )).

7. Component decomposition

7A. Connected components of a partially ordered set. A partially ordered set is
said to be connected if its Hasse diagram is a connected graph. A connected
component of a partially ordered set is a maximal connected induced subposet.
Every partially ordered set can be written as the disjoint union of its connected
components in the sense of [Stanley 1997, Section 3.2]. Denote the set of connected
components of a poset P by π0(P).

7B. Connected components of J − I . Suppose that I ⊂ J are two order ideals
in Pλ. Each connected component C ∈ π0(J − I ) determines a segment (namely, a
contiguous set of integers) SC in {1, . . . , l}:

SC = {1≤ k ≤ l | (v, k) ∈ C for some v}.

The SC are pairwise disjoint, but their union may be strictly smaller than {1, . . . , l}.
Write S0 for the complement of

⊔
C∈π0(I⊥−I ) SC in {1, . . . , l}. It will be convenient

to write
π̃0(I⊥− I )= π0(I⊥− I )t {0}.

Define partitions λ(C)= (λk | k ∈ SC) for each C ∈ π̃0(I⊥− I ). Then Pλ(C) is the
induced subposet of Pλ consisting of those pairs (v, k) ∈ Pλ for which k ∈ SC . Let
I (C) and J (C) be the ideals in Pλ(C) obtained by intersecting I and J , respectively,
with Pλ(C).

For example, if λ = (5, 4, 4, 1) and I is the order ideal in the diagram on the
left in Figure 2 and J = I⊥, then I⊥− I is depicted in the diagram on the left in
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◦

◦

◦

◦

•

◦

◦

◦

◦

◦

•

◦

• •

Figure 3. Left: I⊥− I inside P5,4,4,1. Right: I⊥− I by itself.

Figure 3. As the diagram on the right shows, the induced subposet I⊥− I has two
connected components, C1 and C2, with λ(C1)= (5) and λ(C2)= (1). Moreover,
λ(0)= (4, 4).

Lemma 7.1. Let I ⊂ J be two order ideals in Pλ. For each C ∈ π0(J− I ) let L(C)
be an order ideal in C. Let

L = I t
⊔

C∈π0(J−I )

L(C).

Then L is an order ideal in Pλ.

Proof. Since
⊔

C∈π0(J−I ) L(C) is an order ideal in J − I , its union with I is an
order ideal in Pλ. �

Corollary 7.2. If I ⊂ J are two order ideals in Pλ and C and D are distinct
components of J − I , then the intersection with Pλ(C) of the order ideal in Pλ
generated by J (D) is contained in I (C).

Proof. By Lemma 7.1, J (D)∪ I is an order ideal in Pλ. Therefore, it contains the
order ideal in Pλ generated by J (D). If C and D are distinct connected components
of J − I , then (J (D)∪ I )∩ Pλ(C)= I (C). Therefore the intersection with Pλ(C)
of the order ideal in Pλ generated by J (D) is contained in I (C). �

7C. Decomposition of endomorphisms. Suppose that A has the form (4.1). Then
define AC to be the subgroup

AC = {(a1, . . . , al) | ak = 0 if k /∈ SC}.

Thus AC is a finite abelian p-group of type λ(C). We have a decomposition

(7.3) A =
∏

C∈π̃0(J−I )

AC .

Denote the characteristic subgroups of AC corresponding to I (C) and J (C)
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(which are order ideals in Pλ(C)) by AI,C and AJ,C respectively. The decomposition
(7.3) induces a decomposition

(7.4) AJ/AI =
∏

C∈π0(J−I )

AJ,C/AI,C .

There is no contribution from A0 since AI,0 = AJ,0.
With respect to the decomposition (7.3), every endomorphism of A can be written

as a square matrix {φC D}, where φC D : AD→ AC is a homomorphism.

Lemma 7.5. Let I ⊂ J be order ideals in Pλ. Then every endomorphism φ of A
induces an endomorphism

φ : AJ/AI → AJ/AI

such that φ(AJ,C/AI,C)⊂ AJ,C/AI,C for each C ∈ π0(J − I ), and

φ =
⊕

C∈π0(J−I )

φCC ,

where φCC is the endomorphism of AJ,C/AI,C induced by φCC .

Proof. By Theorem 4.3 and Corollary 7.2, if C 6= D then φC D(AJ,D) ⊂ AI,C .
Therefore, φ remains unchanged if φC D is replaced by 0 for all C 6= D. This
amounts to replacing φ by ⊕CφCC , and the lemma follows. �

7D. Tensor product decomposition of invariant subspaces. Let I be a small order
ideal. We shall use the notation of Section 7C with J = I⊥. For each C ∈π0(I⊥− I )
let KC = AC × ÂC , and let Sp(KC) be the corresponding symplectic group. Just
as (by Theorem 6.7) L2(AI⊥/AI ) is an invariant subspace for the Weil represen-
tation of Sp(K ) on L2(A), L2(AI⊥,C/AI,C) is an invariant subspace for the Weil
representation of Sp(KC) on L2(AC).

Now, if g ∈ Sp(K ), we may write

g =
(

g11 g12

g21 g22

)
with respect to the decomposition K = A× Â. For convenience, we identify Â
with A using ei 7→ εi for i = 1, . . . , l, where ei and εi are as in Section 4C. Hence,
we may think of each gi j as an endomorphism of A. By Lemma 7.5, the resulting
endomorphism gi j of AI⊥/AI preserves AI⊥,C/AI,C for each C . It follows that the
image of Sp(K ) in Sp(K (I )) (see Section 6D) is the product of the images of the
Sp(KC) in the Sp(KC(I ∩C)) as C ranges over π0(I⊥− I ).

Thus, by Theorems 2.4 and 6.9, we have:
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Corollary 7.6. The Weil representation of Sp(K ) on L2(AI⊥/AI ) is projectively
equivalent to the tensor product of the Weil representations of the Sp(KC) on the
L2(AI⊥,C/AI,C) as C ranges over π0(I⊥− I ).

8. Poset of invariant subspaces

8A. The invariant subspaces. Let

Qλ = {(I, φ) | I ⊂ Pλ a small order ideal, φ : π0(I⊥− I )→ Z/2Z any function}.

For each (I, φ) ∈ Qλ, use the decomposition of Corollary 7.6 to define L2(A)I,φ

as the subspace of L2(AI⊥/AI ) given by

L2(A)I,φ =
⊗

C∈π0(I⊥−I )

L2(AI⊥,C/AI,C)φ(C),

where L2(AI⊥,C/AI,C)φ(C) denotes the space of even or odd functions on the
quotient AI⊥,C/AI,C when φ(C) is 0 or 1, respectively. In other words, L2(A)I,φ

consists of functions on AI⊥/AI which, under the decomposition

(8.1) AI⊥/AI =
∏

C∈π0(I⊥−I )

AI⊥,C/AI,C ,

are even in the components where φ(C) = 0 and odd in the components where
φ(C)= 1. By Theorems 6.4 and 6.7, and by Corollary 7.6, L2(A)I,φ is an Sp(K )-
invariant subspace of L2(A) for each (I, φ) ∈ Qλ.

8B. The partial order. Clearly:

Lemma 8.2. For (I, φ) and (I ′, φ′) in Qλ, L2(A)I ′,φ′ ⊂ L2(A)I,φ if and only if the
following conditions are satisfied:

(8.2.1) I ⊂ I ′.

(8.2.2) For each P ∈ π0(I⊥− I ),

φ(P)=
∑

P ′∈π0(I ′⊥−I ′)
P ′⊂P

φ′(P ′).

Thus, the conditions (8.2.1) and (8.2.2) define a partial order on Qλ (which is
obviously independent of p). Recall that the multiplicity m(x) of an element
x = (v, k) ∈ Pλ is the number of times k occurs in the partition λ. For any subset
S ⊂ Pλ, let [S] denote the number of elements of S, counted with multiplicity:

[S] =
∑
x∈S

m(x).
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Lemma 8.3. For each (I, φ) ∈ Qλ,

dim L2(A)I,φ =
∏

C∈π0(I⊥−I )

p[C]+ (−1)φ(C)

2
.

9. Irreducible subspaces

9A. A bijection between J(Pλ) and Qλ. Let J (Pλ) denote the lattice of order
ideals in Pλ.

Lemma 9.1. For each partition λ, |J (Pλ)| = |Qλ|.

Proof. We construct an explicit bijection Qλ→ J (Pλ). To (I, φ) ∈ Qλ, associate
the ideal (see Lemma 7.1)

2(I, φ)= I ∪
⊔

C∈π0(I⊥−I )

Iφ(C),

where

Iφ(C) =
{

I ∩C if φ(C)= 0,
I⊥ ∩C if φ(C)= 1.

In the other direction, given an ideal J ⊂ Pλ, I = J ∩ J⊥ is a small order ideal. We
have I⊥ = J ∪ J⊥. For each C ∈ π0(I⊥− I ), define

φJ (C)=
{

0 if I ∩C = J ∩C,
1 if I ∩C = J⊥ ∩C.

Define 9 : Qλ→ J (Pλ) by 9(J )= (J ∩ J⊥, φJ ). It is easy to verify that 8 and
9 are mutual inverses. �

9B. Existence lemma.

Lemma 9.2. For every (I, φ) ∈ Qλ, there exists f ∈ L2(A)I,φ such that f /∈

L2(A)I ′,φ′ for any (I ′, φ′) < (I, φ).

Proof. Take as f the unique element in L2(A)I,φ whose value at a(I⊥)+ AI (using
the notation of Section 4A) is 1, and which vanishes on all elements of AI⊥/AI

not obtained from a(I⊥)+ AI by changing the signs of some of its components
under the decomposition (8.1). �

9C. The irreducible invariant subspaces. The two lemmas above are enough to
give us the main theorem:

Theorem 9.3. For each (I, φ) ∈ Qλ, there is a unique irreducible subspace for
the Weil representation of Sp(K ) on L2(A) which is contained in L2(A)I,φ but not
L2(A)I ′,φ′ for any (I ′, φ′)<(I, φ). As p varies, the dimension of this representation
is a polynomial in p of degree [I⊥− I ] with leading coefficient 2−|π0(I⊥−I )| and all
coefficients in Z(2).
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Proof. By Corollary 5.6, the Sp(K )-invariant subspaces of L2(A) form a Boolean
lattice 3. Let R denote the set of minimal nontrivial Sp(K )-invariant subspaces
of L2(A). These are the atoms of 3. By Corollary 3.4 and Theorem 4.5, the
cardinality of R is the same as that of J (Pλ). Each invariant subspace is determined
by the atoms which are contained in it. The map (I, φ) 7→ L2(A)I,φ is an order-
preserving map Qλ→ 3. Let RI,φ be the set of atoms which occur in L2(A)I,φ

but not in L2(A)I ′,φ′ for any (I ′, φ′) < (I, φ). The subsets RI,φ are |Qλ| pairwise
disjoint subsets of R, and by Lemma 9.2, each of them is nonempty. Therefore,
by Lemma 9.1, each of them must be a singleton, and these subspaces exhaust R.
It follows that there is a unique irreducible representation of Sp(K ) that occurs
in L2(A)I,φ but not in L2(A)I ′,φ′ for any (I ′, φ′) < (I, φ). Let VI,φ denote this
irreducible subspace.

By Lemma 8.3, ∑
(I ′,φ′)≤(I,φ)

dim VI ′,φ′ =
∏

P∈π0(I⊥−I )

p[C]+ (−1)φ(C)

2
.

By the Möbius inversion formula [Stanley 1997, Section 3.7],

(9.4) dim VI,φ =
∑

(I ′,φ′)≤(I,φ)

µ((I, φ), (I ′, φ′))
∏

C∈π0(I ′⊥−I ′)

p[C]+ (−1)φ(C)

2
,

where µ is the Möbius function of Qλ. Since µ((I, φ), (I, φ))= 1 and the Möbius
function is integer-valued, the right-hand side of (9.4) is indeed a polynomial in p
with leading coefficient 2−|π0(I⊥−I )|. Clearly, the other coefficients do not have
denominators other than powers of 2. �

9D. A combinatorial lemma.
Lemma 9.5. Let P be a poset and J (P) be its lattice of order ideals. Let m : P→N

be any function (called the multiplicity function). For each subset S ⊂ P , let
[S] =

∑
x∈S m(x), the elements of S counted with multiplicity, and let max S denote

the set of maximal elements of S. If α : J (P)→ C[t] is a function such that∑
J⊂I

α(J )= t [I ] for every order ideal I ⊂ P,

then

(9.6) α(I )= t [I ]
∏

x∈max I

(1− t−m(x)).

Proof. By the Möbius inversion formula for a finite distributive lattice [Stanley
1997, Example 3.9.6],

(9.7) α(I )=
∑

I−max I⊂J⊂I

(−1)|I−J |t [J ] = t [I ]
∑

S⊂max I

(−1)|max I−S|t−[max I−S].
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Each term in the expansion of the product∏
x∈max I

(1− t−m(x))

is obtained by choosing a subset S ⊂max I and taking∏
x /∈S

(−t−m(x))= (−1)|max I−S|t−[max I−S].

Therefore, the expression (9.7) for α(I ) reduces to (9.6) as claimed. �

9E. Explicit formula for the dimension. Recall (from Section 9C) that for each
(I, φ)∈Qλ, VI,φ denotes the unique irreducible Sp(K )-invariant subspace of L2(A)
which lies in L2(A)I,φ but not in any proper subspace of the form L2(A)I ′,φ′ . We
shall obtain a nice expression for dim VI,φ by applying Lemma 9.5 to the induced
subposet of Pλ given by

P+λ = {(v, k) ∈ Pλ | v < (k− 1)/2}.

For each small order ideal I ⊂ Pλ, let I+ = I⊥ ∩ P+λ . Then I 7→ I+ is an order-
reversing isomorphism from the partially ordered set of small order ideals in Pλ to
the partially ordered set J (P+λ ) of all order ideals in P+λ .

Let

(9.8) VI =
⊕

φ:π0(I⊥−I )→Z/2Z

VI,φ.

Denote by V 0
I and V 1

I the subspaces of even or odd functions in VI respectively.

Lemma 9.9. If I ⊂ Pλ is a small order ideal, then for ε ∈ {0, 1},

dim V ε
I =

{
(p[I

⊥
−I ]
+ (−1)ε)/2 if I+ =∅,

p[I
⊥
−I ]∏

x∈max I+(1− p−2m(x))/2 otherwise.

Proof. Suppose I ⊂ Pλ is a small order ideal. Then

(9.10) L2(AI⊥/AI )=
⊕
J⊃I

J small

VJ =
⊕

J+⊂I+
VJ .

Define α : J (P+λ )→ C by α(J+)= dim VJ . Comparing dimensions,

(9.11)
∑

J+⊂I+
α(J+)= p[I

⊥
−I ].

Let E = {(v, k) ∈ I⊥− I | v = (k− 1)/2}, the set of points in I⊥− I which lie on
its axis of symmetry. Then [I⊥− I ] = [E] + 2[I+]. Therefore (9.11) becomes∑

J+⊂I+
α(J+)= p[E] p2[I+].
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Taking P = P+λ and setting t = p2 in Lemma 9.5 gives

dim VI = p[E]+2[I+]
∏

x∈max I+
(1− p−2m(x))= p[I

⊥
−I ]

∏
x∈max I⊥

(1− p−2m(x)).

In order to obtain Lemma 9.9, it remains to find the dimensions of the spaces of
even and odd functions in VI . If I+ =∅ then E = I⊥− I . In this case, VI,φ is just
the set of even or odd functions in L2(AI⊥/AI ) and has dimension as claimed.

Otherwise, we proceed by induction on I+. Thus, assume that Lemma 9.9
holds for small order ideals I ′ ) I . The space of even functions in L2(AI⊥/AI )

has dimension one more than the space of odd functions. Breaking up the spaces
in (9.10) into even and odd functions, we see this difference is accounted for by
the summand corresponding to J+ = ∅, as discussed above. By the induction
hypothesis, the dimensions of even and odd parts of the summands corresponding
to ∅( J+ ( I+ are equal. Therefore, the even and odd parts of VI must have the
same dimension. �

Theorem 9.12. If I ⊂ Pλ is a small order ideal, then

dim VI,φ =
∏

C∈π0(I⊥−I )

dim VI (C),φ(C),

where, since I (C)⊥− I (C) is connected, dim VI (C),φ(C) is given by Lemma 9.9.

9F. Examples. We begin with the case A = (Z/pkZ)l , corresponding to the parti-
tion λ= (k, . . . , k) (repeated l times). Pλ is then a linear order, with k points. Qλ

has two linear components, consisting of the even and odd parts. An informative
way to display the decomposition of L2(A) is as the Hasse diagram of Qλ, but with
the dimension of the corresponding irreducible invariant subspace in place of each
vertex. In this case we get

plk(1−p−2)

2
plk(1−p−2)

2

pl(k−2)(1−p−2)

2
pl(k−2)(1−p−2)

2
...

...

p(k−2(bk/2c−1))(1−p−2)

2
p(k−2(bk/2c−1))(1−p−2)

2

p(k−2bk/2c)
+1

2
p(k−2bk/2c)

−1
2
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The entry at the bottom right is zero when k is even and should be omitted. This
is consistent with the previously known results in [Prasad 1998; Cliff et al. 2000].
The picture for λ = (2, 1) is the same as that for λ = (3). Perhaps the simplest
nontrivial example is λ = (3, 1) (it is the smallest example where J (Pλ) is not a
chain). We get

p4
−p2

2
p4
−p2

2

(p+1)2

4
(p−1)2

4
p2
−1
4

p2
−1
4

For λ= (3, 2, 1), we get

p6
−p4

2
p6
−p4

2

p4
−p2

2
p4
−p2

2

(p+1)2

4
(p−1)2

4
p2
−1
4

p2
−1
4

For λ= (4, 2), we have

p6
−p4

2
p6
−p4

2

p4
−2p2

+1
2

p4
−2p2

+1
2

p2
−1
2

p2
−1
2

p2
−1
2

p2
−1
2

1

For λ= (4, 3, 2, 1), we have



WEIL REPRESENTATIONS 319

p10
−p8

2
p10
−p8

2

p8
−p6

2
p8
−p6

2

p6
−2p4

+p2

2
p6
−2p4

+p2

2

p4
−p2

2
(p3
−p)(p+1)

4
(p3
−p)(p−1)

4
(p3
−p)(p+1)

4
(p3
−p)(p−1)

4
p4
−p2

2

(p+1)2

4
(p−1)2

4
p2
−1
4

p2
−1
4

9G. Projections onto the irreducible subspaces. For each (I, φ) ∈ Qλ, let E I,φ

denote the projection operator onto VI,φ . Recall from Lemma 3.1 that the set of
Weyl operators {Wk | k ∈ K } is an orthonormal basis of EndC L2(A). Therefore,
we may write

E I,φ =
∑
k∈K

ek(I, φ)Wk

for some scalars ek(I, φ). The goal of this section is to show that this expansion
is completely combinatorial. More precisely, by Theorem 4.5, each Sp(K )-orbit
in K corresponds to an order ideal in Pλ. We shall show that if k lies in the Sp(K )-
orbit corresponding to the order ideal J , then ek(I, φ) is a polynomial in p whose
coefficients depend only on the combinatorial data I , φ, and J .

In Section 5A we saw that {1L | L ∈ J (Pλ)} is a basis of EndSp(K ) L2(A).
Therefore, we may write

E I,φ =
∑

L⊂Pλ

αL(I, φ)1L

for some constants αL(I, φ). If k lies in the orbit corresponding to J then

ek(I, φ)=
∑
L⊃J

αL(I, φ).

Therefore, it suffices to show that the αL(I, φ) are polynomials in p whose coeffi-
cients are determined by the combinatorial data L , I , and φ (Theorem 9.17). In
fact, Theorems 9.18 and 9.19 compute αL(I, φ) explicitly.
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To begin with, consider the case where I⊥− I is connected. If E I is the projection
operator onto VI (defined by (9.8)), then by (6.2.2),

|A|−1 p[I
⊥
−I ]1I =

∑
J+⊂I+

E J .

Using Möbius inversion for a finite distributive lattice as in Section 9D,

|A|E I =
∑

I+−max I+⊂J+⊂I+
(−1)|I

+
−J+| p[J

⊥
−J ]1J .

Since VI,φ consists of even or odd functions in VI (depending on whether φ(I⊥− I )
is 0 or 1), by (6.5), E I,φ is given by

E I,φ =
1
2 E I

(
IdL2(A)+(−1)φ(I

⊥
−I )
|A|−11Pλ

)
.

By Lemma 5.3,

(|A|−1 p[J
⊥
−J ]1J )(|A|−11Pλ)= |A|

−11J⊥ .

Therefore, when I⊥− I is connected,

(9.13) 2|A|E I,φ =
∑

I+−max I+⊂J+⊂I+
(−1)|I

+
−J+|(p[J

⊥
−J ]1J + (−1)φ(I

⊥
−I )1J⊥

)
.

Now take I ⊂ Pλ to be any small order ideal. The decomposition (7.3) gives

L2(A)=
⊗

C∈π̃0(I⊥−I )

L2(AC)

and
VI,φ =

(⊗
C∈π0(I⊥−I )

VI (C),φ(C)

)
⊗ L2(AI⊥(0)/AI (0)),

the last factor being one dimensional (since I (0)= I⊥(0)). So we have

(9.14) E I,φ =

(⊗
C∈π0(I⊥−I )

E I (C),φ(C)

)
⊗1I (0),

where, since I (C)⊥ − I (C) is connected, E I (C),φ(C) is determined by (9.13). A
typical term in the expansion (9.14) will be of the form

(9.15)
(⊗

C∈π0(I⊥−I )
1L(C)

)
⊗1I (0),

where for each C ∈ π0(I⊥ − I ) we have I (C) ⊂ L(C) ⊂ I⊥(C), either L(C) or
L(C)⊥ being a small order ideal in Pλ(C). But this is just 1L , where

(9.16) L = I ∪
⊔

C∈π0(I⊥−I )
L(C),

is an order ideal in Pλ by Lemma 7.1. We have this qualitative result:
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Theorem 9.17. For each (I, φ) ∈ Qλ, 2|π0(I⊥−I )|
|A|αL(I, φ) is a polynomial in p

whose coefficients are integers depending only on the combinatorial data I , φ, L.

Let IL = L ∩ L⊥. Examining (9.13) more carefully gives:

Theorem 9.18. The coefficient αL(I, φ) is nonzero if and only if the following
conditions hold:

(9.18.1) For each C ∈ π0(I⊥ − I ), either L(C) or L(C)⊥ is a small order ideal
in Pλ(C).

(9.18.2) I+−max I+ ⊂ I+L ⊂ I+.

Proof. For αL(I, φ) to be nonzero, it is necessary that L be of the form (9.16)
for some order ideals L(C) of Pλ(C) which occur in the right hand side of (9.13).
Furthermore, since each order ideal in Pλ(C) appears at most once in the right hand
side of (9.13), so each order ideal in Pλ appears only once in the expansion (9.14).
In particular, no cancellation is possible, and for all such ideals αL(I, φ) 6= 0.

Now L(C) appears on the right hand side of (9.13) if and only if (9.18.1) holds,
and I (C)+ −max I (C)+ ⊂ IL(C)+ ⊂ I (C)+. Since max I+ =

⊔
C max I (C)+,

this amounts to the condition (9.18.2). �

If these conditions do hold, then for each C ′ ∈ π0(I⊥L − IL), there exists
C ∈ π0(I⊥ − I ) such that C ′ ⊂ C . Furthermore, φL(C ′) depends only on C ,
so we may denote its value by φL(C). For I = I (C), the right hand side of (9.13)
can be written as ∑

L(C)

(−1)|I (C)
+
−L(C)+|+φ(C)φL (C) p[IL (C)⊥−L(C)],

the sum being over an appropriate set of order ideals L(C)⊂ Pλ(C). Let

〈φ1, φ2〉 =
∑

C∈π0(I⊥−I )

φ1(C)φ2(C)

for any functions φi : π0(I⊥− I )→ Z/2Z. The additive nature of the exponents in
the above expression allows us to get an exact expression for αL(I, φ):

Theorem 9.19. If an order ideal L ⊂ Pλ satisfies the conditions of Theorem 9.18,
then

2|π0(I⊥−I )|
|A|αL(I, φ)= (−1)|I

+
−I+L |+〈φ,φL 〉 p[I

⊥

L −L].

10. Finite modules over a Dedekind domain

Let F be a non-Archimedean local field with ring of integers R. Let P denote
the maximal ideal of R. Assume that the residue field R/P is of odd order q.
Fix a continuous character ψ : F → U (1) whose restriction to R is trivial, but
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whose restriction to P−1 R is not (see, for example, Tate’s thesis [1967]). Then
if ψx(y) = ψ(xy), the map x 7→ ψx is an isomorphism of F into F̂ . Under
this isomorphism, R has image R⊥ = (F/R)∧. More generally, P−n has image
(Pn)⊥ = (F/Pn)∧ for every integer n (recall that for positive n, P−n is the set
of elements x ∈ F such that x Pn

⊂ R). Thus, it gives rise to an isomorphism
P−n/R→ (R/Pn)∧ for each positive integer n. Since P−n/R inherits the structure
of an R-module, this isomorphism also allows us to think of (R/Pn)∧ as an R-
module. Now suppose A is a finitely generated torsion module over R. Then

(10.1) A = R/Pλ1 × · · ·× R/Pλl

for a unique partition λ. By the discussion above, Â is also an R-module (noncanon-
ically isomorphic to A). Let K = A× Â, and Sp(K ) be as in Theorem 1.1. Define
SpR(K ) to be the subgroup of Sp(K ) consisting of R-module automorphisms.

The Weil representation of SpR(K ) is simply the restriction of the Weil represen-
tation of Sp(K ) on L2(A) to SpR(K ). All the theorems and proofs in this article
concerning finite abelian p-groups generalize to the Weil representation of SpR(K )
on L2(A), so long as p is replaced by q in the formulas. Since every finitely gener-
ated torsion module over a Dedekind domain is a product of its primary components,
and module automorphisms respect the primary decomposition, the reduction in
Section 2C works for finite modules of odd order over Dedekind domains.

Singla [2010; 2011] has proved that the representation theory of G(R/P2),
where G is a classical group, depends on R only through q, the order of the
residue field. More precisely, if R and R′ are two discrete valuation rings and
an isomorphism between their residue fields is fixed (for example, take R = Zp,
the ring of p-adic integers, and R′ = (Z/pZ)[[t]], the ring of Laurent series with
coefficients in Z/pZ), then there is a canonical bijection between the irreducible
representations of G(R/P2) and G(R′/P2) which preserves dimensions. There
is also a canonical bijection between their conjugacy classes which preserves
sizes. All existing evidence points towards the existence of a similar correspon-
dence for automorphism groups of modules of type λ (see, for example [Onn
2008, Conjecture 1.2]). The results in this paper also point in the same direction:
for each partition λ, there is a canonical correspondence between the invariant
subspaces of the Weil representations associated to the finitely generated torsion
R-module of type λ and the finitely generated torsion R′-module of type λ which
preserves dimensions.
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COMPACT ANTI-DE SITTER 3-MANIFOLDS AND
FOLDED HYPERBOLIC STRUCTURES ON SURFACES

FRANÇOIS GUÉRITAUD, FANNY KASSEL AND MAXIME WOLFF

We prove that any non-Fuchsian representation � of a surface group into
PSL.2 ;R/ is the holonomy of a folded hyperbolic structure on the surface,
unless the image of � is virtually abelian. Using this idea, we establish that
any non-Fuchsian representation � is strictly dominated by some Fuchsian
representation j , in the sense that the hyperbolic translation lengths for j

are uniformly larger than for �. Conversely, any Fuchsian representation j

strictly dominates some non-Fuchsian representation �, whose Euler class
can be prescribed. This has applications to the theory of compact anti-de
Sitter 3-manifolds.

1. Introduction

Let †g be a closed, connected, oriented surface of genus g, with fundamental
group �g D �1.†g/, and let Repfd

g and Repnfd
g be the sets of conjugacy classes of

Fuchsian and non-Fuchsian representations of �g into PSL.2;R/, respectively. The
letters “fd” stand for “faithful, discrete”. By work of Goldman [1988], the space
Hom.�g;PSL.2;R// of representations of �g into PSL.2;R/ has 4g�3 connected
components, indexed by the values of the Euler class

eu W Hom.�g;PSL.2;R// �! f2� 2g; : : : ;�1; 0; 1; : : : ; 2g� 2g:

In the quotient, Repfd
g consists of the two connected components of extremal Euler

class, and Repnfd
g of all the other components of Hom.�g;PSL.2;R//=PSL.2;R/.

1A. Strictly dominating representations. For any g 2 PSL.2;R/, let

(1-1) �.g/ WD inf
p2H2

d.p;g �p/� 0

be the translation length of g in the hyperbolic plane H2. This defines a function
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MSC2010: 20H10, 32G15, 53C50.
Keywords: representations of surface groups, folded hyperbolic structures, anti-de Sitter 3-manifolds.
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� W PSL.2;R/! RC which is invariant under conjugation. We say that an element
Œj � 2 Repfd

g strictly dominates an element Œ�� 2 Repnfd
g if

(1-2) sup
2�gXf1g

�.�. //

�.j . //
< 1:

Note that (1-2) can never hold when j and � are both Fuchsian [Thurston 1986].
In this paper we prove the following:

Theorem 1.1. Any Œ�� 2 Repnfd
g is strictly dominated by some Œj � 2 Repfd

g . Any
Œj �2Repfd

g strictly dominates some Œ��2Repnfd
g , whose Euler class can be prescribed.

The first statement of Theorem 1.1 has been simultaneously and independently
obtained by Deroin and Tholozan [2013] using more analytical methods. Their
paper deals, more generally, with representations of �g into the isometry group of
any complete, simply connected Riemannian manifold with sectional curvature at
most �1. They also announce a version for general CAT.�1/ spaces. The present
methods, relying as they do on the Toponogov theorem (see Lemma 2.2 below),
could likely extend to this general setting as well.

Our approach is constructive, using folded (or pleated) hyperbolic surfaces, as
we now explain.

1B. Folded hyperbolic surfaces. Pleated hyperbolic surfaces were introduced by
Thurston [1980] and play an important role in the theory of hyperbolic 3-manifolds.
A folded hyperbolic surface is a pleated surface with all angles equal to 0 or � ,
whose holonomy takes values in PSL.2;R/ (see Section 2B). It is easy to check
(see [Thurston 1986, Proposition 2.1]) that the holonomy of a (nontrivially) folded
hyperbolic structure on †g belongs to Repnfd

g . In order to establish Theorem 1.1,
we prove that the converse holds for representations whose image is not virtually
abelian.

Theorem 1.2. An element of Repnfd
g is the holonomy of a folded hyperbolic structure

on †g if and only if its image is not virtually abelian.

As usual, being virtually abelian means having an abelian subgroup of finite index.
Besides abelian representations, Theorem 1.2 rules out dihedral representations,
which preserve a geodesic line of H2 and contain order-two symmetries of that line.

This result seems to have been known to experts since the work of Thurston
[1980], but to our knowledge it is neither stated nor proved in the literature. Note
that another type of folded hyperbolic structure was previously investigated by
Goldman [1987].

We construct the folded hyperbolic structures of Theorem 1.2 explicitly, folding
along geodesic laminations that are the union of simple closed curves and of maximal
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laminations of some pairs of pants (Proposition 3.1). More precisely, given a non-
Fuchsian representation � whose image is not virtually abelian, we use a result of
Gallo, Kapovich, and Marden [Gallo et al. 2000] to find a pants decomposition
of †g such that the restriction of � to any pair of pants P is nonabelian and maps
any cuff to a hyperbolic element. (The term cuff, always specific to a pair of pants,
will in the sequel denote without distinction the homotopy class of a boundary
component, or the geodesic in that class, or its length.) Folding along a certain
maximal lamination in P then gives a simple dictionary between the representations
of the fundamental group of P that have Euler class 0 and those that have Euler
class ˙1 (Lemma 3.6). The converse direction in Theorem 1.2 is elementary
(Observation 2.7).

1C. Idea of the proof of Theorem 1.1. If Œ�� 2 Repnfd
g is the holonomy of a

folded hyperbolic structure on †g, then the holonomy Œj0� 2 Repfd
g of the cor-

responding unfolded hyperbolic structure clearly dominates Œ�� in the sense that
�.�. //� �.j0. // for all  2 �g. In fact,

sup
2�gXf1g

�.�. //

�.j0. //
D 1;

since any minimal component of the folding lamination can be approximated by
simple closed curves. In order to prove Theorem 1.1 we need to make the domination
strict.

To establish the first statement, the idea is, for Œ�� 2 Repnfd
g , to consider the

holonomy Œj0� 2 Rep
fd
g of the unfolded hyperbolic structure given by Theorem 1.2,

and to lengthen the closed curves (close to being) contained in the folding lamination
while simultaneously not shortening the other curves too much. To do this, we
work independently in each “folded subsurface” of †g, which is a compact surface
with boundary endowed with a hyperbolic structure induced by j0. In each such
subsurface we use a strip deformation construction due to Thurston [1986], which
consists in adding hyperbolic strips to obtain a new hyperbolic metric with longer
boundary components. We then glue back along the boundary components, after
making sure that the lengths agree.

The second statement is easier in that it does not rely on Theorem 1.2. Starting
with an element Œj � 2 Repfd

g , we choose a pants decomposition of †g along which
to fold. To make sure that the cuffs of the pairs of pants will get contracted, we first
deform j slightly by negative strip deformations into another element Œj0� 2 Rep

fd
g

with shorter cuffs, in such a way that the other curves do not get much longer.
Folding j0 then gives an element Œ�� 2 Repnfd

g which is strictly dominated by Œj �.

1D. An application to compact anti-de Sitter 3-manifolds. Theorem 1.1 has con-
sequences for the theory of compact anti-de Sitter 3-manifolds. These are the
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compact Lorentzian 3-manifolds of constant negative curvature, i.e., the Lorentzian
analogues of the compact hyperbolic 3-manifolds. They are locally modeled on the
3-dimensional anti-de Sitter space

AdS3
D PO.2; 2/=PO.2; 1/;

which is identified with PSL.2;R/ endowed with the natural Lorentzian structure
induced by the Killing form of its Lie algebra. The identity component of the
isometry group of AdS3 is PSL.2;R/� PSL.2;R/, acting on PSL.2;R/' AdS3

by right and left multiplication: .g1;g2/ �g D g2gg�1
1

. All compact anti-de Sitter
3-manifolds are geodesically complete [Klingler 1996]. By [Kulkarni and Raymond
1985] and the Selberg lemma [1960, Lemma 8], they are quotients of PSL.2;R/
by torsion-free discrete subgroups � of PSL.2;R/ � PSL.2;R/ acting properly
discontinuously, up to a finite covering; moreover, the groups � are graphs of the
form

� D .�g/
j ;�
WD f.j . /; �. // j  2 �gg

for some g � 2, where j , � 2 Hom.�g;PSL.2;R// are representations and j is
Fuchsian, up to switching the two factors of PSL.2;R/� PSL.2;R/. In particular,
�nAdS3 is Seifert fibered over a hyperbolic base (see [Salein 1999, §3.4.2]).

Following [Salein 2000], we shall say that a pair .j ; �/ 2Hom.�g;PSL.2;R//2

with j Fuchsian is admissible if the action of .�g/
j ;� on AdS3 is properly dis-

continuous. Note that .j ; �/ is admissible if and only if its conjugates under
PSL.2;R/� PSL.2;R/ are. Therefore, in order to understand the moduli space of
compact anti-de Sitter 3-manifolds, we need to understand, for any g � 2, the space

Admg � Repfd
g �Hom.�g;PSL.2;R//=PSL.2;R/

of conjugacy classes of admissible pairs .j ; �/ with j Fuchsian.
Examples of admissible pairs are readily obtained by taking � to be trivial, or more

generally with bounded image. The corresponding quotients of AdS3 are called
standard. The first nonstandard examples were constructed by Goldman [1985]
by deformation of standard ones — a technique later generalized by Kobayashi
[1998]. Salein [2000] constructed the first examples of admissible pairs .j ; �/ with
eu.�/¤ 0. He actually constructed examples where eu.�/ can take any nonextremal
value. A necessary and sufficient condition for admissibility was given in [Kassel
2009]: a pair .j ; �/ with j Fuchsian is admissible if and only if � is strictly
dominated by j in the sense of (1-2). In particular, by [Thurston 1986],

Admg � Repfd
g �Repnfd

g :

This properness criterion was extended in [Guéritaud and Kassel 2013] to quotients
of PO.n; 1/D Isom.Hn/ by discrete subgroups of PO.n; 1/�PO.n; 1/ acting by left
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and right multiplication, for arbitrary n � 2 (recall that PSL.2;R/ ' PO.2; 1/0),
and in [Guéritaud et al. 2015] to quotients of any simple Lie group G of real rank 1.

By completeness of compact anti-de Sitter manifolds [Klingler 1996], the
Ehresmann–Thurston principle (see [Thurston 1980]) implies that Admg is open
in Repfd

g �Repnfd
g . Moreover, Admg has at least 4g� 5 connected components, as

Salein’s examples show. Using the fact that the two connected components of Repfd
g

are conjugate under PGL.2;R/, we can reformulate Theorem 1.1 as follows:

Corollary 1.3. The projections of Admg to Repfd
g and to Repnfd

g are both surjec-
tive. Moreover, for any connected components C1 of Repfd

g and C2 of Repnfd
g , the

projections of Admg \.C1 �C2/ to C1 and to C2 are both surjective.

The topology of Admg is still unknown, but we believe that Corollary 1.3 (and
the ideas behind its proof) could be used to prove that Admg is homeomorphic to
Repfd

g �Rep
nfd
g . Using the work of Hitchin [1987, Theorem 10.8 and Equation 10.6],

this would give the homeomorphism type of the connected components of Admg

corresponding to eu.�/¤ 0.
Furthermore, it would be interesting to obtain a geometric and combinatorial

description of the fibers of the second projection Admg!Repnfd
g . Such a description

is given in [Danciger et al. 2014], in terms of the arc complex, in the different case
that j and � are the holonomies of two convex cocompact hyperbolic structures on
a given noncompact surface.

1E. Organization of the paper. In Section 2 we recall some facts about Lipschitz
maps, folded hyperbolic structures, and the Euler class. Section 3 is devoted to the
proof of Theorem 1.2, and Section 4 to that of Theorem 1.1.

2. Reminders and useful facts

2A. Lipschitz maps and their stretch locus. In the whole paper, we denote by d

the metric on the real hyperbolic plane H2. For a Lipschitz map f W H2! H2 and
a point p 2 H2, we set:

� Lip.f / WD supq¤q0 d.f .q/; f .q0//=d.q; q0/� 0 (the Lipschitz constant);

� Lipp.f / WD infU Lip.f jU/� 0, where U ranges over all neighborhoods of p

in H2 (the local Lipschitz constant).

The function p 7! Lipp.f / is upper semicontinuous:

Lipp.f /� lim sup
n!C1

Lippn
.f /

for any sequence .pn/n2N converging to p. The following is straightforward:
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Remark 2.1. For any rectifiable path L� H2,

length.f .L//� sup
p2L

Lipp.f / � length.L/:

In particular, if Lipp.f /� C for all p in a convex set K, then Lip.f jK /� C .

2A1. The stretch locus. The following result is a particular case of [Guéritaud and
Kassel 2013, Theorem 5.1]. It relies on the Toponogov theorem, a comparison
theorem relating the curvature to the divergence rate of geodesics (see [Bridson and
Haefliger 1999, Lemma II.1.13]).

Lemma 2.2 [Guéritaud and Kassel 2013]. Let � be a torsion-free, finitely generated,
discrete group and let .j ; �/ 2 Hom.�;PSL.2;R//2 be a pair of representations
with j convex cocompact. Suppose the infimum of Lipschitz constants for all
.j ; �/-equivariant maps f W H2 ! H2 is 1, and the space F of maps achieving
this infimum is nonempty. Then there exists a nonempty, j .�/-invariant geodesic
lamination zƒ of H2 such that:

� any leaf of zƒ is isometrically preserved by all maps f 2 F;

� any connected component of H2 X zƒ is either isometrically preserved by all
f 2 F, or consists entirely of points p at which Lipp.f / < 1 for some f 2 F

(independent of p).

Definition 2.3. The union of zƒ and of the connected components of H2 X zƒ that
are isometrically preserved by all f 2 F is called the stretch locus of .j ; �/.

By convex cocompact we mean that j is injective and discrete and that the group
j .�/ does not contain any parabolic element. By .j ; �/-equivariant we mean that
f .j . / � p/ D �. / � f .p/ for all  2 � and p 2 H2. The space F is always
nonempty, except possibly if �.�/ admits a unique fixed point in the boundary at
infinity @1H2 of H2 [Guéritaud and Kassel 2013, Lemma 4.11]. If j and � are
conjugate under PGL.2;R/, then the stretch locus of .j ; �/ is the preimage of the
convex core of j .�/nH2. (This preimage is by definition the smallest nonempty
j .�/-invariant closed convex subset of H2.)

2A2. Averaging Lipschitz maps. We now describe a technical tool for understand-
ing the stretch locus. It is a procedure for averaging Lipschitz maps (see [Guéritaud
and Kassel 2013, §2.5]), under which Lipp behaves as it would for the barycenter of
maps between affine Euclidean spaces. In Section 3D, we shall use this procedure
with a partition of unity, as follows.

Let  0; : : : ;  n WH
2! Œ0; 1� be Lipschitz functions inducing a partition of unity

on a subset X of H2, subordinated to an open covering B0 [ � � � [Bn � X . For
0� i �n, let 'i WBi!H2 be a Lipschitz map. For p 2X , let I.p/ be the collection
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of indices i such that p 2 Bi . Let
Pn

iD0  i'i W X ! H2 be the map sending any
p 2X to the minimizer in H2 ofX

i2I.p/

 i.p/d. � ; 'i.p//
2:

Then the following holds:

Lemma 2.4 [Guéritaud and Kassel 2013, Lemma 2.13]. The averaged map ' WDPn
iD0  i'i satisfies the “Leibniz rule”

Lipp.'/�
X

i2I.p/

.Lipp. i/R.p/C i.p/Lipp.'i//

for all p 2X , where R.p/ is the diameter of the set f'i.p/ j i 2 I.p/g.

2A3. Admissibility. For any discrete group � (not necessarily of the form �g), we
say that a pair of representations .j ; �/ 2 Hom.�;PSL.2;R//2 is admissible if the
group �j ;� D f.j . /; �. // j  2 �g acts properly discontinuously on AdS3. In
this case, at least one of j or � is injective and discrete [Kassel 2008].

Understanding the stretch locus has led to the following necessary and sufficient
conditions for admissibility. We denote by �s the set of nontrivial elements of �
corresponding to simple closed curves on the surface j .�/nH2.

Theorem 2.5 [Kassel 2009; Guéritaud and Kassel 2013]. Let � be a torsion-
free, finitely generated, discrete group and let j , � 2 Hom.�;PSL.2;R// be two
representations with j injective and discrete. The pair .j ; �/ is admissible if and
only if the following condition holds up to switching j and �:

(i) There exists a .j ; �/-equivariant map f W H2! H2 with Lip.f / < 1.

If j is convex cocompact or if the group �.�/ does not have a unique fixed point in
@1H2, then (i) is equivalent to either of the following two conditions:

(ii) The representation � is strictly dominated by j :

sup
2�;

�.j. //>0

�.�. //

�.j . //
< 1I

(iii) The representation � is strictly dominated by j in restriction to simple closed
curves:

sup
2�s

�.�. //

�.j . //
< 1:

The implication (iii)) (i) is nontrivial and relies on Lemma 2.2. The implications
(i)) (ii)) (iii) are immediate modulo the following easy remark (see [Guéritaud
and Kassel 2013, Lemma 4.5]):
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Remark 2.6. Let � be a discrete group and .j ; �/ 2 Hom.�;PSL.2;R//2 a pair
of representations. For any  2 � and any .j ; �/-equivariant Lipschitz map
f W H2! H2,

�.�. //� Lip.f /�.j . //:

2B. Pleated and folded hyperbolic structures. Let † be a connected, oriented
surface of negative Euler characteristic, possibly with boundary, and let � D �1.†/

be its fundamental group. Recall from [Bonahon 1996, §7] that a pleated hyperbolic
structure on † is a quadruple .j ; �; ‡; f / where:

� j 2 Hom.�;PSL.2;R// is the holonomy of a hyperbolic structure on †;

� � 2 Hom.�;PSL.2;C// is a representation;

� ‡ is a geodesic lamination on †;

� f W H2! H3 is a .j ; �/-equivariant, continuous map whose restriction to any
connected component of H2 X z‡ is an isometric embedding. (Here we denote
by z‡ the preimage in H2 of ‡ �†' j .�/nH2.)

The representation � is called the holonomy of the pleated hyperbolic structure. The
closures of the connected components of H2X z‡ are called the plates. Note that f
is 1-Lipschitz. For any g, h 2 PGL.2;R/,

.gj . � /g�1; h�. � /h�1; ‡; h ıf ıg�1/

is still a pleated hyperbolic structure on †.

Observation 2.7. Suppose that† is compact. If .j ; �; ‡; f / is a pleated hyperbolic
structure on †, then the group �.�/ is not virtually abelian.

Proof. We see † as the convex core of the hyperbolic surface j .�/nH2. Consider a
nondegenerate ideal triangle T of H2 which is entirely contained in the intersection
of one plate with the preimage of † in H2. Let .pn/n2N be a sequence of points
of T going to infinity. Since † is compact, there exist R > 0 and a sequence
.n/n2N of elements of � such that d.j .n/ �p0;pn/�R for all n 2 N. Since f
is .j ; �/-equivariant and 1-Lipschitz,

d.�.n/ �f .p0/; f .pn//� d.j .n/ �p0;pn/�R

for all n 2N. Applying this to sequences .pn/ converging to the three ideal vertices
of T , and using the fact that the restriction of f to T is an isometry, we see that the
limit set of �.�/ contains at least three points. In particular, �.�/ is not virtually
abelian. �

We shall also use the following elementary remark:
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Remark 2.8. Let .j ; �; ‡; f / be a pleated hyperbolic structure on †. If some leaf
of ‡ spirals to a boundary component of† corresponding to an element  2� , then
�.j . //D �.�. //, where � W PSL.2;C/! RC is the translation length function
in H3 extending (1-1).

Any pleated hyperbolic structure .j ; �; ‡; f / on † defines a bending cocycle,
i.e., a map ˇ from the set of pairs of plates to R=2�Z which is symmetric and
additive:

ˇ.P;Q/D ˇ.Q;P / and ˇ.P;Q/Cˇ.Q;R/D ˇ.P;R/

for all plates P , Q, R. Intuitively, ˇ.P;Q/ is the total angle of pleating encountered
when traveling from f .P / to f .Q/ along f .H2/ in H3. Conversely, to any bending
cocycle, Bonahon [1996, §8] associates a pleated surface.

In this paper we consider a special case of pleated surfaces .j ; �; ‡; f /, namely
those for which f takes values in a copy of H2 inside H3 (i.e., in a totally geodesic
plane) and � takes values in IsomC.H2/ D PSL.2;R/. In this case, we speak of
a folded hyperbolic structure on †, and say that � is a folding of j . The map f
defines a coloring of †X‡ , i.e., a j .�/-invariant function Qc from the set of plates
to f�1; 1g. Namely, we set Qc.P /D�1 if the restriction of f to P is orientation-
preserving, and Qc.P / D 1 otherwise. Note that the bending cocycle of a folded
hyperbolic structure is valued in f0; �g: for all plates P and Q,

(2-1) ˇ.P;Q/D 1
2
.1� Qc.P / Qc.Q//� 2 f0; �g:

The coloring Qc descends to a continuous, locally constant function c from †X‡ to
f�1; 1g. Conversely, any such function, after lifting to a coloring Qc from the set of
connected components of H2X z‡ to f�1; 1g, defines a bending cocycle on H2X z‡

by the formula (2-1). This bending cocycle, in turn, defines a folded hyperbolic
structure on †, by the work of Bonahon [1996].

2C. The Euler class. We now give a brief introduction to the Euler class, along
the lines of [Wolff 2011, §2.3.3]. For details and complements we refer to [Ghys
2001] or [Calegari 2004, §2].

As in the introduction, let †g be a closed, connected, oriented surface of
genus g � 2 with fundamental group �g. The Euler class of a representation
� 2 Hom.�g;PSL.2;R// measures the obstruction to lifting � to the universal
cover ePSL.2;R/ of PSL.2;R/, and its parity measures the obstruction to lifting � to
SL.2;R/. To define the Euler class, choose a set-theoretic section s of the covering
map ePSL.2;R/! PSL.2;R/. Consider a triangulation of †g with a vertex at the
basepoint x0 defining �gD�1.†g;x0/, and choose an orientation on every edge of
the triangulation. Choose a maximal tree in the 1-skeleton of the triangulation and,
for every oriented edge � in this tree, set �.�/ WD 12PSL.2;R/. Any other oriented
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edge � 0 corresponds (by closing up in the unique possible way along the rooted
tree) to an element  2 �g, and we set �.� 0/ WD �. / 2 PSL.2;R/. The boundary
of any oriented triangle � of the triangulation can be written as �"1

1
�
"2

2
�
"3

3
, where

�1, �2, �3 are edges with the chosen orientation and "i 2 f˙1g. We set

eu.�/.�/ WD s.�.�1//
"1s.�.�2//

"2s.�.�3//
"3 :

Summing over triangles � , this defines an element of H 2
�
†g; �1.PSL.2;R//

�
,

hence an element of H 2.†g;Z/ under the identification �1.PSL.2;R//' Z. This
element eu.�/ 2 H 2.†g;Z/ is called the Euler class of �. Its evaluation on the
fundamental class in H2.†g;Z/ is an integer, which we still call the Euler class of �.
It is invariant under conjugation by PSL.2;R/, and changes sign under conjugation
by PGL.2;R/XPSL.2;R/.

We can also define the Euler class for representations of the fundamental group of
a compact, connected, oriented surface † with boundary, of negative Euler charac-
teristic, provided that the boundary curves are sent to hyperbolic elements. Indeed,
any hyperbolic element g 2 PSL.2;R/ has a canonical lift to ePSL.2;R/ because it
belongs to a unique one-parameter subgroup of PSL.2;R/, which defines a path
from the identity to g. Choose a section s of the projection ePSL.2;R/! PSL.2;R/
that maps any hyperbolic element to its canonical lift. Then the construction
above, using triangulations of † containing exactly one vertex on each boundary
component, defines an Euler class, independent of all choices.

For instance, let † be an oriented pair of pants with fundamental group � D
h˛; ˇ;  j ˛ˇ D 1i, where ˛, ˇ,  correspond to the three boundary curves,
endowed with the orientation induced by the surface. For any representation
� 2 Hom.�;PSL.2;R// with �.˛/, �.ˇ/, �. / hyperbolic,

(2-2) eu.�/D s.�.˛//s.�.ˇ//s.�. // 2Z.ePSL.2;R//' Z:

In particular, eu.�/ 2 f�1; 0; 1g, and jeu.�/j D 1 if and only if � is the holonomy
of a hyperbolic structure on †, possibly after reversing the orientation. If s0 is a
section of the projection SL.2;R/! PSL.2;R/ that maps any hyperbolic element
to its lift of positive trace, then (2-2) implies

(2-3) s0.�.˛//s0.�.ˇ//s0.�. //D .� Id/eu.�/:

By construction, the Euler class is additive: if† is the union of two subsurfaces†0

and†00 glued along curves i , and if �2Hom.�1.†/;PSL.2;R// is a representation
sending all the curves i (and the boundary curves of †, if any) to hyperbolic
elements of PSL.2;R/, then eu.�/ is the sum of the Euler classes of the restrictions
of � to the fundamental groups of †0 and †00. This implies that a folded hyperbolic
structure defined by a coloring c from the set P of connected components of
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Figure 1. A pair of pants carries 24 maximal geodesic laminations
containing a geodesic spiraling from a boundary component to
itself (left), and 8 triskelion laminations (right).

†X‡ to f�1; 1g has Euler class 1
2�

P
P2P c.P /A.P /, where A.P / is the area

of P .
We shall use the following terminology:

Definition 2.9. A representation � 2 Hom.�1.†/;PSL.2;R// is geometric if it
maps the boundary curves of † to hyperbolic elements of PSL.2;R/ and has
extremal Euler class or, equivalently, if it is the holonomy of a hyperbolic structure
on †, possibly after reversing the orientation.

2D. Laminations in a pair of pants. A hyperbolic pair of pants † carries only
finitely many geodesic laminations, because only 21 geodesics are simple — namely
3 closed geodesics (the boundary components), 6 geodesics spiraling from a bound-
ary component to itself, and 12 geodesics spiraling from a boundary component to
another. It admits 32 ideal triangulations, of which 24 contain a geodesic spiraling
from a boundary component to itself and the other 8 do not (see Figure 1). We shall
call the laminations corresponding to these 8 triangulations the triskelion laminations
of †. They differ by the spiraling directions of the spikes of the triangles at each
boundary component.

3. Holonomies of folded hyperbolic structures

Let � W PSL.2;R/! RC be the translation length function (1-1). For any represen-
tation � 2 Hom.�g;PSL.2;R//, we set

�� WD � ı � W �g �! RC:

The function �� is identically zero if and only if the group �.�g/ is unipotent or
bounded. The goal of this section is to prove the following:

Proposition 3.1. For any Œ�� 2 Repnfd
g with �� 6� 0, there exist elements Œj0�, Œj 00�

of Repfd
g and a decomposition … of †g into pairs of pants, each labeled �1, 0, or 1,

with the following properties:
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(1) For any representations j0; � in the respective classes Œj0�, Œ��, there is a
1-Lipschitz, .j0; �/-equivariant map f W H2 ! H2 that is an orientation-
preserving (resp. orientation-reversing) isometry in restriction to any connected
subset of H2 projecting to a union of pants labeled�1 (resp. 1) in j0.�g/nH

2'

†g, and that satisfies Lipp.f / < 1 for any p 2H2 projecting to the interior of
a pair of pants labeled 0;

(2) For any representations j 0
0
, � in the respective classes Œj 0

0
�, Œ��, if the group

�.�g/ is not virtually abelian, then � is a folding of j 0
0

along a lamination ‡
of †g consisting of all the cuffs together with a triskelion lamination inside
each pair of pants labeled 0, with the coloring c W †g X‡ ! f�1; 1g taking
the value �1 (resp. 1) on each pair of pants labeled �1 (resp. 1), and both
values on each pair of pants labeled 0;

(3) Œj0� and Œj 0
0
� only differ by earthquakes along the cuffs of the pairs of pants of

the decomposition.

Property (1) is used to prove Theorem 1.1 in Section 4, while (2) is a more
precise statement of Theorem 1.2. We refer to Section 2A for the notation Lipp.f /

and to Section 2D for triskelion laminations. By additivity (see Section 2C), the
Euler class of � is the sum of the labels of the pairs of pants.

Proposition 3.1 is proved by choosing an appropriate pants decomposition
(Section 3A) and understanding the representations of the fundamental group of a
pair of pants (Section 3B). These ingredients are brought together in Section 3C.
In Section 3D we present a variation on Proposition 3.1(1), which is later used to
prove the second statement of Theorem 1.1.

3A. Pants decompositions. Our first ingredient is the following:

Lemma 3.2. For any Œ��2Repnfd
g with �� 6� 0, there is a pants decomposition of†g

such that � maps any cuff to a hyperbolic element. If �.�g/ is not virtually abelian,
then we may assume that the restriction of � to the fundamental group of any pair
of pants of the decomposition is nonabelian.

Recall that Œ�� 2 Repnfd
g is said to be elementary if the group �.�g/ admits a

finite orbit in H2 or in @1H2. In the case that Œ�� is not elementary, Lemma 3.2 is
contained in the following result of Gallo, Kapovich, and Marden:

Lemma 3.3 [Gallo et al. 2000, part A]. For any nonelementary Œ�� 2 Repnfd
g , there

is a pants decomposition of†g such that the fundamental group of any pair of pants
maps injectively to a 2-generator Schottky group under �.

We now treat the case that � is elementary.

Proof of Lemma 3.2 when � is elementary. By induction, Lemma 3.2 is a conse-
quence of the following two claims:
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Claim 3.4. Let† be a connected compact surface of genus g� 1 with k � 0 bound-
ary components such that �.†/D2�2g�k<0, and let �2Hom.�1.†/;PSL.2;R//
be an elementary representation with �� 6� 0 sending each boundary curve of † (if
any) to a hyperbolic element. Then we can cut † open along some nonseparating
simple closed curve whose image under � is a hyperbolic element, yielding a new sur-
face†0 of genus g�1 and an induced representation �0 2Hom.�1.†

0/;PSL.2;R//
sending all kC2 boundary curves of †0 to hyperbolic elements. If the image of � is
not virtually abelian, then the image of �0 is not virtually abelian.

Claim 3.5. Let † be a connected compact surface of genus g D 0 with k � 4

boundary components, and let � 2 Hom.�1.†/;PSL.2;R// be an elementary
representation sending each boundary curve of † to a hyperbolic element. Then
we can cut † along some simple closed curve of †, not freely homotopic to a
boundary component, whose image under � is a hyperbolic element, yielding two
new surfaces †1 and †2 with lower complexity and two induced representations
�i 2 Hom.�1.†i/;PSL.2;R// sending each boundary curve to a hyperbolic ele-
ment. If the image of � is nonabelian, then we can do this in such a way that the
images of the �i are nonabelian.

Proof of Claim 3.4. We first observe that �1.†/ is generated by elements rep-
resenting nonseparating simple closed curves on †. Indeed, consider a standard
presentation

(3-1) �1.†/D ha1; b1; : : : ; ag; bg; c1; : : : ; ck j Œa1; b1� � � � Œag; bg�c1 � � � ck D 1i

of �1.†/ by generators and relations, where ai , bi represent nonseparating simple
closed curves and ci a curve freely homotopic to a boundary component. Either
a1ci represents a nonseparating simple closed curve for all i , or a�1

1
ci represents a

nonseparating simple closed curve for all i . Thus we may take the generating set
fa1; b1; : : : ; ag; bg; a

"
1
c1; : : : ; a

"
1
ckg for some " 2 f�1; 1g.

Let us show that � sends some nonseparating simple closed curve of † to a
hyperbolic element. Since �� 6� 0, two mutually exclusive situations are possible:

(T) The group �.�1.†// has a fixed point � in @1H2; it is then conjugate to a
group of triangular (possibly diagonal) matrices in PSL.2;R/.

(VA) The group �.�1.†// preserves a geodesic line ` of H2 and contains both
translations along ` and order-two symmetries of ` reversing its orientation;
it is then virtually abelian but not abelian.

Consider a system F of generators of �1.†/ representing nonseparating simple
closed curves. In case (T), some element of F is necessarily sent by � to a hyperbolic
element: otherwise the group �.�1.†// would contain only parabolic elements
and the identity, which would contradict the fact that �� 6� 0. Suppose we are in
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case (VA) and � does not send any element of F to a hyperbolic element; it then
sends some element  2 F to an order-two symmetry of ` (because it is not the
constant homomorphism). We may complete  into a new standard presentation of
the form (3-1) with  D a1. Consider the generating set

F 0 D fb1; a1b1; a
�1
2 b1; b2b1; : : : ; a

�1
g b1; bgb1; c

"
1b1; : : : ; c

"
kb1g;

where " 2 f�1; 1g. If " is suitably chosen, then every  0 2 F 0 represents a non-
separating simple closed curve, and  0 and  D a1 are standard generators of a
one-holed torus embedded in †; it follows that  0 represents a nonseparating
simple closed curve as well. Necessarily, there exists  0 2 F 0 such that �. 0/ does
not commute with �. /: otherwise the group �.�1.†// would be contained in the
centralizer of �. /, which is compact, and this would contradict the fact that �� 6� 0.
Either this �. 0/ is hyperbolic, or it is an order-two symmetry whose center is
different from that of �. /, in which case �. 0/ is hyperbolic. In either case we
have found a nonseparating simple closed curve whose image in �1.†/ is mapped
by � to a hyperbolic element.

Let †0 be obtained by cutting † open along such a simple closed curve. If
the image of the induced representation �0 2 Hom.�1.†

0/;PSL.2;R// is virtually
abelian, then so is the image of �. Indeed, �1.†/ is generated by �1.†

0/ together
with an element  0 that conjugates two elements of �1.†

0/ with hyperbolic images
under �0. If the image of �0 is virtually abelian, preserving some geodesic line `
of H2, then �. 0/ has to preserve `, and so does the whole image of �. Thus the
image of � is virtually abelian. �
Proof of Claim 3.5. Since the boundary curves of † generate �1.†/ and since
they all have hyperbolic image under the elementary representation �, the group
�.�1.†// has a fixed point � in @1H2 (case (T) above). Choose a geodesic line `
of H2 with endpoint � . For any  2 � we may write in a unique way �. /D au ,
where a belongs to the stabilizer A of � and ` in PSL.2;R/, and u 2 PSL.2;R/
is unipotent or trivial. The map  7! a can be seen as a nonzero element ! of
H 1.†g;R/ after identifying A with .R;C/. Consider a standard presentation

�1.†/D hc1; : : : ; ck j c1 � � � ck D 1i

of �1.†/ by generators and relations, where c1; : : : ; ck represent curves freely
homotopic to the boundary components of †, and cicj represents a simple curve
for any i < j . We claim that � sends one of the cicj to a hyperbolic element.
Indeed, otherwise we would have !.ci/C !.cj / D 0 for all i ¤ j ; solving this
linear system gives !.ci/D 0 for all i , which would contradict the assumption that
�.ci/ is hyperbolic.

For 1� i � k, let �i 2 @1H2 be the fixed point of �.ci/ that is different from � .
If the image of � is not abelian, then there exists i such that �i ¤ �iC1 (with the
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convention that �kC1 D �1). Precomposing � by a Dehn twist along a curve freely
homotopic to ciciC1 corresponds to conjugating �.ci/ and �.ciC1/ by �.ciciC1/

while leaving all the other �.cj / unchanged. Applying a large enough power of
this Dehn twist, with the appropriate sign if �.ciciC1/ is hyperbolic, pushes �i
and �iC1 to two distinct points arbitrarily close to �; in particular, we can make
�i and �iC1 distinct from the other points �j . We then proceed similarly with the
new point �iC1 and �iC2, and so on, until all the points �i are pairwise distinct.
We then conclude as above: one of the cicj (with i ¤ j ) has hyperbolic image
under �. It represents a curve cutting † into two smaller surfaces on which �
induces nonabelian representations. �

To prove Lemma 3.2, just make repeated use of Claim 3.4 to reduce to a surface
of genus 0, then of Claim 3.5 to decompose it into pairs of pants. �

3B. Representations of the fundamental group of a pair of pants. The following
lemma gives a dictionary between the geometric and nongeometric representations
(Definition 2.9) of the fundamental group of a pair of pants.

Lemma 3.6. Let � D h˛; ˇ;  j ˛ˇ D 1i be the fundamental group of a pair of
pants †, with ˛, ˇ,  corresponding to the three boundary curves.

For any a, b, c > 0 such that none is the sum of the other two, there are exactly
two representations � 2 Hom.�;PSL.2;R// satisfying

(3-2) .�� .˛/; �� .ˇ/; �� . //D .a; b; c/

up to conjugation under PGL.2;R/. One of them is geometric (with jeu.�/j D 1).
The other is nongeometric (with eu.�/D 0), and is obtained from the geometric one
by folding along any of the eight triskelion laminations of †.

For any a, b, c > 0 such that one is the sum of the other two, there are exactly
four representations � 2 Hom.�;PSL.2;R// satisfying (3-2), up to conjugation
under PGL.2;R/. One of them is geometric (with jeu.�/j D 1). The other three
are elementary (with eu.�/D 0): two have an image that is not virtually abelian
and the third one is their abelianization. Each of the two nonabelian elementary
representations is obtained from the geometric one by folding along any of four
different triskelion laminations of †.

When one of a, b, c is the sum of the other two, the images of the two nonabelian
elementary representations � 2 Hom.�;PSL.2;R// are conjugate to triangular
matrices; their abelianization is by definition their projection to the group of diagonal
matrices.

Proof. Fix a, b, c > 0. We first determine the number of conjugacy classes of
representations � satisfying (3-2). Set .A;B;C / WD .ea=2; eb=2; ec=2/, and let
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� 2 Hom.�;PSL.2;R// satisfy (3-2). Up to conjugating � by PGL.2;R/, we can
find lifts �.˛/ 2 SL.2;R/ of �.˛/ and �.ˇ/ 2 SL.2;R/ of �.ˇ/ of the form

�.˛/D

�
A 0

0 A�1

�
and �.ˇ/D

�
BCx y

z B�1�x

�
with x, y, z 2 R. Since ˛ and ˇ freely generate � , this determines a lift � of �
in Hom.�;SL.2;R//. The sign " 2 f˙1g of Tr.�.˛//Tr.�.ˇ//Tr.�. // does not
depend on the choice of �.˛/ and �.ˇ/. By (2-2), we have eu.�/ 2 f�1; 0; 1g, with
jeu.�/j D 1 if and only if � is geometric, and by (2-3)

"D .�1/eu.�/:

The trace of �. /D �.˛ˇ/�1 is

A.BCx/CA�1.B�1
�x/D ".C CC�1/;

hence

x D
".C CC�1/�AB � .AB/�1

A�A�1

is uniquely determined by A, B, C , and ". Let � WD .B C x/.B�1 � x/. Since
�.ˇ/ 2 SL.2;R/, we have yz D � � 1. If � ¤ 1, then any pair .y; z/ of reals with
product � � 1 can be obtained by conjugating �.˛/ and �.ˇ/ by a diagonal matrix
in PGL.2;R/ (which does not change x). Thus � is unique up to conjugation once
we fix " 2 f�1; 1g. If � D 1, then �.ˇ/ is either upper or lower triangular, or both,
hence there are three conjugacy classes for � , with �.�/ consisting respectively
of upper triangular, lower triangular, and diagonal matrices. The condition � D 1

amounts to .B�1�B �x/x D 0, or equivalently to�
BC

A
� "

��
AC

B
� "

�
�

�
AB

C
� "

�
.ABC � "/D 0I

in other words, "D 1 and one of a, b, c is the sum of the other two.
Let j 2Hom.�;PSL.2;R// be geometric (Definition 2.9). For any folding � of j

along a triskelion lamination ‡ of †, the functions �j and �� agree on f˛; ˇ;  g
(Remark 2.8), and � is not conjugate to j under PGL.2;R/ because the folding
map f is not an isometry (see Section 2A). Therefore, eu.�/ D 0 by the above
discussion.

If none of a, b, c is the sum of the other two, then � belongs to the unique
conjugacy class of representations � satisfying (3-2) and eu.�/D 0.

If one of a, b, c is the sum of the other two, then � belongs to one of the two
conjugacy classes of representations � whose image is not virtually abelian and that
satisfy (3-2) and "D 1 (Observation 2.7). The representation �0 obtained from j

by folding along the image of ‡ under the natural involution of the pair of pants
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belongs to the other conjugacy class of such representations. The abelianization of
� or �0 is not conjugate to j , hence satisfies (3-2) and "D 1 as well. �

Corollary 3.7. Let � D h˛; ˇ;  j ˛ˇ D 1i be the fundamental group of a pair of
pants †, with ˛, ˇ,  corresponding to the three boundary curves. Consider two
representations j , � 2 Hom.�;PSL.2;R// with j geometric (Definition 2.9), with
� nongeometric, and with

.�j .˛/; �j .ˇ/; �j . //D .��.˛/; ��.ˇ/; ��. //:

Then there exists a 1-Lipschitz, .j ; �/-equivariant map f W H2 ! H2 such that
Lipp.f / < 1 for any p 2 H2 projecting to a point of j .�/nH2 off the boundary of
the convex core.

Note that in this setting any .j ; �/-equivariant map f W H2 ! H2 satisfies
Lip.f /� 1 by Remark 2.6, and if Lip.f /D 1 then f is an isometry in restriction
to the translation axes of j .˛/, j .ˇ/, j . / in H2. The convex core of j .�/nH2

naturally identifies with †.

Proof. We first assume that the group �.�/ is nonabelian. By Lemma 3.6, the
representation � is obtained from j by folding along any of at least four of the eight
triskelion laminations of †. Let ` be an injectively immersed geodesic that spirals
between two boundary components.

If the two boundary components are different, then ` is contained in only two
triskelion laminations, and intersects the others transversely. If the two boundary
components are the same, then ` intersects transversely all triskelion laminations
of †. In both cases we see that a lift of ` to H2 cannot be isometrically preserved
by all 1-Lipschitz, .j ; �/-equivariant maps f W H2! H2 (such maps exist since �
is a folding of j ). This holds for any `, which shows that the lamination zƒ�H2 of
Lemma 2.2 is contained in (in fact, is equal to) the preimage of the boundary of the
convex core of j .�/nH2, which identifies with the boundary of †. By Lemma 2.2,
this means that there exists a 1-Lipschitz, .j ; �/-equivariant map f W H2 ! H2

such that Lipp.f / < 1 for any p 2 H2 projecting to a point of j .�/nH2 off the
boundary of the convex core.

We now assume that �.�/ is abelian. By Lemma 3.6, the representation � is the
abelianization of some representation �0 that is a folding of j . The group �0.�/ fixes
a point � 2 @1H2, and �.�/ preserves a geodesic line ` of H2 with endpoint � . By
postcomposing any 1-Lipschitz, .j ; �0/-equivariant map with the projection onto `
along the horospheres centered at �, we obtain a 1-Lipschitz, .j ; �/-equivariant
map. Moreover, since 1 is the optimal Lipschitz constant (Remark 2.6), this shows
that the stretch locus (Definition 2.3) of .j ; �/ is contained in that of .j ; �0/, and
we conclude as above. �
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Remark 3.8. The nonabelian, nongeometric representations in Lemma 3.6 can
also be obtained by folding along a nonmaximal geodesic lamination consisting
of a unique leaf spiraling from a boundary component to itself. Folding along a
maximal lamination which is not a triskelion gives a representation with values in
PGL.2;R/ and not PSL.2;R/.

3C. Proof of Proposition 3.1. By Lemma 3.2, there is a pants decomposition …
of †g such that � maps any cuff to a hyperbolic element, and such that if �.�g/ is
not virtually abelian then the restriction of � to the fundamental group of any pair
of pants is nonabelian. Let j 2 Hom.�g;PSL.2;R// be a Fuchsian representation
such that �j . /D ��. / for all  2 �g corresponding to cuffs of pants of …. The
twist parameters along the cuffs will be adjusted later; for the moment we choose
them arbitrarily.

Let C be the j .�g/-invariant (disjoint) union of all geodesics of H2 projecting
to the cuffs in j .�g/nH

2 '†g. For each pair of pants P in …, choose a subgroup
�P of �g which is conjugate to �1.P /. Then j j�P is the holonomy of a hyperbolic
metric on P with cuff lengths given by ��. Choose a lift zP � H2 of the convex
core of j .�P /nH2. This lift is the closure of a connected component of H2XC. If
the restrictions of j and � to �P are conjugate by some isometry f P of H2, then
we give P the label �1 or 1, depending on whether f P preserves the orientation
or not. If the restrictions of j and � to �P are not conjugate, then we give P the
label 0. In this case:
� There is a 1-Lipschitz, .j j�P ; �j�P /-equivariant map f P W zP ! H2 with

Lipp.f
P / < 1 for all p … @ zP , by Corollary 3.7.

� If �.�g/ is not virtually abelian then �j�P is a folding of j j�P along some
triskelion lamination of P , by Lemma 3.6; we denote by FP W zP ! H2 the
folding map.

Note that in restriction to any connected component of @ zP (a line), the maps f P

and FP are both isometries, but they may disagree by a constant shift.
The collection of all maps f P , extended .j ; �/-equivariantly, piece together to

yield a map f � W H2 XC! H2. The obstruction to extending f � by continuity
on each geodesic ` � C is that the maps on either side of ` may disagree by a
constant shift along `. This discrepancy ı.`/ 2 R is the same on the whole j .�g/-
orbit of `. To correct it, we postcompose j with an earthquake supported on the
cuff associated with `, of length �ı.`/. We repeat for each j .�g/-orbit in C, and
eventually obtain a new Fuchsian representation j0. By construction, there is a 1-
Lipschitz, .j0; �/-equivariant map f WH2!H2, obtained simply by gluing together
isometric translates of the f P . This extension f satisfies Proposition 3.1(1).

If �.�g/ is not virtually abelian, then similarly the maps f P for P labeled ˙1

and FP for P labeled 0 piece together to yield a map F� WH2XC!H2. As above,
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we can modify j by earthquakes into a new Fuchsian representation j 0
0
, and F�

by piecewise isometries into a .j 0
0
; �/-equivariant, continuous map F WH2!H2

which is a folding map. This proves Proposition 3.1(2).
Proposition 3.1(3) is satisfied by construction. �

3D. Uniform Lipschitz bounds. In order to prove the second claim of Theorem 1.1
in Section 4D, we shall use the following result, which gives Lipschitz bounds
which are analogous to Proposition 3.1(1) but uniform.

Proposition 3.9. For any decomposition … of †g into pairs of pants labeled
�1; 0; 1 and any continuous family .jt /t�0�Hom.�g;PSL.2;R// of Fuchsian rep-
resentations, there exist a family .�t /t�0 � Hom.�g;PSL.2;R// of non-Fuchsian
representations and, for any t in a small interval Œ0; t0�, a 1-Lipschitz, .jt ; �t /-
equivariant map 't W H

2! H2, with the following properties:

� 't is an orientation-preserving (resp. orientation-reversing) isometry in re-
striction to any connected subset of H2 projecting to a union of pants labeled
�1 (resp. 1) in jt .�g/nH

2 '†g;

� For any � > 0, there exists C < 1 such that Lipp.'t / � C for all t 2 Œ0; t0�

and all p 2 H2 whose image in jt .�g/nH
2 '†g lies inside a pair of pants P

labeled 0, at distance at least � from the boundary of P .

Proposition 3.9 is based on the following uniform version of Corollary 3.7:

Lemma 3.10. Let � D h˛; ˇ;  j ˛ˇ D 1i be the fundamental group of a pair of
pants †, with ˛, ˇ,  corresponding to the three boundary curves. Consider two
continuous families .jt /t�0, .�t /t�0 �Hom.�;PSL.2;R// of representations with
jt geometric (Definition 2.9), with �t nongeometric, and with

.�jt
.˛/; �jt

.ˇ/; �jt
. //D .��t

.˛/; ��t
.ˇ/; ��t

. //

for all t � 0. Then there exists a family of 1-Lipschitz, .jt ; �t /-equivariant maps
't WH

2!H2, defined for all t in a small interval Œ0; t0�, with the following property:
for any � > 0 there exists C < 1 such that Lipp.'t / � C for all t 2 Œ0; t0� and all
p 2 H2 whose image in jt .�/nH

2 lies at distance at least � from the boundary of
the convex core.

Proof of Lemma 3.10. By Corollary 3.7, there exists a 1-Lipschitz, .j0; �0/-equiva-
riant map f0 W H

2! H2 such that Lipp.f0/ < 1 for any p 2 H2 whose image in
j0.�/nH

2 does not belong to the boundary of the convex core. If .jt ; �t /D .j0; �0/

for all t , then we may take 't D f0. In the general case, we shall build 't as a small
deformation of f0 in restriction to the preimage of the convex core of jt .�/nH

2.
Choose �> 0 so that for all small t � 0, the 2�-neighborhoods of the boundary

components of the convex core of the hyperbolic surface jt .�/nH
2 are disjoint.
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0 2ı � 2�

�

�ı.�/

Figure 2. The function �ı in the proof of Lemma 3.10.

Choose a small ı 2 .0; �=2/ and let �ı W RC! RC be the function that satisfies

�ı.�/D

8<:
0 for 0� �� 2ı;

�� 2ı for �D�;
� for �� 2�

and is affine on Œ2ı;�� and Œ�; 2�� (Figure 2). Note that �ı is .1Co.1//-Lipschitz
as ı! 0, and 1-Lipschitz away from Œ�; 2��. For any t � 0, let Nt � H2 be the
preimage of the convex core of jt .�/nH

2, and let �t WH
2!Nt be the closest-point

projection, which is 1-Lipschitz. We set

'0 WD f0 ıJı ı�0;

where Jı is the homotopy of H2 taking any point at distance ��2� from a boundary
component `0 of N0 to the point at distance �ı.�/ from `0 on the same perpendicular
ray to `0, leaving other points unchanged. By construction, in restriction to the
2ı-neighborhood of @N0, the map '0 factors through the closest-point projection
onto @N0. The function p 7! Lipp.f0/ is j0.�/-invariant, upper semicontinuous,
and less than 1 on H2 X @N0, hence bounded away from 1 when p 2N0 stays at
distance at least �� 2ı from @N0. This implies that, if we have chosen ı small
enough (which we shall assume from now on), then Lip.'0/D 1 and Lipp.'0/ < 1

for all p in the interior of N0. For t > 0, we construct 't as a deformation of '0

via a partition of unity, as follows.
Let Uı

t �Nt be the ı-neighborhood of @Nt and N ı
t WDNt XUı

t its complement
in Nt ; we define U2ı

t similarly. Choose a 1-Lipschitz, .jt ; �t /-equivariant map
'0

t W U
2ı
t ! H2 factoring through the closest-point projection onto @Nt and tak-

ing any boundary component `t of Nt , stabilized by a cyclic subgroup jt .S/ of
jt .�/, isometrically to the translation axis of �t .S/ in H2. Up to postcomposing
each '0

t with an appropriate shift along the axis of �t .S/, we may assume that
'0

t .p/! '0.p/ for any p 2U2ı
0

as t ! 0 (recall that the restriction of '0 to any
boundary component of N0 is an isometry).
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Let B1; : : : ;Bn �N0 be balls of H2, each projecting injectively to j0.�/nH
2,

disjoint from a neighborhood of @N0, and such that

N ı
0 � j0.�/ �

n[
iD1

Bi :

For 1� i � n, let 'i
t W jt .�/ �B

i! H2 be the .jt ; �t /-equivariant map that agrees
with '0 on Bi . By construction, for all 1 � i � n (resp. for i D 0) and for all
p 2 j0.�/ �B

i (resp. p 2U2ı
0

) we have 'i
t .p/! '0.p/ as t ! 0, uniformly for p

in any compact set. However, the maps 'i
t , for 0� i � n, may not agree at points

where their domains overlap. The goal is to paste them together by the procedure
described in Section 2A, using a jt .�/-invariant partition of unity . i

t /0�i�n that
we now construct.

Let  0
t W H

2! Œ0; 1� be the function supported on U2ı
t that takes any point at

distance � from @Nt to �.�/ 2 Œ0; 1�, where �.Œ0; ı�/ D 1, �.Œ2ı;C1// D 0, and
� is affine on Œı; 2ı�. Let  1; : : : ;  n W H2 ! Œ0; 1� be j0.�/-invariant Lipschitz
functions inducing a partition of unity on a neighborhood of N ı

0
, with  i supported

in j0.�/ �B
i . Since Nt has a compact fundamental domain for jt .�/ that varies

continuously with t (for instance a right-angled octagon), for small enough t we
have

N ı
t � jt .�/ �

n[
iD1

Bi :

For 1 � i � n and t � 0, let y i
t W H2 ! Œ0; 1� be the jt .�/-invariant function

supported on jt .�/ �B
i that agrees with  i on Bi . Then

Pn
iD1
y i

t D 1C o.1/ as
t ! 0, with an error term uniform on N ı

t . Therefore the functions

 0
t and  i

t WD .1� 
0
t /

y i
tPn

kD1
y k

t

W H2
�! Œ0; 1�

for 1� i � n form a jt .�/-invariant partition of unity of Nt , subordinated to the
covering U2ı

t [jt .�/ �B
1[� � �[jt .�/ �B

n�Nt , and are all L-Lipschitz for some
L> 0 independent of i and t .

For t � 0, let 't WD
Pn

iD0  
i
t'

i
t W Nt ! H2 be the averaged map defined in

Section 2A. This map is .jt ; �t /-equivariant by construction. We extend it to a map
't W H

2! H2 by precomposing with the closest-point projection �t W H
2! Nt .

We claim that the maps 't satisfy the conclusion of Lemma 3.10. Indeed, by
Lemma 2.4, for any t � 0 and p in the interior of Nt ,

(3-3) Lipp.'t /�
X

i2It .p/

.Lipp. 
i
t /Rt .p/C 

i
t .p/Lipp.'

i
t //;
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where It .p/ is the set of indices 0� i � n such that p belongs to the support of  i
t ,

and Rt .p/ � 0 is the diameter of the set f'i
t .p/ j i 2 It .p/g. Let � > 0 be the

distance from p to @Nt .
If � < ı, then 't coincides on a neighborhood of p with '0

t , hence with the
closest-point projection onto @Nt postcomposed with an isometry of H2, and the
right-hand side of (3-3) reduces to

Lipp.'
0
t /D

1

cosh �
< 1

(see [Guéritaud and Kassel 2013, (A.9)], for instance).
If � � ı, then the bound on Lipp.'

0
t / still holds, and Lipp.'

i
t / for 1 � i � n

can also be uniformly bounded away from 1. Indeed, supq2Bi Lipq.'
i
t / < 1 since

Bi is disjoint from a neighborhood of @N0 and the local Lipschitz constant is
upper semicontinuous, and we argue by equivariance. Moreover, all the other
contributions to (3-3) are small: Rt .p/! 0 as t! 0, uniformly in p, and Lipp. 

i
t /

is bounded independently of p, i , t (by L). Therefore, for small t there exists
C < 1, independent of p and t , such that Lipp.'t /� C .

This treats the case when p 2Nt . To conclude, we note that on a neighborhood
of any p 2 H2 XNt the map 't coincides with the closest-point projection onto
@Nt postcomposed with an isometry of H2, hence Lipp.'t /D 1= cosh �< 1, where
�D d.p; @Nt /. �

Proof of Proposition 3.9. Let ‡ be a lamination of †g consisting of all the cuffs
of … together with a triskelion lamination inside each pair of pants labeled 0. Let
c W†g X‡ ! f�1; 1g be a coloring taking the value �1 (resp. 1) on each pair of
pants labeled �1 (resp. 1), and both values on each pair of pants labeled 0. For any
t � 0, let �0t be the folding of jt along ‡ with coloring c.

We now argue similarly to the proof of Proposition 3.1 in Section 3C. For each
pair of pants P in …, choose a subgroup �P of �g which is conjugate to �1.P /,
and for any t � 0 a lift zPt � H2 of the convex core of jt .�

P /nH2.
If P is labeled �1 (resp. 1), then for any t � 0 the restrictions of jt and �0t to �P

are conjugate by some orientation-preserving (resp. orientation-reversing) isometry
'P

t of H2.
If P is labeled 0, then, by Lemma 3.10, there is a family of 1-Lipschitz,

.jt j�P ; �0t j�P /-equivariant maps 'P
t W H2 ! H2, defined for all t in a small

interval Œ0; t0�, with the following property: for any � > 0, there exists C < 1

such that Lipp.'
P
t / � C for all t 2 Œ0; t0� and all p 2 zPt at distance at least �

from @ zPt .
The collection of all maps 'P

t , extended .jt ; �
0
t /-equivariantly, piece together

to yield a map '�t W H
2 XCt ! H2, where Ct is the union of all geodesics of H2

projecting to cuffs of … in jt .�g/nH
2 '†g.
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The obstruction to extending '�t by continuity on each geodesic `t � Ct is that
the maps on either side of `t may disagree by a constant shift along `t if `t separates
two pairs of pants labeled .˙1; 0/ or .0; 0/. This discrepancy ı.`t / 2R is the same
on the whole jt .�g/-orbit of `t . To correct it, we precompose the folding �0t of jt

with an earthquake, supported on the cuff associated with `t (in the jt -metric),
of length �ı.`t /. We repeat for each jt .�g/-orbit in Ct , and eventually obtain a
new folded representation �t . By construction, there is a family of 1-Lipschitz,
.jt ; �t /-equivariant maps 't WH

2!H2 satisfying Proposition 3.9, obtained simply
by gluing together isometric translates of the 'P

t . �

4. Surjectivity of the two projections

In this section we prove Theorem 1.1. We first construct uniformly lengthening
deformations of surfaces with boundary (Section 4A), then glue these together ac-
cording to combinatorics given by Proposition 3.1 (Sections 4B and 4D). Section 4C
is devoted to the proof of a technical lemma.

4A. Uniformly lengthening deformations of compact hyperbolic surfaces with
boundary. Our two main tools to prove Theorem 1.1 are Proposition 3.1 and the
following lemma:

Lemma 4.1. Let � be the fundamental group and j0 2 Hom.�;PSL.2;R// the
holonomy of a compact, connected, hyperbolic surface † with nonempty geodesic
boundary. Then there exist t0 > 0 and a continuous family of representations
.jt /0�t�t0

with the following properties:

(a) �j0
. /D .1� t/�jt

. / for any t 2 Œ0; t0� and any  2 � corresponding to a
boundary component of †;

(b) sup2�Xf1g �j0
. /=�jt

. / < 1 for any t 2 .0; t0�;

(c) jt . /D j0. /CO.t/ for any  2 � as t ! 0, where both sides are seen as
2� 2 real matrices with determinant 1 modulo˙ Id;

(d) for any compact subset K of H2 projecting to the interior of the convex core of
j0.�/nH

2, there exists L> 0 such that

d.p; ft .p//�Lt

for any p 2K, any t 2 Œ0; t0�, and any 1-Lipschitz, .jt ; j0/-equivariant map
ft W H

2! H2.

As in Section 3B, the convex core of j0.�/nH
2 naturally identifies with †. The

idea is to construct the representations jt as holonomies of hyperbolic surfaces
obtained from j0.�/nH

2 by strip deformations. This type of deformation was first
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˛i

ˇ

†

&
ˇ
t

Ai

Figure 3. A strip deformation. In the source of the collapsing map
&
ˇ
t we show the new peripheral geodesic, dotted.

introduced by Thurston [1986, proof of Lemma 3.4]. We refer to [Papadopoulos
and Théret 2010; Danciger et al. 2014] for more details.

Proof. We first explain how to lengthen one boundary component ˇ of †. Choose
a finite collection of disjoint, biinfinite geodesic arcs ˛1; : : : ; ˛n � j0.�/nH

2,
each crossing ˇ orthogonally twice, that subdivide the convex core † into right-
angled hexagons and one-holed right-angled bigons. Along each arc ˛i , following
[Thurston 1986], slice j0.�/nH

2 open and insert a strip Ai of H2, bounded by two
geodesics, with narrowest cross-section at the midpoint of ˛i \† (see Figure 3).

This yields a new complete hyperbolic surface, with a compact convex core,
equipped with a natural 1-Lipschitz map &ˇt to j0.�/nH

2 obtained by collapsing
the strips Ai back to lines. Note that the image under &ˇt of the new convex core is
strictly contained in † (see Figure 3). The geodesic corresponding to ˇ is longer in
the new surface than in †. By adjusting the widths of the strips Ai , we may assume
that the ratio of lengths is 1=.1� t/. The appropriate widths for this ratio are in
O.t/ as t ! 0. All lengths of geodesics corresponding to boundary components
other than ˇ are unchanged.

Repeat the construction, iteratively, for all boundary components ˇ1; : : : ; ˇr

of †, in some arbitrary order. We thus obtain a new complete hyperbolic surface
jt .�/nH

2, with a compact convex core †t , such that jt satisfies (a).
We claim that jt also satisfies (b). Indeed, consider the 1-Lipschitz map

&t WD &
ˇr

t ı � � � ı &
ˇ1

t from †t to †. If 1 were its optimal Lipschitz constant,
then by Lemma 2.2 there would exist a geodesic lamination of †t whose leaves
are isometrically preserved by &t . But this is not the case here since for every i ,
the map &ˇi

t does not isometrically preserve any geodesic lamination except the
boundary components other than ˇi . Therefore &t has Lipschitz constant strictly
less than 1, which implies (b) by Remark 2.6.

Up to replacing each jt with a conjugate under PSL.2;R/, we may assume that (c)
holds. Indeed, it is well known that there exist elements 1; : : : ; n2� whose length
functions form a smooth coordinate system for Hom.�;PSL.2;R//=PSL.2;R/
near Œj0� (see [Goldman and Xia 2011, Theorem 2.1] for instance). For any i , the
preimage under &t of the closed geodesic of † associated with i is obtained by
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�.h/

p h �p

Ah

d.p;Ah/

p

Aj0.1/

Aj0.2/

Aj0.3/

Figure 4. Illustration of the proof of Lemma 4.1. Left: a hyper-
bolic quadrilateral with two right angles. Right: the point ft .p/

belongs to the shaded region.

expanding finitely many strips of width O.t/, hence �jt
.i/ � �j0

.i/CO.t/ as
t ! 0. On the other hand, �jt

.i/� �j0
.i/ due to the existence of the 1-Lipschitz

map &t . Therefore, d 0.j0; jt /DO.t/ for any smooth metric d 0 on a neighborhood
of Œj0� in Hom.�;PSL.2;R//=PSL.2;R/.

To check (d), we use a perturbative version of the argument that a j0.�/-invariant,
1-Lipschitz map must be the identity on the preimage N0 � H2 of the convex core
† of j0.�/nH

2. For any hyperbolic element h 2 PSL.2;R/, with translation axis
Ah � H2, and for any p 2 H2, a classical formula gives

(4-1) sinh
�

1
2
d.p; h �p/

�
D sinh

�
1
2
�.h/

�
� cosh d.p;Ah/

(see Figure 4, left). Consider p 2 H2 in the interior of N0. We can find three
translation axes Aj0.1/, Aj0.2/, Aj0.3/ � @N0 of elements of j0.�/ such that, if
qi denotes the projection of p to Aj0.i /, then p belongs to the interior of the triangle
q1q2q3. For any t � 0 and any 1-Lipschitz, .jt ; j0/-equivariant map ft WH

2!H2,

d.ft .p/; j0.i/ �ft .p//� d.p; jt .i/ �p/;

which by (4-1) may be written as

sinh
�

1
2
�j0
.i/

�
� cosh d.ft .p/;Aj0.i //� sinh

�
1
2
�jt
.i/

�
� cosh d.p;Ajt .i //:

Since �j0
.i/D �jt

.i/CO.t/ and d.p;Ajt .i //D d.p;Aj0.i //CO.t/ by (c),
this implies

cosh d.ft .p/;Aj0.i //� cosh d.p;Aj0.i //CO.t/;

where the error term does not depend on the choice of ft . Since d.p;Aj0.i // > 0,
we may invert the hyperbolic cosine:

d.ft .p/;Aj0.i //� d.p;Aj0.i //CO.t/:

Applied to i D 1, 2, 3, this means that ft .p/ belongs to a curvilinear triangle
around p bounded by three hypercycles (curves at constant distance from a geodesic
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�1 �1 1 0 0 1

Figure 5. A labeled pants decomposition with mD 5. The bound-
ary components of the †i , 1� i � 5, are in bold.

line) expanding at rate O.t/ as t becomes positive, hence d.p; ft .p//DO.t/ (see
Figure 4, right). All estimates O.t/ are robust under small perturbations of p,
hence can be made uniform (and still independent of ft ) for p in a compact set K,
yielding (d). �

4B. Gluing surfaces with boundary. We now prove the first claim of Theorem 1.1.
Namely, given Œ�� 2 Repnfd

g , we construct Œj � 2 Repfd
g that strictly dominates Œ��.

If �� � 0, then any Œj � 2 Repfd
g strictly dominates Œ��. We now suppose �� 6� 0.

Proposition 3.1(1) then gives us an element Œj0� 2 Rep
fd
g , a labeled pants decompo-

sition … of †g, and, for any j0, � 2 Hom.�g;PSL.2;R// in the respective classes
Œj0�, Œ�� (which we now fix), a 1-Lipschitz, .j0; �/-equivariant map f W H2! H2

that is an orientation-preserving (resp. orientation-reversing) isometry in restriction
to any connected subset of H2 projecting to a union of pants labeled �1 (resp. 1)
in j0.�g/nH

2 ' †g and that satisfies Lipp.f / < 1 for any p 2 H2 projecting to
the interior of a pair of pants labeled 0. Not all pairs of pants are labeled �1, and
not all 1, since j0 and � are not conjugate under PGL.2;R/. By Remark 2.6, the
class Œj0� dominates Œ�� in the sense that �.�. // � �.j0. // for all  2 �g. Our
goal is to use Lemma 4.1 to modify j0 into a representation j such that Œj � strictly
dominates Œ��.

For this purpose, we erase all the cuffs that separate two pairs of pants of … with
labels .�1;�1/ or .1; 1/, and write

†g D†
1
[ � � � [†m;

where †i , for any 1� i �m, is a compact surface with boundary that is one of:

� a pair of pants labeled 0,

� a full connected component of the subsurface of †g made of pants labeled �1,

� or a full connected component of the subsurface of†g made of pants labeled 1;

(see Figure 5). The boundary components of the †i are the cuffs that separated two
pairs of pants of… with labels .�1; 1/, .˙1; 0/ or .0; 0/. Choose a small ı > 0 such
that, in all hyperbolic metrics on †g which are close enough to that defined by j0,
any simple geodesic entering the ı-neighborhood of the geodesic representative
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of a cuff of … crosses it. Let C0 � H2 be the union of all geodesic lines of H2

projecting to boundary components of the †i in j0.�g/nH
2'†g, let N ı

0
�H2 be

the complement of the ı-neighborhood of C0, and let K � H2 XC0 be a compact
set whose interior contains a fundamental domain of N ı

0
for the action of j0.�g/,

with m connected components projecting respectively to †1; : : : ; †m.
We apply Lemma 4.1 to � i WD �1.†

i/ and j i
0
WD j0j�i and obtain continuous

families .j i
t /0�t�t0

�Hom.� i ;PSL.2;R// of representations for 1� i �m satisfy-
ing properties (a)–(d) of Lemma 4.1 with a uniform constant L> 0 for the compact
set K � H2 XC0. For any t 2 Œ0; t0�, using (a), we can glue together the (compact)
convex cores of the j i

t .�
i/nH2 following the same combinatorics as the †i . This

gives a closed hyperbolic surface of genus g, hence a holonomy representation
jt 2 Hom.�g;PSL.2;R//. By (c), up to adjusting the twist parameters, we may
assume that

(4-2) jt . /D j0. /CO.t/

for any  2 �g as t ! 0, where both sides are seen as 2� 2 real matrices with
determinant 1 modulo ˙ Id.

To complete the proof of the first statement of Theorem 1.1, it is sufficient to
prove that for small enough t > 0,

(4-3) sup
2.�g/s

��. /

�jt
. /

< 1;

where .�g/s is the set of nontrivial elements of �g corresponding to simple closed
curves on †g; then Œj � WD Œjt � will strictly dominate Œ�� by Theorem 2.5. Note that
�.jt . // D �.j

i
t . // for all  in � i , seen as a subgroup of �g. Thus (b) gives

the control required in (4-3) for simple closed curves contained in one of the †i .
We now explain why the lengths of the other simple closed curves also decrease
uniformly, based on (b), (c), and (d).

For any t 2 .0; t0�, let Ct �H2 be the union of the lifts to H2 of the simple closed
geodesics of jt .�g/nH

2 '†g corresponding to C0 and let N ı
t be the complement

of the ı-neighborhood of Ct in H2. For t small enough, we can find a fundamental
domain Kt of N ı

t for the action of jt .�g/ that is contained in K and has m

connected components. By (b) and Theorem 2.5, for any 1� i �m and t 2 .0; t0�

there exists a .jt j�i ; j0j�i /-equivariant map f i
t W H

2! H2 with Lip.f i
t / < 1. For

small t > 0, we choose a .jt ; j0/-equivariant map ft W .N
ı
t [Ct /! H2 such that:

� ft D f
i
t on the component of Kt projecting to †i for all 1� i �m;

� ft takes any geodesic line in Ct to the corresponding line in C0, multiplying
all distances on it by the uniform factor .1� t/.



352 FRANÇOIS GUÉRITAUD, FANNY KASSEL AND MAXIME WOLFF

We choose the ft so that, in addition, for any compact set K0 � H2 there exists
L1� 0 such that d.x0; ft .x

0//�L1t for all small enough t > 0 and all x0 2Ct\K0.
Consider the .jt ; �/-equivariant map

Ft WD f ıft W .N
ı
t [Ct / �! H2;

where f WH2!H2 is the .j0; �/-equivariant map from the beginning of the proof.
In order to prove (4-3), it is sufficient to establish the following:

Lemma 4.2. For small enough t > 0, there exists C < 1 such that for all p, q 2 @N ı
t

lying at distance ı from a line `t � Ct , on opposite sides of `t ,

d.Ft .p/;Ft .q//� Cd.p; q/:

Indeed, fix a small t > 0. Any geodesic segment I D Œp; q� of H2 projecting
to a closed geodesic of jt .�g/nH

2 ' †g may be decomposed into subsegments
I1; : : : ; In contained in N ı

t alternating with subsegments I 0
1
; : : : ; I 0n crossing con-

nected components of H2 XN ı
t (indeed, any simple closed curve that enters one

of these components crosses it, by the choice of ı). By construction, the map Ft

has Lipschitz constant strictly less than 1 on each connected component of N ı
t ,

hence moves the endpoints of each Ik closer together by a uniform factor (inde-
pendent of I ). Lemma 4.2 ensures that the same holds for the I 0

k
. Thus the ratio

d.Ft .p/;Ft .q//=d.p; q/ is bounded by some factor C 0 < 1 independent of I , and
the corresponding element  2 �g satisfies �.�. // � C 0�.jt . //. This proves
(4-3), hence completes the proof of the first statement of Theorem 1.1.

4C. Proof of Lemma 4.2. We first make the following observation:

Observation 4.3. There exists L0 � 0 such that, for any small enough t > 0, any
p 2 @N ı

t at distance ı from a geodesic `t � Ct , and any x 2 `t ,

d.ft .p/; ft .x//� .1� t/d.p;x/CL0t:

Proof. Since ft is .jt ; j0/-equivariant and C0 has only finitely many connected
components modulo j0.�g/, we may fix a geodesic `0 � C0 and prove the obser-
vation only for the geodesics `t � Ct corresponding to `0. For any t > 0, the map
ft takes `t linearly to `0, multiplying all distances by the uniform factor 1� t . Let
ht WH

2!H2 be the orientation-preserving map that coincides with ft on `t , takes
any line orthogonal to `t to a line orthogonal to `0, and multiplies all distances by
1� t on such lines. At distance � from `t , the differential of ht has principal values
1� t and .1� t/ cosh..1� t/�/= cosh � � 1� t (see [Guéritaud and Kassel 2013,
(A.9)]), hence Lip.ht /� 1� t and

d.ft .x/; ht .p//D d.ht .x/; ht .p//� .1� t/d.x;p/
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for all x 2 `t and p 2 H2. By the triangle inequality, it is enough to find L0 � 0

such that d.ht .p/; ft .p// � L0t for all small enough t > 0 and all p 2 @N ı
t at

distance ı from `t . Since ft and ht are both .jt ; j0/-equivariant under the stabilizer
S of `0 in �g, and jt .S/ acts cocompactly on the set Ut of points at distance at
most ı from `t , we may restrict to p in a compact fundamental domain of Ut for
jt .S/. Let K0 � H2 be a compact set containing such fundamental domains for all
t 2 Œ0; t0�. By construction of ft , there exists L1 � 0 such that d.x0; ft .x

0//�L1t

for all small enough t > 0 and all x0 2 `t \K0. By definition of ht , this implies the
existence of L2 � 0 such that d.p; ht .p//�L2t for all small enough t > 0 and all
p 2K0. On the other hand, condition (d) of Lemma 4.1 (applied to the � i and j i

0

as in Section 4B) implies the existence of L3 � 0 such that d.p; ft .p//�L3t for
all t and p 2 @N ı

t \K0. By the triangle inequality, we may take L0DL2CL3. �

Proof of Lemma 4.2. As in the proof of Observation 4.3, we may fix a geodesic
`0 � C0 and restrict to the geodesics `t � Ct corresponding to `0. Fix a small
t > 0 and consider p, q 2 @N ı

t lying at distance ı from `t on opposite sides of `t .
The segment Œp; q� can be subdivided at its intersection point x with `t into two
subsegments to which Observation 4.3 applies, yielding

(4-4)
�

d.ft .p/; ft .x//� .1� t/d.p;x/CL0t;

d.ft .x/; ft .q//� .1� t/d.x; q/CL0t:

Up to switching p and q, we may assume that either Œp;x� projects to a pair of
pants labeled 0 in jt .�g/nH

2'†g, or Œp;x� projects to a pair of pants labeled �1

and Œx; q� to a pair of pants labeled 1.
Suppose that Œp;x� projects to a pair of pants labeled 0 in jt .�g/nH

2'†g. We
first observe that, if t is small enough (independently of p), then

(4-5) d.ft .p/; `0/�
3ı

4
:

Indeed, as in the proof of Observation 4.3, the inequality is true for p 2 @N ı
t in a

fixed compact set K0 independent of t , by condition (d) of Lemma 4.1 and (4-2),
and we then use the fact that ft is .jt ; j0/-equivariant under the stabilizer S of `0

in �g, which acts cocompactly (by jt ) on the set of points at distance ı from `t . By
(4-5), if t is small enough (independently of p), then the segment Œft .p/; ft .x/�

spends at least ı=4 units of length in the complement N
ı=2
0

of the ı=2-neighborhood
of C0. The point is that Lipy.f /< 1 for all y 2H2XC0 projecting to a pair of pants
labeled 0 in j0.�g/nH

2 ' †g, and this bound is uniform in restriction to N
ı=2
0

since the function p 7! Lipp.f / is upper semicontinuous and j0.�g/-invariant.
Remark 2.1 thus implies the existence of a constant " > 0, independent of t , `t ,
p, x, such that

(4-6) d.f ıft .p/; f ıft .x//� d.ft .p/; ft .x//� ":
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Using the triangle inequality and the fact that f is 1-Lipschitz, together with (4-4)
and (4-6), we find

d.Ft .p/;Ft .q//� d.f ıft .p/; f ıft .x//C d.f ıft .x/; f ıft .q//

� .1� t/d.p;x/CL0t � "C .1� t/d.x; q/CL0t;

which is bounded by .1� t/d.p; q/ as soon as t � "=.2L0/.
Suppose that Œp;x� projects to a pair of pants labeled �1 and Œx; q� to a pair

of pants labeled 1. We then use the fact that the continuous map f folds along
`0 D ft .`t /. In restriction to the connected component of H2 X C0 containing
ft .p/ (resp. ft .q/), it is an isometry preserving (resp. reversing) the orientation.
In particular, d.Ft .p/;Ft .q// < d.ft .p/; ft .q//. Moreover, this inequality can be
made uniform in the following sense: there exists " > 0 such that

d.Ft .p/;Ft .q//� d.ft .p/; ft .q//� "

whenever ft .p/ and ft .q/ lie at distance at least 3ı=4 from `0 (which is the case
for t small enough by (4-5)) and at distance at most 3L0 from each other. By (4-4),

(4-7) d.ft .p/; ft .q//� .1� t/d.p; q/C 2L0t;

which implies
d.Ft .p/;Ft .q//� .1� t/d.p; q/

for d.p; q/� 3L0 as soon as t � "=.2L0/ is small enough. If d.p; q/� 3L0, then
applying the 1-Lipschitz map f to (4-7) directly gives

d.Ft .p/;Ft .q//� .1� t/d.p; q/C 2L0t �
�
1� 1

3
t
�
d.p; q/: �

4D. Folding a given surface. We now prove the second statement of Theorem 1.1.
Namely, given Œj0� 2 Repfd

g and an integer k 2 .�2gC 2; 2g � 2/, we construct
Œ�� 2 Repnfd

g with eu.�/D k that is strictly dominated by Œj0�.
It is easy to find Œ�� with eu.�/ D k such that ��. / � �j0

. / for all  2 �g:
just decompose †g into pairs of pants and assign arbitrary values 0; 1;�1 to each
so that the sum is k. Consider a lamination ‡ of †g consisting of all the cuffs
together with a triskelion lamination inside each pair of pants labeled 0, and let
c W†g X‡ ! f�1; 1g be a coloring taking the value �1 (resp. 1) on each pair of
pants labeled �1 (resp. 1), and both values on each pair of pants labeled 0. Folding
along ‡ with the coloring c gives an element Œ�� 2 Repnfd

g with ��. / � �j0
. /

for all  2 �g. However, we need a strict domination. The idea is to obtain � by
folding not j0 but a small deformation of j0. For this purpose, we use the following
result, which is analogous to Lemma 4.1.

Lemma 4.4. Let � be the fundamental group and j0 2 Hom.�;PSL.2;R// the
holonomy of a compact, connected hyperbolic surface † with nonempty geodesic
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boundary. Then there exist t0 > 0 and a continuous family of representations
.jt /0�t�t0

with the following properties:

(a) �jt
. /D .1� t/�j0

. / for any t 2 Œ0; t0� and any  2 � corresponding to a
boundary component of †;

(b) sup2�Xf1g �jt
. /=�j0

. / < 1 for any t 2 .0; t0�;

(c) jt . /D j0. /CO.t/ for any  2 � as t ! 0, where both sides are seen as
2� 2 real matrices with determinant 1 modulo˙ Id;

(d) for any compact subset K of H2 projecting to the interior of the convex core of
j0.�/nH

2, there exists L> 0 such that

d.p; ft .p//�Lt

for any p 2K, any t 2 Œ0; t0�, and any 1-Lipschitz, .j0; jt /-equivariant map
ft W H

2! H2.

As in the proof of Lemma 4.1, we construct the representations jt as holonomies
of hyperbolic surfaces obtained from j0.�/nH

2 by deformation. Now the defor-
mation needs to be shortening instead of lengthening, so we use negative strip
deformations.

Proof of Lemma 4.4. We view † as the convex core of j0.�/nH
2. To shorten one

boundary component ˇ of†, choose a finite collection of disjoint, biinfinite geodesic
arcs ˛1; : : : ; ˛n � j0.�/nH

2, each crossing ˇ orthogonally twice, subdividing †
into right-angled hexagons and one-holed right-angled bigons. Near each ˛i , choose
a second geodesic arc ˛0i , also crossing ˇ twice, such that ˛i , ˛0i are closest at some
points pi , p0i 2 †. We take all arcs to be pairwise disjoint. For every i , delete
the hyperbolic strip Ai bounded by ˛i and ˛0i and glue the arcs back together
isometrically, identifying pi with p0i . This yields a new complete hyperbolic surface
with a compact convex core, equipped with a natural 1-Lipschitz map &ˇt from
j0.�/nH

2 obtained by collapsing the strips Ai to lines. The set &ˇt .†/ is strictly
contained in the new convex core. The geodesic corresponding to ˇ is shorter in the
new surface than in†. By adjusting the widths of the strips Ai , we may assume that
the ratio of lengths is 1=.1� t/. Note that the appropriate widths for this ratio are
in O.t/ as t ! 0. All lengths of geodesics corresponding to boundary components
other than ˇ are unchanged.

Repeat the construction, iteratively, for all boundary components ˇ1; : : : ; ˇr

of †, in some arbitrary order. We thus obtain a new complete hyperbolic surface
jt .�/nH

2, with a compact convex core †t , such that jt satisfies (a). As in the
proof of Lemma 4.1, up to replacing each jt with a conjugate under PSL.2;R/,
we may assume that (c) is satisfied. To see that (b) and (d) also hold, we use the
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1-Lipschitz map &t WD &
ˇr

t ı � � � ı &
ˇ1

t from † to †t and argue as in the proof of
Lemma 4.1, switching jt and j0. �

As in Section 4B, we write †g D†
1[ � � � [†m, where †i , for any 1� i �m,

is a compact surface with boundary that is one of:

� a pair of pants labeled 0,

� a full connected component of the subsurface of †g made of pants labeled �1,

� or a full connected component of the subsurface of†g made of pants labeled 1.

Choose a small ı > 0 such that, in all hyperbolic metrics on †g which are close
enough to that defined by j0, any simple geodesic entering the ı-neighborhood of
the geodesic representative of a cuff of our chosen pants decomposition crosses the
cuff. We use again the notation C0, N ı

0
, K from Section 4B. Applying Lemma 4.4

to � i WD �1.†
i/ and j i

0
WD j0j�i , we obtain continuous families of representations

.j i
t /0�t�t0

for 1 � i � m satisfying (a)–(d), with a uniform constant L > 0 for
the compact set K � H2 XC0. For any t � 0, using (a), we can glue together the
convex cores of the j i

t .�
i/nH2 following the same combinatorics as the †i . This

gives a closed hyperbolic surface of genus g, hence a holonomy representation
jt 2 Hom.�g;PSL.2;R//. By (c), up to adjusting the twist parameters, we may
assume that jt . /D j0. /CO.t/ for any  2 �g as t ! 0, where both sides are
seen as 2� 2 real matrices with determinant 1 modulo ˙ Id.

Recall the notation Ct , N ı
t from Section 4B. By Proposition 3.9, there exist

a family .�t /0�t�t0
� Hom.�g;PSL.2;R// of non-Fuchsian representations and,

for any t 2 Œ0; t0�, a 1-Lipschitz, .jt ; �t /-equivariant map 't W H2 ! H2 that is
an orientation-preserving (resp. orientation-reversing) isometry in restriction to
any connected subset of H2 projecting to a union of pants labeled �1 (resp. 1) in
jt .�g/nH

2 '†g, such that

(4-8) Lipp.'t /� C � < 1

for all t 2 Œ0; t0� and all p 2 N ı
t that project to a pair of pants labeled 0 in

jt .�g/nH
2 '†g, for some C � < 1 independent of p and t .

We claim that, for t > 0 small enough,

(4-9) sup
2.�g/s

��t
. /

�j0
. /

< 1;

which by Theorem 2.5 is enough to prove that Œ�t � is strictly dominated by Œj0�.
Indeed, by (b) and Theorem 2.5, for any 1 � i � m and t 2 .0; t0�, there exists
a .jt j�i ; j0j�i /-equivariant map f i

t W H2 ! H2 with Lip.f i
t / < 1. Let ft be a

.j0; jt /-equivariant map .N ı
0
[C0/! H2 such that:

� ft D f
i
t on the component of K projecting to †i for all 1� i �m;
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� ft takes any geodesic line in C0 to the corresponding line in Ct , multiplying
all distances by the uniform factor .1 � t/, and d.x; ft .x// � L1t for all
x 2 C0\K, for some L1 � 0 independent of x and t .

Consider the .j0; �t /-equivariant map

Gt WD 't ıft W .N
ı
0 [C0/ �! H2:

Any geodesic segment I D Œp; q� of H2 that projects to a closed geodesic of
j0.�g/nH

2 ' †g may be decomposed into subsegments I1; : : : ; In contained
in N ı

0
alternating with subsegments I 0

1
; : : : ; I 0n crossing connected components of

H2 XN ı
0

. By contractivity of ft , the map Gt has Lipschitz constant strictly less
than 1 on each connected component of N ı

0
, hence moves the endpoints of each Ik

closer together by a uniform factor (independent of I ). The subsegments I 0
k

are
treated by the following lemma, which implies (4-9) and therefore completes the
proof of the second statement of Theorem 1.1.

Lemma 4.5 (analogue of Lemma 4.2). For small enough t > 0, there exists C < 1

such that, for all p, q 2 @N ı
0

lying at distance ı from a line `0 � C0 on opposite
sides of `0,

d.Gt .p/;Gt .q//� Cd.p; q/:

The proof of Lemma 4.5 uses the following observation, which is identical to
Observation 4.3 after exchanging j0 and jt .

Observation 4.6. There exists L0 � 0 such that, for any small enough t > 0, any
p 2 @N ı

0
at distance ı from a geodesic `0 � C0, and any x 2 `0,

(4-10) d.ft .p/; ft .x//� .1� t/d.p;x/CL0t:

Proof of Lemma 4.5. We argue as in the proof of Lemma 4.2, but switch j0 and jt

and use (4-8) to obtain the analogue

d.'t ıft .p/; 't ıft .x//� d.ft .p/; ft .x//� "

of (4-6) when Œp;x� projects to a pair of pants labeled 0 in j0.�g/nH
2 '†g. �
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CIRCULAR HANDLE DECOMPOSITIONS
OF FREE GENUS ONE KNOTS

FABIOLA MANJARREZ-GUTIÉRREZ,
VÍCTOR NÚÑEZ AND ENRIQUE RAMÍREZ-LOSADA

We determine the structure of the circular handle decompositions of the
family of free genus one knots. Namely, if k is a free genus one knot, then the
handle number h.k/D 0, 1 or 2, and, if k is not fibered (that is, if h.k/ > 0),
then k is almost fibered. For this, we develop practical techniques to con-
struct circular handle decompositions of knots with free Seifert surfaces in
the 3-sphere (and compute handle numbers of many knots), and, also, we
characterize the free genus one knots with more than one Seifert surface.
These results are obtained through analysis of spines of surfaces on handle-
bodies. Also we show that there are infinite families of free genus one knots
with either h.k/D 1 or h.k/D 2.

1. Introduction

In the study of the topology of a given 3-manifold, M , it has been useful to consider
regular real-valued Morse functions f W M ! R, where M has some smooth
structure. A regular real-valued Morse function on M corresponds to a handle
decomposition of M of the form M D b0[B1[P1[� � �[Br [Pr [b3, where b0

is a collection of 0-handles, Bj is a collection of 1-handles, Pj is a collection of
2-handles, and b3 is a collection of 3-handles, in such a way that the i-handles of
the decomposition are neighborhoods of the critical points of index i of the Morse
function (j D 1; : : : ; r , and i D 0; 1; 2; 3). In the celebrated paper [Scharlemann
and Thompson 1994], the concept of thin position for 3-manifolds is introduced;
the idea is to build the manifold as described above (that is, step by step: adding to
the set b0 the set B1, and then adding P1, and then adding B2, and so on) with a
sequence of sets of 1-handles and sets of 2-handles chosen to keep the boundaries
of the intermediate steps as simple as possible.

Now if a 3-manifold M satisfies H 1.M IQ/¤ 0, then there are essential (non-
nullhomotopic) regular Morse functions f WM ! S1, and one can always find

MSC2010: 57M25.
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such functions having only critical points of index 1 and 2 (see Section 2B). Such a
function corresponds to a circular handle decomposition

M D F � Œ0; 1�[B1[P1[ � � � [Br [Pr ;

where F is a properly embedded surface in M , Bj is a collection of 1-handles,
and Pj is a collection of 2-handles (the handles are glued along, say, F �f1g), and,
as above, the set of i -handles of the decomposition corresponds to the critical points
of index i of the Morse function. With this kind of circular handle decomposition
we may also require that the intermediate steps be as simple as possible: that
requirement leads to the notion of thin position for circular handle decompositions.
The existence of these decompositions gives rise to numerical topological invariants
such as the (circular) handle number h.M /D

Pr
1D1 #.Bi/, where the sum

P
#.Bi/

is minimal among all circular handle decompositions; also, when the decomposition
is in thin position, we obtain the circular width cw.M / (see Section 2D).

Outstanding examples of manifolds that admit circular handle decompositions are
the exteriors of links in S3. In this case the interesting intermediate surfaces in the
decomposition are Seifert surfaces for the given link. (These intermediate surfaces
have no closed components, and, if the decomposition is in thin position, they are
a sequence of Seifert surfaces which are alternately incompressible and weakly
incompressible. See [Manjarrez 2009, Theorem 3.2], where there is a statement for
knots, but its proof works verbatim for links.)

If the exterior of a link ` in S3 admits a circular decomposition of the form
E.`/ D F � Œ0; 1�[B1 [P1, and this decomposition is in thin position, we say
that ` is an almost fibered link. One may regard the set of almost fibered knots as
the set of knots with the simplest nontrivial circular handle structure.

Thus, an interesting problem of this theory is to determine the set of all almost
fibered knots. We solve this problem for the family of free genus one knots. In fact,
we show that all free genus one knots are almost fibered (Theorem 6.7).

Also it is interesting to find explicit constructions of circular handle decompo-
sitions of the exterior of a given link which are minimal (that is, that realize the
handle number), or that are in thin position. In [Goda 1993], although in a different
context, explicit minimal circular handle decompositions of the exterior of the 250
knots in Rolfsen’s table are given. Of these knots, 117 are fibered and 132 have
handle number one. As far as we know, there are no other previously published
explicit constructions of circular handle decompositions of exteriors of links in the
3-sphere.

As mentioned above, in this paper we are interested mainly in the circular handle
structures of the family of free genus one knots.

In the first part of this work (Section 3) we develop techniques to construct explicit
circular decompositions of link exteriors for links that admit a free Seifert surface;
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these decompositions are interesting, of course, when the free Seifert surface used
in the construction is of minimal genus for the link. The information needed to
construct these decompositions for the exterior of a given link is encoded in some
spine of a free Seifert surface of the link. In this sense, the techniques developed in
Section 3 (and throughout this paper) could be regarded as elements for a possible
theory of spines of surfaces on handlebodies that might be worthy of consideration.
As applications we construct minimal circular decompositions for all rational knots
and links and, also, for a family of pretzel knots, namely, pretzel knots of the
form P .˙3; q; r/ with jqj; jr j odd integers � 3. These circular decompositions for
both families of links are all minimal and have handle number one; they are also
in thin position, giving also the circular width of each link considered. This last
family gives examples of nonfibered knots whose handle number is strictly less
than their tunnel number (Remark 3.10). Also, it is shown that free genus one knots
have handle number at most 2 (Corollary 3.5).

Secondly (Section 4), we construct circular handle decompositions for the ex-
teriors of all pretzel knots of the form P .p; q; r/ with jpj; jqj; jr j odd integers
� 5, and we show that these decompositions are minimal with handle number two
(Theorem 4.1), and are also in thin position, giving the circular width equal to 6 for
each of these knots. These examples answer a question posed in [Veber et al. 2001]
(Remark 4.5).

Next, in Section 5, we give a characterization of the free genus one knots
that admit at least two different (nonparallel) Seifert surfaces of genus one. This
characterization is given in terms of the existence of a special spine for the given
genus one free Seifert surface of the knot (see Theorem 5.2).

Using the characterization given in Section 5 we show, in the final part of this
work, that all (nonfibered) free genus one knots are almost fibered (Theorem 6.7).

It follows from the proof of Theorem 6.7 that the free genus one knots with
handle number two have a unique minimal-genus Seifert surface (that is, free genus
one knots with at least two genus one Seifert surfaces have handle number one). It
is an interesting open problem to determine the family of free genus one knots with
handle number two.

2. Preliminaries

Unless explicitly stated, we will use the word “knot” for a knot or a link in S3.
That is, we will emphasize connectedness if needed. Otherwise, we will admit
nonconnected knots.

Let X be a manifold and let Y � X be a subcomplex. We write E.Y / D

X �N.Y / for the exterior of Y in X , where N.Y / is a regular neighborhood of Y

in X .
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Let X be a manifold and let Y �X be a properly embedded submanifold. Y is
called @-parallel in X , or parallel into @X , if there is an embedding

e W .Y; @Y /� I ! .X; @X /

such that e0 W Y ! Y is the identity, and e1.Y /� @X . If Y is @-parallel in X with
embedding e W .Y; @Y /� I ! .X; @X /, then the submanifold e.Y � I/ is called a
@-parallelism for Y . Notice that if Y is disconnected with components Y1; : : : ;Yn,
and Y is @-parallel in X with a @-parallelism W , then W is a disjoint union of
@-parallelisms W1; : : : ;Wn for Y1; : : : ;Yn, respectively.

2A. Seifert surfaces. Let k � S3 be a knot, and let F be a Seifert surface for k;
that is, F is an orientable surface and @F D k. Then, by drilling out a small
neighborhood N.k/ of k, the surface yF DF\E.k/ is a properly embedded surface
in E.k/, the exterior of k in S3, and one may assume that @yF is parallel to k

in N.k/. Usually we identify F with yF ; but, more appropriately, we start with a
Seifert surface F � E.k/ for k. Seifert surfaces may be disconnected, but they
are not allowed to contain closed components. The genus g.k/ of a knot k is the
minimal genus among all Seifert surfaces for k.

A surface F � S3 is called free if E.F / is a handlebody. The free genus gf .k/

of a knot k is the minimal genus among all free Seifert surfaces for k.
In this work we will be interested mainly in free genus one knots.

2B. Handle decompositions of rel-@ cobordisms. Let W be a cobordism rel @
between surfaces @CW and @�W with no closed components. A moderate handle
decomposition of W is a decomposition of the form

W Š .@CW � I/[ .1-handles/[ .2-handles/:

Given W , a cobordism rel @ between surfaces @CW and @�W with no closed
components, it is easy to find a moderate decomposition as above by considering a
triangulation of the exterior E.@CW /DW �N.@CW /.

Given a cobordism W and a moderate handle decomposition for W , one can
find a regular Morse function f WW ! I which realizes the handle decomposition
of W . That is, f only has critical points of index 1 and 2, neighborhoods of the
critical points of f correspond to the 1- and 2-handles of W , and the preimage of
each regular value of f is a properly embedded surface in W . We will call such a
Morse function a moderate Morse function (see [Veber et al. 2001]).

2C. Circular decompositions. Let k be a knot in S3. Since H1.E.k// is a free
abelian group of positive rank, we can always find an essential (non-nullhomotopic)
moderate Morse function f W E.k/ ! S1. Any such Morse function, as in
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Section 2B, induces a decomposition

E.k/D .F � I/[B [P;

where F �E.k/ is a Seifert surface for k, B is a set of n 1-handles glued along,
say, F � f1g, and P is a set of the same number, n, of 2-handles glued along the
same side.

We call such a decomposition a circular handle decomposition of E.k/ based
on F , and write h.F / D n, the handle number of F , where n is the minimal
number of 1-handles among all circular handle decompositions of E.k/ based on F .
The circular handle number h.k/ of k, or simply the handle number of k, is the
minimal h.F / among all Seifert surfaces F �E.k/. Notice that h.k/D 0 if and
only if k is a fibered knot.

By rearranging the critical points of a moderate Morse function f WE.k/! S1,
we can thin a circular handle decomposition of E.k/:

E.k/D .F � I/[B1[P1[B2[P2[ � � � [B` [P`;

where Bi is a set of 1-handles glued along F � f1g and Pi is a set of 2-handles,
i D 1; : : : ; ` (of course, it is not always possible to thin a given circular handle
decomposition).

For i D 1; : : : ; `, the set Wi D
�
F�

�
1
2
; 1
��
[B1[P1[� � �[Bi gives a moderate

handle decomposition for the rel-@ cobordism Wi with @CWi D F �
˚

1
2

	
. Write

Si D @�Wi . Now we define

c.Si/D

niX
jD1

.1��.Gi;j //;

where � stands for Euler characteristic and Gi;1; : : : ;Gi;ni
are the components of Si .

(Notice that there are no closed components of Si , for F has no closed components
and the handle decomposition is moderate). Order the surfaces S�.1/; : : : ;S�.`/ in
such a way that c.S�.i// � c.S�.iC1// for i D 1; : : : ; `� 1, where � is a permu-
tation on the symbols 1; : : : ; `. Then the circular width of this decomposition is
the tuple .c.S�.1//; : : : ; c.S�.`///. The circular width cw.k/ of k is the minimal
circular width, with respect to lexicographic order, among all thinned circular
decompositions of E.k/ based on all possible Seifert surfaces for k.

Let k � S3 be a knot whose circular width has the form cw.k/D .n/. Then we
write cw.k/D n, or cw.k/ 2 Z. If k is a nonfibered knot and cw.k/ 2 Z, then k is
said to be an almost fibered knot.

Remark 2.1 (equivalence of knots). Let k; `�S3 be two knots. If the pairs .S3; k/

and .S3; `/ are homeomorphic, then their exteriors also are homeomorphic, i.e.,
E.k/ Š E.`/; therefore, the exteriors of k and ` have homeomorphic handle
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decompositions. We regard two knots as being equivalent if their corresponding
pairs are homeomorphic.

Remark 2.2 (construction of circular decompositions). To describe, or, rather, to
actually construct a decomposition

E.k/D .F � I/[B [P;

where B is a set of 1-handles and P is a set of 2-handles, it is convenient to write

E.k/D
�
F �

�
1
2
; 1
��
[B [P [

�
F �

�
0; 1

2

��
:

Then, to obtain (describe) this circular decomposition, we have dual options:

(1) Start with a regular neighborhood N.F / of F in E.k/. Then add a number of
1-handles to N.F / (the elements of B) on one side, say F �f1g, and then add
the same number of 2-handles (the elements of P ) on the same side. The com-
plement of the union above is a regular neighborhood of F � f0g in E.k/. Or,

(2) Start with E.F /, the exterior of F in E.k/. Then drill a number of 2-handles
(the elements of B) out of E.F /. Now drill the same number of 1-handles (the
elements of P ) out of E.F /. Here one should be careful that the drilled-out
2-handles intersect @E.F / on the same side, say F�f1g, and that the following
drilled-out 1-handles intersect the remaining boundary of E.F / on the same
side. The result of this drilling is a regular neighborhood of F � f0g in E.k/.

Of course, in (1) above, N.F / stands for F �
�

1
2
; 1
�
, and in (2), E.F / stands for

the exterior
E.k/�F �

�
1
2
; 1
�
:

To describe a thinned circular decomposition, one proceeds similarly, but now there
will be several steps. Note that in a thinned decomposition the number of 1-handles
and the number of 2-handles at each step are not necessarily the same.

We emphasize that the main use of the program outlined in (1) is to describe an
explicit circular handle decomposition of some given example.

Remark 2.3 (decompositions of non-almost-fibered knots). Now start with a circu-
lar decomposition

E.k/D
�
F �

�
1
2
; 1
��
[B1[P1[B2[P2[ � � � [B` [P` [

�
F �

�
0; 1

2

��
which realizes cw.k/, the circular width of k. For i D 1; : : : ; `, the set

Vi D .F �
�

1
2
; 1
�
/[B1[P1[ � � � [Bi [Pi

gives a moderate handle decomposition for the rel-@ cobordism Vi with @CVi D

F �
˚

1
2

	
. Write Ti D @�Vi . Then the ` disjoint surfaces T1;T2; : : : ;T` D F

are incompressible in E.k/ and are pairwise nonparallel (see [Manjarrez 2009,
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Theorem 3.2]; as noted in the introduction, the theorem also holds for nonconnected
knots). That is, if k is nonfibered and not an almost fibered knot, then k has at least
two nonparallel incompressible Seifert surfaces.

Remark 2.4 (decompositions of pairs). Let k � S3 be a knot with Seifert sur-
face F �E.k/. There is a copy F0 � @E.F / of F such that E.F / is a cobordism
rel @ between F0D@CE.F / and @�E.F /. We commit an abuse of notation by iden-
tifying F with F0. To find a circular decomposition of E.k/ based on F is the same
as finding a moderate handle decomposition of the rel-@ cobordism E.F /. A handle
decomposition of the pair .E.F /;F / is, by definition, a handle decomposition of
the rel-@ cobordism E.F /.

Now let ` � S3 be another knot with Seifert surface G � E.`/. If there is a
homeomorphism of pairs .E.F /;F /Š .E.G/;G/, then the handle decompositions
of the pairs .E.F /;F / and .E.G/;G/ (as well as those of E.F / and E.G/ as
rel-@ cobordisms) are in one-to-one correspondence via the given homeomorphism.
That is, to find circular decompositions of E.k/ based on F , we need only to
construct moderate handle decompositions of the homeomorphism class of the pair
.E.F /;F /. In particular, it is not necessary to regard E.F / as embedded in S3.

This remark is very helpful in the search for circular decompositions.

2D. Spines. Let X be either a handlebody or a surface with boundary. A spine
of X is a graph � �X such that X is a regular neighborhood of � . In this work
we mainly consider spines of the form � Š

Wn
iD1 S1, a wedge of circles. We

write � D a1 _ � � � _ an to emphasize the circles involved, and we assume that the
curves ai carry a given orientation. Notice that it is allowed for � to be a single
simple closed curve.

Let k � S3 be a knot and let F � E.k/ be a Seifert surface for k. A regular
neighborhood N.F / of F in E.k/ admits a product structure N.F /DF �I , where
@F � I D N.k/\N.F /. A spine � � F � f0g, � Š

Wn
iD1 S1, is also a spine for

N.F /, and the graph � induces a product structure N.F / D G � I , where, say,
G � f0g is a regular neighborhood of � in @N.F / (here, of course, G is isotopic
to F in @N.F /). A spine � � F � f0g is also a graph � � @E.F /. A spine for F ,
� � F �f0g (or � � F �f1g), is called a spine for F on @N.F /. Also, we say that
� is a spine for F on @E.F /.

If � is a spine for F on @E.F /, and G is a regular neighborhood of � in @E.F /,
then a handle decomposition for the pair .E.F /; �/ is, by definition, a handle
decomposition for the pair .E.F /;G/.

Let � D a1 _ � � � _ an be a spine for F on @E.F /, and let t.ai/ be a Dehn twist
on F along the curve ai . If z� is the graph obtained from � by replacing the curve aj

by the curve t.ai/.aj /, then z� is also a spine for F . The graph z� is called the spine
for F obtained from � by sliding aj along a˙1

i (i; j 2 f1; : : : ; ng).
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Remark 2.5. Notice that if z� is another spine for F on @E.F /, and zG is a regular
neighborhood of z� in @E.F /, then the pairs .E.F /; �/ and .E.F /; z�/ usually are
not homeomorphic, but the pairs .E.F /;F / and .E.F /; zG/ are homeomorphic.
Thus, to find circular decompositions of E.k/ based on F , we need only to construct
moderate handle decompositions of the homeomorphism class of a pair .E.F /; �/
for some spine � for F on @E.F /.

Remark 2.6. Let F �S3 be a connected orientable surface with boundary kD @F .
If a spine � for F on @N.F / is also a spine for E.F /, then k is a fibered knot with
fiber F . Indeed, E.F / is a handlebody (for it is an irreducible 3-manifold with
connected boundary and with free fundamental group), and both N.F / and E.F /

admit a product structure of the form G � I , where G is a regular neighborhood of
� in @N.F /D @E.F /.

2E. Whitehead diagrams. Let H be a genus-g handlebody, and let x1; : : : ;xg

be a system of meridional disks for H . The exterior E.x1 [ � � � [ xg/ is a 3-
ball with 2g fat vertices x1;x1; : : : ;xg;xg on its boundary, where xi D xi � f0g

and xi D xi �f1g are the copies of xi in the product structure N.xi/D xi �I �H ,
i D 1; : : : ;g.

There is a one-to-one correspondence between isotopy classes of systems of
meridional disks fx1; : : : ;xgg for H and homotopy classes of spines of the form
a1_� � �_ag�H such that #.ai\xi/D 1 and ai\xj D∅ for i ¤ j , i;j D 1; : : : ;g.
It is convenient to commit an abuse of notation and write both fx1; : : : ;xgg for a
meridional system of disks for H , and fx1; : : : ;xgg for the corresponding basis
of �1.H / represented by the curves a1; : : : ; ag in the one-to-one correspondence
above. Throughout this paper we adhere to this abuse of notation.

A graph � D a1 _ � � � _ an � @H intersects E.x1[ � � � [xg/ in a set of subarcs
of the curves ai ; some of these arcs intersect in the base point of � . These arcs,
together with x1;x1; : : : ;xg;xg, form a graph G with 2g fat vertices immersed
in @E.x1[� � �[xg/. The base point of � appears in the drawing on @E.x1[� � �[xg/

as the intersection of some edges of G, but the base point of � is not considered
a vertex of G. We require that the graph G has no loops, that is, that there are
no edges with ends in the same fat vertex of G. In our examples, we will be able
to realize this assumption — no loops in G — through the use of some isotopies
of H . For each i we number the ends of the arcs in xi and xi in such a way that
the gluing homeomorphisms, which recover H from E.x1 [ � � � [ xg/, identify
equally numbered points. The immersion of the graph G in @E.x1 [ � � � [ xg/,
together with these numberings, is called the Whitehead diagram of the pair .H; �/
associated to the system of meridional disks x1; : : : ;xg �H (see Figure 1). The
graph G is called the Whitehead graph of the corresponding Whitehead diagram.
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Figure 1. A Whitehead diagram associated to the exterior of the
pretzel knot p.5; 5; 5/.

Let X be a graph and let e, f be two edges of X ; we say that e and f are
parallel if they connect the same pair of vertices of X . The simple graph associated
to X is the graph obtained from X by replacing each parallelism class of edges
of X by a single edge and deleting each loop in X (if any).

If X is a connected graph, a vertex v of X is called a cut vertex of X if X �fvg

is not connected. Notice that a loopless graph X contains a cut vertex if and only if
the simple graph associated to X contains a cut vertex.

Let F be a free group with basis Y and let A be a set of cyclically reduced words
on Y [ Y �1, regarded as elements of F. The genuine Whitehead graph of A is
the graph � with vertices Y [ Y �1, and for each ˛ 2 A and v1; v2 2 Y [ Y �1,
an edge from v1 to v�1

2
if ˛ contains the word of length two v1v2, up to a cyclic

shift of ˛. If ˛ is of length 1, ˛ D v, then there is an edge from v to v�1. If A

is a set of elements of F, we can replace A with a set A0 of cyclically reduced
words representing the conjugacy classes of the elements of A, and then the genuine
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Whitehead graph of A is, by definition, the genuine Whitehead graph of A0. The
genuine Whitehead graph of a set of elements of F is regarded as being embedded
in 3-space and also contains no loops.

Let F be a free group and let A be a set of elements of F. Then A is called
separable if there exists a nontrivial splitting FŠ F1 �F2 such that each ˛ 2 A

represents, up to conjugacy, an element of Fj for some j .

Theorem 2.7 [Stallings 1999, Theorem 2.4]. Let A be a set of elements of a free
group F with genuine Whitehead graph � . If � is connected and if A is separable
in F, then there is a cut vertex in � .

The next result follows from Theorem 2.7 and is included here for future reference.

Corollary 2.8. Let �Da1_� � �_an be a wedge of n simple closed curves embedded
in the boundary of a handlebody H . Assume that the Whitehead graph for some
Whitehead diagram of the pair .H; �/ is connected and has no cut vertex. Then
� intersects every essential disk of H .

Proof. Let G be the Whitehead graph of the pair .H; �/ with respect to some system
of meridional disks fx1; : : : ;xgg such that G has no cut vertex and is connected. In
particular, G has no loops. If we regard G as a graph G0 embedded in 3-space so that
the base point of � vanishes, then G0 is the genuine Whitehead graph of the set of el-
ements of �1.H / represented by fa1; : : : ; angwith respect to the basis fx1; : : : ;xgg.
Since G is connected and has no cut vertex, it follows that G0 is also connected and
has no cut vertex (recall that the base point of � is not part of G; then G and G0

are isomorphic graphs). If there is an essential disk in H disjoint with � , then the
set of elements of �1.H / represented by fa1; : : : ; ang clearly is separable, and by
Theorem 2.7, G0 has a cut vertex or is disconnected. Since G0 is connected and has
no cut vertex, it follows that � intersects every essential disk of H . �

2F. Handle slides. Handle slides in a handlebody are conveniently visualized when
translated into a Whitehead diagram. Figure 2 shows the effect of sliding the handle
corresponding to the disk x2 along the handle corresponding to x1. But, of course,
in the final step, the meridional disks x1;x1;x2;x2 in the drawing are no longer the
same disks, but are their images after the handle slide in the handlebody (The effect
of such a handle slide in the fundamental group of the handlebody is a Whitehead
automorphism. See [Stallings 1999]).

2F1. @-parallel arcs in handlebodies. Let k � S3 be a knot, and let F �E.k/ be
a free Seifert surface for k. Also let � be a spine for F on @E.F /. In Remark 2.2(2)
a program is outlined to construct a circular decomposition for E.k/. It starts by
drilling some 2-handles out of E.F / disjoint from F . A 2-handle P �E.F / is a
product P DD2�I such that .D2�I/\@E.F /DD2�f0; 1g, and it is determined
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Figure 2. A handle slide.

by its “cocore”  Df0g�I . This cocore,  , can be visualized in E.F / as a properly
embedded arc with ends disjoint from � .

Given two properly embedded arcs  and  0 in E.F / disjoint from � , if the
triples .E.F /; �;  / and .E.F /; �;  0/ are homeomorphic, then the pairs .E. /; �/
and .E. 0/; �/ are homeomorphic, and, therefore, have homeomorphic handle
decompositions. In this sense, we say that  and  0 induce homeomorphic handle
decompositions of .E.F /; �/. Also we say, as an abuse of language, that  and  0

are equivalent 2-handles.
Let k be a knot with h.k/D 1 and let F �E.k/ be a free Seifert surface for k

which realizes a one-handled circular decomposition of E.F /. Let  �E.F / be a
properly embedded arc disjoint from F �f0g. If the arc  is the cocore of the single
2-handle of the one-handled circular decomposition of E.F /, then  is called the
arc of the handle decomposition. Note that in this case we know that  is parallel
into @E.F / (see Corollary 4.3 below).

2F2. Criterion for one-handledness. We will establish a criterion to determine if
an arc is the arc of some one-handled decomposition.
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Figure 3. Drilling out a 2-handle.

Let k be a knot with h.k/D 1 and let F �E.k/ be a free Seifert surface for k

which realizes a one-handled circular decomposition of E.F /. Let  �E.F / be a
@-parallel properly embedded arc disjoint from F � f0g.

Consider a system of meridional disks x1; : : : ;xg � E.F /. Let z be a @-
parallelism disk for  . After an isotopy of E.F / which keeps � fixed pointwise, we
may assume that z is disjoint from the disks x1; : : : ;xg. Then  can be visualized
in the Whitehead diagram of .E.F /; �/ with respect to x1; : : : ;xg � E.F / as
a properly embedded arc in E.x1 [ � � � [ xg/ disjoint from G, where G is the
corresponding Whitehead graph. After drilling out the 2-handle, which is a regular
neighborhood of  , we are “adding a new handle” to E.F /; that is, the exterior
E. / � E.F / is homeomorphic to E.F / plus one 1-handle. We obtain a new
Whitehead diagram for .E. /; �/ with respect to x1; : : : ;xg; z, adding two fat
vertices z and z as in Figure 3.

Define the complexity of a Whitehead graph as the sum of all valences of the fat
vertices of the graph. The new Whitehead diagram obtained in the last paragraph
may contain a cut vertex v. For example, v D x1 in Figure 3. When there is a cut
vertex v in G, this vertex decomposes the graph G into two nontrivial graphs X1

and X2. One of these graphs, say X1, does not contain v. Then we can slide the
part corresponding to the graph X1 along the handle defined by the disk v. If cut
vertices appear after sliding, we continue sliding along some cut vertex on and on.
See Figures 4 and 5. Since each such handle slide lowers the complexity of the
graph, eventually we end up with either

(1) A disconnected diagram, or

(2) A connected diagram with no cut vertices.

In case (1) (see the last drawing of Figure 5) there are obvious essential disks
in E. / disjoint from � (more precisely, disjoint from the image of � on the
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diagram after the slides); the boundaries of these essential disks are curves that
separate the components of the current Whitehead graph. Assume a neighborhood
of one of these disks is a 1-handle B inside E. / such that, after drilling out B,
E. [B/ is a regular neighborhood of F D F � f0g. (See the last drawing in
Figure 5, where the disk labeled x1 corresponds to B.) Then we have found a
circular one-handled decomposition of E.k/ based on F according to the program
outlined in Remark 2.2(2), and  is the arc of this handle decomposition. Otherwise,
we have to restart the program, choosing a different arc to drill out.

In case (2), by Corollary 2.8, the chosen arc is not part of a one-handled circular
decomposition. Again, we have to restart the program, choosing a different arc to
drill out.

2F3. Some definitions. Now let  and  0 be two @-parallel properly embedded
arcs in E.F / disjoint from � , with @-parallelism disks z and z0, respectively;
let fx1; : : : ;xgg be a meridional system of disks for E.F /, and let G be the
corresponding Whitehead graph with respect to this system of disks. Then, by an
isotopy of E.F /, we may assume that z and z0 are contained in E.x1[ � � � [xg/

and (the images of)  and  0 are disjoint from G.
Assume that for two faces of G (that is, two connected components A;B �

@E.x1 [ � � � [ xg/�G) the face A contains an endpoint of  and one of  0, and
the face B contains the other two endpoints of  and  0. Then there is an isotopy
of E.x1[� � �[xg/ that fixes G pointwise and sends  onto  0. Such an isotopy exists
because, since  and  0 are @-parallel, they are unknotted properly embedded arcs in
the 3-ball E.x1[� � �[xg/, and the isotopy can be chosen to fix G, for the endpoints
of the arcs are, by pairs, in components of @E.x1 [ � � � [ xg/�G. Then we see
that a class of “equivalent” 2-handles in the Whitehead diagram of .E.F /; �/ with
respect to x1; : : : ;xg is determined by pairs of faces of G in @E.x1[� � �[xg/ (and
conversely). That is, for @-parallel properly embedded arcs ;  0�E.x1[� � �[xg/,
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Figure 5

the triples .E.x1[� � �[xg/;G;  / and .E.x1[� � �[xg/;G; 
0/ are homeomorphic

if and only if  and  0 connect the same pair of faces of G.
This is a very useful fact. To search for a one-handled decomposition, one

must only test a finite number of @-parallel arcs in some Whitehead diagram, and
analyze as above: there are as many @-parallel arcs to check as pairs of faces of the
corresponding Whitehead graph.

We end this section with some definitions. Assume the arc  is boundary-parallel
into @E.F /. Let z be a @-parallelism disk for  such that @z D  [ B

z , where
B

z is an arc in @E.F /. Then, after a small isotopy of z, if necessary, B
z intersects

the edges of � transversely in a finite number of points. If e1; : : : ; en are the
edges of � that intersect B

z and each ei intersects only once with B
z , we say that
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 encircles the edges e1; : : : ; en. If  encircles the edges e1; : : : ; en, and all ei are
incident in the vertex � of � , we say that the arc  is around the vertex �. Notice
that if e1; : : : ; en; enC1; : : : ; enCm are all the edges incident in the vertex � of � ,
and  is around vertex � encircling the edges e1; : : : ; en, then  also encircles the
edges enC1; : : : ; enCm. The length of  in � is the minimal number of intersection
points of B

z and � among all @-parallelism disks z for  .

3. Primitive elements in spines

Let F be a free group. An element x 2 F is called primitive if x is part of some
basis of F. A set of elements x1;x2; : : : ;xk 2 F are called associated primitive
elements if they are contained in some basis of F.

Let H be a genus-g handlebody. A simple closed curve ˛ � H represents a
primitive element in �1.H / if and only if there is an essential properly embedded
disk D � H such that ˛ \D consists of a single point. A set of simple closed
curves ˛1; : : : ; ˛k �H represents a set of associated primitive elements in �1.H /

if and only if there is a system of meridional disks D1;D2; : : : ;Dg � H such
that, up to renumbering, ˛i \Di consists of a single point, and ˛i \Dj D∅ for
i ¤ j , i D 1; : : : ; k, and j D 1; : : : ;g.

Theorem 3.1. Let k � S3 be a knot and let F � E.k/ be a free Seifert surface
for k. Assume E.F / is a handlebody of genus g.

If there exists a graph � D a1 _ � � � _ ag such that � is a spine for F on @E.F /,
and the ` curves a1; : : : ; a` represent associated primitive elements of �1.E.F //,
then the handle number h.F / is at most g� `.

Proof. We follow the plan in Remark 2.2(2): we will exhibit a system of properly
embedded arcs (the arcs ˇI

j below) which are the cocores of .g�`/ 2-handles to be
drilled out of E.F /, and a system of .g� `/ 2-disks (D`C1; : : : ;Dg below) which
define the cocores of .g� `/ 1-handles to be drilled out of E.F [

S
j ˇ

I
j /

Let D1;D2; : : : ;Dg � E.F / be a system of meridional disks for E.F / such
that jai\Di j D 1 and ai\Dj D∅ for i ¤ j , i D 1; : : : ; `, and j D 1; : : : ;g. This
system of meridional disks exists since a1; : : : ; a` represent associated primitive
elements of �1.E.F //.

Let P �E.F / be a regular neighborhood of the base point x0 2 @E.F / (x0 is
also the base point of the graph �). We visualize P as a 2g-gonal prism (see
Figure 6). For i D 1; : : : ;g, let Ti be a regular neighborhood of ai in E.F / such
that Ti \Tj D P if i ¤ j . Write yTi D Ti �P ; then yTi is a 3-ball. The intersection
yTi \P D dCi [ d�i is the disjoint union of two 2-disks dCi and d�i (see Figure 6).
Also, write @dCi D ˇ

B
i [ ˇ

I
i , where ˇB

i is an arc in @E.F / and ˇI
i is a properly
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embedded arc in E.F /. Finally, write

Ai D @Ti � .d
C
i [ d�i [ @E.F //;

which is a 2-disk.
The arcs ˇI

`C1
; : : : ; ˇI

g are the cocores of 2-handles in E.F / to be drilled out,
according to the plan in Remark 2.2(2).

Notice that the exterior E.ˇI
i / of each ˇI

i satisfies

E.ˇI
i /DE.F /�N.ˇI

i /ŠE.F /�N.Ai/;

and this homeomorphism is the identity map outside a small neighborhood of Ai .
Consider

V DE.F /� . yT`C1[
yT`C2[ � � � [

yTg/:

Then V is a genus-g handlebody and E.F / is a regular neighborhood of V . We
see that

E.F /�
[g

`C1
N.ˇI

i /ŠE.F /�
[g

`C1
N.Ai/Š V [ .g� ` 1-handles/;

where the .g�`/ 1-handles are the .g�`/ balls yTi attached along the disks dCi ; d
�
i ,

i D `C 1; : : : ;g.
By the choice of the disks fDig, we see that V �

Sg

`C1
N.Di \V / is a regular

neighborhood of a1 _ � � � _ a`. Then

E.F /�
�[g

`C1
N.ˇI

i /C
[g

`C1
N.Di \V /

�
is a regular neighborhood of � . In other words,

N.F /[fN.ˇI
i / W i D `C 1; : : : ;gg[ fN.Di \V / W i D `C 1; : : : ;gg

determines a circular handle decomposition of E.k/ based on F , as in Remark 2.2(2).
Therefore h.F /� g� `. �

Corollary 3.2 (the case `D g). Let k � S3 be a knot and let F be a free Seifert
surface for k. Assume that E.F / is a handlebody of genus g.

If there exists a graph � D a1 _ a2 _ � � � _ ag such that � is a spine for F on
@E.F /, and the curves a1; : : : ; ag form a basis of �1.E.F //, then k is a fibered
knot with fiber F .

Proof. In this case h.F /D 0, therefore E.F / admits a product structure E.F /D

F � I induced by � , and k is fibered with fiber F . �
Corollary 3.3 (the case `D 0). Let k � S3 be a knot and let F �E.k/ be a free
Seifert surface for k. Assume that E.F / is a handlebody of genus g.

Then h.k/� g.
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Figure 6. The neighborhood of x0.

Proof. By Theorem 3.1, since `D 0, we have h.F /� g. Therefore h.k/� g. �

Remark 3.4. Corollary 3.3 asserts that h.k/� 2gf .k/ for a connected knot k. See
[Hirasawa and Rudolph 2003] for another proof of this fact (therein called the “free
genus estimate”).

Corollary 3.5. If k is a connected free genus one knot, then h.k/D 0; 1, or 2. �

Remark 3.6. Let k be a connected free genus one knot in S3 such that k is not
fibered (that is, k ¤ 31; 41). At this point we can give some estimates for cw.k/.

If k is almost fibered, it follows from Corollary 3.5 that cw.k/D 4 or cw.k/D 6.
In any case, that is, if k is almost fibered or not, cw.k/� 6.

If k is not almost fibered, consider a circular decomposition

E.k/D .F � I/[B1[P1[B2[P2[ � � � [Bn[Pn;

with n> 1 and Bi ;Pi ¤∅, which realizes cw.k/. Then there are Seifert surfaces

T1; : : : ;Tn D F; S1; : : : ;Sn �E.k/

for k such that Si is obtained from Ti�1 by adding the 1-handles Bi , Ti is ob-
tained from Si by adding the 2-handles Pi , and cw.k/D .c.S�.1//; : : : ; c.S�.n///
with c.S�.1//� � � � � c.S�.n//, where c.S/D 1��.S/.

Now, all Ti are incompressible (Remark 2.3), and of genus one, for if some Tj

is of genus at least two, then Sj is of genus at least three, and the complexity c.Sj /

is at least 6. But then, since n > 1, cw.k/ D .c.S�.1//; : : : ; c.S�.n/// > 6, a
contradiction. It follows that cw.k/D .4; : : : ; 4/.
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Figure 7. A minimal-genus Seifert surface for the knot k D Œ2b1; 2b2; : : : ; 2bn�.
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:::

Figure 8. A spine for k D Œ2b1; 2b2; : : : ; 2bg� in @N.F /.

That is, if k is a connected nonfibered free genus one knot, then cw.k/D 4; 6,
or .4; : : : ; 4/.

As was mentioned in the introduction, a connected nonfibered free genus one
knot in S3 is almost fibered (Theorem 6.7 below). It follows that cw.k/ 2 f4; 6g.

Example 3.7 (rational knots). If k�S3 is a nonfibered rational knot, then h.k/D1.
Also cw.k/D 4g.k/ if k is connected, and cw.k/D 4g.k/C 1 otherwise.

Let k � S3 be a rational knot. Then k is encoded with a continued fraction
of the form Œ2b1; 2b2; : : : ; 2bg� where g is even or odd if k is connected or not,
respectively. Here b1; : : : ; bg are nonzero integers. Now k has a minimal-genus
Seifert surface F as in Figure 7 (see [Gabai 1986, Answer 1.19]). This surface is
free. Note that g.F /D g=2 if k is connected, and g.F /D .g� 1/=2 otherwise.

In a neighborhood V of this surface we can find a spine � � F � f0g � @V

with � D a1 _ a2 _ � � � _ ag, as in Figure 8. For the obvious meridional disks
x1;x2; : : : ;xg, of the handlebody E.F / corresponding to a basis fx1;x2; : : : ;xgg



CIRCULAR HANDLE DECOMPOSITIONS OF FREE GENUS ONE KNOTS 379

F

x1 x2

Figure 9. Black surface for P .7; 9; 9/.

of �1.E.F //, the curves a1; a2; : : : ; ag represent the elements

x
b1

1
;x

b2

2
x1;x

b3

3
x2; : : : ;x

bg�1

g�1
xg�2;x

bg

g xg�1

of �1.E.F //, respectively.
If each jbi j D 1, then a1; a2; : : : ; ag represent a basis of �1.E.F //, and, by

Corollary 3.2, k is fibered with fiber F .
If some jbi j � 2, then fxg;x

b2

2
x1;x

b3

3
x2 : : : ;x

bg�1

g�1
xg�2;x

bg

g xg�1g is a basis
for �1.E.F //; it follows that the curves a2; a3; : : : ; ag � � represent associated
primitive elements of �1.E.F //, and, by Theorem 3.1, h.k/� h.F /D 1. By the
second part of the statement of Answer 1.19 of [Gabai 1986], k is not fibered.
Therefore, 0< h.k/D h.F /D 1, and cw.k/D 2g if k is connected, and cw.k/D
2gC 1 otherwise.

Remark 3.8. In Theorem 3.21 of [Goda 2006] it is claimed that the result in
Example 3.7, the one-handledness of rational knots, is known, but unpublished.

Example 3.9 (pretzel knots). The pretzel knot k D P .˙3; q; r/ with jqj; jr j odd
integers � 3, has h.k/D 1 and, therefore, cw.k/D 4.

Let k be the pretzel knot P .p; q; r/ with p; q; r odd integers. Then k is a
connected knot, and the “black surface” F of a standard projection of k is a free
genus one Seifert surface for k. See Figure 9. If jpj; jqj; jr j � 3, the following facts
are known:

(1) k has a unique incompressible Seifert surface (see [Goda and Ishiwata 2006]),
namely, the free black surface F of genus one;

(2) k has tunnel number two (see [Klimenko and Sakuma 1998]);

(3) h.k/� 2 (see Corollary 3.5);

(4) since t.k/¤ 1, k is not a rational knot;
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(5) k is not fibered (that is, k ¤ 31; 41).

For any permutation s; t;u of p; q; r , the pair .S3; k/ is homeomorphic to the
pair .S3; `/, where ` is the pretzel knot P .s; t;u/. Also, by a reflection, P .p; q; r/

is equivalent to P .�p;�q;�r/. Then, by Remark 2.1, we may assume that either
p; q; r > 0 (case 1) or p < 0 and q; r > 0 (case 2).

There is a spine shown in Figure 9 for the surface F�f0g� @N.F /. This spine is
a � -graph. To obtain a wedge of circles as a spine � D a1_a2 �F �f0g � @N.F /,
we slide the middle edge of the �-graph to the left. Now we examine the two
cases separately.

Case 1: (p; q; r > 0) After sliding the middle edge of the graph to the left, we obtain
the left part of Figure 10. Writing �1.E.F //Š hx1;x2 W �i, we see that the curves
a1 and a2 represent the elements x.rC1/=2

2
x�.p�1/=2

1
and x.pC1/=2

1
.x2x1/

.q�1/=2,
respectively, in �1.E.F //.

Now assume that 32fjpj; q; rg. Using a homeomorphism of S3, we may assume
that pD 3. In this case, the curve a1' x.rC1/=2

2
x�1

1
represents a primitive element

of �1.E.F //, for the set fx.rC1/=2
2

x�1
1
;x2g is a basis of �1.E.F //. Therefore, by

Theorem 3.1, h.k/D h.F /D 1, and cw.k/D 4.

Case 2: (p < 0 and q; r > 0) After sliding the middle edge of the graph to the left
and using an isotopy to avoid unnecessary intersections of the curve a2 with the
disk x1, we obtain the right part of Figure 10. Writing �1.E.F //Š hx1;x2 W �i,
we see that the curves a1 and a2 represent the elements x.rC1/=2

2
x.jpjC1/=2

1
and

x�.jpj�3/=2
1

.x2x1/
.q�3/=2x2, respectively, in �1.E.F //.

Now assume that 32fjpj; q; rg. If pD�3, then the curve a2' .x2x1/
.q�3/=2x2

represents a primitive element of �1.E.F //, for the set f.x2x1/
.q�3/=2x2;x2x1g

is a basis of �1.E.F //. If q D 3 or r D 3, we may assume that q D 3, and then the
curve a2 ' x.jpj�3/=2

1
x2 represents a primitive element of �1.E.F //, for the set

fx�.jpj�3/=2
1

x2;x1g is a basis of �1.E.F //.

a1a2

x1 x2

a1

a2

x1 x2

Figure 10. Spines for P .p; q; r/.
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In both cases (p D �3, or q or r D 3) we conclude by Theorem 3.1 that
h.k/D h.F /D 1, and cw.k/D 4.

Remark 3.10. If jqj; jr j are odd integers�3, then kDP .˙3; q; r/ has tunnel num-
ber two. Then the family of pretzel knots fP .˙3; q; r/ W jqj; jr j odd integers � 3g is
a family of examples of nonfibered knots k for which the strict inequality h.k/< t.k/

holds (compare with [Pajitnov 2010], where it is proved that h.k/� t.k/).

4. Pretzel knots: the case jpj; jqj; jrj � 5

In this section we show:

Theorem 4.1. The free genus one Seifert surface for a pretzel knot P .p; q; r/ with
jpj; jqj; jr j � 5 has handle number two.

As noted in Example 3.9, when dealing with the pretzel knot k D P .p; q; r/ we
may assume that either p; q; r > 0 (case 1) or p < 0 and q; r > 0 (case 2).

4A. Handle decompositions of E.P.p; q; r//.

Lemma 4.2. Let V be a handlebody and let ˛ � V be a properly embedded arc. If
the exterior E.˛/� V is a handlebody, then ˛ is parallel into @V .

Proof. By hypothesis, �1.E.˛// is a finitely generated free group. If N.˛/DD2�I

is a regular neighborhood of ˛ in V , let �D @D2 �
˚

1
2

	
be a meridian of N.˛/. If

Nh�i denotes the normal closure of the element represented by � in �1.E.˛//,
then �1.E.˛//=Nh�i is isomorphic to the fundamental group of the space obtained
from E.˛/ by adding a 2-handle along �. Then �1.E.˛//=Nh�i Š �1.V / is
a free group. It follows that � represents a primitive element in �1.E.˛// (see
[Whitehead 1936, Theorem 4]). Thus, there is an essential disk ı �E.˛/ such that
the number of points #.ı\�/ is equal to 1. After an isotopy, we may assume that
@ı\ @N.˛/D  is an arc and @ı D ˇ[  , where ˇ is an arc contained in @V .

There is a product 2-disk Z D .radius of D2/ � I between  and ˛, with
Z � N.˛/ for some product structure D2 � I of N.˛/. Then ı can be extended
to a disk ı0 DZ [ ı whose boundary is a union of arcs ˛[ˇ0 with ˇ0 � @V (and
ˇ � ˇ0). Therefore ˛ is parallel into @V . �
Corollary 4.3. Let F be a free Seifert surface for a knot k. Suppose F has handle
number one, and let ˛ be the core of the 1-handle of a one-handled circular
decomposition of E.k/ based on F . Then ˛ is parallel into @E.F /.

Proof. As in Remark 2.2(2), the one-handled decomposition of the pair .E.F /;F /
is constructed by first drilling a 2-handle out of E.F / disjoint from, say, F � f1g.
This 2-handle has as cocore the arc ˛ of the statement (see Section 2F1). Secondly,
after drilling out ˛, we drill one 1-handle B out of the exterior E.˛/�E.F /, with
B disjoint from F � f1g. The result of this drilling is a regular neighborhood of
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the surface F � f0g in E.k/, which is a handlebody. Therefore, the exterior E.˛/

in E.F / is the union of the neighborhood of F � f0g and the 1-handle B; that is,
E.˛/ is a handlebody. By Lemma 4.2 we conclude that ˛ is parallel into @E.F /. �
Proof of Theorem 4.1. Let F be the free genus one Seifert surface for kDP .p; q; r/

with jpj; jqj; jr j odd integers � 5.
For the sake of contradiction, we assume that F has handle number one. By

Corollary 4.3, the core  of the 1-handle of the circular decomposition of E.k/ based
on F is parallel into @E.F /. By assumption, there is also a 2-handle B Š I �D2

that completes the decomposition, such that the exterior E. [B/ � E. / is a
regular neighborhood of F in E.k/, and @B is disjoint from F . In particular, the
core

˚
1
2

	
�D2 of B is an essential disk in E. / disjoint from F . We will show
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that any essential disk in E. / intersects F , obtaining the desired contradiction.

Case 1: (p; q; r > 0) Let � D a1 _ a2 be the spine for F given in Example 3.9.
By Remark 2.5, we only need to analyze the handle decompositions of .E.F /; �/.
There is an obvious system of meridional disks x1;x2 � E.F / as depicted in
the upper part of Figure 10. The Whitehead diagram for .E.F /; �/ with respect
to x1;x2 looks like Figure 11.

In the corresponding Whitehead graph G, we see:

� Four fat vertices corresponding to the meridional disks x1 and x2.
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� There are .q � 1/=2 horizontal edges connecting x1 and x2, and .q � 1/=2

horizontal edges connecting x1 and x2; all these horizontal arcs belong to the
curve a2.

� There are .r � 1/=2 vertical edges connecting x2 and x2, one diagonal edge
connecting x1 and x2, and one diagonal edge connecting x1 and x2; all these
vertical and diagonal edges belong to the curve a1.

� Finally, connecting x1 with x1, we find, going from right to left in Figure 11,
first an arc belonging to a2, and then .p� 3/=2 pairs of arcs belonging con-
secutively to a1 and a2, and a last arc belonging to a2 which crosses with the
diagonal arc from x1 to x2 on the base point of � .

Claim 0. Let z be a @-parallelism disk for the arc  in E.F /. Then the disk z

contains at least one point of a1 and one point of a2.

Proof of Claim 0. For i D 1; 2, let Gi be the Whitehead graph of the pair .E.F /; ai/

with respect to x1;x2 (see Figure 12). After sliding the handle defined by the disk
x2 along the handle defined by x1 on the right side of Figure 12, the image of the
graph G2 looks like Figure 13. Since these graphs are connected and contain no cut
vertex, it follows from Corollary 2.8 that any essential disk in E.F / intersects ai

(i D 1; 2). Now, the exterior E. / can be regarded as a copy of E.F / plus one
1-handle defined by the disk z. Assume z \ a2 ¤ ∅. If z \ a1 D ∅, then a1 is
contained in the copy of E.F /�E. /. By hypothesis, there is an essential disk
� � E. / such that � \ .a1 [ a2/ D ∅. Now, � \ z ¤ ∅, otherwise � is a
subset of the copy of E.F /�E. / missing the extra 1-handle, and �\ a1 D∅,
contradicting that any essential disk in E.F / intersects a1. Through isotopies, we
may assume that �\ z is a set of disjoint arcs. Then the intersection of � with
the copy of E.F /�E. /, that is, the set �\ .E. /�N.z//, is a set of disjoint
properly embedded disks�1; : : : ; �n�E.F /. Since� is not parallel to z in E. /,
at least one �i is essential in E.F /, otherwise � would be parallel into @E. /. We
obtain again an essential disk in E.F / disjoint from a1, which is a contradiction,
as above, and therefore z\ a1 ¤∅. �

The arc  , being @-parallel in E.F / by Corollary 4.3, can be isotoped into this
Whitehead diagram as a properly embedded arc with ends disjoint from G (that
is, after an isotopy of E.F /, we may assume that  is disjoint from the system of
disks x1 and x2). Recall that we are assuming that  is the core of a 1-handle of a
one-handled circular decomposition of E.k/ based on F . Therefore, after drilling
out  , there is an essential disk in E. / disjoint from �; that is, after drilling
out  and obtaining a new Whitehead diagram with six fat vertices with Whitehead
graph G0, there is a sequence of handle slides of E. / that disconnect the graph G0,
giving an essential disk in E.F / disjoint from � (see Section 2F).
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Figure 12. The graphs of curves a1 and a2.

Let Gi be the Whitehead graph of the pair .E.F /; ai/ with respect to x1;x2 (see
Figure 12). After drilling out the arc  from the diagram of Gi , we obtain a new
Whitehead diagram for .E. /; ai/ with six fat vertices, corresponding to x1;x2,
and z, and with Whitehead graph G0i . Performing the handle slides of E. / as
above, the image of the graph G0i will be also disconnected, giving an essential disk
in E. / disjoint from ai (i D 1; 2).

Notice that, if we drill out an arc of length one in Gi and perform handle slides,
the image of Gi is disconnected (it contains four isolated fat vertices, i D 1; 2). We
deal with this kind of arc after Claims 1 and 2.

Claim 1. Let ˛ be a properly embedded arc in .E.F /; a2/, disjoint from a2, such
that ˛ is parallel into @E.F / and ˛ has length at least two in G2. Then any essential
disk in E.˛/ intersects a2.

Proof of Claim 1. The arc ˛ minimally encircles a number of edges of the graph G2.
For example, the arc that encircles the two diagonal edges in Figure 13 actually has
length 0.

Now, after sliding the handle defined by the disk x2 along the handle defined
by x1 on the right side of Figure 12, the image of the graph G2 looks like Figure 13.
The fat vertices of this graph are also obtained from the images of the disks x1

and x2 after the slide. We still call the new graph and new disks G2 and x1;x2,
respectively. This graph has .q� 3/=2 vertical edges connecting x2 with x2, one
diagonal edge connecting x2 with x1, one diagonal edge connecting x1 with x2,
and there are .p� 1/=2 vertical arcs connecting x1 with x1.

Let z be a minimal @-parallelism disk for ˛ in E.F /, and let G be the Whitehead
graph of .E.˛/; a2/ with respect to x1;x2, and z, which is obtained from G2 by
cutting along z and adding two fat vertices z and z.

We now treat two separate cases: (i) ˛ has length two, and (ii) ˛ has length at
least three.
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Case (i): (˛ has length two) Since p � 5, there are at least two vertical edges
connecting x1 and x1. Then there are two types of arcs of length two for the edges
of G2 around x1 as in Figure 13, for any arc encircling two consecutive edges of G2

connecting x1 and x1 can be slid in E.F / into an arc of type 1 or type 2. See
Figure 14, where the arcs that can be slid in E.F / into an arc of type 2 are shown.

After drilling out the arc ˛, if ˛ is of type 1 or of type 2, the new Whitehead
graph contains a cut vertex (see Figure 15).

After sliding handles, as in Section 2F, we end up with a graph G0
2

with its simple
associated graph a cycle of six vertices and six edges; that is, this simple graph
contains no cut vertex. Therefore, G0

2
contains no cut vertex, and by Corollary 2.8,

a2 intersects every essential disk of E.˛/.
If q � 7, there are at least two vertical edges connecting x2 and x2. Then, by

symmetry, the analysis of arcs of length two around x2 and x2 is the same as for
arcs of length two around x1 and x1.
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If q D 5, there is a single vertical edge connecting x2 and x2, and then there are
no arcs of length two around x2 or x2.

For arcs not around a vertex of G2, there are two more types of arcs of length two,
as in Figure 16, but, after drilling out the arc ˛ of type 3 or 4, the new Whitehead
graph contains no cut vertex, and then, by Corollary 2.8, a2 intersects every essential
disk of E.˛/.

Case (ii): (˛ has length at least three) If ˛ is an arc around xi , we may assume
that the length of ˛ in G2 is between 3 and degree.xi/=2 (see last paragraph of
Section 2F1), and ˛ contains a subarc of type 1 or 2. After drilling out the arc ˛
and sliding, if cut vertices appear, we end up with a graph with its simple associated
graph a cycle with six vertices and six edges. Therefore, a2 again intersects every
essential disk of E.˛/.

If ˛ is of length at least 3 and ˛ contains a subarc of type 3 or 4 then, after
drilling out the arc ˛, the new Whitehead graph contains no cut vertex, and by
Corollary 2.8 we conclude that a2 intersects every essential disk of E.˛/.

By the final remarks of Section 2F1, the arcs of types 1–4 exhaust all arcs to be
considered as arcs of a one-handled decomposition for G2. �

Claim 2. Let ˛ be a properly embedded arc in .E.F /; a1/, disjoint from a1, such
that ˛ is parallel into @E.F / and ˛ has length at least two in G1. Then any essential
disk in E.˛/ intersects a1.

Proof of Claim 2. The Whitehead graph G1 of .E.F /; a1/ has a shape as in
Figure 13, but with .r � 1/=2 vertical edges connecting x2 with x2, one diagonal
edge connecting x2 with x1, one diagonal edge connecting x1 with x2, and there
are .p� 3/=2 vertical arcs connecting x1 with x1.
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Figure 17

A similar (symmetric) analysis as in Claim 1 gives that a1 intersects every
essential disk of E.˛/. �

We are assuming that, after drilling out the arc  , there is a set of handle slides
of E. / that disconnect the graph G0, giving an essential disk in E.F / disjoint
from � .

By Claims 1 and 2,  is of length one in G1 and of length one in G2. If  is
around one fat vertex � of G, it might happen that  encircles exactly one edge
of G1, and all but one edge of G2, or vice versa. In this case,  is around either x2

or x2. There are four arcs around x2, and four arcs around x2 of this kind. The
four arcs with this property around x2 can be slid in E.F / and become equivalent
to the four arcs around x2 in Figure 17; see Section 2F1. After drilling out  , there
is a cut vertex in the new Whitehead graph, and a single handle slide produces a
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graph G0 with no cut vertices. By Corollary 2.8, there are no essential disks disjoint
from G in E. /. Another possibility is that  encircles all but one edge of G1 and
all but one edge of G2, but in this case  also encircles exactly one edge of G1 and
exactly one edge of G2.

There are four types of arcs of length two encircling exactly one edge of G1 and
exactly one edge of G2 (see Figure 18). Again, any arc encircling two edges of G,
one of G1 and one of G2 can be slid in E.F / into an arc of one of the four types;
see Section 2F1.

After drilling out the arc  , if  is of one of the four types, the new Whitehead
graph contains a cut vertex. After sliding, we end up with a graph G0 whose simple
associated graph is one of the drawings in Figure 19. Since these graphs contain no
cut vertex, by Corollary 2.8 we conclude that any essential disk in E. / intersects G,
and therefore intersects � � F . This contradiction shows that h.F / ¤ 1. Since
kDP .p; q; r/ is not fibered and h.F /�2, by Corollary 3.5 it follows that h.F /D2

when p; q; r � 5.
This finishes Case 1.

Case 2: (p < 0 and q; r > 0) As in Example 3.9, we construct a spine � D a1_a2

for F starting with the spine shown in Figure 9, but now we slide the middle edge
of the �-graph rightwards. The spine � looks like Figure 20, and the Whitehead
diagram for .E.F /; �/ with respect to the system of disks x1;x2 is as in Figure 21.
By Remark 2.5, we only need to analyze the handle decompositions of .E.F /; �/.

The Whitehead graphs G1 and G2 of the pairs .E.F /; a1/ and .E.F /; a2/,
respectively, are shown in Figure 22. Although these diagrams are similar to the
diagrams in Figure 12 of Case 1, the configuration of the diagram for a1 here is not
the same as the configuration of the positive case (Case 1); that is, the corresponding
Whitehead diagrams are not isomorphic.
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Figure 19

However, the analysis of the different properly embedded arcs in the Whitehead
diagrams of .E.F /; a1/, .E.F /; a2/, and .E.F /; �/, giving rise to a possible
one-handled decomposition, is completely similar to that of Case 1.

The Whitehead diagram for .E.F /; a2/ is isomorphic to the corresponding
Whitehead diagram of Case 1. Then:

Claim 1. Let ˛ be a properly embedded arc in .E.F /; a2/, disjoint from a2, such
that ˛ is parallel into @E.F /, and ˛ has length at least two in G2. Then any
essential disk in E.˛/ intersects a2. �

Claim 2. Let ˛ be a properly embedded arc in .E.F /; a1/, disjoint from a1, such
that ˛ is parallel into @E.F / and ˛ has length at least two in G1. Then any essential
disk in E.˛/ intersects a1.

Proof. We first analyze arcs of length 2 in G1. The arcs around vertices x1 and x1

are shown in Figure 23. There are only two types after sliding the arcs in E.F /.
After drilling out the arc ˛, if ˛ is of type 1 or of type 2 the new Whitehead graph
contains a cut vertex, but after sliding handles, as in Section 2F1, we end up with a
graph G0

1
whose simple associated graph is a cycle of six vertices and six edges;

that is, this simple graph contains no cut vertex. Therefore G0
1

contains no cut
vertex, and, by Corollary 2.8, a2 intersects every essential disk of E.˛/.

a1

a2

x1 x2

Figure 20
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For arcs of length 2 around the vertices x2 and x2, the analysis is identical to
Case 1.

For arcs not around a vertex of G1, there are two more types of arcs of length two,
as in Figure 24, but, after drilling out the arc ˛ of type 3 or 4, the new Whitehead
graph contains no cut vertex, and then, by Corollary 2.8, a2 intersects every essential
disk of E.˛/.

For arcs of length at least three, we follow the same argument as in Case 1, and
conclude that a2 intersects every essential disk of E.˛/. �

Recall that we are assuming that  is the core of a 1-handle of a one-handled
circular decomposition of E.k/ based on F . In view of Claims 1 and 2, as in
Case 1, we see that the arc  encircles exactly one edge of G1 and exactly one edge
of G2.

There are four types of arcs of length two encircling exactly one edge of G1 and
exactly one edge of G2 (see Figure 25). For, such an arc can be slid in E.F / into
an arc of type 1, type 2, type 3, or type 4 (Section 2F1).

After drilling out the arc  , if  is of one of the four types, the new Whitehead
graph contains a cut vertex. After sliding, we end up with a graph G0 whose simple
associated graph is one of the drawings in Figure 26. Since these graphs contain no
cut vertex, by Corollary 2.8 we conclude that any essential disk in E. / intersects G,
and, therefore, intersects � � F . Thus h.F / ¤ 1. Since k D P .p; q; r/ is not
fibered and h.F /� 2, by Corollary 3.5 it follows that h.F /D 2 when p � �5 and
q; r � 5.
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This finishes Case 2, and also the proof of Theorem 4.1. �

Corollary 4.4. Let k be the pretzel knot P .p; q; r/ with jpj; jqj; jr j � 5. Then
cw.k/D 6.

Proof. Since k has a unique incompressible Seifert surface, by Remark 2.3 it follows
that cw.k/ 2 Z. By Theorem 4.1, cw.k/D 6. �

Remark 4.5. Theorem 4.1 gives a family of knots of genus one and handle number
two. This answers in the affirmative a question in [Hirasawa and Rudolph 2003]:
does there exist a knot k with h.k/ > g.k/?
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5. Genus one essential surfaces and powers of primitive elements

In this section we show that if k is a free genus one knot with at least two nonisotopic
Seifert surfaces, then the free Seifert surface of k admits a special type of spine.
This result is essential to prove the main theorem of Section 6 (Theorem 6.7).

Lemma 5.1. Let H be a handlebody of genus g � 2 and let ˛ � @H be a simple
closed curve. Assume that there is a primitive element p 2 �1.H / such that ˛
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represents an element conjugate to pn for some n 2 Z, n ¤ 0. Then there is an
essential 2-disk D �H such that D\˛ D∅.

Proof. Let fp; q2; : : : ; qgg be a basis for �1.H /. Then �1.H /D hpi�hq2; : : : ; qgi

is a nontrivial splitting, and ˛ is conjugate to pn 2 hpi. Then f˛g is separable in
�1.H /, and the disk D is obtained by Theorem 3.2 of [Stallings 1999]. �

Let � Š a1 _ a2 be a graph in the boundary of a genus-two handlebody H . We
say that a2 spoils disks for a1 if, for any essential disk D�H such that D\a1D∅,
the number of points #.D\ a2/ is at least 2.

Theorem 5.2. Let k � S3 be a nontrivial connected knot, and let F �E.k/ be a
free genus one Seifert surface for k. Then:

There is another genus-one Seifert surface for k which is not equivalent to F if
and only if there exists a spine � D a1_ a2 for F in @N.F / such that a1 represents
an element conjugate to gn with n� 2 for some primitive element g 2 �1.E.F //,
and a2 spoils disks for a1.

Figure 26
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Proof. Let �Da1_a2 be a spine for F such that a1 represents an element conjugate
to gn with n � 2 for some primitive element g 2 �1.E.F //, and a2 spoils disks
for a1.

Let D �E.F / be an essential properly embedded disk such that a1\D D∅,
which is given by Lemma 5.1. We may assume that H1 D E.F /�N.D/ is a
solid torus. Let A1 be a regular neighborhood of a1 in @E.F /; then A1 � @H1.
Write B1 D @H1�A1. Since jnj � 2, the annuli A1 and B1 are nonparallel in H1.
We push Int.B1/ into H1 to obtain B0

1
, a properly embedded annulus in H1.

Let N.a2/ � @E.F / be a regular neighborhood of a2 such that A1 \ N.a2/

is a rectangle; then B2 D N.a2/�A1 is a “band” (that is, a 2-disk) such that
B2 \A1 D B2 \B0

1
is a pair of arcs in @B0

1
. Then G D B2 [B0

1
is a genus-one

Seifert surface for k (we push Int.G/ slightly into E.F / to get a properly embedded
surface in E.F /).

Now, yG D G \H1 is the union of the annulus B0
1

with the disk components
of yB2 D B2\H1. Notice that @ yB2 � B1 � @H1.

By hypothesis, #.a2\D/� 2; thus, yG is disconnected, and the components of yG
are B0

1
[ .two 2-disks of yB2/, and at least one subdisk z � yB2 with @z � Int.B1/.

Since jnj � 2, we cannot push B0
1

onto A1 in H1. Then a @-parallelism for
yG in H1 contains a @-parallelism W for B0

1
onto B1, but then W contains the

2-disk z � yG. Therefore, yG is not parallel into @H1. We conclude that G is not
boundary-parallel in E.F /, for a @-parallelism for G induces a @-parallelism for yG.
It follows that G and F are not equivalent. This finishes sufficiency.

Now, if there is another genus-one Seifert surface for k which is not equivalent
to F , we can find still another nonequivalent genus-one Seifert surface G �E.k/

for k such that G and F have disjoint interiors; see [Scharlemann and Thompson
1988]. We write k DG \ @E.F /.

The surface G splits E.F / into two handlebodies, H0 [H1 D E.F /�N.G/,
of genus two, for H0 and H1 are irreducible and, since G is �1-injective into H0

and H1, it follows that H0 and H1 are �1-injective into E.F /; therefore, H0 and H1

have free fundamental groups. We assume @HiDG[.F�fig/ plus a neighborhood
of k (i D 0; 1). By considering a system of disks for the handlebody E.F /, we see
that there is a disk D �E.F / that @-compresses G in E.F /, and D is contained
in, say, H0, and is properly embedded in H0.

Then k is a ..1; 0/; .n;m//-curve in @H0 (Lemma 4.3 of [Tsutsumi 2003]) with
jk \Dj D 2. See Figure 27.

Cutting H0 along D, we obtain a solid torus V �H0 such that yG DG \V is
an .n;m/-torus annulus in @V ; and the complementary annulus

yF D @V � yG
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Figure 27. Surfaces G and F�f0g in H0.
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Figure 28. � D a1_a2 and b1.

contains, and is isotopic to, .F � f0g/\V in @V with an isotopy fixed outside a
regular neighborhood of D.

Let a1 � F � f0g be the core of the annulus yF , and let b1 �
yG be the core of

the annulus yG.
Let C 0 � @V be a 2-disk that contains the pair of disks @V \ N.D/, and let

C � H0 be a properly embedded disk with @C D @C 0. Now let Z � H0 be
a meridional disk such that Z \ C D ∅. Then zF D .F � f0g/ \ .H0�N.Z//

contains a (1,0)-annulus A in the solid torus H0�N.Z/. Let a2 � Int.F �f0g/ be
the core of A, where we can arrange that a1\a2 is just one point. Then �D a1_a2

is a spine for F ; see Figure 28.
The curve a2 spoils disks for a1 in E.F /, for otherwise there is an essential

disk D � E.F / such that D \ a1 D ∅, and the number of points #.D \ a2/ is
less than 2. If D \ a2 D ∅, since � is a spine for F , the surface F is contained
in the solid torus E.D/�E.F /; it follows that F is compressible in E.D/, and
thus F is compressible in E.F /. But, since k is nontrivial and g.F / D 1, F is
incompressible in E.k/. Then D\ a2 is just one point, and D\ @F is a set of two
points. We may assume that D intersects k D @G in exactly two points. Since G is
incompressible, we may arrange that D\G is just one arc. Now, this arc is essential
in G, for otherwise we can slide G along D and obtain G0 homotopic to G in E.F /
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such that G0 is contained in the solid torus E.D/; then G0 is not �1-injective, and,
since G and G0 are homotopic embeddings, thus, G is not �1-injective; but that
makes G compressible. Then yG DG\E.D/ is an annulus, therefore, yG is parallel
into @E.D/. Using the disk D we can extend this parallelism to a parallelism of G

into @E.F /, contradicting that G is essential in .E.F /; k/.
Now, a1 � F � f0g represents, up to conjugacy, the same element as b1 � G

in �1.H0/ for, they are disjoint curves on a torus, and therefore, parallel.
Observe that, since G is not parallel to F � f0g, we have jnj � 2. In particular,
yG and yF are not parallel in V .

We now explore H1.
Recall that D is a @-compression disk for G in E.F /; in particular, D\ @E.F /

is an arc. It follows that, to recover E.F / from E.F /�N.D/, we attach to
E.F /�N.D/ the 3-ball N.D/ along a disk. Then E.F /�N.D/ is a genus-two
handlebody. In fact, E.F / is a regular neighborhood of E.F /�N.D/. In particular,
the inclusion induces an isomorphism �1.E.F /�N.D//! �1.E.F //.

Since E.F /�N.D/ D H1 [ yG
V , then H1 [ yG

V is a genus-two handlebody.
Therefore, the core b1 of yG represents a primitive element ˇ1 2 �1.H1/, for if
�1.V /Dhv W �i then b1 represents vn, which is not primitive in V . The element ˇ1

is part of a basis, say, �1.H1/D hw; ˇ1 W �i. By Seifert–van Kampen,

�1.E.F //Š �1.H1[ yG
V /D hw; ˇ1; v W ˇ1 D v

n
i Š hw; v W �i:

That is, v is primitive in �1.E.F //, and b1 represents vn. �

6. Free genus one knots are almost fibered

In this section we show that all free genus one knots are almost fibered. We outline
here the plan of the proof.

Start with a nonfibered free genus one knot k with a genus-one free Seifert
surface F � E.k/. If k has a unique Seifert surface, then k is almost fibered
(Remark 2.3). If k were not almost fibered, then, as in Remark 3.6, k has a genus-
one Seifert surface not isotopic to F . By Theorem 5.2, there is a spine � D a1_a2

for F in @N.F / such that a1 represents an element conjugate to gp with p � 2 for
some primitive element g 2 �1.E.F //, and a2 spoils disks for a1. By Lemma 5.1,
we can find an essential disk � � E.F / with � \ a1 D ∅, and the exterior
E.�/DE.F /�N.�/ is the disjoint union of two solid tori V0 and V1 with, say,
a1 � @V0. We regard �� @V0. Then � \V0 consists of the curve a1, which is a
.p; q/-curve in V0, and an arc with endpoints on @� intersecting a1 in exactly one
point, and a set of parallel arcs with endpoints on @� which are disjoint from a1;
see Figure 32.
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In Section 6A we show how to find a properly embedded arc in V0 disjoint from �

which, in Section 6B, is shown to be the core of the 1-handle of a one-handled
circular decomposition for E.k/ based on F . In this analysis, the disk� is regarded
as “unreachable”, and should be thought of as very near the point at infinity. That
is, all homeomorphisms in this subsection will fix pointwise the disk �.

6A. Handles for torus manifolds. Let p and q be a pair of coprime integers.
Consider the points fs`g

p

`D1
� S1 with s` D e2�i`=p; also let zV be the cylinder

D2�I , and write sI
`
D s`�I � zV . The rotation �q of angle 2�q=p on D2 gives a

quotient P W
�
zV ;
Sp

`D1
sI
`

�
! .V; ˛/; where V is the solid torus obtained from zV by

identifying .z; 0/ with .�q.z/; 1/ for each z 2D2, and ˛ is the simple closed curve
on @V obtained as the image of the union

Sp

`D1
sI
`

in this quotient. The rotation �q

acts on fs`g
p

`D1
as the cyclic permutation of order p such that �q.si/ D siCq ,

where subindices are taken mod p. We consider also a fixed point 1 2 ˛, the
“point at infinity”. The homeomorphism type of the pair .V; ˛/ is called the .p; q/-
torus sutured manifold, or simply the .p; q/-manifold. Throughout this section, we
assume that 0< q < p. Notice that the .p; q/-torus sutured manifold .V; ˛/ is not
a sutured manifold, but ˛ is a spine of a small regular neighborhood N.˛/� @V ,
and the pair .V;N.˛// is a true sutured manifold with suture ˛.

In the following, we perform several operations on the .p; q/-manifold (drilling
of arcs, homeomorphisms, etc.), and it will be done in such a way that the point at
infinity of the manifold will remain fixed.

Let x � V be the meridional disk P .D2�f0g/. From the pair
�
zV ;
Sp

`D1
sI
`

�
we

give a Whitehead diagram for the .p; q/-manifold .V; ˛/ associated to x as follows.
We regard zV DD2�I as the exterior E.x/�V , and write x and x for D2�f0g

and D2�f1g, respectively. The arcs sI
1
; : : : ; sI

p are the edges of G, the corresponding
Whitehead graph with fat vertices x and x. To obtain a Whitehead diagram, we
have to number the endpoints of sI

1
; : : : ; sI

p . In a plane projection of the graph G,
we assume that the unbounded face of G contains the edges sI

q and sI
qC1

; see
Figure 29. The point at infinity is either the middle point of sI

q or the middle point
of sI

qC1
. If12 sI

q , then we rename vj D .sj ; 0/ and vj D .�q.sj /; 1/D .sjCq; 1/;
if12 sI

qC1
, we rename vj D .sjCq; 0/ and vj D .�q.sjCq/; 1/D .sjC2q; 1/, where

subindices are taken mod p. In any case, we number the point vi with the number i ,
and the point vj with the number j (i; j D 1; : : : ;p). Also, we write ˛i for the
edge of G such that vi 2 ˛i . This diagram and the corresponding Whitehead graph
are called the .p; q/-diagram and the .p; q/-graph, respectively. Notice that the
edge ˛1 connecting x with x starting at the point numbered 1 2 x ends at the point
numbered p� qC 1 2 x.

Remark 6.1. Consider a Whitehead diagram of a pair .V; ˛/ associated to x,
where V is a solid torus, ˛ is a simple closed curve on @V , and x is a meridional
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Figure 29. Whitehead diagrams for the (9,4)-manifold and the
(9,5)-manifold.

disk of V . If, in the fat vertices of the Whitehead diagram of .V; ˛/, the points
corresponding to ends of edges are numbered with elements of the set f1; : : : ;pg
consecutively in the positive (negative) direction on x (on x), in a compatible way
with the gluing homeomorphism to recover the V , then if the edge connecting
x with x starting at the point numbered 1 2 x ends at the point numbered t 2 x,
then t D p� qC 1; that is, the Whitehead diagram corresponds to the .p; q/-torus
sutured manifold with q D p� t C 1.

Let .V; ˛/ be the .p; q/-torus sutured manifold, and let G be the Whitehead
graph of .V; ˛/ with respect to a meridional disk x � V . Let  be a properly
embedded arc in V , such that  is around the vertex x in the Whitehead diagram of
.V; ˛/ with respect to x, and  encircles the edges ˛1; : : : ; ˛q . Also, assume that 
lies “above” the point12 ˛, that is,  is between1 and x; see Figure 29. The
arc  is called the canonical 2-handle of length q for the .p; q/-manifold. Note that
the arc  is the cocore of a 2-handle in V .

If we drill out the canonical 2-handle of length q, we obtain a Whitehead diagram
with respect to the system of disks x; z � E. / � V , where z is the obvious @-
parallelism disk for  ; see Figure 30. We refer to this Whitehead diagram as the
Whitehead diagram obtained by drilling out the canonical 2-handle of length q of
the .p; q/-manifold. Notice that the arc g in Figure 30 is a “longitude” for the handle
defined by z. That is, if we glue back the disks z and z and kill the longitude g with
a 2-handle, we recover the Whitehead diagram of the .p; q/-manifold. In practice,
we just join the ends of the edges in z with the ends of the edges in z with parallel
arcs on the diagram, and delete the disks z and z from the picture, and we get the
Whitehead diagram of the .p; q/-manifold back.

Let G be the graph of the Whitehead diagram obtained by drilling out the
canonical 2-handle of length q of the .p; q/-manifold. Then G is a graph with four
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Figure 30. Whitehead diagram for the (9,4)-torus sutured manifold.

fat vertices x;x; z, and z; there are q edges connecting z and x; there are q edges
connecting z and x; and there are p� q edges connecting x with x. Compare with
Figure 30. Note that x is a cut vertex of G (and z and z are not cut vertices); then
we can slide the handle corresponding to z along the handle defined by x

After sliding, if the new disk x is still a cut vertex, we can again slide the new
disk z along the new disk x, and so on. Let G0 be the image of the graph G after �
handle slides of z along x. The graph G0 is called the �-slid graph obtained from
the .p; q/-graph G.

Lemma 6.2. Let p; q be a pair of coprime integers, 0< q < p, and assume that

p D �1qC r1; with 0� r1 < q and �1 � 1:

Let G be the graph of the Whitehead diagram obtained by drilling out the canonical
2-handle of length q of the .p; q/-manifold, and let G0 be the �1-slid graph obtained
from the .p; q/-graph G. Then G0 is the graph of the Whitehead diagram obtained
by drilling out the canonical 2-handle of length r1 of the .q; r1/-manifold. The point
at infinity is a fixed point of these handle slides.

Proof. In the Whitehead graph G, the ends of the edges connecting the disk z

with the disk x are numbered 1; 2; : : : ; q in the disk x; these ends are the points
v1; v2; : : : ; vq in @x. Then, after sliding z along x, the new disk z carries the
edges with ends that were numbered 1; 2; : : : ; q in x. Thus, now the ends of the
edges connecting z and x, after the slide, have ends which are the images of the
points v1; v2; : : : ; vq under the rotation �q of angle 2�q=p; that is, the ends are
the points vqC1; vqC2; : : : ; v2q , which are numbered qC 1; qC 2; : : : ; 2q in x.

We see that, after sliding �1�1 times z along x, the ends of the edges connecting z

and x are numbered .�1 � 1/q C 1; .�1 � 1/q C 2; : : : ; �1q in x. Then, after
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Figure 31. After sliding z along x.

sliding �1 times z along x, the points still connected by edges in x are numbered
�1qC1; �1qC2; : : : ;p. Now, by hypothesis pD �1qCr1, so �1qC1Dp�r1C1,
which means that there are r1 points left in x. That is (see Figure 31) we have a
graph, the image of G after the slides, with fat vertices x;x; z; z; there are r1 edges
connecting x with z; there are r1 edges connecting x with z; and there are q� r1

edges connecting z with z. Now, the edge with one end in z numbered with 1
has the other end numbered with p� r1C 1 in x; and the edge with one end in x

numbered with p� r1C 1 has the other end in z numbered with q� r1C 1.
Therefore, the new diagram is the Whitehead diagram obtained by drilling out

the canonical 2-handle of length r1 of the .q; r1/-manifold. Since the disks x and z

were never touched, the point at infinity is a fixed point of the handle slides.
Notice that if q D 1, then �1 D p, and r1 D 0, and everything is easier: the

image graph G above, in this case, replacing the values of q and r1, has four
fat vertices x;x; z; z; there are 0 edges connecting x with z; there are 0 edges
connecting x with z; and there is 1 edge connecting z with z. That is, after
canceling the handle defined by x, we obtain the (1,0)-manifold. �

Corollary 6.3. Let r1; r2 be a pair of coprime integers, 0< r2 < r1. Assume that

r1 D �1r2C r3; 0< r3 < r2;

r2 D �2r3C r4; 0< r4 < r3;

:::
:::

rn�1 D �n�1rnC 1; 0< 1< rn;

rn D �n;
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with �i � 1, i D 1; : : : ; n.
Let G be the graph of the Whitehead diagram obtained by drilling out the

canonical 2-handle of length r2 of the .r1; r2/-manifold. Let G1 be the �1-slid
graph obtained from the .r1; r2/-graph G. For i D 1; : : : ; n � 1, let GiC1 be
the �iC1-slid graph obtained from the .ri ; riC1/-graph Gi .

Then Gn is the graph of the Whitehead diagram obtained by drilling out the
canonical 2-handle of length 0 of the .1; 0/-manifold .V; ˛/.

The point at infinity is a fixed point of these handle slides. �
Remark 6.4. The graph Gi in the statement of Corollary 6.3 is the graph of the
Whitehead diagram obtained by drilling out the canonical 2-handle of length riC2

of the .riC1; riC2/-manifold. Then Gi is a graph with four fat vertices �; �; �, and �.
The symbols � and � stand for the symbols x and z in some order (that is, the
sets f�; �g and fx; zg are equal, but just as unordered sets). There are riC2 edges
connecting � and � , there are riC2 edges connecting � and � and there are riC1�riC2

edges connecting � with �.

Remark 6.5. Let p; q be a pair of coprime integers, and assume that p=q D

Œ�1; : : : ; �n� as a continued fraction, with �i � 1 for each i .

(1) Write pi=qi D Œ�1; : : : ; �i �, with pi ; qi coprime. Write p0 D 1;p�1 D 0,
and q0 D 0; q�1 D 1. It is well known that pi D �ipi�1 C pi�2 and qi D

�iqi�1Cqi�2I also piqi�1�pi�1qi D .�1/i for i � 1 [Hall and Knight 1946,
Articles 337 and 338]. Since �i � 1, one easily shows pi > qi > 0 for i � 1.
In particular, p > q > 0. Note also that piC1 > pi .

(2) Let r; s be the two coprime integers pn�1; qn�1, respectively, and let .V; ˛/
be the .p; q/-manifold. Then the .r; s/-torus curve can be drawn on @V as a
simple closed curve ˇ, which intersects ˛ exactly at the point at infinity for
ps� qr D˙1. Note that, if n is even, then the point at infinity is at the right
in the Whitehead diagram, and if n is odd, it is at the left, as in Figure 29. The
curve ˇ can be visualized on the Whitehead diagram of the .p; q/-manifold as
a set of new edges connecting the fat vertices, and disjoint from the Whitehead
graph, and a single new edge intersecting the Whitehead graph at the point
at infinity. Conversely, the curve ˛ can be visualized in a similar way on the
Whitehead diagram of the .r; s/-manifold.

Notice that between two edges of ˛ there is at most one edge of ˇ, for p> r .

Theorem 6.6. Assume p=qD Œ�1; : : : ; �n� with p; q coprime, and �i � 1 for each i .
Let r; s be the pair of coprime integers such that r=sD Œ�1; : : : ; �n�1�. Let .V; ˛/ be
the .p; q/-manifold, and let ˇ� @V be the .r; s/-torus curve such that ˛ intersects ˇ
exactly at the point at infinity.

If  � V is the canonical 2-handle of length q of the .p; q/-manifold, then the
exterior E. / is a regular neighborhood of ˛[ˇ.
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Proof. Let G be the graph of the Whitehead diagram obtained by drilling out the
canonical 2-handle of length q of the .p; q/-manifold, but including the arcs of the
curve ˇ. Call ˛-edges the edges of G corresponding to the .p; q/-torus curve ˛,
and ˇ-edges the edges of G corresponding to the .r; s/-torus curve ˇ.

Writing r1 D p and r2 D q, the statement p=q D Œ�1; : : : ; �n� with �i � 1 means
that there are integers r3; : : : ; rn such that

r1 D �1r2C r3; 0< r3 < r2;

r2 D �2r3C r4; 0< r4 < r3;

:::
:::

rn�1 D �n�1rnC 1; 0< 1< rn;

rn D �n:

See Remark 6.5(1). Writing �1D r and �2D s, the statement r=sD Œ�1; : : : ; �n�1�

means that there are integers �3; : : : ; �n�1 such that

�1 D �1�2C �3; 0< �3 < �2;

�2 D �2�3C �4; 0< �4 < �3;

:::
:::

�n�2 D �n�2�n�1C 1; 0< 1< �n�1;

�n�1 D �n�1:

Notice that the canonical 2-handle of length q for the .p; q/-manifold is the
canonical 2-handle of length q for the ˛-edges of G, but it is also the canonical
2-handle of length s for the ˇ-edges of G. Then the graph Gn�1 of Corollary 6.3
(Remark 6.4) contains four fat vertices �; �; �, and �. Note that rnC1D 1; then there
is a single ˛-edge connecting � and � , there is a single ˛-edge connecting � and � ,
and there are rn� 1 ˛-edges connecting � with � . Note that �n D 1 and �nC1 D 0;
then there is a single ˇ-edge connecting � with � intersecting the ˛-edge connecting
� and � at the point at infinity, and there are no more ˇ-edges. The graph Gn is
obtained by sliding � through � the number �n D rn of times. Then Gn has a single
˛-edge connecting � with � and a single ˇ-edge connecting � with � intersecting at
the point at infinity. The theorem follows.

Notice that when q D 1, then nD 1 and the graph Gn�1 coincides with G. �

6B. One-handledness of knots.

Theorem 6.7. If k is a nonfibered free genus one knot in S3, then k is almost fibered.
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Proof. Let k � S3 be a knot and let F �E.k/ be a genus one free Seifert surface
for k. Assume k is not almost fibered. Then, as in Remark 3.6, k has another genus-
one Seifert surface disjoint from and not equivalent to F . By Theorem 5.2 there is
a spine � D a1 _ a2 for F in @N.F / such that a1 represents an element conjugate
to gp with p � 2, for some primitive element g 2 �1.E.F //, and a2 spoils the
disks of a1. We shall show that the existence of such a graph � implies h.F /D 1,
and, since F is of minimal genus, therefore, cw.k/D 4. This contradiction gives
the theorem.

By Lemma 5.1, there is an essential 2-disk ��E.F / such that �\a1D∅. We
may assume that the exterior E.�/�E.F / is not connected, and is the union of two
solid tori H0 and H1, and a1�H0. There is a copy of� in @H0; then a1�@H0��.
Write T D @H0��; T is a once-punctured torus. A properly embedded arc ˛� T

is called a rel-� curve in @H0, and is visualized as the arc ˛ union a properly
embedded arc in � with the same ends as ˛. Or, rather, we may regard � as a point
at infinity of the torus T=@�.

We have that a1 is a .p; q/-torus curve in H0 for some q (this implies that we
have fixed a longitude-meridian pair in @H0; by changing the longitude-meridian
pair, we may assume that 0< q < p). The intersection a2\H0D a2\@H0 is a set
of disjoint arcs c[b1[� � �[bm � @H0 with ends in @� and such that bi \a1D∅
for each i , and the set c \ a1 is a single point, the base point of � .

Regarding c as a rel-� curve, c is an .r; s/-torus rel-� curve in H0 with ps�qrD

˙1. Since ps�qr D˙1, any other pair .r 0; s0/ such that ps0�qr 0 D˙1 is of the
form .r 0; s0/D .r C `p; sC `q/ for some integer `. Then by sliding a2 along a˙1

1

several times, we obtain a new spine for F . By Remark 2.5, we may assume that
the arc c is an .r; s/-torus rel-� curve in H0 where, if p=q D Œ�1; : : : ; �n� as a
continued fraction with terms �i � 1, then r=s D Œ�1; : : : ; �n�1�.

Since b1; : : : ; bm � @H0� .Int.�/[a1[ c/ŠD2, then each of b1; : : : ; bm are
rel-� curves parallel to a1.

Now consider the graph G of the Whitehead diagram of the .p; q/-manifold
.H0; a1/, and include in G the edges induced by the rel-@ curves c; b1; : : : ; bm. By
deforming the diagram, we may assume that� is contained in a small neighborhood
of the point at infinity, which is the base point of � , the point of intersection of c

and a1. Let  be the canonical 2-handle of length q for .H0; a1/. In the Whitehead
diagram, we place  in such a way that it starts by encircling the arc c coming
from infinity, and then encircles the q edges belonging to a1 and whatever is in the
middle, and nothing more (that is, after encircling the last edge belonging to a1,
the arc  does not encircle any arc belonging to c or b1; : : : ; bm). See Figure 32,
where the dotted line is a set of parallel arcs. We drill out  and, by Theorem 6.6,
if we slide handles in the Whitehead diagram obtained by drilling  out of H0, we
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Figure 32. The (19,12) and (8,5)-torus curves.

obtain a sequence of diagrams as in Figures 33–35. All handle slides fix pointwise
the small neighborhood of the point at infinity, and, thus, also the disk �.

The resulting Whitehead graph on @H0 consists of four fat vertices �; �; �; �; there
is a single a1-edge connecting � and �, and a single c-edge connecting � with �
intersecting in the base point of � (in Figure 32, � D z and � D x). Notice that the
c-arc is actually two arcs, one connecting � with @�, and the other connecting @�
with �. Without loss of generality, this last arc contains the base point of � .

Let v be a meridional disk for H1 disjoint from�. Then �; � and v form a system
of meridional disks for the handlebody E. /. Write �1.E. // D h�; �; v W �i.
Then a1 represents the element � and a2 represents an element � �W .�; v/, where
W .�; v/ is a word in the letters � and v. Since f�; � �W .�; v/; �g is a basis for
�1.E. //, it follows that a1 and a2 represent associated primitive elements. Then
we can find a system of disks D1;D2;D3 for E. / such that ai\Di is exactly one
point, and ai\Dj D∅ for i¤j , iD1; 2, and j D1; 2; 3. Therefore E. /�N.D3/

is a regular neighborhood of � D a1 _ a2. We conclude that D3 is the cocore of a
1-handle that, together with  , gives a one-handled circular decomposition for E.k/

as in Remark 2.2(2). Since k is not fibered, it follows that h.k/D 1, and that k is
almost fibered. This contradiction finishes the proof of the theorem. �

Remark 6.8. By [Pajitnov 2010], a tunnel number one knot admits a one-handled
circular decomposition based on some unspecified surface. In [Scharlemann 2004],
genus-one knots with tunnel number one were classified, and it turns out that these
knots are free genus one knots. Let k be a nonfibered genus-one knot with tunnel
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Figure 33. Left: slide z along x. Right: slide x along z.
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Figure 34. Left: slide z along x. Right: slide x twice along z.

number one. In Example 3.7, we considered the case that k is simple, and in the
proof of Theorem 6.7, we considered the case that k is not simple. It follows
that, for these knots, their circular width is realized with a one-handled circular
decomposition based on a minimal (genus-one) free Seifert surface.
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Figure 35. Left: slide twice z along x. Right: A long slide of x

deletes the curve.
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A POINTWISE A-PRIORI ESTIMATE
FOR THE N@-NEUMANN PROBLEM

ON WEAKLY PSEUDOCONVEX DOMAINS

R. MICHAEL RANGE

The main result is a pointwise a-priori estimate for the N@-Neumann problem
that holds on an arbitrary weakly pseudoconvex domain D. It is shown that
for .0; q/-forms f in the domain of the adjoint N@� of N@, the pointwise growth
of the derivatives of each coefficient of f with respect to zj and in complex
tangential directions is carefully controlled by the sum of the suprema of
f , N@f , and N@�f over D. These estimates provide a pointwise analog of the
classical basic estimate in the L2 theory that has been the starting point for
all major work in this area involving L2 and Sobolev norm estimates for the
complex Neumann and related operators.

1. Introduction

The L2 theory of the @-Neumann problem on pseudoconvex domains has been
highly developed for many years. In particular, J. J. Kohn [1979] introduced the
technique of subelliptic multipliers which led to the proof of subelliptic estimates in
the case where the boundary is of finite type [D’Angelo 1982; Catlin 1987; Siu 2010].
The starting point for these and other investigations has been the following basic
estimate, valid on any smoothly bounded pseudoconvex domainD (see [Folland and
Kohn 1972; Kohn 1979] for more details). Let us fix a point P 2 bD and a smooth
orthonormal frame for .1; 0/-forms !1; !2; : : : ; !n on a small neighborhood U of
P with !n D .�/@r , where r is a defining function for D. Let L1; : : : ; Ln be the
corresponding dual frame for .1; 0/ vector fields. One defines

Dq.D/D C
1
.0;q/.D/\ dom N@�;

and one denotes by DqU those forms in Dq.D/ which have compact support in
D \ U . Then f 2 DqU can be written as

P0
J fJ!

J , where the summation is
over strictly increasing q-tuples J . Since f 2 dom @�, one has fJ D 0 on bD\U
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whenever n 2 J . In case q D 1, the “L2 basic estimate” states that there exists a
constant C such thatX

j; k

kLjfkk
2
C

Z
bD\U

L.r; �If ]/ dS.�/� C
�
k@f k2Ck@�f k2Ckf k2

�
for all f D

P
fk!k 2 D1U , where f ] D .f1; : : : ; fn/. The norms here are the

standard L2 norms over D \U , and L is the Levi form of the defining function
r with respect to the frame fL1; : : : ; Lng. Since f 2 dom @�, one has fn D 0 on
bD, so that pseudoconvexity implies that L.r; �If ]/� 0 on bD. Furthermore, it
readily follows from fn jbD\U D 0 that one then also has the estimate

kfnk
2
1 � C1k@fnk

2
� C2

�
k@f k2Ck@�f k2Ckf k2

�
:

Here kfnk1 is the full 1-Sobolev norm, i.e., kfnk21 is the sum of the squares of the
L2 norms of all first order derivatives of fn.

Over the years there has been much interest in obtaining corresponding results
involving pointwise and Hölder estimates. Techniques of integral representations
have been most successful on strictly pseudoconvex domains, where the Levi
polynomial provides a simple explicit local holomorphic support function (see
[Range 1986] for a systematic exposition). Holomorphic support functions also
exist on convex domains, and some results have been obtained in that setting in the
case of finite type [Cumenge 1997; Diederich et al. 1999]. However, it has long
been known that in general there are no analogous holomorphic support functions,
even in very simple pseudoconvex domains of finite type [Kohn and Nirenberg
1973]. This obstruction has blocked any progress on these questions in the case of
more general pseudoconvex domains.

Recently the author has introduced a nonholomorphic modification of the Levi
polynomial to obtain new Cauchy–Fantappié kernels on arbitrary weakly pseudo-
convex domains which reflect the complex geometry of the boundary and satisfy
some significant partial estimates [Range 2013]. In this paper we use the new
kernels in the integral representation formula developed by I. Lieb and the author
in the strictly pseudoconvex case (see [Lieb and Range 1983; 1986]) to prove a
pointwise analog of the classical basic L2-estimate, as follows. This result was
already announced in [Range 2011]. We define

Dkq.D/D C
k
.0;q/.D/\ dom @�

for k D 1; 2; : : : , and we denote by DkqU those forms in Dkq.D/ that have compact
support in D \ U . We shall use the frames !1; !2; : : : ; !n and L1; : : : ; Ln as
above. Vector fields V act on forms coefficientwise, i.e., if f D

P0
J fJ!

J , then
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V.f /D
P
J

0V.fJ /!
J . For a C 1-form f of type .0; q/ on D we define the norm

Q0.f /D jf j0Cj@f j0Cj#f j0;

where # is the formal adjoint of @, and j'j0 denotes the sum of the supremum norms
over D of the coefficients of '. For 0 < ı � 1, j'jı denotes the corresponding
Hölder norm of order ı.

Main Theorem. There exists an integral operator SbD W C
.0;q/

.bD/! C1
.0;q/

.D/

which has the following properties. If bD is (Levi) pseudoconvex in a neighborhood
U of the point P 2 bD and if U is sufficiently small, there exist constants Cı
depending on ı >0, so that one has the following uniform estimates for all f 2D1qU ,
1� q � n, and z 2D\U :

(i) jf �SbD.f /jı � CıQ0.f / for any ı < 1.

(ii) jLjSbD.f /.z/j �Cı dist.z; bD/ı�1Q0.f / for j D 1; : : : ; n and any ı < 1
2

.

(iii) jLjSbD.f /.z/j � Cı dist.z; bD/ı�1Q0.f / for j D 1; : : : ; n � 1 and any
ı < 1

3
.

Furthermore, if fJ!J is a normal component of f with respect to the frame
!1; : : : ; !n, one has

jfJ jı � CıQ0.f / for any ı < 1
2

if n 2 J:

Note that if one also had an estimate analogous to (iii) for the normal derivative
LnS

bD.f /.z/ for some ı > 0 (with ı < 1
3

), standard results would imply the
Hölder estimate jSbD.f /jı � CıQ0.f /; by using (i) one therefore would obtain
an estimate

jf jı � CıQ0.f /;

i.e., the Hölder analog of a subelliptic estimate. It is known that such an estimate does
not hold on arbitrary pseudoconvex domains. On the other hand, the Main Theorem
provides a starting point in a general setting which, combined with additional
suitable properties of the boundary such as finite type, might be useful to obtain
appropriate estimates for LnSbD.f /. In particular, the author is investigating
analogs of Kohn’s subelliptic multipliers in the integral representation setting
underlying the Main Theorem (see [Range 2011] for an outline of such potential
applications).

2. Integral representations

We briefly recall some fundamentals of the integral representation machinery. We
follow the terminology and notation from [Range 1986], where full details may
be found. A (kernel) generating form W.�; z/ for the smoothly bounded domain
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D � Cn is a .1; 0/-form W D
Pn
jD1wj d�j defined on bD �D with coefficients

of class C 1 which satisfies
P
wj .�j � zj /D 1. For 0� q � n� 1, the associated

Cauchy–Fantappié (D CF) form of order q is defined by

�q.W /D cnqW ^ .@�W /
n�q�1

^ .@zW /
q:1

�q.W / is a double form on bD �D of type .n; n� q� 1/ in � and type .0; q/ in
z. One also sets ��1.W /D�n.W /D 0.

With ˇ D j� � zj2, the form B D @ˇ=ˇ D
Pn
jD1 .�j � zj /=j� � zj

2 d�j is the
generating form for the Bochner–Martinelli–Koppelman (D BMK) kernels. One
has the following BMK formula (here and in the following, the integration variable
is always �): if f 2 C 1

.0;q/
.D/ then for z 2D,

(1) f .z/D
Z
bD

f .�/^�q.B/�@z

Z
D

f .�/^�q�1.B/�

Z
D

@�f .�/^�q.B/:

The next formula, due to W. Koppelman, describes how to replace �q.B/ by
some other CF kernel �q.W / on the boundary bD: Since �n.B/ � 0, we shall
assume q < n from now on. Given any generating form W on bD �D, one has

f .z/D

Z
bD

f .�/^�q.W /C@zT
W
q .f /CTWqC1.@f / for f 2C 1.0;q/.D/; z 2D:

Here the integral operator TWq W C
1
.0:q/

.D/! C.0;q�1/.D/ is defined by

TWq .f /D

Z
bD

f ^�q�1.W;B/�

Z
D

f .�/^�q�1.B/

for any 0 � q < n, where the “transition” kernels �q�1.W;B/ involve explicit
expressions in terms of W and B which will be recalled later on.

Remark. For D strictly pseudoconvex, Henkin and Ramirez have constructed a
generating form W HR.�; z/ that is holomorphic in z, so �q.W HR/D 0 on bD for
q�1. Consequently, if f is a @-closed .0; q/-form onD, one has f D@zTW

HR

q .f /,
with an explicit solution operator TW

HR

q . Based on the critical information that
the Levi form of the boundary is positive definite in this case, it is well known
that this solution operator is bounded from L1 into ƒ1=2. Furthermore, one also
has the a-priori Hölder estimate jf j1=2 � CQ0.f / for all f 2D1qU (see [Lieb and
Range 1986]). Attempts to prove corresponding estimates on more general domains
ultimately run into the obstruction of the example by Kohn and Nirenberg [1973]
mentioned above, i.e., in general it is not possible to find a corresponding reasonably
explicit holomorphic generating form on weakly pseudoconvex domains—even if
of finite type—except under very restrictive geometric conditions.

1cnq D ..�1/
q.q�1/=2=.2�i/n/

�n�1
q

�
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In case f 2D1q.D/, one may transform formula (1) into

f D

Z
bD

f ^�q.B/C .@f; @!q/C .#f; #!q/,

where !q denotes the fundamental solution of � on .0; q/-forms, # denotes the
formal adjoint of @, so that #f D @�f , and . � ; � / denotes the standard L2 inner
product of forms over D (see [LR 1983] and [Range 1986]). The fundamental
solution !q is an isotropic kernel whose regularity properties are well understood.
In particular, the operator

S iso
W f ! S iso.f /D .@f; @!q/C .#f; #!q/

satisfies a Hölder estimate

(2) jS iso.f /jı � CıQ0.f / for all f 2 C 1.0;q/.D/ and any ı < 1:

Consequently, the essential information regarding all pointwise estimations is
contained in the boundary integral SbD.f /D

R
bD f ^�q.B/. The kernel of�q.B/

is isotropic; it treats derivatives in all directions equally, and direct differentiation
under the integral in

R
bD f ^�q.B/ leads to an expression that will in general

blow up like dist.z; bD/�1. So this general representation of the operator SbD

does not provide any useful information.
Note that since �n.B/ � 0, the Main Theorem holds trivially with SbD � 0

when q D n.
By the Koppelman formulas, given any generating form W on bD �D, one can

transform SbD.f / into

(3) SbD.f /D
Z
bD

f ^�q.W /C

Z
bD

@f ^�q.W;B/C

Z
bD

f ^@z�q�1.W;B/:

The proof of the Main Theorem relies on formula (3) on a weakly pseudoconvex
domain D b Cn, applied to the nonholomorphic generating form W L.�; z/ intro-
duced in [Range 2013]. Let us briefly recall the key properties of W L.�; z/. Given
a sufficiently small neighborhood U D U.P /, on .bD \U/� .D \U/ the form
W L.�; z/ is represented explicitly by

W L.�; z/D

Pn
jD1 gj .�; z/ d�j

ˆK.�; z/
;

where ˆK.�; z/ D
Pn
jD1 gj .�; z/.�j � zj / for � 2 bD. The (nonholomorphic)

support function ˆK is defined by

ˆK.�; z/D F
.r/.�; z/� r.�/CKj� � zj3;
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where F .r/.�; z/ is the Levi polynomial of a suitable defining function r , andK >0
is a suitably chosen large constant. We note that W L.�; z/ is C1 in z for z ¤ �.
Recall from [Range 2013] that the neighborhood U , the constant K, and " > 0 can
be chosen so that for all �; z 2D\U with j� � zj< ", one has

(4) jˆK.�; z/j&
�
j ImF .r/.�; z/jCjr.�/jCjr.z/jCL.r; �I� t� .��z//CKj��zj

3
�
:

Here � t
�
.�� z/ denotes the projection of .�� z/ onto the complex tangent space

of the level surface Mr.�/ through the point �, and L.r; �I� t
�
.� � z// denotes the

Levi form of r at the point �. As shown in [Range 2013], the defining function
r can be chosen so that L.r; �I� t

�
.� � z// � 0 for all � 2D \U . We also recall

that—as in the classical strictly pseudoconvex case—r.�/ and ImF .r/.�; z/ can be
used as (real) coordinates in a neighborhood of a fixed point z.

Note that since j��zj3 is real and symmetric in � and z, it follows from the known
caseKD0 (see [Range 1986], for example) that if one definesˆ�K.�; z/DˆK.z; �/,
one has the approximate symmetry

(5) ˆ�K �ˆK D E3:2

In the following, we simplify the notation by dropping the subscript K, i.e., we
will write ˆ instead of ˆK .

For 0� q < n we thus consider the integral representation formula

(6) f D SbD.f /CS iso.f / for f 2D10;q.D/;

where the boundary operator SbD is given by

(7)
Z
bD

f ^�q.W
L/C

Z
bD

@f ^�q.W
L; B/C

Z
bD

f ^ @z�q�1.W
L; B/;

for f 2D10;q.D/. Corresponding formulas hold locally on U \ bD whenever the
boundary is Levi pseudoconvex inU . It is then clear that property (i) in the Main The-
orem is satisfied. The main difficulty involves establishing the estimates (ii) and (iii).

The proof of the Main Theorem involves a careful analysis of the boundary
integrals in formula (7). In contrast to [Lieb and Range 1983], which we henceforth
abbreviate [LR 1983], for the most part we deal directly with the integrals over bD,
thereby simplifying the analysis. However, for the most critical terms we will need
to apply Stokes’ theorem and introduce the Hodge � operator as in [LR 1983] to
transform the integrals into standard L2 inner products of forms over D\U , and
exploit certain approximate symmetries in the kernels.

2Ej denotes a smooth expression which satisfies jEj j � C j� � zjj .
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3. The integral
R

bD
f ^ �q.W L/

When D is strictly pseudoconvex, W L can be chosen to be holomorphic in z for
� close to z, so that the estimations become trivial if q � 1, since then @zW D 0
near the singularity. In the general case considered here, this integral needs to be
carefully estimated as well. The analysis of this integral involves straightforward
modifications of the case q D 0 discussed in [Range 2013], as follows.

We only consider �, z with j� � zj< 1
2
", so that we can use the explicit form of

W L D g=ˆ recalled above, and the local frames f!1; : : : ; !ng and fL1; : : : ; Lng.
Recall that for j D 0; 1; 2, an expression E]j denotes a form which is smooth for
� ¤ z and that satisfies a uniform estimate jE]j j . j� � zj

j , and whose precise
formula may change from place to place. While ˆ is not holomorphic in z, one has
@zˆD E]2; furthermore, one has LzjˆD E]1 for j < n, while Lznˆ¤ 0 at � D z.

By the properties of CF forms, on bD one has

�q.W
L/D cnq

g^ .@�g/
n�q�1 ^ .@zg/

q

ˆn
:

The coefficients gj of g D
P
gjd�j are given by

gj D
@r

@�j
�
1

2

X
k

@2r

@�j @�k
.�k � zk/C E]2.

The form of g implies that

g D @r.�/C E1C E]2; @�g D @@r.�/C E]1; and @zg D E]1:

It follows readily that for 0� t � n� 1 one has

g^ .@�g/
t
D @r.�/^

tX
kD0

Œ@@r.�/�k.E]1/
t�k
C

tX
kD0

Œ@@r.�/�k.E]1/
t�kC1;

where .E]1/
s denotes a generic form of appropriate degree whose coefficients are

products of s terms of type E]1 in the case s � 1, or a term of type E]0 for s D 0;�1.
Note that since ��.!n^!n/D 0 on bD, the pullback of @r.�/^ Œ@@r.�/�k to bD

involves only tangential components tanŒ@@r.�/�, while the pullback of Œ@@r.�/�k

alone will involve exterior products of at least k�1 different tangential components.
When estimating integrals involving these expressions, we make use of the

fact that — in suitable z-diagonalizing coordinates (see [Range 2013]) — each
tangential component tanŒ@@r.�/� in the numerator of the kernel reduces the order
of the vanishing of the corresponding factor ˆ in the denominator from three to an
estimate & j�l � zl j2, i.e.,

(8) j tanŒ@@r.�/�=ˆj. 1=.jr.z/jC j�l � zl j2/;
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where �l is an appropriate complex tangential coordinate. Similarly,

jE]1=ˆj. 1=.jr.z/jC j� � zj
2/:

In order to keep track of these estimates, we introduce forms LŒ�� of Levi weight
� as follows. If �� 1, we say LŒ�� has Levi weight � if each summand of LŒ��
contains at least � factors which either are (different) purely tangential components
of N@@r.�/, or of type E]1. We also set LŒ��D E0 if �� 0. It then follows that

g^ .@�g/
t
D LŒt �

on the boundary, and consequently the numerator of �q.W L/ satisfies

(9) g^ .@�g/
n�q�1

^ .@zg/
q
D LŒn� 1�.

Proposition 1. For any q with 0� q � n� 1, the operator

T L
q W C.0;q/.bD/! C1.0;q/.D/;

defined by

T L
q f .z/D

Z
bD

f .�/^�q.W
L/.�; z/;

satisfies the estimatesˇ̌
Lzj .T

L
q f .z//

ˇ̌
� Cı jf j0 dist.z; bD/ı�1 for ı < 2

3
and 1� j � n;(10) ˇ̌

Lzj .T
L
q f .z//

ˇ̌
� Cı jf j0 dist.z; bD/ı�1 for ı < 1

3
and j � n� 1;(11)

for suitable constants Cı .

Given the estimation (9) of the numerator of �q.W L/, the proof given in [Range
2013] for the case q D 0 and for the derivatives Lzj carries over to the general case.
To prove the estimate (11), one uses LzjˆD E]1 for j � n� 1, which implies that
jLzjˆ=ˆj � dist.z; bD/�2=3. The estimations then proceed as in [Range 2013].

Remark. There is no corresponding estimate for the differentiation with respect to
Lzn, i.e., in the normal direction, since Lznˆ¤ 0 for � D z; therefore the operator
T L
q is not smoothing, i.e., there is no Hölder estimate

jT L
q f jı � Cı jf j0 for any ı > 0.

Proposition 1 provides a partial smoothing property:

Definition 2. A kernel �.�; z/, or the integral operator T� W C�.D/ ! C 1� .D/

defined by it, is Nz-smoothing of order ı > 0 if T� satisfies the estimates (10).
Similarly, we say that � (or T� ) is tangentially smoothing of order ı if T� satisfies
the estimates (11) for Lzj and Lzj for j D 1; : : : ; n� 1.

Here C� denotes spaces of forms of appropriate type.
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4. Boundary admissible kernels

Before proceeding with the analysis of the integrals involving the transition kernels,
we introduce admissible kernels and their weighted order by suitably modifying
corresponding notions from [LR 1983]. We say that a kernel �.�; z/ defined on

bD �D�f.�; �/ W � 2 bDg

is simple admissible if for each P 2 bD, there exists a neighborhood U of P , such
that on .bD\U/� .D\U/ there is a representation of the form

� D
LŒ��.E]1/

j

ˆt1ˇt0
;

where all exponents are � 0. Note that j may be a noninteger, in which case .E]1/
j

denotes a form which is estimated by C j� � zjj . Such a representation is said to
have (weighted) boundary order � � (� 2 R) provided:

i) if t1 � 1 and �� 1, then

2n� 1C j � 1� 2max.0;min.t1� 1; �//� 3max.t1� 1��; 0/� 2t0 � �I

while if �� 0 then

2n� 1C j � 1� 3max.t1� 1; 0/� 2t0 � �I

or

ii) if t1 D 0, then
2n� 1C j � 2t0 � �:

This definition of order takes into account that the dimension of bD is 2n� 1, and
that one factor ˆ may be counted with weight 1, since by estimate (4) one has
jˆj& j ImF r j, and ImF r. � ; z/ serves as a local coordinate on the boundary in a
neighborhood of z.

A kernel � is admissible of boundary order � � if it is a finite sum of simple
admissible kernels with representations of boundary order � �.

The results in the previous section show that �q.W L/ is admissible of boundary
order � 0:

As in the strictly pseudoconvex case considered in [LR 1983], an admissible
kernel � of boundary order � � 1 is smoothing of some positive order ı. This
follows from an estimate

jV zT�.f /.z/j � Cı jf j0 dist.z; bD/�1Cı ;

for any vector field V z of unit length acting in z. On the other hand, admissible
kernels of boundary order �D 0 are not smoothing in general.
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More precisely, we have:

Theorem 3. Let �� be an admissible kernel of boundary order � �, and let

J�.z/D

Z
bD

j��.�; z/j dS.�/:

J�.z/ has the following properties:

(a) If � > 0, then supD J�.z/ <1.

(b) If �D 0, then J0.z/. dist.z; bD/�˛ for any ˛ > 0.

(c) If �� 1, then �� is smoothing of order ı for any ı < 1
3

, tangentially smoothing
of order ı < 2

3
, and Nz-smoothing of order ı < 1:

(d) If �� 2, then �� is smoothing of order ı for any ı < 2
3

.

Proof. Part (a) was essentially proved in [Range 2013] for the kernel �0.W L/.
The general case follows by the same arguments. Part (b) follows from (a) by
noting that dist.z; bD/˛ � j� � zj˛ for � 2 bD. For (c), note that given a vector
field V z , all terms in V z�� are of boundary order � � � 1 � 0, except those
where differentiation is applied to ˆ; in that case use V z.ˆ�s/D .ˆ�s/ŒE]0=ˆ� and
j1=ˆj. jr.z/j�2=3=j� � z/j to see that V z� is estimated by jr.z/j�2=3 multiplied
with a kernel of order � 0. Similarly, in the case where V z is tangential, one can
replace jr.z/j�2=3 by jr.z/j�1=3, and in the case V z D Lzj , one uses Lzj .ˆ

�s/D

.ˆ�s/ŒE]2=ˆ� to see that Lzj �� is of order � 0. The required estimates then follow
from (b). Finally, (d) follows by appropriately modifying the proof of (c). �

The most significant part of this paper is the analysis of the kernels of order zero.
Such kernels are not smoothing in general. However, as we saw for �q.W L/, it
turns out that in many cases they are at least Nz-smoothing and tangentially smoothing
of some positive order. On the other hand, one readily checks that kernels of type
such as E]1=ˇ

n (e.g., those appearing in the BMK kernels) or 1=.ˆˇn�1/, which
are of boundary order zero, do not give preference to tangential or Nz-derivatives,
and consequently such kernels are not Nz-smoothing of any positive order. Therefore
one needs to analyze the kernels of boundary order � 0 that arise in the current
setting more carefully in order to obtain the estimates stated in the Main Theorem.
It will be convenient to introduce the following notation:

Definition 4. The symbol �� denotes an admissible kernel of (boundary) order
� �. We denote by � Nz

0;1=2
(resp. � Nz

0;2=3
) an admissible kernel of order � 0 which

is Nz-smoothing of any order ı < 1
2

(resp. ı < 2
3
/ and tangentially smoothing of any

order ı < 1
3

.

According to this definition, Proposition 1 states that �q.W L/ is a kernel of
type � Nz

0;2=3
. Similarly, we note that by Theorem 3 a kernel of type �1 is (better

than) of type � Nz
0;2=3

, and, in fact, is smoothing of order ı < 1
3

in all directions.
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5. The integrals
R

bD
@f ^ �q.W L; B/ and

R
bD

f ^ @z�q�1.W L; B/

We recall (see [LR 1983] and [Range 1986], for example) that for 0� q � n� 2
the transition kernels �q.W L; B/ are defined by

(12) �q.W
L; B/D .2�i/�n

n�q�2X
�D0

qX
kD0

a�;k;qW
L
^B ^ .@�W

L/�

^ .@�B/
n�q�2��

^ .@zW
L/k ^ .@zB/

q�k;

where the coefficients a�;k;q are certain rational numbers, while�n�1.W L; B/� 0.
Again, it is enough to consider j� � zj � 1

2
", so that W L D g=ˆ. It then follows

from (12) and standard results about CF form that on bD the form �q.W
L; B/ is

given by a sum of terms

(13) Aq;�kD
a�;k;q

.2�i/n

g^ @ˇ^ .@�g/
� ^ .@zg/

k ^ .@�@ˇ/
n�q�2�� ^ .@z@ˇ/

q�k

ˆ1C�Ck ˇn���k�1
;

where a�;k;q 2Q, 0� �� n� q� 2 and 0� k � q. As in the case of the kernel
�q.W

L/, it follows that

Aq;�k.W
L; B/D

LŒ��.E]1/
k

ˆ1C�Ck

E1
ˇn���k�1

:

Consequently the kernelsAq;�k.W L; B/ are admissible of boundary order�1. The
integral

R
bD @f ^�q.W

L; B/ is therefore covered by Theorem 3(c); in particular,
its kernel is smoothing of order ı < 1

3
.

Next, one checks that

@zAq;�k.W
L; B/

D
LŒ��.E]1/

k

ˆ1C�Ck

E0
ˇn���k�1

CC
LŒ��.E]1/

kE]2
ˆ1C�CkC1

E1
ˇn���k�1

C
LŒ��.E]1/

k

ˆ1C�Ck

E2
ˇn���k

:

This shows that the kernels @zAq;�k.W L; B/ are admissible, and one easily verifies
that @zAq;�k is of boundary order � 0:

Recall that 0��� n�q�2 and 0� k � q, so that 0��Ck � n�2. We first
consider the case �C k � 1, which occurs only when n� 3.

Lemma 5. Suppose �C k � 1. Then @zAq;�k.W L; B/ is a kernel of type � Nz
0;1=2

.

Proof. We saw that @zAq;�k.W L; B/ is of order � 0. Applying a derivative with
respect to zj to a factor 1=ˆ in any of the summands of @zAq;�k.W L; B/ results
in a term estimated by a kernel �0 of order � 0 multiplied by jE]2=ˆj, and since
jˆj& jr.z/j1�ı j�� zj3ı , the factor jE]2=ˆj will be bounded by j�� zj˛jr.z/j�1Cı

for some ˛ > 0 if ı < 2
3

. By Theorem 3(a), the kernel j� � zj˛j�0j is integrable
uniformly in z if ˛>0. For the other differentiations, note that since �Ck� 1, each
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summand in @zAq;�k has at least one factor LŒ1�=ˆ or E]1=ˆ with weight ��2 in
addition to the one factor 1=ˆ which is counted with weight ��1 in the calculation
of the order of @zAq;�k . Differentiating the numerator of any such factor of weight
��2 results in a term E0=ˆ, which can be estimated by .1=j��zj3ı/.1=jr.z/j1�ı/,
where the factor 1=j� � zj3ı is of weight > �2 for any ı < 2

3
. If the differentiation

is applied to any of the remaining factors in each of the summands, the order of
the kernel decreases at most by one without affecting any of the factors LŒ1�=ˆ
or E]1=ˆ. In order to compensate for this decrease, one must extract a factor E]1
from such a factor of weight �2, leaving a factor of weight �2 multiplied with a
suitable power jr.z/j�1Cı . This follows as before for a factor E]1=ˆ, since 1=ˆ is
estimated by 1=.j��zj2jr.z/j1=3/. For factors LŒ1�=ˆ, note that according to (8) —
after introducing z-diagonalizing coordinates — one may estimate j tan @@r=ˆj by
terms of the type

1

jr.z/jC j�l � zl j
2
.

1

j�l � zl j
2ı jr.z/j1�ı

.
1

j�l � zl j
2ıC1jr.z/j1�ı

E]1

for a suitable l �n�1 (see [Range 2013] for details). Here the factor 1=j�l�zl j2ıC1

is of weight � �2 for any ı < 1
2

. Altogether we thus proved that @zAq;�k is Nz-
smoothing of any order ı < 1

2
. Finally, if one considers a tangential derivative Lzj ,

j � n� 1, the same arguments apply as long as ı < 1
3

. �

Remark. Note that this last argument restricts the order of Nz-smoothing to ı < 1
2

,
while in all other previous instances one has the stronger estimates of order ı < 2

3
.

6. The kernel @zAq�1;00

We are thus left with @zAq�1;00. This is the critical and most delicate case. Note
that this kernel contains a term E0=.ˆˇn�1/ (of order � 0); however, differentiation
with respect to zj will result, among others, in a term E1=.ˆˇn/ which is estimated,
at best, by jE1=ˇnjjr.z/j�1. We see that @zAq�1;00 contains terms which are not
Nz-smoothing of any positive order ı > 0. In order to proceed we need to identify
these critical terms and exploit certain approximate symmetries in analogy to the
method introduced in [LR 1983].

We begin by applying Stokes’ theorem to replace the integralZ
bD

f ^ @zAq�1;00

by an integral over D. For this purpose we first extend Aq�1;00 — that is, W L

and B — from the boundary into D without introducing any new singularities, as
follows. By the estimate (4) for jˆj, as long as �" < r.�/ < 0, one has jˆj& jr.�/j.
Choose a C1 function ' on D so that '.�/� 1 for �1

2
"� r.�/ and '.�/� 0 for
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r.�/� �3
4
". We then define the .0; 1/-form

bW L.�; z/D '.�/W L.�; z/

on D �D�f.�; �/ W � 2 bDg, so that bW L.�; z/DW L.�; z/ for � 2 bD.
We also define

yB.�; z/D
@�ˇ

P.�; z/
; where P.�; z/D ˇ.�; z/C

2r.�/r.z/

k@r.�/kk@r.z/k

on D �D � f.�; �/ W � 2 bDg. (Note that r.�/r.z/ > 0 for �; z 2 D.) Clearly
yB.�; z/DB.�; z/ for � 2 bD. By replacingW L with bW L and B with yB in Aq�1;00,

one can therefore assume that Aq�1;00 extends to D�D�f.�; �/ W � 2 bDg without
any singularities.

It then follows thatZ
bD

f ^ @zAq�1;00 D

Z
D

@�f ^ @zAq�1;00C .�1/
q

Z
D

f ^ @�@zAq�1;00:

Remark. When one considers kernels that are integrated over D, the definition of
admissible kernels and of their weighted order needs to be modified appropriately.
First of all, the dimension of the domain of integration is now 2n, which leads to an
increase in order by one. Also, each factor r.z/ or r.�/ in the numerator increases
the order by at least one. Furthermore, since both r.�/ and ImF .r/.�; z/ are used
as coordinates in a neighborhood of z for dist.z; bD/ < "; the weighted order is
adjusted to account for the fact that by estimate (4), now up to two factors ˆ are
counted with weight � �1 (see [LR 1983, Definition 4.2] for more details). In
particular, it follows that the (extended) kernel @zAq�1;00, which is admissible of
boundary order � 0, is admissible of order � 1 over D.

It is straightforward to prove the analogous version of Theorem 3 for kernels
integrated over D. In particular, one then obtains:

Lemma 6. The operator Tq�1;00 W C.0;qC1/.D/! C 1
.0;q/

.D/ defined by

Tq�1;00. /D

Z
D

 ^ @zAq�1;00

is smoothing of any order ı < 1
3

and Nz-smoothing of any order ı < 1.

Note that because of the term Kj�� zj3 contained in ˆ, the kernel @zAq�1;00 is
only of class C 1 jointly in .�; z/ near points where � D z.

We are left with estimating integrals of the kernel @�@zAq�1;00 D @z@�Aq�1;00
over D. This kernel is readily seen to be of order � 0, but it contains terms that are
not Nz-smoothing of any order ı > 0.

Proceeding as in [LR 1983], we introduce the kernel Lq�1D .�1/q�Aq�1;00 for
1� q � n� 1, where � is the Hodge operator acting on the variable � with respect
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to the standard inner product of forms in Cn. Note that in [LR 1983] the definition
of Lq�1 involved �q�1.bW L; yB/, while here we only take those summands Aq;�k
with �C k D 0. Since Aq�1;00 D��Lq�1, one then obtains

.�1/q@�Aq�1;00 D �� @�Aq�1;00 D �.�@� /.��Lq�1/D �#�Lq�1;

where #� D�� @�� is the (formal) adjoint of @. It follows that

.�1/q
Z
D

f ^ @�Aq�1;00 D

Z
D

f ^�#�Lq�1 D .f; #�Lq�1/D;

where the inner product is taken by integrating the pointwise inner product of forms
over D. Since @z commutes with �� , one has

.�1/q
Z
D

f ^ @z@�Aq�1;00 D .f; @z#�Lq�1/D:

Let us introduce the Hermitian transpose K� of a double form K DK.�; z/ by

K�.�; z/DK.z; �/:

Note that K�.�; z/ is the kernel of the adjoint T � of T W f ! .f;K. � ; z//D , i.e.,
T �.f /! .f;K�. � ; z//D .

One now writes

.f; @z#�Lq�1/D D .f; @z#�Lq�1� Œ@z#�Lq�1�
�/DC .f; Œ@z#�Lq�1�

�/D:

Since Œ@z#�Lq�1��D @�#zL�q�1, if f 2 dom N@�, one may integrate by parts in the
second inner product, resulting in .f; @�#zL�q�1/D D .@

�f; #zL
�
q�1/D .

Expanding the definition of admissible kernels to allow for factors ˆ�, with
corresponding definition of order, one verifies that the kernel #zL�q�1 is admissible
of order � 1, and consequently it is smoothing of order ı < 1

3
, and Nz-smoothing of

order ı < 1.

7. The critical singularities

We now carefully examine @z#�Lq�1� Œ@z#�Lq�1�� and verify that there is a can-
cellation of critical terms, so that the conjugate of this kernel is partially smoothing
as required for the Main Theorem.

We use the standard orthonormal frame !1; : : : ; !n for .1; 0/-forms on a neigh-
borhoodU ofP 2bD, with!nD@r.�/=k@r.�/k. After shrinking ", we may assume
that B.P; "/� U . As usual, we shall focus on estimating integrals for fixed z 2D
with jz�P j< 1

2
", and integration over � 2D\U with r.�/��1

2
" and j��zj< 1

2
".

Let L1; : : : ; Ln be the corresponding dual frame of .1; 0/-vectors, acting on the �
variables. If LD

Pn
kD1 ak.�/@=@�k , we denote by Lz DLz

�
D
Pn
kD1 ak.�/@=@zk
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the corresponding vector field acting on the z variables. A similar convention
applies to !zj , which we denote by �j .

One then readily verifies the following equations:

(a) @r.�/D !nk@r.�/k;

(b) @ˇ D
Pn
jD1.Ljˇ/!j and @ˇ D

Pn
jD1.Ljˇ/!j ;

(c) @@ˇ D 2
Pn
jD1 !j ^!j C E1;

(d) @z@ˇ D�2
Pn
jD1 �j ^!j C E1;

(e) Lzj ˇ D�LjˇC E2 and LjLkˇ D E1;

(f) LjP D E1 and LzjP D E1 for j < n.

Somewhat more delicate are the following two formulas. They are the analogs
of [LR 1983, Lemmas 5.9 and 5.35], with the differences due to the fact that in the
present paper the defining function is not normalized, as it is restricted to a special
form so that its level surfaces remain pseudoconvex. The definition of the extension
P has been modified accordingly. Since both formulas require exact identification
of the leading terms, we include the details of the proofs.

Lemma 7. LznP D�
2

k@r.�/k
ˆC E0r.�/r.z/C E1r.�/C E2.

Proof. We fix � 2 U . After a unitary change of coordinates in the � variables, one
may assume that @r=@�j .�/D 0 for j < n and @r=@�n.�/ > 0, so that k@r.�/k D
p
2@r=@�n.�/ and .Lzn/z D

p
2@=@znCE1. Then Lznr.z/D

p
2@r=@zn.�/CE1D

k@r.�/kC E1. In this coordinate system one has
p
2ˆ.�; z/D

p
2
@r

@�n
.�/.�n� zn/C E2�

p
2r.�/

D k@r.�/k.�n� zn/�
p
2r.�/C E2;

and

LznP.�; z/D�
p
2.�n� zn/C E2C

2r.�/

k@r.�/k

Lznr.z/

k@r.z/k
C E0r.�/r.z/

D�
p
2.�n� zn/C E2C

2r.�/

k@r.�/k
Œ1C E1�C E0r.�/r.z/

D�
p
2.�n� zn/C

2r.�/

k@r.�/k
C E2C E1r.�/C E0r.�/r.z/

D�

p
2

k@r.�/k
Œk@r.�/k.�n� zn/�

p
2r.�/�

C E2C E1r.�/C E0r.�/r.z/:

The proof is completed by combining these two equations. �
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Lemma 8. 2P �
n�1X
jD1

jLjˇj
2
D

4

k@r.�/kk@r.z/k
jˆj2C E3C E2r.�/.

Proof. Here we fix z, and after a unitary coordinate change in � we may assume that
Lj D

p
2@=@�j C E1, so that Ljˇ D

p
2.�j � zj /C E2. Hence

Pn�1
jD1 jLjˇj

2 D

2
Pn�1
jD1 j�j � zj j

2C E3, and therefore

(14) 2P �
n�1X
jD1

jLjˇj
2
D 2j�n� znj

2
C

4r.�/r.z/

k@r.�/kk@r.z/k
C E3:

Furthermore,
p
2ˆ.�; z/D

p
2
@r

@�n
.z/.�n� zn/C E2�

p
2r.�/

D k@r.z/k.�n� zn/�
p
2r.�/C E2;

It follows that

2jˆ.�; z/j2

D k@r.z/k.�n� zn/
p
2ˆ� 2r.�/ˆC E2ˆ

D k@r.z/k2j�n� znj
2
Ck@r.z/k.�n� zn/Œ�

p
2r.�/C E2�� 2r.�/ˆC E2ˆ

D k@r.z/k2j�n� znj
2
�
p
2r.�/Œk@r.z/k.�n� zn/C

p
2ˆ�C E3C E2ˆ:

By (5) one has
p
2ˆD

p
2ˆ�C E3 D k@r.�/k.zn� �n/�

p
2r.z/C E2

D�k@r.z/k.�n� zn/�
p
2r.z/C E2;

where we used that k@r.�/k D k@r.z/k C E1. Inserting this equation into the
previous one and using E2ˆD E3C E2r.�/, results in

2jˆ.�; z/j2 D k@r.z/k2j�n� znj
2
�
p
2r.�/.�

p
2r.z/C E2/C E3C E2r.�/

D k@r.�/kk@r.z/kj�n� znj
2
C 2r.�/r.z/C E3C E2r.�/

D
1
2
k@r.�/kk@r.z/k

�
2j�n� znj

2
C

4r.�/r.z/

k@r.�/kk@r.z/k

�
C E3C E2r.�/:

The lemma follows after inserting (14) and rearranging. �

We now identify precisely the kernel Lq�1 and the critical highest order singular-
ity of @z#�Lq�1 with respect to the standard frames introduced above. To simplify
notation we replace q � 1 with q and consider Aq;00 and Lq for 0 � q � n� 2.
The computations follow closely those for the case �D 0 in [LR 1983]; therefore
we just state the relevant formulas, and provide more details only where critical
differences arise.
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From (13) one sees that

Aq;00 D
aq

.2�i/n

g^ @ˇ^ .@�@ˇ/
n�q�2 ^ .@z@ˇ/

q

ˆPn�1

D
aq

.2�i/n

@r ^ @ˇ^ .@�@ˇ/
n�q�2 ^ .@z@ˇ/

qC E2
ˆPn�1

:

Then
Lq D .�1/

qC1
�Aq;00 D CqC

E2
ˆPn�1

;

where

Cq D .�1/
qC1 aq

.2�i/n
��

@r ^ @ˇ^ .@�@ˇ/
n�q�2 ^ .@z@ˇ/

q

ˆPn�1
:

It follows that
@z#�Lq D @z#�CqC @z#�

E2
ˆPn�1

:

Remark. Note that in contrast to [LR 1983], the kernels Lq D CqC E2=.ˆPn�1/
and @z#�Lq analyzed here only involve the term corresponding to � D 0 in the
same reference. Since in this paper we are concerned with Nz-smoothing, we need
to consider the conjugates Lq , Cq , and @z#�Lq , which are the kernels that appear
in the integral

R
f ^�@z#�Lq D .f; @z#�Lq/D .

Lemma 9. @z#�
E2

ˆPn�1
is of type �1.

Proof. The proof of this lemma involves a straightforward verification. Note that
E2=.ˆPn�1/ is of order � 3. Differentiation with respect to � reduces the order by
one only, since after differentiating 1=ˆ the resulting factor 1=ˆ2 has weight �2.
Similarly, since @zˆD E]2, subsequent application of @z also reduces the order by
one only. �

Next we represent Cq in terms of the local orthonormal frames. By utilizing the
various formulas recalled above, it follows that

Cq D
qk@r.�/k

inˆPn�1
��

X
jQjDq
j<n

!n ^ .Ljˇ/!j ^ .! ^!/
J
^!Q ^ �QC

E2
ˆPn�1

;

where q is a real constant. The summation is over all strictly increasing q-tuples
Q with n … Q, over j < n with j … Q, and J is the ordered (n� q � 2)-tuple
complementary to njQ in f1; : : : ; ng. Since �Œ!njQ ^ .! ^ !/J � D bqi

n!njQ,
where bq is real, it follows that

Cq D eqk@r.�/k X
jQjDq
j<n

Ljˇ

ˆPn�1
!njQ ^ �QC

E2
ˆPn�1

;
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for another real constant eq . By using Lemma 9, it then follows that

@z#�Cq D eqk@r.�/k@z#�� X
jQjDq
j<n

Ljˇ

ˆPn�1
!njQ ^ �Q

�
C�1:

Let us introduce
C 0q D

X
jQjDq
j<n

Ljˇ

ˆPn�1
!njQ ^ �Q:

The heart of the analysis of @z#�Lq � Œ@z#�Lq�� is contained in:

Theorem 10. For 0� q � n� 2 the kernel

@z#�C
0
q � Œ@z#�C

0
q �
�

is of type � Nz
0;2=3

.

Corollary 11. The operator

f ! .f; @z#�Lq�1� Œ@z#�Lq�1�
�/D

is Nz-smoothing of order ı < 2
3

and tangentially smoothing of order ı < 1
3

for
1� q � n� 1.

Proof. This follows from Theorem 10 by using Lemma 9 and also by observing that
the differentiation of k@r.�/k results in an error term of type �1. Similarly, when
considering the difference Œ � � � �� Œ � � � ��, the substitution k@r.�/k D k@r.z/kC E1
leads to an error term of the same type. �

Remark. In order to be consistent with the notation and formulas in [LR 1983], in
the proof of Theorem 10 we analyze �q D @z#�C 0q � Œ@z#�C

0
q �
�. In the end we

must verify that its conjugate �q is of type � Nz
0;2=3

.

Since C 0q is a double form of type .0; qC 2/ in � and type .q; 0/ in z, the form
@z#�C

0
q is of type .0; qC 1/ in � and type .qC 1; 0/ in z. Consequently,

@z#�C
0
q D #�@zC

0
q D

X
jLjDqC1

� X
jKjDqC1

AKL!
K

�
^ �L;

where the sums are taken over all strictly increasing (qC 1)-tuples L and K. It
follows that

@z#�C
0
q � Œ@z#�C

0
q �
�
D

X
jLjDqC1

� X
jKjDqC1

ŒAKL� .ALK/
��!K

�
^ �L:

In the next section we identify the coefficients AKL precisely in order to verify
that ŒAKL� .ALK/�� is of order � 0 and that its conjugate is at least of type � Nz

0;2=3
.
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8. The approximate symmetries

The computation of #�@zC 0q uses the expressions for @z and #� in terms of the stan-
dard adapted boundary frames plus error terms which do not involve differentiation.
These error terms — in the end — result in kernels which are conjugates of admis-
sible kernels of order � 1, and hence will be ignored in the discussion that follows.

As usual "L
lQ

denotes the sign of the permutation which carries the ordered
.qC 1/-tuple lQ into the ordered .qC 1/-tuple L if lQD L as sets, and "L

lQ
D 0

otherwise. We introduce mlj D .1=ˆ/Lzl .Ljˇ=P
n�1/ for 1� j < n and 1� l � n.

Lemma 12. For any K, L one has

AKL D�
X
Q

j; l; k

"LlQ"
njQ

kK
.Lkmlj /C�

Nz
0;2=3

C�1:

Proof. This lemma is the analogue of [LR 1983, Lemma 5.6]. In the present case,
the computation shows that the error term is of the form E3=Œˆ3Pn�1�C�1, where
the first term is only of order zero. (In the case where D is strictly pseudoconvex,
and hence jˆj& j��zj2, this term is �1 as well.) However, one readily checks that
its conjugate E3=Œˆ3Pn�1� is of type � Nz

0;2=3
. �

We are therefore left with

(15) A
.0/
KL D�

X
Q

j; l; k

"LlQ"
njQ

kK
.Lkmlj /:

Only terms with j < n appear with nonzero coefficients. In the following it will
be assumed that j < n.

For l < n one has

(16) mlj D
�2ılj

ˆPn�1
� .n� 1/

Lz
l
ˇLjˇ

ˆPn
C

E1
ˆPn�1

,

while by using Lemma 7 one obtains

(17) mnj D
1

ˆ

�
LznLjˇ

Pn�1
� .n� 1/

.LznP/Ljˇ
Pn

�
D
2.n� 1/

k@r.�/k

Ljˇ

Pn
C

E1
ˆPn�1

C
E1r.�/r.z/C E2r.�/C E3

ˆPn
:

Note that all the error terms are of order � 2, and that they have only one factor
ˆ in the denominator. Consequently, applying Lk to the error terms results in �1
terms. So only the leading terms of mlj identified above need to be considered in
the following analysis.
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Proof of Theorem 10. Since all relevant error terms are of type � Nz
0;2=3

or better, it is
enough to examine

A
.0/
KL�A

.0/�
LK ; where A.0/KL D�

X
Q

j; l; k

"
lQ
L "

njQ

kK
.Lkmlj /:

We need to consider separate cases, depending on whether n is inK (resp.L), or not:

Case 1. n 2K and n 2 L.
In this case the computations in [LR 1983] apply without further changes, subject

to the adjustments due to the fact that the defining function r is not normalized.
Combined with k@r.�/k D k@r.z/kC E1, it follows that

A
.0/
KL�A

.0/�
LK D �1:

Case 2. n …K and n … L.
In this case "njQ

kK
¤ 0 only for k D n. Hence

A
.0/
KL D�

X
Q
j; l

"LlQ"
njQ
nK .Lnmlj /C�1 D�

X
l2L
j2K

"LlQ"
jQ
K .Lnmlj /C�1:

Lemma 5.21 in [LR 1983] needs to be replaced by:

Lemma 13. Lnmlj � .Lnmjl/� D � Nz0;2=3 for j; l < n.

Assuming the lemma, one obtains (after replacing j with l in the last equation)

A
.0/�
LK D�

X
j; l<n

"KlQ"
jQ
L .Lnmlj /

�
C�1 D�

X
j2L
l2K

"KlQ"
jQ
L .Lnmjl/C�

Nz
0;2=3

D A
.0/
KLC�

Nz
2=3
:

To prove the lemma, one uses (16). The calculation of Lnmlj proceeds as in [LR
1983] with the obvious changes. By using k@r.�/k D k@r.z/kC E1 one obtains

.Lnmjl/
�
�Lnmlj

D�
2ılj k@r.�/k

Pn�1

�
1

ˆ�2
�
1

ˆ2

�
� 4

ılj .n� 1/

k@r.�/kPn

�
ˆ�

ˆ�
�
ˆ

ˆ

�
�.n� 1/

Lzj ˇLlˇk@r.�/k

Pn

�
1

ˆ�2
�
1

ˆ2

�
�
2n.n� 1/

k@r.�/k

Lzj ˇLlˇ

PnC1

�
ˆ�

ˆ�
�
ˆ

ˆ

�
C�1:

In the strictly pseudoconvex case the differences in Œ � � � � are of higher order than the
terms individually, resulting in .Lnmjl/��Lnmlj D �1. In the present case, only
a weaker result holds, as follows. Note that — after taking conjugates — one has

1

ˆ�2
�
1

ˆ2
D
.ˆ�ˆ�/.ˆCˆ�/

ˆ�2ˆ2
D

E3
ˆ�2ˆ

C
E3

ˆ�ˆ2
;
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where we have used the approximate symmetry (5) in the second equation. It now
readily follows that E3=ŒPn�1ˆ�2ˆ� and E3=ŒPn�1ˆ�ˆ2� (while of order zero,
and hence not smoothing as in the strictly pseudoconvex case) are in fact of type
� Nz
0;2=3

. Since E2=Pn is estimated by E0=Pn�1, the same argument works for the
third term above. For the conjugate of the second term, note that

1

Pn

�
ˆ�

ˆ�
�
ˆ

ˆ

�
D

1

Pn

�
ˆˆ��ˆ�ˆ

ˆ�ˆ

�
D

1

Pn
E3
ˆ�ˆ

D �1.

The fourth term is estimated the same way by first estimating E2=PnC1 by E0=Pn.

Case 3. The mixed case n 2K and n … L.
As in [LR 1983], this is — computationally — the most complicated case. On the

other hand, aside from the differences as noted, for example, in Lemmas 7 and 8,
the details of the proof essentially carry over from [LR 1983] to the case considered
here, with the result that one has

A
.0/
KL�A

.0/�
LK D �1:

In more detail, since n 2 K, there is exactly one ordered q-tuple J such that
K D J [fng, and one then has "KnJA

.0/
KL D A

.0/

.nJ /L
.

Note that we need to identify the leading terms of both A.0/KL and A.0/LK . Let us

first consider the simpler term A
.0/
LK . After interchanging L and K in (15), one has

A
.0/
LK D�

X
Q

j; l; k

"KlQ"
njQ

kL
.Lkmlj /C�1:

Since n … L, the factor "K
lQ
"
njQ

kL
¤ 0 only if k D n and l D n, and furthermore

Q D J . Therefore the leading term of A.0/LK , i.e., the sum, is different from zero
only if J � L so that "jJL ¤ 0 only for that unique j for which LD J [ fj g. It
follows that for j < n one has

A
.0/

.jJ /.nJ /
D "

jJ
L "

K
nJA

.0/
LK C�1 D�Lnmnj C�1.

Since LnP D .LznP/
�, Lemma 7 implies that

LnP D�
2

k@r.z/k
ˆ�C E0r.�/r.z/C E1r.z/C E2:

By using this equation and (17), it follows that

(18) A
.0/

.jJ /.nJ /
D�

4n.n� 1/

k@r.�/kk@r.z/k

Ljˇˆ
�

PnC1
C�1:
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Finally we calculate A.0/KL. With J as before, one has

A
.0/
KL D�

X
Q

j; l; k

"LlQ"
njQ

kK
.Lkmlj /C�1 D "

nJ
K

X
n…Q

j; l; k<n

"LlQ"
jQ

kJ
.Lkmlj /C�1:

Continuing with the intricate calculations as in [LR 1983, pp. 237–239, Case Id)]
and using Lemma 8 above in place of [LR 1983, Lemma 5.35], one obtains

A
.0/
KL D�"

nJ
K

4n.n� 1/

k@r.�/kk@r.z/k

X
l<n

"LlJ
.Lz
l
ˇ/ˆ

PnC1
C�1:

Here the only nonzero term in the sum arises for that unique l , for whichLDJ[flg.
Consequently, the last formula implies

(19) A
.0/

.nJ /.lJ /
D�

4n.n� 1/

k@r.�/kk@r.z/k

.Lz
l
ˇ/ˆ

PnC1
C�1.

Let us now consider A.0/KL�A
.0/�
LK . As the preceding formulas show, each sum-

mand is of type �1 except in the case that for the unique q-tuple J �f1; 2; : : : ; n�1g
with K D J [fng, L satisfies LD J [flg as sets for some unique l < n. In this
latter case, equations (19) and (18) imply

A
.0/

.nJ /.lJ /
�A

.0/�

.lJ /.nJ /
D�

4n.n� 1/

k@r.�/kk@r.z/k

1

PnC1
Œ.Lz

l
ˇ/ˆ�.L

l
ˇ/�ˆ�C�1D�1:

The last equation holds because .L
l
ˇ/� D Lz

l
ˇ.

Case 4. n …K and n 2 L:
This is reduced to Case 3 by noting that

A
.0/
KL�A

.0/�
LK D�

�
A
.0/
LK �A

.0/�
KL

��
:

It thus follows that for all K and L one has A.0/KL � A
.0/�
LK D � Nz

0;2=3
. This

completes the proof of Theorem 10. �

9. Proof of the Main Theorem

In Sections 4–8, we have analyzed the integrals that appear in the representation (3)
of the boundary operator SbD . By combining these results, it follows that for all
f 2 D1qU and z 2D\U one has the estimates

jLzj S
bD.f /.z/j � Cı dist.z; bD/ı�1Q0.f / for j D 1; : : : ; n and any ı < 1

2
;

jLzj S
bD.f /.z/j � Cı dist.z; bD/ı�1Q0.f / for j D 1; : : : ; n�1 and any ı < 1

3
:

We have thus completed the proof of claims (ii) and (iii) of the Main Theorem.
As noted earlier, (i) follows trivially from the classical estimate (2) for S iso.
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Finally we prove the statement about the normal components of f . We use the fol-
lowing lemma, which is a routine variation of classical estimates for the BMK kernel.
For 0� ˛ < 1, set C�˛

.0;1/
.D/D fg 2C.0;1/.D/ W supz2D jg.z/j dist.z; bD/˛ <1g,

with the norm jgj�˛ defined by the relevant supremum.

Lemma 14. The operator T BM W C�˛
.0;1/

.D/! C.D/ defined by

T BM .g/D

Z
D

g.�/^�0.B/

satisfies the estimate

(20)
ˇ̌
T BM .g/

ˇ̌
1�˛0 . jgj�˛ for any ˛0 > ˛:

Now suppose f 2D1qU and let fJ be a normal component of f , so that fJ jbDD0.
Decompose fJ D hJ C ŒS

iso.f /�J , where h D SbD.f /. We already know by
estimate (2) that jS iso.f /j˛ . Q0.f / for any ˛ < 1. Note that on bD \U one
has hJ D�ŒS iso.f /�J , so that j.hJ jbD\U /j˛ . jS iso.f /j˛ .Q0.f / as well. By
standard properties of the BM kernel �0.B/, it follows that

R
bD hJ�0.B/ satisfies

the same estimate on D\U if ˛ > 0. By the case qD 0 of the BMK representation
formula (1) applied to hJ , one has

(21) hJ D

Z
bD

hJ �0.B/�

Z
D

@hJ ^�0.B/:

Given ı < 1
2

, choose ı0 with ı < ı0 < 1
2

. By part (ii) of the Main Theorem, @hJ 2
C
�.1�ı 0/

.0;1/
.D/, with j@hJ j�.1�ı 0/�Cı 0Q0.f /. It then follows from Lemma 14 thatˇ̌

T BM .@hJ /
ˇ̌
ı
.Q0.f /:

Each summand in the representation (21) therefore satisfies the desired Hölder
estimate, so that

jhJ jƒı.D\U/ .Q0.f /:

Since fJ DhJCŒS iso.f /�J , the required estimate jfJ jı .Q0.f / holds as well. �
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EXPLICIT HILBERT–KUNZ FUNCTIONS
OF 2× 2 DETERMINANTAL RINGS

MARCUS ROBINSON AND IRENA SWANSON

Let k[X] = k[xi, j : i = 1, . . . , m; j = 1, . . . , n] be the polynomial ring
in mn variables xi, j over a field k of arbitrary characteristic. Denote by
I2(X) the ideal generated by the 2× 2 minors of the generic m× n matrix
[xi, j ]. We give a closed polynomial formulation for the dimensions of the
k-vector space k[X]/(I2(X)+ (xq

1,1, . . . , xq
m,n)) as q varies over all positive

integers, i.e., we give a closed polynomial form for the generalized Hilbert–
Kunz function of the determinantal ring k[X]/I2(X). We also give a closed
formulation of dimensions of other related quotients of k[X]/I2(X). In the
process we establish a formula for the numbers of some compositions (or-
dered partitions of integers), and we give a proof of a new binomial identity.

1. Introduction

Throughout, let m, n, q be nonnegative integers, and let k, k[X ], and I2(X) be as
in the abstract. We write N for the set of nonnegative integers.

The generalized Hilbert–Kunz function of R = k[X ]/I2(X) is the function
HKR,X : N→ N given by

HKR,X (q)=

(
k[X ]

I2(X)+ (xq
1,1, . . . , xq

m,n)

)
.

Namely, k[X ]/(I2(X)+ (xq
1,1, . . . , xq

m,n)) is a finite-dimensional k-vector space,
and length measures that dimension. The standard Hilbert–Kunz function is only
defined when k has positive prime characteristic p and when q varies over powers
of p, whereas the generalized Hilbert–Kunz function is defined for arbitrary field k,
regardless of the characteristic. While the Hilbert–Kunz function is not necessarily
a polynomial function, it has a well-defined normalized leading coefficient. The
normalized leading coefficient of the generalized Hilbert–Kunz function has been
studied for example in [Conca 1996; Eto 2002; Eto and Yoshida 2003], while
[Miller and Swanson 2013] studied the whole generalized Hilbert–Kunz function.
Miller and Swanson gave a recursive formulation for HKR,X and proved that it is a
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Keywords: Hilbert–Kunz function, multiplicity, combinatorial identity.
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polynomial function. They gave closed formulations in the case m ≤ 2. This paper
is an extension of [Miller and Swanson 2013].

The main result of this paper, Theorem 3.3, is the closed formulation of HKR,X

for arbitrary positive integers m, n. We also give, in Theorem 3.1, an explicit
formula for the length of

k[X ]
I2(X)+ (xq

i, j : i, j)+
∑n

j=1(x1, j , . . . , xm, j )q
.

In Lemma 2.5 and Corollary 3.4 we give some explicit formulas for the number
of tuples of specific length of nonnegative integers that sum up to at most a fixed
number and whose first few entries are at most another fixed number. (In other
words, we give formulas for the numbers of some specific compositions of integers.)

2. Set-up

Our proofs are based on the following result:

Theorem 2.1 [Miller and Swanson 2013, Theorem 2.4]. The quotient ring

k[X ]
I2(X)+ (xq

1,1, . . . , xq
m,n)

has a k-vector space basis consisting precisely of monomials
∏

i, j x pi, j
i, j with the

following properties:

(1) Whenever pi, j > 0 and i ′< i, j < j ′, we have pi ′, j ′ = 0. (Monomials satisfying
this property will be called staircase monomials. The name comes from the
southwest-northeast staircase-like shape of the nonzero entries pi, j in the m×n
matrix of all the pi, j .)

(2) Either
∑

j pi, j < q for all i = 1, . . . , m or
∑

i pi, j < q for all j = 1, . . . , n.
�

Thus, to compute the Hilbert–Kunz function, we need to be able to count such
monomials. The recursive formulations for this function in [Miller and Swanson
2013], as well as the explicit formulations below, require counting related sets of
monomials:

Definition 2.2 [Miller and Swanson 2013, Section 3]. Let r1, . . . , rm, c1, . . . , cn ∈

N ∪ {∞}. (In general we think of the ri as the row sums and the c j as the column
sums.) Define Nq(m, n; r1, . . . , rm; c1, . . . , cn) to be the number of monomials∏

i, j x pi, j
i, j with the following properties:

(1)
∏

i, j x pi, j
i, j is a staircase monomial, i.e., whenever pi, j > 0 and i ′ < i, j < j ′,

we have pi ′, j ′ = 0.
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(2)
∑

j pi, j ≤ ri for all i ∈ {1, . . . , m} and
∑

i pi, j ≤ c j for all j ∈ {1, . . . , n}.

(3) Either
∑

j pi, j < q for all i ∈ {1, . . . , m} or
∑

i pi, j < q for all j ∈ {1, . . . , n}.

For ease of notation, for any c∈N∪{∞} we let c denote a repetition of cs, where
the number of occurrences depends on the context. For example, Nq(m, n;∞,∞)

stands for Nq(m, n;∞, . . . ,∞;∞, . . . ,∞), with m occurrences of∞ in the first
instance and n in the second. By convention, Nq(0, n; ; c1, . . . , cn)= 1.

It was proved in [Miller and Swanson 2013, Section 3] that

Nq(m, n; r1, . . . , rm; c1, . . . , cn)= length of(
k[X ]

I2(X)+ (xq
i, j : i, j)+

∑m
i=1(xi,1, . . . , xi,n)ri+1+

∑n
j=1(x1, j , . . . , xm, j )

c j+1

)
,

where for an ideal I , we set I∞ to be the 0 ideal. Thus, in particular,

Nq(m, n;∞;∞)= HKK [X ]/I2(X),X (q).

Our main result in this paper relies on the count of the following monomials as
well:

Definition 2.3. Let r1, . . . , rm, c1, . . . , cn ∈N∪{∞}. (We think of ri as the i-th row
sum, and of c j as the j-th column sum.) Define Mq(m, n; r1, . . . , rm; c1, . . . , cn)

to be the number of monomials
∏

i, j x pi, j
i, j such that:

(1)
∏

i, j x pi, j
i, j is a staircase monomial, i.e., whenever pi, j > 0 and i ′ < i, j < j ′,

we have pi ′, j ′ = 0.

(2)
∑

j pi, j ≤min{ri , q − 1} for all i ∈ {1, . . . , m}.

(3) There exists j ∈ {1, . . . , n} such that
∑

i pi, j > c j .

The following lemma says that mn exponents pi, j of a staircase monomial can
be identified by m+ n or even m+ n− 1 numbers:

Lemma 2.4. Suppose that r1, . . . , rm, c1, . . . , cn are nonnegative integers and that∑
i ri =

∑
j c j . Then there exists a unique staircase monomial

∏
i, j x pi, j

i, j such that
ri =

∑
j pi, j for all i = 1, . . . m and c j =

∑
i pi, j for all j = 1, . . . , n.

Proof. If m = 1, then clearly p1, j = c j , which is uniquely determined. If n = 1,
necessarily pi,1 = ri .

In general, for arbitrary m and n, knowing c1 and rm is enough information to
uniquely determine pm,1: if pm,1 < min{c1, rm}, then the m-th row has a nonzero
number beyond the first entry and the first column has a nonzero number in the first
m−1 rows, which then makes the corresponding monomial nonstaircase and is not
allowed. So necessarily pm,1 = min{c1, rm}. If pm,1 = c1, then no more nonzero
exponents appear in the first column, and it remains to fill in the remaining m×(n−1)



436 MARCUS ROBINSON AND IRENA SWANSON

matrix of pi, j with the remaining numbers r1, . . . , rm−1, rm − c1, c2, . . . , cn . If
instead pm,1 = rm , then no more nonzero exponents appear in the last row, and
it remains to fill in the remaining (m − 1)× n matrix of pi, j with the remaining
numbers r1, . . . , rm−1, c1− rm, c2, . . . , cn . �

Lemma 2.5. Let a, b, w, z be integers with a ≤ b. The number of b-tuples of
nonnegative integers that sum up to at most w and for which the first a entries are
strictly smaller than z equals

a∑
i=0

(−1)i
(a

i

)(
w−i z+b

b

)
.

Proof. (This proof was suggested by the referee.) Let E be the set of all b-tuples
(v1, . . . , vb) of nonnegative integers that sum up to at most w. It is well known
that |E | =

(
w+b

b

)
. Let E j be the subset E of those tuples for which vi ≥ z. Then

|E j | =
(
w−z+b

b

)
, and more generally, |E j1 ∩ · · · ∩ E ji | =

(
w−i z+b

b

)
. The desired

cardinality is |E \ (E1 ∪ · · · ∪ Ea)|, which, by the inclusion-exclusion principle,
equals

|E | −
a∑

i=1

(−1)i−1
∑

1≤ j1<···< ji≤a

|E j1 ∩ · · · ∩ E ji |

=

(
w−i z+b

b

)
−

a∑
i=1

(−1)i−1
(a

i

)(
w−i z+b

b

)
=

a∑
i=0

(−1)i
(a

i

)(
w−i z+b

b

)
. �

Lemma 2.6. Let a, b, w, z be integers with a < b. The following numbers are the
same:

(1) The number of b-tuples of nonnegative integers that sum to at most a(z− 1)−w

and for which the first a entries are strictly smaller than z.

(2)

a∑
i=0

(−1)i
(a

i

)(a(z−1)−w−i z+b
b

)
.

(3) The number of b-tuples of nonnegative integers for which the first a entries are
strictly smaller than z and the sum of the first a entries is greater than or equal to
w plus the sum of the remaining entries.

Proof. The first two numbers are the same by Lemma 2.5.
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Let

E =
{
(v1, . . . , vb) ∈ Nb

: v1, . . . , va < z,
∑

i

vi ≤ a(z− 1)−w

}
,

F =
{
(u1, . . . , ub) ∈ Nb

: u1, . . . , ua < z,
a∑

i=1

ui ≥
∑
i>a

ui +w

}
,

so |E | is the number in (1) and |F | is the number in (3). Define ϕ : E→ F by

ϕ(v1, . . . , vb)= (z− 1− v1, . . . , z− 1− va, va+1, . . . , vb).

Certainly this image is in Nb, each of the first a entries is strictly smaller than z, and
the sum of the first a entries is a(z−1)−

∑a
i=1 vi = a(z−1)−

∑b
i=1 vi+

∑b
i=a+1 vi

≥w+
∑b

i=a+1vi , so that the range of ϕ is in F . The proof of surjectivity is similar,
and injectivity is clear. Thus ϕ is bijective, which proves that the numbers in (1)
and (3) are the same. �

3. Main theorems

In this section we give explicit (nonrecursive) formulas for Nq(m, n;∞; q − 1),
Mq(m, n; q − 1; q − 1), and Nq(m, n;∞;∞) for arbitrary positive integers m, n.

Theorem 3.1. For all nonnegative integers m, n, q, the k-length of the quotient
ring k[X ]/

(
I2(X)+ (xq

i, j : i, j)+
∑n

j=1(x1, j , . . . , xm, j )
q
)

equals

Nq(m, n;∞; q − 1)=

n∑
i=0

(−1)n−i
(n

i

)( iq+m−1
m+n−1

)
,

and furthermore, this number equals the number of (m+n−1)-tuples of nonnegative
integers that sum up to at most n(q − 1) and for which the first n entries are strictly
smaller than q.

Proof. Let Tm,n,q be the set of all staircase monomials
∏

i, j x pi, j
i, j such that

∑
i pi, j < q

for all j = 1, . . . , n. By [Miller and Swanson 2013, Section 3],

|Tm,n,q | = Nq(m, n;∞; q − 1)

=

(
k[X ]

I2(X)+ (xq
i, j : i, j)+

∑n
j=1(x1, j , . . . , xm, j )q

)
.

Let W be the set of (m+ n− 1)-tuples of nonnegative integers such that the first
n entries are strictly smaller than q , and the sum of the first n entries is greater than
or equal to the sum of the remaining entries. To each element

∏
i, j x pi, j

i, j in Tm,n,q

we associate the (m+n− 1)-tuple
(∑

i pi1, . . . ,
∑

i pin,
∑

j p2 j , . . . ,
∑

j pmj
)

of
nonnegative integers. This is an element of W . For any (c1, . . . , cn, r2, . . . , rm)∈W ,
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set r1 =
∑

j c j −
∑m

i=2 rm ∈ N. By Lemma 2.4, there is a unique element of
Tm,n,q that corresponds to (c1, . . . , cn, r2, . . . , rm)W . Thus |Tm,n,q | = |W |, and by
Lemma 2.6 applied with w = 0,

Nq(m, n;∞; q − 1)= |W |

=

n∑
i=0

(−1)i
(n

i

)(n(q−1)−iq+m+n−1
m+n−1

)
=

n∑
i=0

(−1)i
( n

n−i

)(
(n−i)q+m−1

m+n−1

)
=

n∑
i=0

(−1)n−i
(n

i

)( iq+m−1
m+n−1

)
. �

Theorem 3.2. For all positive integers m, n,

Mq(m, n; q − 1; q − 1)=

n∑
i=1

m∑
j=0

(−1)m− j+i−1
(n

i

)(m
j

)( jq−iq+n−1
m+n−1

)
.

Proof. Let S be the set of all (m + n)-tuples (r1, . . . , rm, c1, . . . , cn) of nonneg-
ative integers such that

∑
i ri =

∑
j c j , r1, . . . , rm < q, and there exists j such

that c j ≥ q. By Lemma 2.4, each such tuple uniquely determines a staircase
monomial, and by definition of Mq , the number of these monomials is precisely
Mq(m, n; q − 1; q − 1). We will count these monomials via the tuples.

We define the function f : S→2{1,...,n} as f (r1, . . . , rm, c1, . . . , cn)={ j :c j ≥q}.
By Sk we denote the set of all those x ∈ S for which | f (x)| = k. Consider the
set A of all (L , x) for which x ∈ S and L is a nonempty subset of f (x). For each
l = 1, . . . , n, the number of (L , x) ∈ A with |L| = l equals

n∑
k=l

(k
l

)
|Sk |.

In other words, (L , x) only arises if L ⊆ f (x), and each x ∈ Sk , generates
(k

l

)
distinct elements (L , x) in A with |L| = l.

We count the elements of A another way. Put (L , x)= (L , r1, . . . , rm, c1, . . . , cn)

with |L| = l. Since
∑

i ri =
∑

j c j , one of the c j is redundant, and we remove cs ,
where s=min L . Furthermore, we lose no information if we subtract q from each cl

with l ∈ L . Set c′j = c j−q if j ∈ L and c′j = c j otherwise. Thus, to count all (L , x),
it suffices to count all (L , r1, . . . , rm, c′1, . . . , c′s−1, c′s+1, . . . , c′n). But the set of
all such (m+ n)-tuples equals Pl(n)×W , where Pl(n) is the set of all l-element
subsets of {1, . . . , n}, and W is the set of all (m + n − 1)-tuples of nonnegative
integers whose first m entries are strictly smaller than q, and the sum of the first
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m entries is greater than or equal to lq plus the sum of the remaining entries. By
Lemma 2.6, W has cardinality

m∑
i=0

(−1)i
(m

i

)(m(q−1)−lq−iq+m+n−1
m+n−1

)
=

m∑
i=0

(−1)i
( m

m−i

)(
(m−i)q−lq+n−1

m+n−1

)
=

m∑
i=0

(−1)m−i
(m

i

)( iq−lq+n−1
m+n−1

)
.

Using |Pl(n)| =
(n

l

)
, this gives a system of n linear equations with matrix form:



(1
1

) (2
1

) (3
1

)
· · ·

(n
1

)
(1

2

) (2
2

) (3
2

)
· · ·

(n
2

)
(1

3

) (2
3

) (3
3

)
· · ·

(n
3

)
...

...
...

. . .
...(1

n

) (2
n

) (3
n

)
· · ·

(n
n

)





|S1|

|S2|

|S2|

...

|Sn|


=



(n
1

) m∑
i=0

(−1)m−i
(m

i

)( iq−1q+n−1
m+n−1

)
(n

2

) m∑
i=0

(−1)m−i
(m

i

)( iq−2q+n−1
m+n−1

)
(n

3

) m∑
i=0

(−1)m−i
(m

i

)( iq−3q+n−1
m+n−1

)
...(n

n

) m∑
i=0

(−1)m−i
(m

i

)( iq−nq+n−1
m+n−1

)


.

Note that the matrix
[( j

i

)]
i, j is upper triangular with determinant 1. Its inverse is

the upper triangular matrix
[
(−1)i+ j

( j
i

)]
i, j , as for all i ≤ j ,

n∑
k=1

(−1)i+k
(k

i

)( j
k

)
=

j∑
k=i

(−1)i+k k!
i !(k− i)!

j !
k!( j − k)!

=

j∑
k=i

(−1)i+k j !
i !( j − i)!

( j − i)!
(k− i)!( j − k)!

=

( j
i

) j∑
k=i

(−1)i+k
( j−i

k−i

)
=

( j
i

) j−i∑
k=0

(−1)k
( j−i

k

)
,
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which is 0 if j > i and is 0 if j = i . Thus, by Cramer’s rule,

Mq(m, n; q − 1; q − 1)=

n∑
k=1

|Sk |

=

n∑
k=1

n∑
j=1

(−1)k+ j
( j

k

)(n
j

) m∑
i=0

(−1)m−i
(m

i

)( iq− jq+n−1
m+n−1

)

=

n∑
j=1

(−1) j
(n

j

) n∑
k=1

(−1)k
( j

k

) m∑
i=0

(−1)m−i
(m

i

)( iq− jq+n−1
m+n−1

)

=

n∑
j=1

(−1) j−1
(n

j

) m∑
i=0

(−1)m−i
(m

i

)( iq− jq+n−1
m+n−1

)

=

n∑
j=1

m∑
i=0

(−1)m−i+ j−1
(n

j

)(m
i

)( iq− jq+n−1
m+n−1

)

=

n∑
j=1

m∑
i=1

(−1)m−i+ j−1
(n

j

)(m
i

)( iq− jq+n−1
m+n−1

)
. �

The main theorem on the generalized Hilbert–Kunz function now follows:

Theorem 3.3. For all positive integers m, n, the Hilbert function HKR,X (q) of
k[X ]/I2(X) at q , i.e., the length of k[X ]/

(
I2(X)+ (xq

1,1, . . . , xq
m,n)

)
, equals

Nq(m, n;∞;∞)= Nq(m, n;∞; q − 1)+Mq(m, n; q − 1; q − 1)

=

n∑
i=1

(−1)n−i
(n

i

)( iq+m−1
m+n−1

)
+

n∑
i=1

m∑
j=1

(−1)m− j+i−1
(n

i

)(m
j

)( jq−iq+n−1
m+n−1

)
.

Proof. By Definition 2.2, Nq(m, n;∞;∞) counts all the staircase monomials∏
i, j x pi, j

i, j with the property that either
∑

i pi, j < q for all j or
∑

j pi, j < q for all i .
The number Nq(m, n;∞; q − 1) counts those monomials in the previous para-

graph for which
∑

i pi, j < q for all j , and Mq(m, n; q − 1; q − 1) counts those
monomials for which

∑
i pi, j ≥ q for some j . Thus

Nq(m, n;∞;∞)= Nq(m, n;∞; q − 1)+Mq(m, n; q − 1; q − 1),

and by Theorems 3.1 and 3.2, this is equal to the claimed sums of binomial coeffi-
cients. �

In particular, comparison with Theorem 4.4 in [Miller and Swanson 2013] when
m = 2 gives:
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Corollary 3.4. The number of (n+1)-tuples of nonnegative integers that sum up to
at most n(q − 1) and for which the first n entries are strictly smaller than q equals

n∑
i=1

(−1)n−i
(n

i

)( iq+1
n+1

)
=

nqn+1
− (n− 2)qn

2
.

Proof. According Theorem 4.4 in to [Miller and Swanson 2013],

Nq(2, n;∞;∞)=
nqn+1

− (n− 2)qn

2
+ n

(q+n−1
n+1

)
,

and by Theorem 3.3,

Nq(2, n;∞;∞)=

n∑
i=1

(−1)n−i
(n

i

)( iq+1
n+1

)
+ 2

n∑
i=1

(−1)i
(n

i

)(q−iq+n−1
n+1

)
+

n∑
i=1

(−1)i−1
(n

i

)(2q−iq+n−1
n+1

)
=

n∑
i=1

(−1)n−i
(n

i

)( iq+1
n+1

)
+

(n
1

)(2q−1q+n−1
n+1

)
=

n∑
i=1

(−1)n−i
(n

i

)( iq+1
n+1

)
+ n

(q+n−1
n+1

)
.

Thus
∑n

i=1(−1)n−i
(n

i

)(iq+1
n+1

)
=
(
nqn+1

− (n − 2)qn
)
/2. By Theorem 3.1, this

number is the number of (n+ 1)-tuples of nonnegative integers that sum up to at
most n(q − 1) and for which the first n entries are strictly smaller than q . �

We remark here that we know of no other proof of the equality in the last corollary.
Natural first attempts would be induction and Gosper’s algorithm, and neither of
these is successful, as for one thing, the summands depend not only on the summing
index i but also on n. The challenge remains to establish a closed-form expression
for Nq(m, n;∞;∞) and Nq(m, n;∞; q − 1) for higher m.
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THE JOHNSON–MORITA THEORY FOR THE RING
OF FRICKE CHARACTERS OF FREE GROUPS

TAKAO SATOH

For a free group Fn of rank n, we consider the ring XQ(Fn) of SL(2,C)-
characters of Fn generated by all Fricke characters tr x for x ∈ Fn. Its
ideal J generated by tr x − 2 for all x ∈ Fn is Aut Fn-invariant. We denote
by En(1) the subgroup of the automorphism group Aut Fn of Fn consisting
of all automorphisms which act on J/J2 trivially. The group En(1) is re-
garded as a Fricke character analogue of the IA-automorphism group of
Fn and the Torelli subgroup of the mapping class group of a surface. In
our previous work, we constructed a homomorphism η1 from En(1) into
Hom Q(J/J2, J2/J3) as a Fricke character analogue of the first Johnson
homomorphisms of the mapping class group and Aut Fn.

In this paper, according to Morita’s work for the extension of the first
Johnson homomorphism of the mapping class group, we extend η1 to Aut Fn

as a crossed homomorphism. We see that the obtained crossed homomor-
phism η is not null cohomologous. We also compute the images of Nielsen’s
generators of Aut Fn by η.
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4. Nontriviality of η as a 1-cocycle 457
5. The image of the crossed homomorphism η 458
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1. Introduction

In a series of works, Dennis Johnson [1980; 1983; 1985a; 1985b] established a
remarkable method to investigate the group structure of the Torelli subgroup of
the mapping class group of a surface. In particular, he constructed in [Johnson
1985b] a homomorphism τ to determine the abelianization of the Torelli subgroup.
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Today, his homomorphism τ is called the first Johnson homomorphism and has been
generalized to those of higher degrees. Over the last two decades, good progress
was made in the study of the Johnson homomorphisms of mapping class groups
through the work of many authors including Morita [1993a], Hain [1997] and
others.

Let Fn be a free group generated by x1, x2, . . . , xn . As is well known, for any
g ≥ 1, the mapping class group Mg,1 of a compact oriented surface 6g,1 with
one boundary component can be embedded into Aut F2g by a classical work of
Dehn and Nielsen. This embedding is induced from the action of Mg,1 on the
fundamental group of 6g,1. The definition of the Johnson homomorphisms of Mg,1

can be naturally generalized to those of Aut Fn . Let H be the abelianization of Fn .
The kernel of the homomorphism Aut Fn→ Aut H ∼= GL(n,Z) induced from the
action of Aut Fn on H , is called the IA-automorphism group of Fn and is denoted
by IAn . The group IAn is a free group analogue of the Torelli subgroup Ig,1 of
Mg,1. Andreadakis [1965] introduced a central filtration

IAn =An(1)⊃An(2)⊃ · · ·

of IAn , and showed that each graded quotient grkAn :=An(k)/An(k+ 1) is a free
abelian group of finite rank. We call the above filtration the Andreadakis–Johnson
filtration of Aut Fn . Johnson studied this type of filtration for the mapping class
groups in 1980s. The general linear group GL(n,Z) naturally acts on each grkAn .
In order to investigate the GL(n,Z)-module structure of grkAn , the k-th Johnson
homomorphism

τk : grkAn→ H∗⊗Z Ln(k+ 1)

is a powerful and useful tool. However, even the GL(n,Q)-structure of (grkAn)⊗Z

Q is not determined in general (see Section 2C for notation, and [Satoh 2009;
2013b] for basic materials concerning the Andreadakis–Johnson filtration and the
Johnson homomorphisms of Aut Fn).

Now, we study a Fricke character analogue of the Andreadakis–Johnson filtration
and the Johnson homomorphisms of Aut Fn . Let R(Fn) be the set of all SL(2,C)-
representations of Fn , and F(R(Fn),C) the set of all complex-valued functions on
R(Fn). Then F(R(Fn),C) naturally has the C-algebra structure coming from the
pointwise product, and Aut Fn naturally acts on F(R(Fn),C) from the right. For
any x ∈ Fn , define tr x ∈ F(R(Fn),C) by

(tr x)(ρ) := tr ρ(x), ρ ∈ R(Fn).

Here tr on the right-hand side means the usual trace of 2× 2 matrix ρ(x). The
element tr x is called the Fricke character of x ∈ Fn . Classically, Fricke characters
were introduced by Fricke and Klein [1897] to study the moduli space of compact
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Riemann surfaces. In this paper, however, we focus on purely algebraic properties of
the Fricke characters. Let XQ(Fn) be the Q-subalgebra of F(R(Fn),C) generated
by all tr x for x ∈ Fn . We call XQ(Fn) the ring of Fricke characters of Fn over Q.
Horowitz [1972] showed that XQ(Fn) is finitely generated by

{tr xi1 · · · xil | 1≤ l ≤ 3, 1≤ i1 < i2 < · · ·< il ≤ n}.

In order to establish the Johnson–Morita theory for XQ(Fn), to begin with, we need
a descending filtration of XQ(Fn) consisting of Aut Fn-invariant ideals. Consider
an ideal

J := (tr′ xi1 · · · xil | 1≤ l ≤ 3, 1≤ i1 < i2 < · · ·< il ≤ n)⊂ XQ(Fn),

where tr′ x := tr x − 2 for any x ∈ Fn . Magnus [1980] showed that J is Aut Fn-
invariant for the case where n = 3, and studied a representation of the quotient
group of IA3 by the inner automorphism group Inn F3 of F3. On the other hand, it
is easily seen that J is Aut Fn-invariant for general n ≥ 3. In this paper we use this
ideal and the descending filtration

J ⊃ J 2
⊃ J 3

⊃ · · ·

in order to define a descending filtration of Aut Fn as an analogy of the Andreadakis–
Johnson filtration. Although each graded quotient grk J := J k/J k+1 is an Aut Fn-
invariant finite-dimensional Q-vector space, by combinatorial complexities, it is
quite difficult to give a basis of grk J for n ≥ 3 in general. In [Hatakenaka and
Satoh 2014] — henceforth abbreviated [HS 2014] — we explicitly give bases of
grk J for k = 1 and 2 (see Section 4 for details).

For any k ≥ 1, set

En(k) := ker
(
Aut Fn→ Aut(J/J k+1)

)
,

where the homomorphism is induced by the action of Aut Fn on J/J k+1. The
groups En(k) define a descending filtration

En(1)⊃ En(2)⊃ · · ·

of Aut Fn . In [HS 2014], we showed this filtration is central, and An(2k)⊂ En(k)
for any k ≥ 1. Furthermore, we determined the first term En(1) to be Inn Fn ·An(2)
where Inn Fn is the inner automorphism group of Fn . Thus, each graded quotient
grkEn := En(k)/En(k+ 1) is an abelian group for any k ≥ 1. In order to study the
structures of grkEn , we have introduced homomorphisms

ηk : grkEn→ HomQ(gr1 J, grk+1 J )
defined by

σ (mod En(k+ 1)) 7→
(

f (mod J 2) 7→ f σ − f (mod J k+1)
)
.
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The homomorphism ηk is a Fricke character analogue of the k-th Johnson homo-
morphism τk . In [HS 2014], we showed that each ηk is an Aut Fn/En(1)-equivariant
injective homomorphism. This implies that each of grkEn is torsion-free, and that
dimQ(grkEn ⊗Z Q) <∞.

In this paper, we concentrate on the homomorphism

η̃1 : En(1)→ gr1En
η1
−→ HomQ(gr1 J, gr2 J ).

Morita [1993b] showed that the composition

Ig,1
τ1
−→ H∗⊗Z L2g(k+ 1)→ (H∗⊗Z L2g(k+ 1))⊗Z Z

[ 1
2

]
of the first Johnson homomorphism of the mapping class group Mg,1 the natural
projection naturally extends to Mg,1 as a crossed homomorphism. He also showed
that this extension is unique up to 1-coboundary. Here Z

[ 1
2

]
means a subring of Q

obtained from Z by attaching 1
2 . The analogous result for Aut Fn was obtained by

Kawazumi [2006], who showed the composition

IAn→ gr1An
τ1
−→ H∗⊗Z Ln(k+ 1)→ (H∗⊗Z Ln(k+ 1))⊗Z Z

[ 1
2

]
of the first Johnson homomorphism of Aut Fn with the natural projection naturally
and uniquely extends to Aut Fn as a crossed homomorphism up to 1-coboundary.
Furthermore, very recently, Day [2013] showed that each Johnson homomorphism
τk of Aut Fn can be extended to Aut Fn as a crossed homomorphism.

The main purpose of the paper is to give a Fricke character analogue of these
results. Namely, according to Morita’s work, we extend η̃1 to Aut Fn as a crossed
homomorphism:

Theorem 3.6. There is a crossed homomorphism η :Aut Fn→HomQ(gr1 J, gr2 J )
such that the restriction of η to En(1) is η1.

At the present stage, we do not know whether the extension η is unique up
to 1-coboundary or not since we cannot determine the first cohomology group of
Aut Fn with coefficients in HomQ(gr1 J, gr2 J ) due to the combinatorial complexity.
By using his extended crossed homomorphisms, Kawazumi [2006] constructed
twisted higher cocycles of Aut Fn , and investigated its restriction to the mapping
class group. In particular, he expressed the Morita–Mumford classes as a cup
product of the twisted cocycles. In order to study the twisted cohomology groups
of Aut Fn with coefficients in modules of the Fricke characters, we are convinced
that our work establishes a foothold as a first step.

In Section 2, we review the definitions of Fricke characters, the Johnson homo-
morphisms τk and the homomorphisms ηk . In Section 3, we extend the homomor-
phism η1 to Aut Fn as a crossed homomorphism. In Section 4, we show that the
crossed homomorphism η is not null cohomologous in the first cohomology group
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of Aut Fn with coefficients in HomQ(gr1 J, gr2 J ). Furthermore, in Section 5, we
calculate the image of Nielsen’s generators of Aut Fn by η.

2. Preliminaries

2A. Notation and conventions. Throughout the paper, we use the following nota-
tion and conventions: Let G be a group and N a normal subgroup of G.

• The abelianization of G is denoted by Gab unless otherwise noted.

• The automorphism group Aut G of G acts on G from the right. For any
σ ∈ Aut G and x ∈ G, the action of σ on x is denoted by xσ .

• For an element g ∈G, we also denote the coset class of g in G/N by g if there
is no confusion in context.

• For any elements x and y of G, the commutator bracket [x, y] of x and y is
defined to be [x, y] := xyx−1 y−1.

2B. The rings of Fricke characters. In this subsection, we review the rings of
Fricke characters of the free group Fn . Let R(Fn) be the set Hom(Fn,SL(2,C)) of
all SL(2,C)-representations of Fn , and F(R(Fn),C) the set of all complex-valued
functions on R(Fn). Then F(R(Fn),C) naturally has a C-algebra structure by the
operations defined by

(χ +χ ′)(ρ) := χ(ρ)+χ ′(ρ),

(χχ ′)(ρ) := χ(ρ)χ ′(ρ),

(λχ)(ρ) := λ(χ(ρ)),

for any χ , χ ′ ∈ F(R(Fn),C), λ ∈ C and ρ ∈ R(Fn). The group Aut Fn naturally
acts on R(Fn) and F(R(Fn),C) from the right by

ρσ (x) := ρ(xσ
−1
) for ρ ∈ R(Fn) and x ∈ Fn,

χσ (ρ) := χ(ρσ
−1
) for χ ∈ F(R(Fn),C) and ρ ∈ R(Fn),

for any σ ∈ Aut Fn . For any x ∈ Fn , we define an element tr x of F(R(Fn),C) by

(tr x)(ρ) := tr ρ(x)

for any ρ∈ R(Fn). Here tr on the right-hand side means the trace of 2×2 matrix ρ(x).
The element tr x is called the Fricke character of x ∈ Fn . The action of an element
σ ∈ Aut Fn on tr x is given by tr xσ . We have the following well-known formulae:

tr xy+ tr xy−1
= (tr x)(tr y),(1)

tr xyz+ tr yxz = (tr x)(tr yz)+(tr y)(tr xz)+(tr z)(tr xy)−(tr x)(tr y)(tr z),(2)

tr[x, y] = (tr x)2+(tr y)2+(tr xy)2−(tr x)(tr y)(tr xy)−2,(3)
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2 tr xyzw = (tr x)(tr yzw)+(tr y)(tr zwx)+(tr z)(trwxy)+(trw)(tr xyz)(4)

+(tr xy)(tr zw)−(tr xz)(tr yw)+(tr xw)(tr yz)

−(tr x)(tr y)(tr zw)−(tr y)(tr z)(tr xw)−(tr x)(trw)(tr yz)

−(tr z)(trw)(tr xy)+(tr x)(tr y)(tr z)(trw)

for any x, y, z, w ∈ Fn . Equations (2) and (4) are due to Vogt [1889]. (For details,
see [Maclachlan and Reid 2003, Section 3.4] for example.) The point of (2) is that
tr yxz can be written as a sum of −tr xyz and a polynomial in tr v, with v a word
in x , y, z of length at most two. Similarly, the point of (4) is that tr xyzw can be
written as a polynomial in tr v with v a word in x , y, z, w of length at most three.

Let XQ(Fn) be the Q-vector subspace of F(R(Fn),C) generated by all tr x for
x ∈ Fn . From (1), it turns out that XQ(Fn) is a Q-subalgebra of F(R(Fn),C). We
call XQ(Fn) the ring of Fricke characters of Fn over Q. Let Q[t] be the rational
polynomial ring

Q[ti1···il | 1≤ l ≤ 3, 1≤ i1 < i2 < · · ·< il ≤ n]

of n+
(n

2

)
+
(n

3

)
indeterminates. Consider the ring homomorphism

π :Q[t] → F(R(Fn),C)

defined by

π(1) := 1
2(tr 1Fn ), π(ti1···il ) := tr xi1 · · · xil .

Clearly, Imπ ⊂ XQ(Fn). By a classical result due to Horowitz [1972], we have:

Theorem 2.1. For any n ≥ 2, the homomorphism π :Q[t] → XQ(Fn) is surjective.

More precisely, Horowitz obtained a generating set of the ring of Fricke characters
of G over Z. Using this and (4), we can obtain the above theorem. Set

I := Kerπ = { f ∈Q[t] | f (tr ρ(xi1 · · · xil ))= 0 for any ρ ∈ R(Fn)}.

Then π induces an isomorphism Q[t]/I → XQ(Fn). In this paper, we always
identify Q[t]/I with XQ(Fn) through this isomorphism, and also call Q[t]/I the
ring of Fricke characters of Fn over Q. We define an action of Aut Fn on Q[t]/I
such that the isomorphism Q[t]/I

∼=
−→XQ(Fn) is Aut Fn-equivariant.

We remark that the structure of the ideal I is quite complicated in general. It
is an open problem to find a generating set for I when n ≥ 4. Horowitz [1972]
showed that I = (0) for n = 1 and 2, and that I is the principal ideal generated by
a quadratic polynomial

t2
123− P123(t)t123+ Q123(t),
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where

Pabc(t) := tabtc+ tactb+ tbcta − tatbtc,

Qabc(t) := t2
a + t2

b + t2
c + t2

ab+ t2
ac+ t2

bc− tatbtab− tatctac− tbtctbc+ tabtbctac− 4.

For n ≥ 4, Whittemore [1973] showed that the ideal I is not principal. However,
very little is known further in this case.

Although we can obtain a representation of Aut Fn by the action of Aut Fn on
XQ(Fn)∼=Q[t]/I , it is an infinite-degree representation, and hence it is not so easy
to handle. In order to construct finite-dimensional representations of Aut Fn , we
consider a descending filtration of Aut Fn-invariant ideals of Q[t]/I , and take its
graded quotients. Set t ′i1···il

:= ti1···il
− 2 ∈Q[t]. For simplicity, we also denote by

t ′i1···il
its coset class in Q[t]/I by abuse of notation. Consider the ideal

J := (t ′i1···il
| 1≤ l ≤ 3, 1≤ i1 < i2 < · · ·< il ≤ n)⊂Q[t]/I

of Q[t]/I generated by all t ′i1···il
s. Then, we have a descending filtration

J ⊃ J 2
⊃ J 3

⊃ · · ·

of Aut Fn-invariant ideals of Q[t]/I . Set grk J := J k/J k+1 for each k ≥ 1. Then
each grk J is an Aut Fn-invariant finite-dimensional Q-vector space. In order to
describe the action of Aut Fn on grk J precisely, we have to find a basis of it. In
general, however, by combinatorial complexities, it is quite a difficult problem. In
[HS 2014], we explicitly gave bases of grk J for k = 1 and 2 (see Section 4). For
k ≥ 3, even the dimension of grk J is not determined.

In [Hatakenaka and Satoh 2015], we studied the rings of Fricke characters of free
abelian groups by a parallel argument as above. We review that work briefly. Let
H be the abelianization of Fn . The (coset classes of) x1, x2, . . . , xn form a basis of
H . Let XQ(H) be the ring of Fricke characters of H over Q. Since

2 tr xyz = (tr x)(tr yz)+ (tr y)(tr xz)+ (tr z)(tr xy)− (tr x)(tr y)(tr z)

in XQ(H) for any x, y, z ∈ H , by using Horowitz’s result as mentioned above, we
can see thatXQ(H) is generated by tr xi for 1≤ i≤n and tr xi x j for 1≤ i< j≤n. Let
JH be the ideal generated by all tr′ xi := tr xi−2 for 1≤ i≤n and tr′ xi x j := tr xi x j−2
for 1 ≤ i < j ≤ n. Then we have a descending filtration JH ⊃ J 2

H ⊃ · · · . We
obtained a basis of the graded quotient grk JH as a Q-vector space for any k ≥ 1:

Theorem 2.2 [Hatakenaka and Satoh 2015]. For any n ≥ 2 and k ≥ 1,
k⋃

l=0

{
(tr′ x p1 xq1) · · · (tr

′ x pl xql )(tr
′ xil+1) · · · (tr

′ xik )∣∣ 1≤ p1 < q1 < · · ·< pl < ql ≤ n, 1≤ il+1 ≤ · · · ≤ ik ≤ n
}

is a basis of grk JH .
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As a corollary, we obtain a lower bound on the dimension of grk J by

dimQ(grk J )≥ dimQ(grk JH )=

k∑
l=0

( n
2l

)(n+k−l−1
k−l

)
through the surjective homomorphism grk J→ grk JH induced from the abelianiza-
tion Fn→ H .

2C. Johnson homomorphisms of Aut Fn. In this subsection, we review the John-
son homomorphisms of Aut Fn (for details, see [Satoh 2013b], for example). Let
ρ :Aut Fn→Aut H be the natural homomorphism induced from the abelianization
of Fn . We identify Aut H with the general linear group GL(n,Z) by fixing the
basis x1, . . . , xn of H . The kernel IAn of ρ is called the IA-automorphism group of
Fn . Let 0n(1)⊃ 0n(2)⊃ · · · be the lower central series of a free group Fn defined
by the rule

0n(1) := Fn, 0n(k) := [0n(k− 1), Fn], k ≥ 2.

We denote by Ln(k) := 0n(k)/0n(k+ 1) the graded quotient of the lower central
series of Fn . For each k ≥ 1, the natural action of Aut Fn on Ln(k) induces that of
GL(n,Z) since IAn acts on Ln(k) trivially.

For each k≥ 1, the action of Aut Fn on the nilpotent quotient group Fn/0n(k+1)
induces a homomorphism

Aut Fn→ Aut(Fn/0n(k+ 1)).

We denote its kernel by An(k). Then the groups An(k) define a descending central
filtration

IAn =An(1)⊃An(2)⊃An(3)⊃ · · ·

of IAn . We call this the Andreadakis–Johnson filtration of Aut Fn; historically, it
was introduced by Andreadakis [1965], who showed:

Theorem 2.3. (1) For any k, l ≥ 1, σ ∈An(k) and x ∈ 0n(l), x−1xσ ∈ 0n(k+ l).

(2) For any k and l ≥ 1, [An(k),An(l)] ⊂An(k+ l).

(3)
⋂
k≥1

An(k)= 1.

In the 1980s, Dennis Johnson studied this type of filtration for the mapping class
group of a surface, and this became known as the Johnson filtration of the mapping
class group.

For each k ≥ 1, the group Aut Fn acts on An(k) by conjugation, and it naturally
induces an action of GL(n,Z) = Aut Fn/ IAn on the graded quotients grkAn :=

An(k)/An(k + 1) by Theorem 2.3(2). In order to study the GL(n,Z)-module
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structure of grkAn , we consider the Johnson homomorphisms of Aut Fn . For each
k ≥ 1, define a homomorphism τ̃k :An(k)→ HomZ(H,Ln(k+ 1)) by

σ 7→ (x 7→ x−1xσ ), x ∈ H.

Then the kernel of τ̃k is just An(k+1). Hence it induces an injective homomorphism

τk : grkAn ↪→ HomZ(H,Ln(k+ 1))= H∗⊗Z Ln(k+ 1).

The homomorphisms τ̃k and τk are called the k-th Johnson homomorphisms of
Aut Fn . We can see each τk is GL(n,Z)-equivariant.

Now, we have a question to ask whether the first Johnson homomorphism can be
extended to Aut Fn or not. Such study and results were given by Morita [1993b] for
the mapping class group of a surface, and by Kawazumi [2006] for the automorphism
group of a free group as mentioned in the introduction. In particular, Kawazumi
showed the first rational Johnson homomorphism

τ̃1 : IAn→ H∗⊗Z3
2 H → (H∗⊗Z3

2 H)⊗Z Q

can be extended to Aut Fn as a crossed homomorphism. In [Satoh 2013a], we
showed that

H 1(Aut Fn, (H∗⊗Z3
2 H)⊗Z Q)∼=Q⊕2,

and that the extension of the first Johnson homomorphism and a crossed homo-
morphism obtained from the Magnus representation form a basis of the above
first cohomology group. These results are free group analogues of Morita’s work
[1993b] for the mapping class group of a surface.

2D. Homomorphisms ηk. In [HS 2014], we introduced homomorphisms ηk which
are Fricke character analogue of the Johnson homomorphisms τk . Here we review
the definition of ηk .

For any k ≥ 1, let

En(k) := Ker(Aut Fn→ Aut(J/J k+1))

be the kernel of a homomorphism Aut Fn→Aut(J/J k+1) induced from the action
of Aut Fn on J/J k+1. Then the groups En(k) define a descending filtration

En(1)⊃ En(2)⊃ · · · ⊃ En(k)⊃ · · ·

of Aut Fn .

Theorem 2.4 [HS 2014]. For any n ≥ 3, we have:

(1) For any k, l ≥ 1, [En(k), En(l)] ⊂ En(k+ l).

(2) En(1)= Inn Fn ·An(2), where Inn Fn is the inner automorphism group of Fn .

(3) For any k ≥ 1, An(2k)⊂ En(k).
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From Theorem 2.4(1), the graded quotients grkEn := En(k)/En(k+1) are abelian
groups for any k ≥ 1. Since each En(k) is a normal subgroup of Aut Fn , the group
Aut Fn naturally acts on grkEn by the conjugation from the right. Namely, for any
σ ∈ Aut Fn and τ ∈ En(k), the action of σ on τ (mod En(k+ 1)) is given by

(τ (mod En(k+ 1))) · σ := σ−1τσ (mod En(k+ 1)).

Furthermore, since {En(k)} is a central filtration, the action of En(1) on grkEn is
trivial. Hence we can consider each grkEn as an Aut Fn/En(1)-module. In order to
investigate the Aut Fn/En(1)-module structure of grkEn , we have introduced

ηk : grkEn→ HomQ(gr1 J, grk+1 J )

defined by

σ (mod En(k+ 1)) 7→
(

f (mod J 2) 7→ f σ − f (mod J k+1)
)
.

In [HS 2014], we showed that each ηk is an Aut Fn/En(1)-equivariant injective
homomorphism. However, the structure of the image of ηk is not well-understood
even in the case where k = 1.

3. An extension of η1 as a crossed homomorphism

In this section, we extend the homomorphism

η̃1 : En(1)→ gr1En
η1
−→ HomQ(gr1 J, gr2 J )

to Aut Fn as a crossed homomorphism, following [Morita 1993b]. Furthermore,
according to the usual convention in homological algebra, for any group G and
G-module M , we consider that G acts on M from the left unless otherwise noted.
Hence, the right actions mentioned above are read as left actions in the natural way.
For example, for any σ ∈ Aut Fn and x ∈ Fn , the left action of σ on the Fricke
character tr x is given by

σ · (tr x)= tr xσ
−1
.

For basic materials for cohomology of associative algebras, see [Cartan and Eilen-
berg 1999, Chapter IX], for example.

First, consider an extension

(5) 0→ J 2/J 3
→ XQ(Fn)/J 3

→ XQ(Fn)/J 2
→ 0

of associative Q-algebras. For an associative ring R, we denote by Aut(Ring)(R) the
ring automorphism group of R. For a Q-vector space M , we denote by Aut(M)
the Q-linear automorphism group of M .
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Proposition 3.1. The natural homomorphism

8 : Aut(Ring)(XQ(Fn)/J 3)→ Aut(Ring)(XQ(Fn)/J 2)

is surjective.

Proof. First, observe the characteristic class θ(idJ/J 2) of the extension (5), where

θ : HomE(XQ(Fn)/J 2)(J
2/J 3, J 2/J 3)→ H 2(XQ(Fn)/J 2, J 2/J 3)

is the connecting homomorphism, and E(XQ(Fn)/J 2) is the enveloping algebra
of XQ(Fn)/J 2. Choose a 2-cocycle c of the algebra XQ(Fn)/J 2 with coefficients
in J 2/J 3, which represents the cohomology class θ(idJ/J 2). Then XQ(Fn)/J 3

can be explicitly described as the product J 2/J 3
× XQ(Fn)/J 2 equipped with the

multiplication given by

(ξ, τ )(ξ ′, τ ′)= (ξτ ′+ τξ ′+ c(τ, τ ′), ττ ′)

for any ξ, ξ ′ ∈ J 2/J 3 and τ, τ ′ ∈ XQ(Fn)/J 2. We denote by 3c this associative
algebra.

For any α ∈ Aut(Ring)(XQ(Fn)/J 2), since the cohomology class of c is the char-
acteristic class induced from idJ/J 2 , the 2-cocycle α](c) should be cohomologous
to c where α] is the induced homomorphism from α. Hence there exists a 1-chain
d : XQ(Fn)/J 2

→ J 2/J 3 such that α](c)− c = δd, where δ is the coboundary
homomorphism. Namely, we have

α−1
· c(α(τ), α(τ ′))− c(τ, τ ′)= τd(τ ′)− d(ττ ′)+ d(τ )τ ′

for any τ, τ ′ ∈ XQ(Fn)/J 2. Define the map α̃ :3c→3c to be

(ξ, τ ) 7→ (α(ξ)−α(d(τ )), α(τ )).

Then α̃ ∈ Aut(Ring)(XQ(Fn)/J 3) under the identification 3c = XQ(Fn)/J 3, and
8(α̃)= α. �

For any f ∈ J , we denote the coset class of f in J/J k by [ f ]k . For any k≥ 2, set

Aut(J/J k) := {σ ∈ Aut(J/J k) | σ([γ γ ′]k)= σ([γ ]k) σ ([γ
′
]k), γ, γ

′
∈ J }.

Note that Aut(J/J 2)= Aut(J/J 2)= GLQ(J/J 2).

Lemma 3.2. The group homomorphism

9 : Aut(Ring)(XQ(Fn)/J k)→ Aut(J/J k),

defined by σ 7→ σ |J/J k , is an isomorphism.
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Proof. Consider the polynomial ring

Q[t ′] :=Q[t ′i1···il
| 1≤ l ≤ 3, 1≤ i1 < i2 < · · ·< il ≤ n]

with indeterminates t ′i1···il
, and the natural surjection π ′ :Q[t ′] → XQ(Fn) given by

1 7→ 1
2(tr 1Fn ) and t ′i1···il

7→ tr′ xi1 · · · xil . The kernel I ′ of π ′ is contained in the ideal
J ′ generated by all t ′i1···il

.
We construct the inverse map of9. For any β ∈Aut(J/J k), define the Q-algebra

homomorphism β̃ :Q[t ′] → XQ(Fn)/J k to be

β̃(1) :=
[1

2(tr 1Fn )
]

k, β̃(t ′i1···il
) := β([π ′(t ′i1···il

)]k).

Since I ′ ⊂ Ker β̃ and β̃(J ′) = J , the above β̃ induces a ring homomorphism
XQ(Fn)/J k

→XQ(Fn)/J k , say β̃, by abuse of notation. Since β is an automorphism,
so is β̃. Then we have the homomorphism 9 ′ : Aut(J/J k)→ Aut(XQ(Fn)/J k)

defined by β 7→ β̃, and see that 9 ′ is the inverse of 9. �

From Proposition 3.1 and Lemma 3.2, we obtain the induced surjective homo-
morphism

ϕ : Aut(J/J 3)→ Aut(J/J 2).

Next, we consider an embedding of HomQ(gr1 J, gr2 J ) into Aut(J/J 3). For any
f ∈ HomQ(gr1 J, gr2 J ), define the map f̃ : J/J 3

→ J/J 3 by

f̃ ([γ ]3) := [γ ]3+ f ([γ ]2)

for any γ ∈ J .

Proposition 3.3. With the above notation, for any f ∈ HomQ(gr1 J, gr2 J ), we see
f̃ ∈ Aut(J/J 3), and the map

ι : HomQ(gr1 J, gr2 J )→ Aut(J/J 3),

defined by f 7→ f̃ , is injective.

Proof. First, we show f̃ is a homomorphism. For any γ, γ ′ ∈ J ,

f̃ ([γ ]3+ [γ ′]3)= f̃ ([γ + γ ′]3)= [γ + γ ′]3+ f ([γ + γ ′]2)

= ([γ ]3+ f ([γ ]2))+ ([γ ′]3+ f ([γ ′]2))

= f̃ ([γ ]3)+ f̃ ([γ ′]3).

Thus f̃ is a homomorphism. Furthermore, f̃ satisfies

f̃ ([γ ]3[γ ′]3)= f̃ ([γ γ ′]3)= [γ γ ′]3+ f ([γ γ ′]2)= [γ ]3[γ ′]3

= ([γ ]3+ f ([γ ]2))([γ ′]3+ f ([γ ′]2))= f̃ ([γ ]3) f̃ ([γ ′]3)
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for any γ, γ ′ ∈ J . On the other hand, we have f̃ + g = f̃ ◦ g̃ for any f, g ∈
HomQ(gr1 J, gr2 J ). In fact, for any γ ∈ J ,

( f̃ + g)([γ ]3)= [γ ]3+ f ([γ ]2)+ g([γ ]2),

( f̃ ◦ g̃)([γ ]3)= f̃ ([γ ]3+ g([γ ]2))= [γ ]3+ g([γ ]2)+ f ([γ ]2).

This shows that ι is a homomorphism. On the other hand, for the zero map
0 ∈HomQ(gr1 J, gr2 J ), it is obvious that 0̃= idJ/J 3 . Hence each f̃ has its inverse
map f̃ −1

= −̃ f . This means f̃ an automorphism on J/J 3.
Finally, we show that ι is injective. Assume that f̃ = idJ/J 3 for some f ∈

HomQ(gr1 J , gr2 J ). Then for any [γ ]3 ∈ J/J 3, we have

f̃ ([γ ]3)= [γ ]3+ f ([γ ]2)= [γ ]3.

Hence f ([γ ]2)= 0 for any [γ ]2 ∈ J/J 2, and f = 0. This shows ι is injective. �

Proposition 3.4. The sequence

(6) 0→ HomQ(gr1 J, gr2 J )
ι
−→ Aut(J/J 3)

ϕ
−→ Aut(J/J 2)→ 1

is a split group extension.

Proof. First, we show the above sequence is exact. Namely, it suffices to show
Im ι= Kerϕ. The fact that Im ι⊂ Kerϕ follows from

(ϕ ◦ ι)( f )([γ ]2)= ϕ( f̃ )([γ ]2)= [γ ]3+ f ([γ ]2) (mod J 2)

= [γ ]2

for any f ∈ HomQ(gr1 J, gr2 J ) and γ ∈ J . To show Im ι ⊃ Kerϕ, take any
f ∈ Kerϕ. Define g ∈ HomQ(gr1 J, gr2 J ) to be

g([γ ]2) := f ([γ ]3)− [γ ]3

for any γ ∈ J . The map g is well-defined. In fact, for any γ, γ ′ ∈ J such that
[γ ]2 = [γ

′
]2, if we set γ ′− γ = ε ∈ J 2, then we have

g([γ ′]2)= f ([γ ′]3)− [γ ′]3 = f ([γ + ε]3)− [γ + ε]3

= f ([γ ]3)− [γ ]3+ f ([ε]3)− [ε]3 = f ([γ ]3)− [γ ]3

= g([γ ]2).

Here we remark that f ([ε]3)− [ε]3 = 0 ∈ J 2/J 3 since ε ∈ J 2 and f ∈ Kerϕ. It is
easy to show that g is a homomorphism. Furthermore, for any γ ∈ J ,

g̃([γ ]3)= [γ ]3+ g([γ ]2)= f ([γ ]3).

This shows f = g̃ = ι(g) ∈ Im ι.
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Finally, we construct the section s : Aut(J/J 2)→ Aut(J/J 3) of (6). Take ele-
ments γ1, γ2, . . . , γp ∈ J , γp+1, . . . , γp+q ∈ J 2 such that ([γ1]2, [γ2]2, . . . , [γp]2)

and ([γp+1]3, . . . , [γp+q ]3) form bases of gr1 J and gr2 J , respectively. Then
([γ1]3, [γ2]3, . . . , [γp+q ]3) is a basis of J/J 3.

For any β ∈Aut(J/J 2), there exists an element β̃ ∈Aut(J/J 3) such that ϕ(β̃)=
β. In general, for any 1≤ j ≤ p, the image β̃([γ j ]3) can be written as

β̃([γ j ]3)= a1 j [γ1]3+ · · ·+ apj [γp]3+ ap+1, j [γp+1]3+ · · ·+ ap+q, j [γp+q ]3

for some ai j ∈Q. Since β ∈ Aut(J/J 2), if for any 1≤ j ≤ p we set

v j := a1 j [γ1]2+ · · ·+ apj [γp]2,

then (v1, v2, . . . , vp) is a basis of gr1 J . Let δ = δβ̃ : gr1 J → gr2 J be the Q-linear
map given by

δ(v j )=−(ap+1, j [γp+1]3+ · · ·+ ap+q, j [γp+q ]3)

for any 1≤ j ≤ p. Then we obtain

(δ̃ ◦ β̃)([γ j ]3)

= δ̃(a1 j [γ1]3+ · · ·+ apj [γp]3+ ap+1, j [γp+1]3+ · · ·+ ap+q, j [γp+q ]3)

= a1 j [γ1]3+ · · ·+ apj [γp]3+ ap+1, j [γp+1]3+ · · ·+ ap+q, j [γp+q ]3+ δ(v j )

= a1 j [γ1]3+ · · ·+ apj [γp]3

for any 1 ≤ j ≤ p. Consider the map s : Aut(J/J 2)→ Aut(J/J 3) defined by
β 7→ δ̃◦ β̃. We can see that s is a homomorphism and is the required section. Hence
the exact sequence (6) splits. �

Now, we construct a crossed homomorphism of Aut Fn which is an extension of
η̃1. We provide an easy exercise:

Lemma 3.5. Let

0→ K → G→ N → 1

be a split extension of groups over N with an additive abelian group K . For any g,
there exist unique elements kg ∈ K and ng ∈ N such that g = kgng. Then the map
k : G→ K defined by g 7→ kg is a crossed homomorphism.

By using the above lemma, we obtain:

Theorem 3.6. There is a crossed homomorphism η :Aut Fn→HomQ(gr1 J, gr2 J )
such that the restriction of η to En(1) is η̃1.
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Proof. By applying Lemma 3.5 to the split extension (6), we obtain a crossed homo-
morphism k : Aut(J/J 3)→ HomQ(gr1 J, gr2 J ). Hence by composing k and the
natural homomorphism Aut Fn→Aut(J/J 3), we obtain a crossed homomorphism

η : Aut Fn→ HomQ(gr1 J, gr2 J ).

This is the required homomorphism. �

4. Nontriviality of η as a 1-cocycle

In this section, we give a few remarks about the image of η1 and the nontriviality
of η as a 1-cocycle.

The first Johnson homomorphism τ1 : gr1An→ H∗⊗Z Ln(l + 1) is surjective,
and hence an isomorphism. We can easily see this fact by calculating the images of
Magnus’s generators of IAn , given by

Ki j :

{
xi 7→ x j

−1xi x j ,

xt 7→ xt (t 6= i),

for distinct i, j ∈ {1, 2, . . . , n}, and

Ki jk :

{
xi 7→ xi x j xk x j

−1xk
−1,

xt 7→ xt (t 6= i),

for distinct i, j, k ∈{1, 2, . . . , n} such that j < k. From a viewpoint of a comparative
study, it is a natural problem for us to determine the image of η1. However, this
is complicated for two reasons. One is that we do not have any generating set of
En(1). From our result En(1)= Inn Fn ·An(2), it suffices to obtain a generating set
of An(2). This seems, however, quite difficult in general. The other is that the basis
of gr2 J obtained in [HS 2014] is too lengthy to handle. In fact, consider

T1 := {t ′i | 1≤ i ≤ n} ∪ {t ′i j | 1≤ i < j ≤ n} ∪ {t ′i jk | 1≤ i < j < k ≤ n} ⊂ J

and

T2 := {t ′i t
′

j | 1≤ i ≤ j ≤ n} ∪ {t ′i t
′

ab | 1≤ i ≤ n, 1≤ a < b ≤ n}

∪ {t ′i t
′

abc | 1≤ i ≤ n, 1≤ a < b < c ≤ n}

∪ {t ′i j t
′

ab | 1≤ i < j ≤ n, 1≤ a < b ≤ n, (i, j)≤ (a, b)}

∪ {t ′abt ′abc, t ′act ′abc, t ′bct ′abc | 1≤ a < b < c ≤ n}

∪ {t ′iat ′abc, t ′ibt ′abc, t ′ict ′abc, t ′iat ′ibc, t ′abt ′iac, t ′abt ′ibc, t ′act ′ibc, t ′ibt ′iac |

1≤ i < a < b < c ≤ n}

∪ {t ′jat ′ibc, t ′jbt ′iac, t ′jct ′iab, t ′abt ′i jc, t ′act ′i jb, t ′bct ′i ja | 1≤ i < j < a < b < c ≤ n}

⊂ J 2.
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We showed in [HS 2014] that the Tk form a basis of grk J for k = 1, 2. We cannot
write down the total image of η1 explicitly by hand, because T2 consists of too
many monomials.

Finally, we remark on the nontriviality of the coset class of η in the first co-
homology group of Aut Fn with coefficients in HomQ(gr1 J, gr2 J ). Consider the
automorphism σ := [K21, K23] ∈An(2)⊂ En(1). It satisfies

xσi =
{
[x−1

1 , x−1
3 ]x2[x

−1
3 , x−1

1 ] if i = 2,
xi if i 6= 2.

Hence we see that σ maps t ′123 ∈Q[t]/I to

t ′123− 2(t ′1)
2
− 4t ′1t ′2+ 4t ′2t ′3+ 2(t ′3)

2
+ 2t ′12t ′1− 2t ′12t ′3+ 6t ′13t ′1+ 6t ′13t ′2

+ 2t ′13t ′3+ 2t ′23t ′1− 2t ′23t ′3− 4(t ′13)
2
− 6t ′12t ′13− 2t ′13t ′23+ 4t ′13t ′123

modulo J 3 by a hand calculation. By using the basis T2 of gr2 J , we can see that

η̃1(σ )(t ′123)= (t
′

123)
σ
− t ′123 6= 0 ∈ gr2 J.

Thus the restriction η̃1 of η to En(1) is a nontrivial homomorphism, and so is the
cohomology class of η in

H 1(Aut Fn,HomQ(gr1 J, gr2 J )).

It seems to be a natural and interesting problem to determine the above first coho-
mology group, and show whether η generates it or not.

5. The image of the crossed homomorphism η

In order to calculate the image of η, it is important to know η(σ ) with σ generators
of σ ∈ Aut Fn . In this section, we calculate the images of Nielsen’s generators of
Aut Fn by the crossed homomorphism η.

For any k ≥ 2, let ρk : Aut Fn → Aut(J/J k) be the natural homomorphism
induced from the action of Aut Fn on J/J k . For any σ ∈ Aut Fn , by identifying
Aut(J/J 3) with the semidirect product HomQ(gr1 J, gr2 J )oAut(J/J 2), we have

ρ3(σ )= (η(σ ), ρ2(σ ))= (η(σ ), 1)(0, ρ2(σ ))= (η(σ ), 1)s(ρ2(σ )) ∈ Aut(J/J 3),

and hence

(η(σ ), 1)= ρ3(σ )s(ρ2(σ ))
−1.

From this, in order to compute η(σ ) for any σ ∈ Aut Fn , it suffices to compute
ρ3(σ )s(ρ2(σ ))

−1. Let γ1, γ2, . . . , γp ∈ J and γp+1, . . . , γp+q ∈ J 2 be elements
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such that ([γ1]2, [γ2]2, . . . , [γp]2) and ([γp+1]3, . . . , [γp+q ]3) form bases of gr1 J
and gr2 J . By recalling the arguments in the previous section, we see that for any
1≤ j ≤ p, if ρ3(σ ) satisfies

ρ3(σ )([γ j ]3)= a1 j [γ1]3+ · · ·+ apj [γp]3+ ap+1, j [γp+1]3+ · · ·+ ap+q, j [γp+q ]3

for some ai j ∈Q, then

s(ρ2(σ ))([γ j ]3)= a1 j [γ1]3+ · · ·+ apj [γp]3

for any 1≤ j ≤ n. By using these facts, we can compute the images η(σ ) for any
σ ∈ Aut Fn .

Here let us recall Nielsen’s generators of Aut Fn . Let P , Q, S and U be the
automorphisms of Fn defined as follows:

x1 x2 x3 · · · xn−1 xn

P x2 x1 x3 · · · xn−1 xn

Q x2 x3 x4 · · · xn x1

S x−1
1 x2 x3 · · · xn−1 xn

U x1x2 x2 x3 · · · xn−1 xn

Namely, P is the automorphism of Fn induced from the permutation of x1 and x2,
Q is induced from the cyclic permutation of the basis, and so on. Nielsen [1924]
showed that Aut Fn is generated by P , Q, S and U for any n ≥ 2, and also gave
finitely many relations among the generators P , Q, S and U . This is the first finite
presentation for Aut Fn .

By direct computation, we can see that ρ3(P)s(ρ2(P))−1 satisfies

t ′i 7→ t ′i for any 1≤ i ≤ n,

t ′i j 7→ t ′i j for any 1≤ i < j ≤ n,

t ′i jk 7→

{
t ′12k −{t

′

1t ′2k + t ′2t ′1k + t ′k t ′12− 2(t ′1t ′2+ t1t ′k + t2t ′k)} if (i, j)= (1, 2),
t ′i jk otherwise,

and hence obtain

η(P)=−
n∑

k=3

(t ′12k)
∗
⊗{t ′1t ′2k + t ′2t ′1k + t ′k t ′12− 2(t ′1t ′2+ t1t ′k + t2t ′k)},

where (t ′
•
)∗ means the dual basis in HomQ(gr1 J,Q) of t ′

•
in gr1 J . Similarly, we

can obtain the equalities



460 TAKAO SATOH

η(Q)= 0,

η(S)=−
n∑

j=2

(t ′i j )
∗
⊗ t ′1t ′j −

∑
2≤ j<k≤n

(t ′1 jk)
∗
⊗ t ′1t ′jk,

η(U )=−(t ′12)
∗
⊗ t ′1t ′2−

n∑
k=3

(t ′12k)
∗
⊗ t ′2t ′1k

+

∑
3≤ j<k≤n

(t ′1 jk)
∗
⊗
{
−(t ′1t ′k + t ′2t ′j + t ′j t

′

k + 2t ′1t ′j + 2t ′2t ′k)

+ (t ′1t ′2 j + t ′1t ′jk − t ′2t ′1 j + t ′2t ′jk + t ′j t
′

12+ t ′j t
′

1k + t ′k t ′12+ t ′k t ′2 j )

−
1
2(t
′

1t ′2 jk−t ′2t ′1 jk+t ′j t
′

12k+t ′k t ′12 j )−
1
2(t
′

12t ′jk−t ′1 j t
′

2k+t ′1k t ′2 j )
}
.

Since P , Q, S and U generate Aut Fn , by using the Leibniz rule, we can calculate
η(σ ) for any σ ∈ Aut Fn .
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GLOBAL REPRESENTATIONS OF THE CONFORMAL GROUP
AND EIGENSPACES OF THE YAMABE OPERATOR ON S1× Sn

MARK R. SEPANSKI AND JOSE A. FRANCO

Using parabolic induction, a global representation of a double cover of the
conformal group SO(2, n+ 1)0 is constructed. Its space of finite vectors is
realized as a direct sum of eigenspaces of the Yamabe operator on S1 × Sn.
The explicit form of the corresponding eigenvalues is obtained. An explicit
basis of K-finite eigenvectors is used to study its structure as a representa-
tion of the Lie algebra of the conformal group.

1. Introduction

M. Hunziker, M. Sepanski, and R. Stanke [Hunziker et al. 2012] used parabolic
induction to construct a representation Im,r of a twofold cover G̃ of the conformal
group G :=SO(2, n+1)0 of R2,n+1 and studied the kernel of a distinguished central
element � in the universal enveloping algebra of the Lie algebra g of G̃. It was
shown that this kernel carries the minimal representation of G̃ as a positive energy
representation and that elements in this kernel correspond to solutions of the wave
equation. In this article, we study the structure of Im,r and its compact picture
I ′′m,r as (gC, K̃ )-modules, where K̃ denotes the maximal compact subgroup of G̃.
We generalize the results of [loc. cit.] by considering the space of K̃-finite vectors
ker(�−µ)K̃ of ker(�−µ) where µ ∈ R. We explicitly determine the conditions
on µ such that ker(�−µ)K̃ is nonzero. We show that � can be realized as the
Yamabe operator 1̃S1×Sn acting on S1

× Sn embedded in the Minkowski space
R2,n+1. Using this realization, we show that the space of K̃-finite vectors (I ′′m,r )K̃ of
I ′′m,r is isomorphic to a direct sum of eigenspaces of the Yamabe operator 1̃S1×Sn .
An explicit basis of eigenvectors vectors for (I ′′m,r )K̃ in terms of harmonic and
Gegenbauer polynomials is constructed. We show that each of these eigenspaces is
invariant under the action of K̃ , but not invariant under the action of all of g with
the exception of the null eigenspace. While g does not preserve each individual
eigenspace, it preserves the direct sum of them, (I ′′m,r )K̃ . The zero eigenspace is
left invariant under the action of g and (I ′′m,r )K̃ /(ker�)K̃ decomposes as the direct
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sum of two irreducible representations explicitly identified in Theorem 1. The
elements in the zero eigenspace correspond to solutions to the wave equation in the
noncompact picture.

1.1. Related work. This article is motivated by [Hunziker et al. 2012], where the
case µ= 0 was studied. This work is similar in spirit to [Franco and Sepanski 2013],
which provides a generalization of [Sepanski and Stanke 2010]. Since the minimal
representation of conformal groups, the wave equation, and the Yamabe operator are
heavily studied topics in mathematics there exists substantial overlap with existing
literature. See [Hunziker et al. 2012] for a more extensive set of references. Of
particular note, for n = 3, some of the results and formulas in this article appear in
[Segal et al. 1981] and the references therein. In terms of the minimal representation
of the conformal group G, B. Binegar and R. Zierau [1991] realized the minimal
representation of SO(p, q)0 with p, q of the same parity. A very detailed study of
the minimal representation of O(p, q) is given by T. Kobayashi and B. Ørsted in
[2003a; 2003b; 2003c].

1.2. Organization of the work. We introduce most of the objects that will be
fundamental to the study of our problem in Section 2. In particular, the induced,
noncompact, and compact pictures are introduced in this section. Since there is
a considerable overlap with existing literature, most of the proofs are omitted. In
Section 3 we realize the Yamabe operator on S1

× Sn as a central element of the
universal enveloping algebra of the Lie algebra of G̃ and study the invariance of
the eigenspaces of this operator. In Section 4 we introduce the space of K̃-finite
vectors in the compact picture and give an explicit basis consisting of eigenvectors
of the Yamabe operator. In Section 5 we study the structure of the space of K̃-finite
vectors and close with Theorem 1, where the main results are summarized.

2. Preliminary constructions

This section contains a substantial overlap with [Hunziker et al. 2012] due to the
similarity of the problems studied. Therefore, most of this section will be dedicated
to a quick survey of the results that will be useful for the study of our problem.

2.1. Group and subgroups. Let G=SO(2, n+1)0 and let g := so(2, n+1) denote
its Lie algebra. The group G acts naturally on the space R2,n+1. Since G is a group
of linear transformations that preserve the signed quadratic form on R2,n+1, the
action of G descends to an action on the subspace

C2,n+1
:= {(a, b) ∈ R2,n+1

| ‖a‖ = ‖b‖ 6= 0}.

C2,n+1 is a cone in the sense that it is invariant under the action of R×. More-
over, since the actions of G and R× commute, G acts on the projectivized cone
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P(C2,n+1) ∼= C2,n+1/R×. For [0, 1,±1, 0, . . . , 0] ∈ P(C2,n+1), their stabilizers
Q± := StabG([0, 1,±1, 0, . . . , 0]) are isomorphic to the minimal parabolic sub-
groups with Langlands decompositions Q±=M A N±. The corresponding parabolic
subalgebras q± have Langlands decomposition q±=m⊕ a⊕ n±. We describe these
subalgebras and subgroups in more detail. The nilpotent subalgebras are

n± = {N±t,x | (t, x) ∈ R1,n
}, where N±t,x :=


0 t ∓t 0
− t 0 0 x
∓ t 0 0 ±x

0 xT
∓xT 0n

,
and the maximal abelian subalgebra is

a= {Hs | s ∈ R}, where Hs :=


0 0 0 0
0 0 s 0
0 s 0 0
0 0 0 0n

,
and if we denote the +1 eigenspace of the Cartan involution on g by k, then the
centralizer of a in k∼= so(2)× so(n+ 1) is

m= {L A,b | A ∈ so(n) and b ∈ Rn
}, where L A,b :=


0 0 0 b
0 0 0 0
0 0 0 0

bT 0 0 A

.
The corresponding groups in G are

N±={n±t,x | (t, x)∈R1,n
}, where n±t,x :=


1 t ∓t 0

− t 1+ 1
2q(t, x) ∓1

2q(t, x) x

∓ t ±1
2q(t, x) 1− 1

2q(t, x) ±x

0 xT
∓xT In

,
and

A = {hs | s ∈ R}, where hs :=


1 0 0 0
0 cosh(s) sinh(s) 0
0 sinh(s) cosh(s) 0
0 0 0 In

,
with q(t, x)=−t2

+‖x‖2. If SO(1, n)0 denotes the identity component of SO(1, n)
and SO(1, n)1 denotes the remaining component, then

M = {mε,Y | ε =±1}



466 MARK R. SEPANSKI AND JOSE A. FRANCO

where

mε,Y =


a 0 0 b
0 ε 0 0
0 0 ε 0
c 0 0 d

 with Y =
(

a b
c d

)
∈

{
SO(1, n)0 if ε =+1,
SO(1, n)1 if ε =−1.

As in [Hunziker et al. 2012], we will look at the representations induced from a
character on Q−. To construct this character, let M0 denote the connected component
of M where ε =+1 and let M1 denote the component where ε =−1. For g j ∈ M j

define µM : M → C by µM(g j ) := (−1) j. Define νA : A→ C by νA(hs) = es.
Then, the family of characters from which we will induce our representations is
defined by

χm,r (q−)= νA(q
−

A )
rµM(q

−

M)
m

with q− = q−M q−A q−N ∈ Q−, r ∈ C, and m ∈ Z2.

2.2. Double cover and induced representations. For technical reasons it is nec-
essary to work in a double cover of G that we will denote by G̃. The maximal
compact group of G is K ∼= SO(2)×SO(n+ 1). The double cover K̃ of K is such
that the cover map π : K̃ → K is given by

(2-1) π

(
Rϕ/2

un+1

)
=

(
Rϕ

un+1

)
.

Up to isomorphism, K̃ extends uniquely to a group G̃ that is a double cover of G.
Letting Q̃± denote the parabolic subgroups of G̃ that cover Q±, we have that they
have Langlands decomposition Q̃± = M̃ Ã Ñ± and

M̃ ∩ K̃ = {z j,k | k ∈ O(n), det k = (−1) j
} where z j,k =

 R j
π/2 0 0
0 (−1) j 0
0 0 k

.
In particular, M̃ has four connected components. To define a character on Q̃−, we
define γM̃ : M̃→ C by

γM̃
∣∣

M̃ j
:= i j

and ν Ã : Ã→ C by
ν Ã (̃hs)= es.

In [Hunziker et al. 2012], it is shown that the character defined by

χ̃m,r (q̃−) := ν Ã(q̃
−

Ã
)r γM̃ (̃q

−

M̃
)m

with q̃− = q̃−
M̃

q̃−
Ã

q̃−
Ñ
∈ Q̃−, r ∈ C, and m ∈ Z4, satisfies χ̃m,r = χm,r ◦π .
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The representation χ̃m,r of Q̃− is used to induce a representation IndG̃
Q−(χ̃m,r )

of G̃. This representation is defined by

(2-2) IndG̃
Q−(χ̃m,r )

= {φ ∈ C∞(G̃) | ϕ(g̃q̃−)= χ̃−1
m,r (̃q

−)φ(g̃) for g̃ ∈ G̃, q̃−∈ Q̃−}.

2.3. Noncompact picture. For r ∈ C and m ∈ Z4, define

I ′m,r := { f ∈ C∞(R1,n) | f (t, x)= φ(̃nt,x)

for some φ ∈ IndG̃
Q−(χ̃m,r ) and all (t, x) ∈ R1,n

}.

It follows from [Hunziker et al. 2012, Proposition 3.13] that the restriction map
is a linear isomorphism and with the appropriate G̃-action, I ′m,r ∼= IndG̃

Q−(χ̃m,r ) as
G̃-representations.

The action of the group G̃ and of the corresponding Lie algebra g on I ′m,r are
calculated in [Hunziker et al. 2012, Section 4]. We will record the actions of the
Lie algebra for future use.

Proposition 1. The elements of the Lie algebra g act on I ′m,r by

Hs = s(r − t∂t − x∂T
x ),(2-3a)

L A,b =−bxT ∂t + (x A− tb)∂T
x ,(2-3b)

N+s,y =−s∂t − y∂T
x , and(2-3c)

N−s,y = 2(st − yxT )(r − t∂t − x∂T
x )− q(t, x)(s∂t + y∂T

x ).(2-3d)

Proof. See [Hunziker et al. 2012]. �

A distinguished copy of so(2, 1) ∼= sl2(R) can be embedded in the upper left
corner of g. A standard sl2-basis for this Lie algebra is

H := H2 E := N+1,0 F := N−1,0.(2-4)

The difference of the Casimir element �SL(2) corresponding to this copy of sl2(R)
with the Casimir element �SO(n) corresponding to so(n) (embedded in the lower
right corner) will play a special role in this article. The following corollary follows
from Proposition 1.

Corollary 1. The operator �SL(2)−�SO(n) acts by

�SL(2)−�SO(n) = ‖x‖2�+ (1− n− 2r)E+ r(r + 1)

on I ′m,r , where � is the wave operator on R1,n and E :=
∑n

i=1 xi∂xi is the Euler
operator on Rn .



468 MARK R. SEPANSKI AND JOSE A. FRANCO

2.4. Compact picture. In [Hunziker et al. 2012] it is shown that the space I ′′m,r of
functions F ∈ C∞(R×R× Sn−1) that satisfy

F(ϕ, θ +π,−x̂)= F(ϕ, θ, x̂)

F(ϕ+π, θ +π, x̂)= i−m F(ϕ, θ, x̂)

F(ϕ, 0, x̂)= F(ϕ, 0, x̂ ′)

for all ϕ, θ ∈ R and x̂, x̂ ′∈ Sn−1, is a K̃-representation. Moreover, this representation
is isomorphic to IndG̃

Q−(χ̃m,r ), hence to I ′m,r . If f ∈ I ′m,r and F ∈ I ′′m,r correspond
under the canonical isomorphism between I ′m,r and I ′′m,r , then they are related by

(2-5) F(ϕ, θ, x̂)= imj
∣∣∣cosϕ+cos θ

2

∣∣∣r f
( sinϕ

cosϕ+cos θ
,

x̂ sin θ
cosϕ+cos θ

)
,

where j is given by

j =


0 if cosϕ− cos θ > 0 and ϕ

2 ∈ (−
π
2 ,

π
2 ) (mod 2π),

1 if cosϕ− cos θ < 0 and ϕ
2 ∈ (0, π) (mod 2π),

2 if cosϕ− cos θ > 0 and ϕ
2 ∈ (−

π
2 ,

3π
2 ) (mod 2π),

3 if cosϕ− cos θ < 0 and ϕ
2 ∈ (π, 2π) (mod 2π),

and

(2-6) f (t, x)= λ(t, x)r F
(

sgn t cos−1 1+ q(t, x)
λ(t, x)

, cos−1 1− q(t, x)
λ(t, x)

,
x
‖x‖

)

where λ(t, x)= (4t2
+ (1+ q(t, x))2)1/2 and q(t, x)=−t2

+‖x‖2.
Define a function F̃ ∈ C∞(R×R× (Rn

\ {0})) by

F̃(ϕ, θ, x̂) := F
(
ϕ, θ,

x
‖x‖

)
,

associated to F ∈ C∞(R×R× Sn−1), and also the derivative

∂x̂i F(ϕ, θ, x̂)= ∂xi F(ϕ, θ, x)
∣∣
x=x̂ .

With this convention, the actions of the Lie algebra are given by the formulas in the
following proposition.
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Proposition 2. The Lie algebra action of g on I ′′m,r is given by:

Hs = s(r cos θ cosϕ− cos θ sinϕ∂ϕ − sin θ cosϕ∂θ ),(2-7a)

L A,b =−bxT (r sinϕ sin θ + cosϕ sin θ∂ϕ + sinϕ cos θ∂θ )(2-7b)

+ (x̂ A− sinϕ
sin θ

b)∂T
x̂ ,

N+s,y =−r(yx̂T sin θ cosϕ+ s cos θ sinϕ)(2-7c)

+ (yx̂T sin θ sinϕ− s(cos θ cosϕ+ 1))∂ϕ

− (yx̂T (cos θ cosϕ+ 1)− s sin θ sinϕ)∂θ −
cosϕ+cos θ

sin θ
y∂T

x̂ ,

N−s,y =−r(yx̂T sin θ cosϕ− s cos θ sinϕ)(2-7d)

+ (yx̂T sin θ sinϕ+ s(cos θ cosϕ− 1))∂ϕ

− (yx̂T (cos θ cosϕ− 1)+ s sin θ sinϕ)∂θ −
cosϕ−cos θ

sin θ
y∂T

x̂

Proof. See [Hunziker et al. 2012]. �

Now that we have introduced the spaces, mappings, and groups that we will use
in the rest of the article, we can start studying the problem that concerns us.

3. Yamabe operator

Recall that the maximal compact group K̃ is isomorphic to SO(2)× SO(n + 1)
with SO(2) embedded in the upper left corner and SO(n + 1) embedded in the
lower right corner. It will prove profitable to investigate the action of the Casimir
operators associated to these groups.

Proposition 3. When r = (1− n)/2, the element

� :=�SO(2)−�SO(n+1)− r2

of g acts on I ′′m,r as the Yamabe operator 1̃S1×Sn on the manifold S1
× Sn as a

subset of R2,n+1. In particular, when r = (1−n)/2, ker(�−µ)= ker(1̃S1×Sn −µ)

as subsets of I ′′m,r , for any constant µ ∈ R.

Proof. The explicit form of the Yamabe operator on S1
× Sn embedded in the

Minkowski space R2,n+1 is calculated in [Kobayashi and Ørsted 2003a] and is equal
to

1̃S1×Sn =1S1 −1Sn −
(n−1)2

4
.

The Casimir elements in the universal enveloping algebras of SO(2) and SO(n+1)
act on I ′′m,r by

�SO(2) =−
1
4(N

+

1,0+ N−1,0)
2
=−∂2

ϕ
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and

�SO(n+1) =−
1
4

n∑
i=1

(N+0,ei
− N−0,ei

)2−
∑

1≤i< j≤n

(L Ei, j−E j,i ,0)
2

=−

n∑
i=1

(x̂i∂θ + cot θ∂x̂i )
2
−

∑
1≤i< j≤n

(x̂i∂x̂ j − x̂ j∂x̂i )
2
=−1Sn

by Equations (2-7) and the recursion formula

1Sn = ∂2
θ + (n− 1) cot θ∂θ − csc2 θ1Sn−1 .

Then, � acts on I ′′m,r by the Yamabe operator 1̃S1×Sn . Therefore, the solution space
of the equation

1̃S1×Sn F(ϕ, θ, x̂)= µF(ϕ, θ, x̂)

is equal to ker(�−µ) in I ′′m,r . �

For the rest of the article, unless otherwise specified, let

r = 1−n
2
.

We will now determine the maximal subgroup of G̃ that leaves ker(�−µ)⊂ I ′′m,r
invariant. To do that, we will use the fact that, on I ′′m,r ,

�SL(2)−�SO(n)− r(r + 1)= sin2 θ(�SO(2)−�SO(n+1)− r2)

(see [Hunziker et al. 2012]). From this, it follows that

ker(�SL(2)−�SO(n)− r(r + 1)−µ sin2 θ)= ker(�−µ)

when viewed as subspaces of I ′′m,r . Using the canonical isomorphism between I ′′m,r
and I ′m,r , more specifically (2-6), we obtain that

ker(�−µ)= ker
(
�SL(2)−�SO(n)− r(r + 1)− 4µ‖x‖2

λ(t, x)2

)
= ker(λ(t, x)2�− 4µ)

as subspaces of I ′m,r , where � is the wave operator on R1,n. We will use this fact to
show the invariance of ker(�−µ).

Proposition 4. If µ 6=0, then the stabilizer of ker(�−µ)⊂ I ′′m,r in G̃ is the maximal
compact subgroup K̃ .

Proof. Since G̃ is connected, it suffices to find the maximal subalgebra of g that
leaves ker(�−µ)⊂ I ′′m,r invariant. Since I ′m,r and I ′′m,r are isomorphic, it suffices to
determine the maximal subalgebra that leaves ker(λ(t, x)2�−4µ)⊂ I ′m,r invariant.
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A necessary and sufficient condition for ker(λ(t, x)2�− 4µ) to be invariant under
the action of an element X ∈ g is that

(3-1) [X, λ(t, x)2�− 4µ] = β(t, x)(λ(t, x)2�− 4µ)

for some function β(t, x). Straightforward calculations using the formulas in
Proposition 1 give the following equations:

[H1, λ(t, x)2�− 4µ] = 2(1− q(t, x)2)�,

[L Ei j−E j i ,0, λ(t, x)2�− 4µ] = 0,

[L0,ei , λ(t, x)2�− 4µ] = −8xi t�,

[N+1,0, λ(t, x)2�− 4µ] = 4t (q(t, x)− 1)�,

[N+0,ei
, λ(t, x)2�− 4µ] = −4xi (q(t, x)+ 1)�,

[N−1,0, λ(t, x)2�− 4µ] = 4t (q(t, x)− 1)�,

[N−0,ei
, λ(t, x)2�− 4µ] = −4xi (q(t, x)+ 1)�.

From these equations, it can be seen that the condition (3-1) is only satisfied when
β(t, x)= 0. Therefore, the maximal invariance subalgebra of ker(�−µ) is spanned
by the set {L Ei j−E j i | 1 ≤ i < j ≤ n} ∪ {N+1,0+ N−0,1} ∪ {N

+

0,ei
− N−0,ei

| 1 ≤ i ≤ n}
which is isomorphic to the maximal compact subalgebra k. This yields the desired
result. �

It is worth remarking that in the noncompact picture,

ker(�−µ)= ker
(
�− 4µ

λ(t, x)2
)

Therefore, ker(�−µ) corresponds to the space of solutions of

−ut t +1nu = 4µ
λ(t, x)2

u

in I ′m,r . In particular, ker� corresponds to the space of solutions of the wave
equation in I ′m,r .

4. K̃-finite vectors

In this section we will determine the space K̃-finite vectors of the representation
ker(�−µ)⊂ I ′′m,r . In order to do this, we will first determine the K̃-finite vectors
in I ′′m,r explicitly by using the following realization of I ′′m,r :

I ′′m,r ∼= {φ ∈ C∞(S1
× Sn) | φ(c ·w)= i−mφ(c) for every c ∈ S1

× Sn
},



472 MARK R. SEPANSKI AND JOSE A. FRANCO

where

w =

(
Rπ/2

−In+1

)
.

Let the space of K̃-finite vectors in C∞(S1
× Sn) be denoted by C∞(S1

× Sn)K̃ .
Then it is well known that

C∞(S1
× Sn)K̃

∼=

⊕
p,k∈Z
k≥0

Cei pϕ/2
⊗Hk(Sn).

Where Hk(Sn) denotes the space of homogeneous harmonic polynomials of degree k
on Rn+1 restricted to Sn . Then,

Hk(Sn)= {h ∈ C∞(Sn) |�SO(n+1)h = k(k+ n− 1)h}.

Since φ ∈ I ′′m,r must satisfy φ(c ·w) = i−mφ(c), the space of K̃ finite vectors in
I ′′m,r is given by

(4-1) (I ′′m,r )K̃
∼=

⊕
(p,k)∈Z×Z≥0

p+2k≡−m (mod 4)

Cei pϕ/2
⊗Hk(Sn).

Proposition 5. With r = (1− n)/2, let ker(�−µ)K̃ denote the space of K̃-finite
vectors in ker(�−µ)⊂ I ′′m,r . Then,

ker(�−µ)K̃
∼=

⊕
(p,k)∈Z×Z≥0

p+2k≡−m (mod 4)
µ=(p/2)2−(k−r)2

Cei p ϕ2 ⊗Hk(Sn).

Proof. From the decomposition (4-1) and the well-known fact that �SO(n) acts
on Hk(Sn) by k(k − 1 + n), it is easy to see that the operator � − µ acts on
Cei pϕ/2

⊗Hk(Sn) by( p
2

)2
− k(k− 2r)− r2

=

( p
2

)2
− (k− r)2.

The proposition follows from this and (4-1). �

The following lemma is proved in [Hunziker et al. 2012] and will be used to
write a basis for (I ′′m,r )K̃ explicitly.

Lemma 1. Let SO(n)⊂ SO(n+ 1) be the stabilizer of (±1, 0, . . . , 0) ∈ Sn . Then,
as an SO(n)-module,

Hk(Sn)∼=

k⊕
l=0

Hl(Sn−1),
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where the isomorphism is given by

(h0(x̂), . . . , hk(x̂)) 7→
k∑

l=0

C̃ (l−r)
k−l (cos θ) sinl θ hl(x̂),

where r = (1− n)/2 and C̃ (λ)
d is the degree d normalized Gegenbauer polynomial

with parameter λ.

Let {hl, j } be a basis for the homogeneous harmonic polynomials on Rn of degree l
such that when restricted to Sn−1 they form an orthonormal basis for L2(Sn−1).
Then, Lemma 1 implies that the functions of the form

(4-2) Fp,d,l, j (ϕ, θ, x̂) := ei p/2ϕC (l−r)
d (cos θ) sinl θ hl, j (x̂)

with p, d, l, j ∈ Z, and d, l, j ≥ 0 such that p+ 2(d + l) ≡ −m (mod 4), form a
basis of (I ′′m,r )K̃ , where r = (1− n)/2. For later use, we note that if we define

k := d + l,

then the function C (l−r)
d (cos θ) sinl θ hl, j (x̂) ∈Hk(Sn).

By Proposition 5 we know that Fp,d,l, j is an eigenvector for � with eigenvalue

µp,d,l :=

( p
2

)2
−

(2d+2l−n+1
2

)2
.

Definition. We will say that µ ∈ R is an admissible eigenvalue of � if and only if
µ=µp,d,l for some p, d, l ∈Z such that d≥0, l≥0, and p+2(d+l)≡−m (mod 4).
Let S be the set of admissible eigenvalues of �.

Then, it is clear that

(I ′′m,r )K̃
∼=

⊕
µ∈S

ker(�−µ)K̃ .

Since (I ′′m,r )K̃ has the structure of a (g, K̃ )-module, the direct sum of all eigenspaces
of � with admissible eigenvalues does too, and as such it can be completed to a
representation of G̃.

One last note to close this section is to contrast the functions Fp,l, j constructed in
[Hunziker et al. 2012] and the functions Fp,l, j,d that we just defined. Even though
they are very similar, the main difference is that here we are allowing the parameter
d ≥ 0 to vary, in contrast with Fp,l, j where the parameter d = |p|/2+ r − l was
fixed for each choice of l. In a sense, the introduction of the parameter d is counting
for the fact that different eigenvalues µp,d,l 6= 0 of the Yamabe operator are being
admitted. In [loc. cit.], the only eigenvalue that was considered admissible was
µ= 0, in this sense we are generalizing their result.
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5. Structure theorems

In this section, we will study the structure of ⊕µ∈S ker(�−µ)K̃ as a representation
of g. To do this, we will introduce a new basis {κ, e+, e−} for the complexification
of the distinguished Lie algebra sl(2,R) introduced in Section 2.3. This basis is
defined by

κ := i(E − F), e+ := 1
2(H − i(E + F)), e− := 1

2(H + i(E + F)).(5-1)

Using (2-4) and (2-7) it can be shown that this sl(2,C)-triple acts on I ′′m,r by

κ =−2i∂ϕ e± = e±iϕ(r cos θ ± i cos θ ∂ϕ − sin θ ∂θ ).(5-2)

Lemma 2. The differential operators e+ and e− on I ′′m,r can be written as linear
combinations of the form e± = A±+ B± such that A±Fp,d,l, j and B±Fp,d,l, j are
all eigenvectors of �.

Proof. Notice that �SO(2) and e± commute. Since Fp,d,l, j is an eigenvector for
�SO(2), so are e±Fp,d,l, j . Moreover, if A± and B± are a linear combinations of
{r cos θ, cos θ∂ϕ, sin θ∂θ }, then A±Fp,d,l, j and B±Fp,d,l, j are all eigenvectors of
�SO(2). So, by the definition of �, it suffices to determine A± and B± so that
A±Fp,d,l, j and B±Fp,d,l, j are eigenvectors of �SO(n+1).

Now, A±Fp,d,l, j and B±Fp,d,l, j are eigenvectors of �SO(n+1) if and only if
Fp,d,l, j is an eigenvector of [�SO(n+1), A±] and of [�SO(n+1), B±]. Writing these
conditions out explicitly gives the following form for the operators A± and B±:

(5-3) A± = e±iϕ
(r

2
cos θ − 4r2

+2(d+l)(2(d+l)∓ p−4r)
4p(d+l−r)

i cos θ ∂ϕ

−
2(d+l)∓ p−2r

4((d+l)−r)
sin θ ∂θ

)
and

(5-4) B± = e±iϕ
(r

2
cos θ + 4r(r∓ p)+2(d+l)(2(d+l)± p−4r)

4p(d+l−r)
i cos θ ∂ϕ

−
2(d+l)± p−2r

4(d+l−r)
sin θ ∂θ

)
.

These operators satisfy the required conditions. �

By making the change of variables s = cos θ and considering the fact that
∂ϕFp,d,l, j = i p/2, when restricted to the basis elements

Fp,d,l, j (ϕ, s, x̂)= ei pϕ/2(1− s2)l/2 C (l−r)
d (s)hl, j (x̂),
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the operators in (5-3) and (5-4) act by

(5-5) A± = ∓p+2(d+l−r)
4(d+l−r)

e±iϕ((d + l)s+ (1− s2)∂s)

and

(5-6) B± = ±p−2(d+l−r)
4(d+l−r)

e±iϕ((2r − d − l)s+ (1− s2)∂s),

respectively. We are now in a position to calculate the actions of e± on the functions
Fp,d,l, j (ϕ, s, x̂). We start with the following proposition.

Proposition 6. Let Fp,d,l, j be defined as in (4-2) and let A± and B± be defined by
(5-3) and (5-4) respectively. Then,

(5-7) A±Fp,d,l, j =
∓p+2(d+l−r)

4(d+l−r)
(d + 2(l − r)− 1)Fp±2,d−1,l, j

and

(5-8) B±Fp,d,l, j =
∓p−2(d+l−r)

4(d+l−r)
(d + 1)Fp±2,d+1,l, j .

Proof. Firstly, we will need to state two well-known identities for the Gegenbauer
polynomials:

(5-9) (1− s2)
d
ds

C (λ)
d (s)=−dsC (λ)

d (s)+ (d + 2λ− 1)C (λ)
d−1(s)

and

(5-10) (1− s2)
d
ds

C (λ)
d (s)= (d + 2λ)sC (λ)

d (s)− (d + 1)C (λ)
d+1(s)

(see [Abramowitz and Stegun 1964, Formulas 22.8.2 and 22.7.3]). Now, (5-7)
follows from (5-5) and (5-9), and analogously (5-8) is obtained by combining (5-6)
and (5-10). �

Corollary 2. Let Fp,d,l, j be defined as in (4-2). Then,

(5-11) e+Fp,d,l, j =
−p+2(d+l−r)

4(d+l−r)
(d + 2(l − r)− 1)Fp+2,d−1,l, j

+
−p−2(d+l−r)

4(d+l−r)
(d + 1)Fp+2,d+1,l, j

and

(5-12) e−Fp,d,l, j =
p+2(d+l−r)

4(d+l−r)
(d + 2(l − r)− 1)Fp−2,d−1,l, j

+
p−2(d+l−r)

4(d+l−r)
(d + 1)Fp−2,d+1,l, j ,

with the convention that Fp,−1,l, j ≡ 0.

Proof. The corollary follows at once from Proposition 6. �
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Now we can read much information from the coefficients in (5-11) and (5-12).
Firstly, by definition d, l ≥ 0 and r < 0, so d + l − r > 0. Therefore, these
equations are well defined for every Fp,d,l, j as in (4-2). Secondly, we can look for
highest/lowest weight vectors for the action of sl(2,C). In order for Fp,d,l, j to be a
highest or lowest weight vector, we would need either e+ or e− to annihilate Fp,d,l, j

respectively. By inspecting the coefficients we conclude that this can only occur
whenever p = 2(d + l − r) or p =−2(d + l − r). However, this can occur only if
µ= 0. In this case, the actions of e± would have only one term depending on the
sign of p. This corresponds with the action calculated in [Hunziker et al. 2012].
Moreover, the highest and lowest weight vectors are precisely the ones calculated
therein.

In more detail, if p =−2(d + l − r), then

e+F−2(d+l−r),d,l, j =
−p+2(d+l−r)

4(d+l−r)
(d + 2(l − r)− 1)F−2(d+l−r−1),d−1,l, j .

In particular,

e+F−2(l−r),0,l, j = 0.

Similarly,

e−F2(l−r),0,l, j = 0

for l, j ∈ Z≥0. So, for each combination of parameters l, j ∈ Z≥0 there exists a
highest weight sl(2,C)-module in (I ′′m,r )K̃ with highest weight vector F−2(l−r),0,l, j .
There also exists a lowest weight module with lowest weight vector F2(l−r),0,l, j .

In Figure 1 we show the projection to the plane l = 0 of the representation
(I ′′m,r )K̃ pictorially. However, the pictorial representation of all of (I ′′m,r )K̃ would
require a third axis for the l parameter. In this picture, the span of highest weight
vector F2r,0,0,0 of (H−)K̃ corresponds to the point (0, 2r). For a fixed l ∈ Z≥0,
the span of the highest weight vectors F−2(l−r),0,l, j corresponds to the dot in the
position (0,−2(l − r)) in that particular plane. To illustrate, Figure 2 shows the
projection onto the plane l = 1. The highest weight vectors there are F2r−2,0,1, j

and represented by the point (0, 2r − 2).
In Figure 1 we also describe the actions of sl(2,C). In this figure, a dot at

the (d, p) coordinate represents the span of {Fp,d,l, j | l, j ∈ Z≥0
}. As shown in

Corollary 2, the action of e+ sends a multiple of Fp,d,l, j into the span of Fp+2,d±1,l, j ,
thus the northeast and northwest arrows. Similarly, the action of e− sends a multiple
of Fp,d,l, j into the span of Fp−2,d±1,l, j , hence the arrows pointing in the southeast
and southwest directions. Lastly, the semisimple element κ acts by the scalar p on
Fp,d,l, j , thus leaving each point fixed.

To finish this analysis we introduce two spaces that correspond to the positive
and negative energy representations for the zero eigenspace. These representations
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p

d

p = 2(d − r)

p =−2(d − r)

e−

e+

κ

Figure 1. Summary of the action of sl(2,C) on (I ′′m,r )K̃ and l = 0.

p

d

−2r + 2

2r − 2

p = 2(d − r + 1)

p =−2(d − r + 1)

Figure 2. Pictorial representation of the plane l = 1 of (I ′′m,r )K̃ .

are related to positive and negative energy solutions of the wave equation. For more
information in this direction, see [Hunziker et al. 2012]. Let

(H−)K̃ :=
⊕

p∈Z,k∈Z≥0

p=−2(k−r)
p+2k≡−m (mod 4)

Cei pϕ/2
⊗Hk(Sn)

and
(H+)K̃ :=

⊕
p∈Z,k∈Z≥0

p=2(k−r)
p+2k≡−m (mod 4)

Cei pϕ/2
⊗Hk(Sn).
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In the pictorial representation, (H−)K̃ would live in the p=−2(d+l−r) plane and
(H+)K̃ would live in the plane p= 2(d+l−r). Each projection onto a fixed l would
look essentially the same as Figure 1, with the intercepts at±2(l−r)=±(2l−n+1).

So far we have studied the structure of (I ′′m,r )K̃ as an sl(2,C)-module. To analyze
the structure of (I ′′m,r )K̃ as a (gC, K̃ )-module, we start by fixing a Cartan subalgebra
hC of kC = so(2)× so(n+ 1) given by

hC := {Hh1,...,h` | h1, . . . , h` ∈ C},

where

Hh1,...,h` =



0 ih0

−ih0 0
. . .

0 ih2

−ih2 0
0 ih1

−ih1 0


where `= [(n+1)/2]. Let ε j : hC→C be the functional such that ε j (H)= h j . As
it turns out, the roots ε0+ ε1 and ε0− ε1 are the noncompact simple root and the
highest root respectively. The corresponding root vectors Xε0±ε1 are given by

Xε0±ε1 := L0,en−1∓ien +
1
2(N

+

0,−ien−1∓en
+ N0,−ien−1∓en ) ∈ p

+

and the complex conjugates X ε0±ε1 are the root vectors for the respective negative
roots. The proof of [Hunziker et al. 2012, Proposition 9.6] implies that for k ≥ 0

(Xε0±ε1)
k
· F−2r,0,0,0 ∈ span{F−2r+2k,0,k, j | j ∈ Z≥0

}

and
(X ε0±ε1)

k
· F2r,0,0,0 ∈ span{F2r−2k,0,k, j | j ∈ Z≥0

}.

Moreover, they show that the functions (Xε0+ε1)
k F−2r,0,0,0 are kC-lowest weight

vectors and (X ε0−ε1)
k F2r,0,0,0 are kC-lowest weight vectors. Since these vectors

are also annihilated by e+ and e− respectively, the vectors F−2r,0,0,0 and F2r,0,0,0

are gC-lowest and highest weight vectors respectively. Intuitively, in the pictorial
representation of (I ′′m,r )K̃ these root vectors Xε0±ε1 and X ε0±ε1 allow us to move
from one l plane to the preceding l − 1 and superseding l + 1 planes.

Putting all this information together, we obtain our main result.

Theorem 1. Let r = (1− n)/2. Let (I ′′m,r )K̃ denote the space of K̃-finite vectors of
I ′′m,r and let

(I ′′m,r )
±

K̃
:=

⊕
±p∈Z>0

k∈Z≥0

p+2k≡−m (mod 4)

Cei pϕ/2
⊗Hk(Sn).
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Then, as (gC, K̃ )-modules:

(1) The submodules (H±)K̃ are irreducible lowest/highest weight modules with
weight vectors F±2r,0,0,0 respectively.

(2) The quotient modules (I ′′m,r )
+

K̃
/(H+)K̃ and (I ′′m,r )

−

K̃
/(H−)K̃ are irreducible

lowest/highest weight modules with the weight vectors being the cosets corre-
sponding to F−2r+2,0,0,0 and F2r−2,0,0,0.

(3) The following is a composition series of (I ′′m,r )K̃ :

{0} ⊂ (H±)K̃ ⊂ (H
−)K̃ ⊕ (H

+)K̃ ⊂ (I
′′

m,r )K̃ .

Proof. The only statement left to be shown is (2), as this implies the composition
series in (3). This statement follows from the fact that for k > 0 the nonzero vectors

(Xε0±ε1)
k
· F−2r+2,0,0,0 ∈ span{F−2(r−k−1),0,k, j | j ∈ Z≥0

}

and
(X ε0±ε1)

k
· F2r−2,0,0,0 ∈ span{F2(r−k−1),0,k, j | j ∈ Z≥0

},

which is proved using the explicit actions of Xε0±ε1 and X ε0±ε1 and induction. �

References

[Abramowitz and Stegun 1964] M. Abramowitz and I. A. Stegun, Handbook of mathematical func-
tions with formulas, graphs, and mathematical tables, National Bureau of Standards Applied
Mathematics Series 55, U.S. Government Printing Office, Washington, DC, 1964. Reprinted by
Dover, New York, 1974. MR 29 #4914 Zbl 0171.38503

[Binegar and Zierau 1991] B. Binegar and R. Zierau, “Unitarization of a singular representation of
SO(p, q)”, Comm. Math. Phys. 138:2 (1991), 245–258. MR 92h:22027 Zbl 0748.22009

[Franco and Sepanski 2013] J. A. Franco and M. R. Sepanski, “Global representations of the heat and
Schrödinger equation with singular potential”, Electron. J. Differential Equations 2013:154 (2013),
1–16. MR 3084634 Zbl 1286.22016 arXiv 1110.1030

[Hunziker et al. 2012] M. Hunziker, M. R. Sepanski, and R. J. Stanke, “The minimal representation
of the conformal group and classical solutions to the wave equation”, J. Lie Theory 22:2 (2012),
301–360. MR 2976923 Zbl 1250.22015

[Kobayashi and Ørsted 2003a] T. Kobayashi and B. Ørsted, “Analysis on the minimal represen-
tation of O(p, q), I: Realization via conformal geometry”, Adv. Math. 180:2 (2003), 486–512.
MR 2004k:22018a Zbl 1046.22004

[Kobayashi and Ørsted 2003b] T. Kobayashi and B. Ørsted, “Analysis on the minimal represen-
tation of O(p, q), II: Branching laws”, Adv. Math. 180:2 (2003), 513–550. MR 2004k:22018b
Zbl 1049.22006

[Kobayashi and Ørsted 2003c] T. Kobayashi and B. Ørsted, “Analysis on the minimal representation
of O(p, q), III: Ultrahyperbolic equations on Rp−1,q−1”, Adv. Math. 180:2 (2003), 551–595.
MR 2004k:22018c Zbl 1039.22005

[Segal et al. 1981] I. E. Segal, H. P. Jakobsen, B. Ørsted, S. M. Paneitz, and B. Speh, “Covariant
chronogeometry and extreme distances: elementary particles”, Proc. Nat. Acad. Sci. USA 78:9
(1981), 5261–5265. MR 82i:81150

http://people.math.sfu.ca/~cbm/aands
http://people.math.sfu.ca/~cbm/aands
http://msp.org/idx/mr/29:4914
http://msp.org/idx/zbl/0171.38503
http://projecteuclid.org/euclid.cmp/1104202943
http://projecteuclid.org/euclid.cmp/1104202943
http://msp.org/idx/mr/92h:22027
http://msp.org/idx/zbl/0748.22009
http://ejde.math.txstate.edu/Volumes/2013/154/abstr.html
http://ejde.math.txstate.edu/Volumes/2013/154/abstr.html
http://msp.org/idx/mr/3084634
http://msp.org/idx/zbl/1286.22016
http://msp.org/idx/arx/1110.1030
http://www.heldermann.de/JLT/JLT22/JLT222/jlt22013.htm
http://www.heldermann.de/JLT/JLT22/JLT222/jlt22013.htm
http://msp.org/idx/mr/2976923
http://msp.org/idx/zbl/1250.22015
http://dx.doi.org/10.1016/S0001-8708(03)00012-4
http://dx.doi.org/10.1016/S0001-8708(03)00012-4
http://msp.org/idx/mr/2004k:22018a
http://msp.org/idx/zbl/1046.22004
http://dx.doi.org/10.1016/S0001-8708(03)00013-6
http://dx.doi.org/10.1016/S0001-8708(03)00013-6
http://msp.org/idx/mr/2004k:22018b
http://msp.org/idx/zbl/1049.22006
http://dx.doi.org/10.1016/S0001-8708(03)00014-8
http://dx.doi.org/10.1016/S0001-8708(03)00014-8
http://msp.org/idx/mr/2004k:22018c
http://msp.org/idx/zbl/1039.22005
http://dx.doi.org/10.1073/pnas.78.9.5261
http://dx.doi.org/10.1073/pnas.78.9.5261
http://msp.org/idx/mr/82i:81150


480 MARK R. SEPANSKI AND JOSE A. FRANCO

[Sepanski and Stanke 2010] M. R. Sepanski and R. J. Stanke, “Global Lie symmetries of the heat and
Schrödinger equation”, J. Lie Theory 20:3 (2010), 543–580. MR 2012a:22013 Zbl 05792649

Received July 8, 2014. Revised November 10, 2014.

MARK R. SEPANSKI

DEPARTMENT OF MATHEMATICS

BAYLOR UNIVERSITY

ONE BEAR PLACE #97328
WACO, TX 76798-7328
UNITED STATES

mark_sepanski@baylor.edu

JOSE A. FRANCO

DEPARTMENT OF MATHEMATICS AND STATISTICS

UNIVERSITY OF NORTH FLORIDA

1 UNF DRIVE

JACKSONVILLE, FL 32224
UNITED STATES

jose.franco@unf.edu

http://www.heldermann.de/JLT/JLT20/JLT203/jlt20028.htm
http://www.heldermann.de/JLT/JLT20/JLT203/jlt20028.htm
http://msp.org/idx/mr/2012a:22013
http://msp.org/idx/zbl/05792649
mailto:mark_sepanski@baylor.edu
mailto:jose.franco@unf.edu


PACIFIC JOURNAL OF MATHEMATICS
Vol. 275, No. 2, 2015

dx.doi.org/10.2140/pjm.2015.275.481

ROTA–BAXTER OPERATORS
ON THE POLYNOMIAL ALGEBRA, INTEGRATION,

AND AVERAGING OPERATORS

SHANGHUA ZHENG, LI GUO AND MARKUS ROSENKRANZ

The concept of a Rota–Baxter operator is an algebraic abstraction of in-
tegration. Following this classical connection, we study the relationship
between Rota–Baxter operators and integrals in the case of the polynomial
algebra kŒx�. We consider two classes of Rota–Baxter operators, monomial
ones and injective ones. For the first class, we apply averaging operators to
determine monomial Rota–Baxter operators. For the second class, we make
use of the double product on Rota–Baxter algebras.
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1. Introduction

Rota–Baxter operators are deeply rooted in analysis. Their study originated from
the work of G. Baxter [1960] on Spitzer’s identity [1956] in fluctuation theory.
More fundamentally, the notion of Rota–Baxter operator is an algebraic abstraction
of the integration by parts formula of calculus. Throughout the 1960s, Rota–Baxter
operators were studied by well-known analysts such as Atkinson [1963]. In the
1960s and 1970s, the works of Rota [1969a; 1969b] and Cartier [1972] led the study
of Rota–Baxter operators into algebra and combinatorics. In the 1980s, the Rota–
Baxter operator for Lie algebras was independently discovered by mathematical
physicists as the operator form of the classical Yang–Baxter equation [Semenov-
Tian-Shansky 1983]. In the late 1990s, the operator appeared again as a fundamental
algebraic structure in the work of Connes and Kreimer [2000] on renormalization of
quantum field theory. The present century has witnessed a remarkable renaissance of
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Rota–Baxter operators through systematic algebraic studies with wide applications
to combinatorics, number theory, operads and mathematical physics [Connes and
Kreimer 2000; Guo and Keigher 2000; Aguiar 2001; Ebrahimi-Fard et al. 2004;
2006; Bai 2007; Guo and Zhang 2008; Bai et al. 2010; 2013]. See [Guo 2009] for
a brief introduction and [Guo 2012] for a more detailed treatment.

Recently, structures related to Rota–Baxter operators, including differential
Rota–Baxter algebras [Guo and Keigher 2008] and integro-differential algebras
[Rosenkranz and Regensburger 2008], were introduced in the algebraic study of
calculus, especially in boundary problems for linear differential equations [Gao
et al. 2014; Guo et al. 2014]. The upshot is that the Green’s operator of such
a boundary problem can be represented by suitable operator rings based on an
integro-differential algebra.

In this paper, we revisit the analysis origin of Rota–Baxter operators to study
how their algebraic properties are linked with their analytic appearance. We focus
on the polynomial algebra RŒx�, which plays a central role both in analysis, where
it is taken as approximation of analytic functions, and in algebra, where it is the
free object in the category of commutative algebras. This algebra, together with
the standard integral operator, is also the free commutative Rota–Baxter algebra on
the empty set or, in other words, the initial object in the category of commutative
Rota–Baxter algebras. Thus it provides an ideal testing ground for the interaction
between analytically defined and algebraically defined Rota–Baxter operators.

One natural question in this regard is when an algebraically defined Rota–Baxter
operator on RŒx� can be realized in analysis. It is a classical fact that the Riemann
integral with variable upper limit is a Rota–Baxter operator of weight zero on
RŒx�. This remains true when any polynomial is multiplied before the integral
operator is applied. We might call these Rota–Baxter operators on RŒx� analytically
modeled. It is easy to see that such operators are injective. We conjecture that
all injective Rota–Baxter operators on RŒx� are indeed analytically modeled. We
provide evidence for this conjecture by exploring two classes of such operators,
one class being special but interesting on its own right and the other one being
speculatively the general case.

The first comprises what we call monomial Rota–Baxter operators over an
arbitrary integral domain k of characteristic zero, meaning Rota–Baxter operators
P with P .xn/D axk , where both a 2 k and k 2 N may depend on n. We classify
monomial Rota–Baxter operators on k Œx� and show that all injective monomial
Rota–Baxter operators are analytically modeled. The second class is restricted to
kD R and contains those operators that satisfy a differential law @ ıP D r , where
the right-hand side denotes the multiplication operator induced by an arbitrary
monomial r 2 RŒx�. We show that any injective Rota–Baxter operator is of this
form and, provided r is monomial, analytically modeled.
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In Section 2, we discuss general algebraic properties of Rota–Baxter operators
that will be used in subsequent sections. In Section 3, we focus on monomial Rota–
Baxter operators. While determining these operators, we prove that all injective
monomial Rota–Baxter operators are analytically modeled. In Section 4, we study
injective Rota–Baxter operators in general (on the real polynomial ring). We first
show that injective Rota–Baxter operators are precisely those that satisfy a differen-
tial law. Then we prove that, in the monomial case, they are analytically modeled.

2. General concepts and properties

Notation. Let M be a monoid with zero element 0M . Set M�Dfx2M jx¤0M g.
If M� is closed under the multiplication of M , then it is a subsemigroup of M . In
particular, the monoid of natural numbers (nonnegative integers) is denoted by N,
so N� is the semigroup of positive integers. The notation l j k signifies that l is a
divisor of k.

We use k to denote a commutative ring with identity 1 unless otherwise specified.
All k-algebras in this paper are assumed to be commutative and with a unit 1A that
will be identified with 1k through the structure map k!A.

We start by collecting some general properties of Rota–Baxter operators for later
use. First we give the definition of a Rota–Baxter k-algebra of arbitrary weight:

Definition 2.1 [Baxter 1960; Rota 1995; Guo and Keigher 2000]. Let � be a given
element of k. A Rota–Baxter k-algebra of weight �, or simply an RBA of weight �,
is a pair .R;P / consisting of a k-algebra R and a linear operator P WR!R that
satisfies the Rota–Baxter equation

(1) P .u/P .v/D P .uP .v//CP .P .u/v/C�P .uv/ for all u; v 2R:

In this case P is called a Rota–Baxter operator of weight �. If R is only assumed
to be a nonunitary k-algebra, we call R a nonunitary Rota–Baxter k-algebra of
weight �.

Observe first that the standard integration operator J0 W k Œx� ! k Œx�, given
by xn 7! xnC1=.n C 1/, is a (prototypical) Rota–Baxter operator of weight 0.
Of course the choice of initialization point is irrelevant, so for any a 2 k there
is another weight-0 Rota–Baxter operator Ja W k Œx� ! k Œx�, given by xn 7!

.xnC1�anC1/=.nC1/. In this paper we shall only be concerned with the weight-0
case, so from now on the term “Rota–Baxter operator” is to be understood as
“Rota–Baxter operator of weight 0”.

Recall that from a derivation ı on a commutative k-algebra R one can produce
a new derivation rı by post-multiplying with any r 2 R. Analogously, from a
Rota–Baxter operator P on R one obtains a new Rota–Baxter operator Pr by
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pre-multiplying with any r 2R. Indeed,

.Pr/.u/.Pr/.v/D P .ru/P .rv/D P .ruP .rv//CP .P .ru/rv/

D .Pr/.u.Pr/.v//C .Pr/..Pr/.u/v/

for any u; v2R. Applying this to RDk Œx�, we obtain the family Jar of analytically
modeled Rota–Baxter operators on k Œx�, where a 2 k and r 2 k Œx� are arbitrary.
As we will show in Theorem 4.9, in the case of monomials r , this family exhausts
the injective monomial Rota–Baxter operators.

Let End.R/ WD Endk.R/ denote the k-module of linear operators on R. Then
the subset RBO.R/ of End.R/ consisting of Rota–Baxter operators P WR!R is
closed under multiplications by scalars c 2 k, since in that case Pc D cP . In the
case of derivations on R more is true, since they form a k-module (in fact a Lie
algebra) while in general the sum of two Rota–Baxter operators is not a Rota–Baxter
operator. This motivates the following terminology:

Definition 2.2. (a) We call two Rota–Baxter operators P1;P2 2 RBO.R/ compat-
ible if c1P1C c2P2 are in RBO.R/ for all c1; c2 2 k.

(b) Let P 2 RBO.R/. Then Q 2 End.R/ is called consistent with P if P �Q is
in RBO.R/.

(c) For P;Q 2 End.R/, we define the bilinear form RB.P;Q/ WR˝R!R by

RB.P;Q/.u; v/ WD P .u/Q.v/�P .uQ.v//�Q.P .u/v/; u; v 2R:

Thus P 2 RBO.R/ means that RB.P;P /D 0 on R˝R.

Recall that for a Rota–Baxter algebra .R;P / the multiplication

?P WR˝R!R;

u?P v WD P .u/vCuP .v/ for all u; v 2R;

is an associative product on R, called the double multiplication [Guo 2012, Theo-
rem 1.1.17]. Moreover, P W .R; ?P /!R is then a homomorphism of nonunitary
Rota–Baxter algebras.

If A is a k-module, its (linear) dual is denoted by A�. If A is moreover a
k-algebra, we use the notation

A� WD f� 2A� j �.uv/D �.u/�.v/g

for the set of multiplicative functionals. Through the structure map k!A we may
also view the elements of A� as k-linear operators from A to A, and those of A�

as k-algebra homomorphisms from A to k.
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Proposition 2.3. (a) Two Rota–Baxter operators P1;P22RBO.R/ are compatible
if and only if RB.P1;P2/CRB.P2;P1/D 0. This will be the case in particular
when

P1.u/P2.v/D P1.uP2.v//CP2.P1.u/v/;

P2.u/P1.v/D P2.uP1.v//CP1.P2.u/v/;

hold for all u; v 2R.

(b) Let P 2 RBO.R/ and Q 2 End.R/ be given. Then Q is consistent with P if
and only if

RB.Q;Q/D RB.P;Q/CRB.Q;P /:

(c) Let P be in RBO.R/. The set of f 2 R� that are consistent with P equals
.R; ?P /

�.

Proof. (a) For arbitrary c1; c2 2k, the bilinear form RB.c1P1Cc2P2; c1P1Cc2P2/

is given by

c2
1 RB.P1;P1/C c1c2.RB.P1;P2/CRB.P2;P1//C c2

2 RB.P2;P2/;

which simplifies to c1c2.RB.P1;P2/CRB.P2;P1// since P1;P2 2 RBO.R/.

(b) Since P 2 RBO.R/, we obtain

RB.P �Q;P �Q/D�RB.P;Q/�RB.Q;P /CRB.Q;Q/;

and hence the conclusion.

(c) Using that P is a linear operator and f a linear functional, we have

RB.f; f /D�f .u/f .v/;

RB.f;P /.u; v/D�f .uP .v//; RB.P; f /.u; v/D�f .P .u/v/:

Thus by (b) we conclude that f is consistent with P if and only if

f .u/f .v/D f .P .u/vCuP .v//D f .u?P v/: �

3. Monomial Rota–Baxter operators on kŒx�

In this section, we determine the Rota–Baxter operators on k Œx� that send mono-
mials to monomials, called monomial Rota–Baxter operators. We show that the
nondegenerate monomial Rota–Baxter operators are analytically modeled. For their
independent interest in studying Rota–Baxter operators on k Œx�, we also consider
the degenerate ones. Throughout this section, we assume that k is an integral
domain containing Q.
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3A. General properties. We first give general criteria for a monomial linear oper-
ator to be a Rota–Baxter operator before specializing in the following sections to
the two cases of nondegenerate and degenerate operators.

Definition 3.1. (a) A linear operator P on k Œx� is called monomial if for each n2N

(2) P .xn/D ˇ.n/x�.n/ with ˇ W N! k and � W N! N:

If ˇ.n/D 0, the value of �.n/ does not matter; by convention we set �.n/D 0

in this case.

(b) A monomial operator is called degenerate if ˇ.n/D 0 for some n 2 N.

Let A be a nonempty set and let B be a set containing a distinguished element 0.
For a map � WA!B we define its zero set as Z� WDfa2A j�.a/D0g and its support
as S� WDA nZ� . Thus a monomial linear operator P on k Œx� is nondegenerate if
and only if Zˇ D∅. As the following lemma shows, for a Rota–Baxter operator P ,
degeneracy at n2N occurs whenever P is constant on the corresponding monomial:

Lemma 3.2. Let P be a monomial Rota–Baxter operator on k Œx� and let n 2 N. If
P .xn/ is in k, then P .xn/D 0. In other words, Sˇ D S� , and hence Zˇ D Z� .

Proof. If P .xn/D c is a nonzero constant, then

P .xn/P .xn/D c2
¤ 2c2

D 2P .xnP .xn//:

Hence P is not a Rota–Baxter operator, and we must have c D 0. �

Theorem 3.3. Let P be a monomial linear operator on k Œx� defined by P .xn/D

ˇ.n/x�.n/, n2N. Then P is a Rota–Baxter operator if � and ˇ satisfy the following
conditions:

(a) ZˇC �.Sˇ/� Zˇ.

(b) We have

�.m/C �.n/D �.mC �.n//D �.�.m/C n/;(3)

ˇ.m/ˇ.n/D ˇ.mC �.n//ˇ.n/Cˇ.nC �.m//ˇ.m/;(4)

for all m; n 2 Sˇ.

Under the assumption that SˇC �.Sˇ/� Sˇ, if P is a Rota–Baxter operator then
the above conditions hold.

Proof. Since P is a monomial linear operator on k Œx�, the Rota–Baxter relation
in (1) is equivalent to

(5) ˇ.m/ˇ.n/x�.m/C�.n/ D ˇ.mC �.n//ˇ.n/x�.mC�.n//

Cˇ.�.m/C n/ˇ.m/x�.�.m/Cn/ for all m; n 2 N:
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Suppose (a) and (b) hold. Since N is the disjoint union of Zˇ and Sˇ, we can
verify (5) by considering the following four cases:

m; n 2 Zˇ; m 2 Zˇ; n 2 Sˇ; m 2 Sˇ; n 2 Zˇ; m; n 2 Sˇ:

In the first case we have ˇ.m/D ˇ.n/D 0. Thus (5) holds. In the second case, we
have ˇ.m/D 0 and so (5) becomes ˇ.mC �.n//ˇ.n/D 0. Then (5) follows from
condition (a). The third case can be treated similarly. In the last case, (5) follows
from (3) and (4). Thus P is a Rota–Baxter operator on k Œx�.

Now assume that SˇC �.Sˇ/� Sˇ and that P is a Rota–Baxter operator. Then
(5) holds. Taking m 2 Zˇ and n 2 Sˇ , we obtain 0D ˇ.mC �.n//ˇ.n/x�.mC�.n//.
Since ˇ.n/¤ 0, we must have ˇ.mC �.n//D 0, proving (a). Taking m; n 2 Sˇ,
then ˇ.mC �.n// ¤ 0 and ˇ.�.m/C n/ ¤ 0 by the assumption. Then all the
coefficients in (5) are nonzero. Thus the degrees of the monomials must be the
same; this yields (3), and (4) follows. �

By symmetry, only one of the two identities in (3) is needed. Note also that by
definition AC∅D∅ for any set A, so that SˇC�.Sˇ/� Sˇ and ZˇC�.Sˇ/�Zˇ
are automatic in the nondegenerate case. Otherwise, we obtain the following
constraint on Sˇ:

Lemma 3.4. If P is a degenerate monomial Rota–Baxter operator on k Œx�, then
Sˇ is either empty or infinite. The same applies to Zˇ.

Proof. Suppose Sˇ ¤∅ and jSˇj D t <1. Then we may assume that

Sˇ D fmi 2 N j 16 i 6 t;m1 < � � �<mtg:

By (5), ˇ.mt /
2 D 2ˇ.mt /ˇ.mt C �.mt //. Since ˇ.mt / ¤ 0, we have ˇ.mt / D

2ˇ.mt C �.mt //, and so ˇ.mt C �.mt // ¤ 0. Thus mt C �.mt / is in Sˇ. By
Lemma 3.2, �.mt / > 1. Then mt C �.mt / > mt , a contradiction. Thus either
Sˇ D∅ or jSˇj D1.

On the other hand, let Zˇ ¤ ∅. If Zˇ D N, then it is certainly infinite. If
Zˇ ¤ N, then take k 2 Sˇ. Since S� D Sˇ by Lemma 3.2, we have �.k/ > 0. By
Theorem 3.3(a), we obtain ZˇC �.k/� Zˇ. This implies that Zˇ is infinite. �

We now give a general setup for constructing monomial Rota–Baxter operators on
k Œx�. This setup will be applied in Section 3B to construct nondegenerate monomial
Rota–Baxter operators and in Section 3C to construct degenerate monomial Rota–
Baxter operators.

Theorem 3.5. Let S be a subset of N.

(a) Let the maps � W S! N� and ˇ W S! k� satisfy the following conditions:
(i) N nSC �.S/� N nS.

(ii) Equations (3) and (4) are fulfilled for all m; n 2 S.
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Extend � and ˇ to N by defining �.n/D 0 and ˇ.n/D 0 for n 2 N n S. Then
P W k Œx�! k Œx�, defined by P .xn/D ˇ.n/x�.n/ for n 2 N, is a Rota–Baxter
operator on k Œx�.

(b) Let � W S!N� satisfy (3) and NnSC�.S/�NnS. Extend � to N by defining
�.n/D 0 for n 2 N nS. For any c 2 k�, define ˇ W N! k by

(6) ˇ.n/D

�
c=�.n/ n 2 S;
0 n 62 S:

Then P Wk Œx�!k Œx� defined by P .xn/Dˇ.n/x�.n/ is a Rota–Baxter operator
on k Œx�.

Proof. (a) This follows from Theorem 3.3.

(b) Under the assumption, for m; n 2 S,

ˇ.mC �.n//ˇ.n/Cˇ.�.m/C n/ˇ.m/

D
c2

�.mC �.n//�.n/
C

c2

�.�.m/C n/�.m/

D
c2

.�.m/C �.n//�.n/
C

c2

.�.m/C �.n//�.m/

D
c

�.m/

c

�.n/
D ˇ.m/ˇ.n/

holds. Thus � and ˇ satisfy the conditions in Theorem 3.3 for P to be a Rota–Baxter
operator on k Œx�. �

3B. Nondegenerate case. As mentioned earlier, for a nondegenerate monomial
linear operator P on k Œx�, the conditions SˇC �.Sˇ/� Sˇ and ZˇC �.Sˇ/� Zˇ
are automatic. Thus we obtain a characterization of nondegenerate monomial
Rota–Baxter operators from Theorems 3.3 and 3.5:

Corollary 3.6. (a) Let P be a nondegenerate monomial linear operator on k Œx�

as in (2). Then P is a Rota–Baxter operator if and only if the sequences � and
ˇ satisfy (3) and (4) for all m; n 2 N. In this case, �.n/¤ 0 for all n 2 N.

(b) If a sequence � W N ! N is nonzero and satisfies (3), then for any c 2 k�,
the map ˇ W N! k given by ˇ.n/ WD c=�.n/ satisfies (4) and hence gives a
Rota–Baxter operator on k Œx�.

Equation (3) characterizes � as an averaging operator defined as follows:

Definition 3.7. (a) A map � W S ! S on a semigroup S is called an averaging
operator if

�.m�.n//D �.m/�.n/D �.�.m/C n/ for all m; n 2 S:
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(b) A linear map ‚ WR!R on a k-algebra R is called an averaging operator if
‚ is an averaging operator on the multiplicative semigroup of R.

The study of averaging operators can be tracked back to Reynolds [1895] and
Birkhoff [1950]. We refer the reader to [Pei and Guo 2014] and the references
therein for further details.

By Corollary 3.6, a nondegenerate monomial operator P on k Œx� is a Rota–
Baxter operator if and only if the map � is an averaging operator on the semigroup
.N;C/, and the corresponding k-linear operator ‚ W xn 7! x�.n/ makes .k Œx�; ‚/
into an averaging algebra. We write A for the set of all nondegenerate averaging
operators, i.e., sequences � W N! N� satisfying (3). We describe A as the first
step to determine nondegenerate monomial Rota–Baxter operators on k Œx�. We
denote the free semigroup over N� by S.N�/, so the elements � 2 S.N�/ are finite
sequences .�0; : : : ; �d�1/ of positive numbers having any length d > 0.

Theorem 3.8. There is a bijective correspondence ˆ WA! S.N�/ given by

ˆ.�/D .�.0/; : : : ; �.d � 1//=d

with
d WDminfj 2 N� j �.r C j /D �.r/C j for all r 2 Ng;

whose inverse maps � WD .�0; : : : ; �d�1/ 2 S.N�/ to the map � W N! N� defined
by �.n/D .`C�j /d for nD `dCj with ` 2N and 06 j < d . Moreover, we have
im � D dN>s for s WDmin.�/.

Proof. First consider � 2A. Defining the map Q� WD � � idN W N! Z, one obtains
from (3) that Q�.mC �.n//D Q�.m/ for all m; n 2 N. Hence Q� is periodic, and d is
well-defined as the primitive period of Q� . Since every �.n/ is also a period of Q� ,
this implies im � � dN� so that the given map ˆ WA! S.N�/ is well-defined.

Next let us write ‰ for the assignment � 7! � defined above. By checking (3)
one sees that this yields a well-defined map ‰ W S.N�/!A.

Now we prove ˆ ı‰ D idS.N�/. So let � W N! N� be the map defined as
above by a given sequence .�0; : : : ; �d�1/ 2 S.N�/. Since Q�.n/ D �j d � j for
nD `d C j , we see that d is a period of the map Q� . Assume d is greater than its
primitive period d 0. Then d D kd 0 for k > 1, and

�0kd 0 D �.0/D Q�.0/D Q�.d 0/D �d 0d � d 0 D .�d 0k � 1/ d 0

implies �0kD�d 0k�1, which contradicts k>1. We conclude that d is the primitive
period of Q� , so the definition of ˆ recovers the correct value of d . Moreover, for
j D 0; : : : ; d � 1 we have �.j /D �j d , which implies ˆ.�/D � as required.
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It remains to prove the converse relation ‰ ıˆD idA. Taking an arbitrary � 2A,
we must prove that it coincides with the sequence � 0 defined by � 0.`d C j / D

.`C�.j /=d/ d D `dC�.j / for any `2N and 06 j < d . For these values we must
then show that �.`d C j /D `d C �.j /, which is equivalent to Q�.`d C j /D Q�.j /.
The latter is ensured since we know that Q� has primitive period d .

As noted above, im � � dN� so �=d W N! N� is well-defined. We must show
im.�=d/D N>s . The inclusion from left to right follows since .�=d/.`d C j /D

`C�j > �j > s. Now let n> s be given and write sD �j for some j D 0; : : : ; d�1.
Then ` WDn��j 2N is such that .�=d/.`dCj /Dn, which establishes the inclusion
from right to left. �

As sequences, the relation between � W N! N� and � W f0; : : : ; d � 1g ! N�

can be written as �=d D .�; � C 1; � C 2; : : : /, where 1; 2; : : : designate constant
sequences of length d . More precisely, we have

�=d D .�0; : : : ; �d�1; �0C 1; : : : ; �d�1C 1; : : : /:

Theorem 3.8 yields a construction algorithm for the map � from a nondegenerate
monomial Rota–Baxter operator:

Algorithm 3.9. Every sequence � W N ! N corresponding to a nondegenerate
monomial Rota–Baxter operator on k Œx� can be generated as follows:

(a) Let d 2 N� be given. For each j D 0; : : : ; d � 1, fix �j 2 N�.

(b) For n 2 N with nD `d C n, where n 2 f0; : : : ; d � 1g is the remainder of n

modulo d , define

�.n/ WD nC �nd � nD `d C �nd:

We consider two extreme cases of Algorithm 3.9 of particular interest:

Case 1. If d D 1 one can only choose �.0/ ¤ 0 so that �.n/ D nC �.0/ for all
n 2 N.

Case 2. For d > 1 and �j D 1, 06 j 6 d�1, we obtain �.n/D nCd�nD .`C1/d

with nD `d C n.

Example 3.10. Setting dD2 and �0D�1D1, we choose the sequence ˇ according
to Corollary 3.6(b) with c D 2. Then the k-linear map P W k Œx�! k Œx� defined by

P .x2k/D
x2kC2

kC 1
and P .x2kC1/D

x2kC2

kC 1

is a nondegenerate Rota–Baxter operator on k Œx�.

Next we determine all ˇ for the sequences � coming from the two extreme
cases above.



ROTA–BAXTER OPERATORS ON THE POLYNOMIAL ALGEBRA 491

Theorem 3.11. (a) Let d D 1 with �.n/D nCk for some k 2N�. Then ˇ WN!k

satisfies (4) if and only if ˇ.n/D c=�.n/ for some c 2 k�.

(b) Let d > 1 be given with �.n/ D nC d � n. Then ˇ W N! k satisfies (4) if
and only if it is defined as follows: Fix cj 2 k� and assign ˇ.j / WD 1=cj for
06 j 6 d�1. Then for any n2N with nD `dCn define ˇ.n/D ˇ.n/=.`C1/.

Proof. (a) For a � of the given form, by (4), we have

(7) ˇ.n/ˇ.0/D ˇ.nC k/.ˇ.0/Cˇ.n//:

Set ˇ.0/ WD a for some a 2 k� and write c WD ka. Then ˇ.0/D c=k and c is in
k�. We next prove ˇ.n/D c=.nC k/ by induction on n> 0. The base case nD 0

is true. Assume ˇ.n/D c=.nC k/ has been proved for n> 0. By (7), we obtain

(8) ˇ.nC 1� k/ˇ.0/D ˇ.nC 1/.ˇ.0/Cˇ.nC 1� k//:

Since k > 1, we obtain n C 1 � k 6 n. By the induction hypothesis, we get
ˇ.nC 1� k/D c=.nC 1/. Then by (8) we have

ˇ.nC 1/D
c2=.k.nC 1//

c=kC c=.nC 1/
D

c

nC 1C k
:

This completes the induction. Thus ˇ.n/D c=�.n/ for some c 2 k� and all n 2 N.
The converse follows from Corollary 3.6(b).

(b) Taking  .n/D 1=ˇ.n/, (4) is equivalent to

(9)
 .m/

 .mC �.n//
C

 .n/

 .�.m/C n/
D 1:

Thus we just need to show that, for a fixed sequence � in the theorem, a sequence
 WN!k satisfies (9) if and only if  is defined by  .n/D .`C1/ .n/ if nD`dCn,
where the  .n/ 2 k� for n 2 f0; : : : ; d � 1g are arbitrarily preassigned.
.)/ Take mD 0 and nD `d with `> 0 in (9). After simplifying we obtain

 ..`C 1/d/D  .`d/C  .0/:

Then by an induction on `, we obtain

(10)  .`d/D .`C 1/ .0/:

Next note that, for nD `d C n,

(11) �.n/D `d C d

holds. Then for j 2 f0; : : : ; d � 1g, taking mD 0 and nD `d C j in (9) we obtain

1D
 .0/

 .�.`d C j //
C

 .`d C j /

 .�.0/C `d C j /
D

 .0/

 .`d C d/
C

 .`d C j /

 .d C `d C j /
:
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This gives

 ..`C 1/d C j /D
`C 2

`C 1
 .`d C j /;

and recursively yields
 .`d C j /D .`C 1/ .j /:

.(/ Conversely, suppose a sequence ˇ is given by  .n/D .`C1/ .n/ if nD`dCn,
for preassigned  .n/ as specified above. Then for any m; n 2N with mD kd Cm

and nD `d C n, by (11) we obtain

 .m/

 .mC �.n//
C

 .n/

 .�.m/C n/

D
 .kd Cm/

 .kd CmC �.`d C n//
C

 .`d C n/

 .�.kd Cm/C `d C n/

D
 .kd Cm/

 .kd CmC `d C d/
C

 .`d C n/

 .kd C d C `d C n/

D
.kC 1/ .m/

.kC `C 2/ .m/
C

.`C 1/ .n/

.kC `C 2/ .n/
D 1:

This is (9). �
In the special case of polynomial sequences � W N! N and ˛ D 1=ˇ W N! k,

the range of possibilities can be drastically narrowed down.

Theorem 3.12. Suppose k is a field containing Q. Let P W k Œx� ! k Œx� be a
nondegenerate monomial linear operator with P .xn/D .1=˛.n//x�.n/ for n 2N,
and assume �.n/ as well as ˛.n/ are polynomials. Then P is a Rota–Baxter
operator if and only if

(12) �.n/D nC k and ˛.n/D c.nC k/;

for some k 2 N� and some c 2 k�.

Proof. By Corollary 3.6, the operator P defined by (12) is a Rota–Baxter operator.
So we just need to show that any Rota–Baxter operator given by (2) with polynomial
sequences �.n/ and ˛.n/ must satisfy the conditions in (12). Since P is a Rota–
Baxter operator, (3) gives the characteristic relation 2�.n/D �.�.n/C n/. But �
and ˛ are polynomials with deg � and deg˛ respectively. Checking degrees, let us
first assume deg � > 2. In this case we have

deg 2� D deg � < .deg �/2 D deg �.�.n/C n/;

which contradicts the characteristic relation. Thus, deg � 6 1, and we can write
�.n/D snCk for some s; k 2N. The characteristic relation becomes 2.snCk/D

s.snC nC k/C k, or equivalently .snC k/.s � 1/ D 0. If s ¤ 1, we obtain
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snC k D 0 for all n 2 N. But then s D k D 0, and P is the zero operator, which
contradicts the hypothesis that P is nondegenerate. Therefore s D 1 and hence
�.n/D nC k as claimed in (12).

For deriving the second condition of (12), we specialize (4) to obtain 2˛.n/D

˛.�.n/ C n/ and hence the recursion 2˛.n/ D ˛.2n C k/. Set ` D deg˛ and
suppose the leading coefficient of ˛ is c 2 k�. Now taking leading coefficients
of the recursion, we get 2c D 2`c and thus ` D 1. This means we can write
˛.n/D cnC c0 for some c 2 k� and c0 2 k. Substituting this into the recursion
leads to 2.cnC c0/ D c.2nC k/C c0 and hence ˛.n/ D c.nC k/ as claimed in
(12). It remains to show that k ¤ 0. But this follows because P .1/D xk=ck so
that necessarily ck ¤ 0. �

Next we investigate injective monomial Rota–Baxter operators and show them
to be analytically modeled. We note first that if P is degenerate, then there exists
n0 2N such that ˇ.n0/D 0, and then P .xn0/D 0. Thus ker P ¤ f0g and P is not
injective. Thus any injective monomial Rota–Baxter operator is nondegenerate.

Theorem 3.13. Let P be a monomial Rota–Baxter operator on k Œx�. The following
statements are equivalent:

(a) The operator P is injective.

(b) The � in (2) from P satisfies �.n/D nC k for some k 2 N�.

(c) There are k 2 N� and c 2 k� such that P .xn/ D c
R x

0 tnCk�1 dt and hence
P D cJ0xk�1.

Proof. (a)) (b) Assume that P is an injective monomial Rota–Baxter operator.
Then P is nondegenerate. By Algorithm 3.9, there are d > 1 and �j 2 N� for
j 2 f0; : : : ; d � 1g such that �.n/ D `d C �nd , where n D `d C n and n is the
remainder of n modulo d . Suppose d > 1. Without loss of generality, we may
assume �0 > �1 so that n WD .�0� �1/d C 1> 0. Since �.0/D �0d , we obtain

�.n/D �..�0� �1/d C 1/D .�0� �1/d C �1d D �.0/;

hence � is not injective. This forces d D 1. Then, by the first case considered after
Algorithm 3.9, we have �.n/D nC k for fixed k > 1.

(b)) (c) For a � of the given form, by Theorem 3.11(a), we have ˇ.n/D c=�.n/

for some c 2 k�. Thus

P .xn/D ˇ.n/x�.n/ D
c

nC k
xnCk

D c

Z x

0

tnCk�1 dt;

as needed.

(c)) (a) Since P .xn/ D c

Z x

0

tnCk�1 dt D .c=.nC k//xnCk for all n 2 N, the
operator P is injective. �
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3C. Degenerate case. We next apply Theorem 3.5 to construct degenerate mono-
mial Rota–Baxter operators on k Œx� when Sˇ is either kN, where k>1, or Nn.kN/,
where k > 2.

Proposition 3.14. Let P .xn/ D ˇ.n/x�.n/, n 2 N and define a monomial linear
operator on k Œx� such that Sˇ D kN for some k > 0. Then P is a Rota–Baxter
operator on k Œx� if and only if �.km/D Q�.m/ 2 Sˇ� and ˇ.km/D Q̌.m/;m> 0

for maps Q� W N! N and Q̌ W N! k that satisfy

(13) Q�.m1/C Q�.m2/D Q�

�
m1C

1

k
Q�.m2/

�
D Q�

�
1

k
Q�.m1/Cm2

�
and

(14) Q̌.m1/ Q̌.m2/D Q̌
�

m1C
1

k
Q�.m2/

�
Q̌.m2/C Q̌

�
m2C

1

k
Q�.m1/

�
Q̌.m1/

for all m1;m2 2 N.

Proof. Since SˇDfkm jm2Ng, ZˇDfkmCi j 16 i 6k�1;m2Ng. Suppose P

is a Rota–Baxter operator on k Œx�. Then by (1), we have P .xkm1CiP .xkm2//D 0

for all m1;m2 2 N and 1 6 i 6 k � 1. Thus ˇ.km2/ˇ.km1C i C �.km2//D 0.
Since ˇ.km2/¤ 0, we obtain ˇ.km1CiC�.km2//D 0. Then km1CiC�.km2/

is in Zˇ , and then iC �.km2/ is in Zˇ for 16 i 6 k�1. Suppose that there exists
m0 2N such that �.km0/ 6� 0 .mod k/. Then there exists 16 i0 6 k�1 such that
i0C�.km0/� 0 .mod k/. So i0C�.km0/ is in Sˇ by the definition of Sˇ . This is
a contradiction to the fact proved above that iC�.km2/ is in Zˇ for 16 i 6 k�1.

Thus �.km/ is in Sˇ� for all m 2 N. So knC �.km/ is in Sˇ for all n;m 2 N.
By Theorem 3.3, equations (3) and (4) hold. Let Q�.m/ WD �.km/ and let Q̌.m/ WD
ˇ.km/, m 2N. Thus Q̌.m/¤ 0 for all m 2N. Then by (3) and (4), equations (13)
and (14) hold. This is what we want. The converse follows from Theorem 3.5(a). �

Proposition 3.14 gives a large class of monomial Rota–Baxter operators on k Œx�

with SˇD kN, reducing to Corollary 3.6 for kD 1. On the other hand, Theorem 3.5
also gives the following result on monomial Rota–Baxter operators on k Œx�, where
Sˇ is now complementary to Proposition 3.14:

Proposition 3.15. Let P .xn/D ˇ.n/x�.n/ be a monomial linear operator on k Œx�

with Sˇ D N n kN for some k > 2.

(a) For any t 2N� one obtains a degenerate monomial RBO by setting �.kmCi/D

k.mC t/ and �.km/ D 0 for m 2 N and 1 6 i 6 k � 1, choosing ˇ as in
Theorem 3.5(b).

(b) Assume that �.i/D k for 16 i 6 k � 1. Then � corresponds to a degenerate
monomial RBO on k Œx� if and only if �.kmC i/D k.mC1/ for all m 2N and
16 i 6 k � 1.
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Proof. (a) By our assumption on Sˇ, Zˇ D fkm j m 2 Ng. By assumption
�.kmCi/Dk.mCt/ for all m2N and 16 i 6k�1, hence we obtain ZˇC�.Sˇ/�
Zˇ. Since

�.km1C i1/C �.km2C i2/D k.m1Cm2C 2t/;

�.km1C i1C �.km2C i2//D �.k.m1Cm2C t/C i1/D k.m1Cm2C 2t/;

for all m1;m2 2 N and 1 6 i1; i2 6 k � 1, we obtain (3). Thus we may apply
Theorem 3.5(b) to obtain a degenerate RBO P on k Œx�.

(b) Assume first that P is a monomial RBO on k Œx�. Then by (5), for all m2N and
16 i 6 k�1, we obtain ˇ.kmC i/ˇ.kmC�.kmC i//D 0. Since ˇ.kmC i/¤ 0,
we have ˇ.kmC �.kmC i//D 0, so kmC �.kmC i/ is in Zˇ. From Zˇ D kN

we infer �.kmC i/ 2 Zˇ. Thus Sˇ C �.Sˇ/ � Sˇ. By Theorem 3.3, (3) holds.
We now prove that �.kmC i/D k.mC 1/ by induction on m> 0. The base case
mD 0 is immediate from our assumption. Assume that �.kmC i/D k.mC1/ has
been proved for m> 0. By (3), we have

�.k.mC 1/C i/D �.kmC i C �.i//D �.kmC i/C �.i/:

By the induction hypothesis, we get �.k.mC 1/C i/D k.mC 2/. This completes
the proof.

Conversely, by �.kmC i/D k.mC 1/ and (a), we obtain a degenerate RBO P

on k Œx�. �

Example 3.16. Taking kD2 in Propositions 3.14 and 3.15, we obtain the following
degenerate monomial Rota–Baxter operators on k Œx�:

(a) P .x2k/D x2.kC1/=.kC 1/ and P .x2kC1/D 0 for all k 2 N.

(b) P .x2k/D 0 and P .x2kC1/D x2.kC1/=.kC 1/ for all k 2 N.

The above examples may also be regarded as special cases of the following result:

Proposition 3.17. Let P0 2 RBO.R/ for a k-algebra R. Assume that � is a k-
linear operator on R such that E WD P0.im�/ is a nonunitary k-subalgebra. If �
is a homomorphism of the E-module R, then P0 ı� is also a Rota–Baxter operator
on R.

Proof. This follows immediately since

.P0 ı�/.a/.P0 ı�/.b/D P0.�.a//P0.�.b//

D P0

�
�.a/P0.�.b//

�
CP0.P0.�.a//�.b//

D .P0 ı�/.a.P0 ı�/.b//C .P0 ı�/..P0 ı�/.a/b/

for all a; b 2R. �



496 SHANGHUA ZHENG, LI GUO AND MARKUS ROSENKRANZ

For R D k Œx�, let � W f .x/ 7! 1
2
.f .x/C f .�x// be the projector onto the

k-subspace spanned by the even monomials, and set P0 D 2J0x. Then

.P0 ı�/.x
n/ WD

�
x2.kC1/=.kC 1/ if nD 2k;

0 if nD 2kC 1;

for all k 2 N so that P0 ı � is the same as P in Example 3.16(a). On the other
hand, choosing � as the projector f .x/ 7! 1

2
.f .x/�f .�x// onto the space of odd

monomials and setting P0 D 2J0 yields

.P0 ı�/.x
n/ WD

�
0 if nD 2k;

x2.kC1/=.kC 1/ if nD 2kC 1;

for all k 2 N so that P0 ı� is the same as P in Example 3.16(b). In both cases, E

is the nonunitary algebra of nonconstant even monomials.

Proposition 3.18. Let P .xn/Dˇ.n/x�.n/ be a nonzero degenerate monomial RBO
on k Œx� satisfying the condition SˇC �.Sˇ/� Sˇ.

(a) There exists a map � W N! Sˇ such that P0.x
n/ WD P .x�.n// defines a nonde-

generate monomial RBO on k Œx�.

(b) We have the disjoint union

(15) Sˇ D C ] .s1C eN/] � � � ] .sk C eN/;

where C �N is finite, k<e2N�, and s1; : : : ; sk 2Sˇ are incongruent modulo e

(in the sense that x�y 62 eZ) such that s1�e; : : : ; sk �e 62C . Moreover, there
exists a finite set E � Sˇ such that � is determined uniquely by its values on E.

Proof. Since P is nonzero, both Sˇ ¤∅ and Zˇ ¤∅ are infinite by Lemma 3.4.
From (3) and the condition SˇC �.Sˇ/� Sˇ we see that T WD �.Sˇ/ is additively
closed. As in the proof of Theorem 3.8, one checks that � � idN is periodic on
Sˇ with primitive period d and T � dN� so that d j e WD gcd.T /. Hence T=e

is a numerical semigroup [Rosales and García-Sánchez 1999, Proposition 10.1],
meaning a subsemigroup of N� with a finite complement G �N� of so-called gaps.
Thus we obtain T D eN� n eG. We write f 2N for the Frobenius number of T=e,
meaning the greatest element of G for G ¤∅ and f D 0 otherwise.

(a) Fix an element s of Sˇ. We define � W N! Sˇ as follows. For n 2 N, write
nD `eC r with `> 0 and 06 r < e. Define �.`eC r/ WD .f C `C1/eC s. Then
� W N! Sˇ follows from the condition SˇCT � Sˇ since .f C `C 1/e 2 T for
all `> 0. We show now that

(16) �
�
nC �.�.m//

�
D �.n/C �.�.m//
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for all m; n 2 N. We have �.�.m//D te 2 T for some t 62 G, and we may write
nD `eC r with 06 r < e and `> 0. Then one computes �.r/C .`C t/e for both
sides of (16).

Let us now prove that P0 satisfies (1), or equivalently RB.P0;P0/D 0. Since the
latter is a symmetric bilinear form and k Œx� has characteristic zero, the polarization
identity implies that it suffices to prove RB.P0;P0/.u;u/D 0 for all u 2 k Œx�. Of
course we may restrict ourselves to the canonical basis uDxn, so it remains to show
P .x�.n//2 D 2P0.x

nP .x�.n///. Applying the definition of P , this is equivalent to

ˇ.�.n//2x2�.�.n//
D 2ˇ.�.n//P0.x

nC�.�.n///;

and we may use (16) to expand the right-hand side further to

2ˇ.�.n//ˇ
�
�.n/C �.�.n//

�
x�.�.n/C�.�.n///:

But now we may apply Equations (3) and (4) from Theorem 3.3 to conclude that
this is equal to the left-hand side. Hence P0 is indeed a monomial RBO on k Œx�.
Clearly P0.x

n/D P .x�.n//¤ 0 since �.n/ 2 Sˇ, so P0 is nondegenerate.

(b) For defining s1; : : : ; sk , consider first the sets †i WD Sˇ \ .i C eN/ for i 2

f0; : : : ; e� 1g. Suppressing the empty ones, we reindex the rest as †1; : : : ; †k for
16 k 6 e. Then for any i 2 f1; : : : ; kg there exists �i 2†i such that �iCeN�†i .
Indeed, one may choose �iD�

0
iC.f C1/e for any � 0i 2†i since then .f C1/e 2T ,

and the hypothesis SˇCT � Sˇ implies the required condition �iC eN�†i . Let
si 2 †i be minimal such that the condition is satisfied; this implies in particular
si � e 62 Sˇ. Then clearly †i D Ci ] .si C eN/ for finite sets Ci � N. Now
define C WD C1[ � � � [Ck to obtain the decomposition (15). We must have k < e

since otherwise Zˇ � f0; : : : ;max.s1; : : : ; se/g is finite, contradicting Lemma 3.4.
Finally, note that E WD Sˇ n .SˇCT / is bounded by max.s1; : : : ; sk/C .f C 1/e

and hence finite. Clearly, � is determined on Sˇ nE by (3). �

4. Injective Rota–Baxter operators on kŒx�

For now let k be an arbitrary field of characteristic zero. An important subclass of
Rota–Baxter operators P on k Œx� are those associated with the standard derivation @
in the sense that @ ıP D 1k Œx�. We generalize this for arbitrary r 2 k Œx�� to the
differential law @ıP D r , where r denotes the corresponding multiplication operator.
Thus we define

(17) RBOr .k Œx�/ WD fP 2 RBO.k Œx�/ j @ ıP D rg:

Let us now show that the class of all operators satisfying a differential law actually
coincides with the class of all injective operators, which we denote by RBO�.k Œx�/.
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Theorem 4.1. RBO�.k Œx�/D
[

r2k Œx��

RBOr .k Œx�/.

Proof. The inclusion from right to left is simple as P .f /D 0 implies @.P .f //D
rf D 0 and hence f D 0 since k Œx� is an integral domain.

Now let P Wk Œx�!k Œx� be an injective Rota–Baxter operator. Then there exists a
linear map D W im P!k Œx� with DıP D 1k Œx�. Adjoining k as constants, one can
immediately check that D is a derivation on the unitary subalgebra J WD kC im P .
Note that P .1/ 62k since P .1/Dc implies c2DP .1/2D2P .P .1//D2c2 and hence
c D 0, contradicting injectivity. This means k¨ J . Since J � k Œx� is an integral
domain, D extends uniquely to a derivation on the fraction field K � k.x/ of the
ring J . By Lüroth’s theorem [Cohn 2003, Theorem 11.3.4], the intermediate field
k�K�k.x/ is a simple transcendental extension of k, so there exists � 2k.x/nk

with KDk.�/. But then K�k.x/ is an algebraic field extension [van der Waerden
1993, § 73], so the derivation D extends uniquely to k.x/ according to [Cohn 2003,
Theorem 11.5.3]. But it is well known [Nowicki 1994, Proposition 1.3.2] that every
k-derivation on k Œx� is a multiple of the canonical derivation, so we must have
D D  @ for  WDD.x/. Then D ıP D 1 on k Œx� implies that  �P .1/0 D 1, so
we obtain D D r�1@ with r WD P .1/0 2 k Œx� and then also @ ıP D r . �

Thus the study of injective Rota–Baxter operators on k Œx� reduces to the study
of RBOr .k Œx�/. As noted in Section 2, all standard integral operators Ja are
in RBO1.k Œx�/; more generally, the analytically modeled operators Jar are in
RBOr .k Œx�/. It is thus tempting to speculate that RBOr .k Œx�/ is exhausted by the
Jar . For the special case kD R and r D xk this will be proved at the end of this
section in Theorem 4.9. For the moment, let k be an arbitrary field containing Q.

From integration over the reals, it is well known that the difference between
two indefinite integrals is always a definite integral, which may be interpreted as a
measure. This generalizes to the algebraic setting in the following way:

Lemma 4.2. Let r 2 k Œx�� and a 2 k be arbitrary. Then P 2 End.k Œx�/ satisfies
the differential law @ ıP D r if and only if Jar �P 2 k Œx��.

Proof. Since @ ı Jar D r , a linear operator P on k Œx� satisfies @ ıP D r if and
only if @ ı�D 0 for � WD Jar �P . The latter identity holds if and only if im� is
contained in ker @D k. �

In analogy to the reals, we call the above linear functional � the associated mea-
sure of P . Then the lemma says that the linear operators satisfying the differential
law are classified by their associated measures in the sense that

fP 2 End.k Œx�/ j @ ıP D rg D Jar Ck Œx��;

where the initialized point a may be chosen arbitrarily (typically aD 0). But in the
real case, a measure is more than an arbitrary linear functional; for the algebraic
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situation this is captured in the following result. Here and henceforth we employ
the abbreviation ?r;a for ?Jar , and ?r for ?r;0.

Theorem 4.3. Let r 2 k Œx�� and a 2 k be arbitrary. Then the map defined by
P 7! Jar �P is a bijection between RBOr .k Œx�/ and .k Œx�; ?r;a/

�.

Proof. By Lemma 4.2 and Proposition 2.3(c), we obtain an surjective map

RBOr .k Œx�/! .k Œx�; ?r;a/
�; P 7! Jar �P:

The map is injective since Jar �P D Jar � zP implies P D zP . �
Thus the preceding classification of operators satisfying a differential law may

be refined to
RBOr .k Œx�/D Jar � .k Œx�; ?r;a/

�:

For working out a more explicit description, we specialize to the monomial case
r D xk , where we use the abbreviation ?k for ?xk . To this end, we will determine
.k Œx�; ?k/

�, starting with k D 0.

Theorem 4.4. (a) For any k 2 N, the isomorphism .k Œx�; ?k/ Š xkC1k Œx� of
nonunitary algebras holds.

(b) There is a bijection .k Œx�; ?0/
�! k that sends � to �.1/. In particular, the

value a WD �.1/ 2 k determines � uniquely by

(18) �.xn/D
1

nC 1
anC1

for all n 2N. Moreover, the codimension of ker� equals 0 for aD 0, and 1 for
a¤ 0.

Proof. (a) Note that fun WD nxn�k�1 j n> kC 1g is a k-linear basis of k Œx� with

um ?k un Dmxm�k�1J0.x
k
� nxn�k�1/C nxn�k�1J0.x

k
�mxm�k�1/

Dmxm�k�1xn
C nxn�k�1xm

D .mC n/xmCn�k�1
D umCn:

Thus the k-linear map induced by un 7! xn .n > k C 1/ is an isomorphism
.k Œx�; ?k/! xkC1k Œx� of nonunitary k-algebras as claimed.

(b) Since xk Œx� is the free nonunitary commutative k-algebra on x, so is .k Œx�; ?0/

by the isomorphism from (a). Then the bijection follows from the universal property
of free nonunitary commutative k-algebra on x. Note that under the isomorphism
from (a), the generator x of xk Œx� corresponds to the generator 1Du1 of .k Œx�; ?0/.

To prove (18), we use induction on n. For the base case nD 0, we get �.1/D a

by the definition of a. Now suppose (18) has been proved for a fixed n. Since

1?0 xn
D J0.x

n/CxnJ0.1/D
nC 2

nC 1
xnC1
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and � is a k-algebra homomorphism, we have

�

�
nC 2

nC 1
xnC1

�
D �.1?0 xn/D �.1/�.xn/D

1

nC 1
anC2;

applying the induction hypothesis in the last step. Thus we obtain �.xnC1/ D

.1=.nC 2//anC2, and the induction is complete. The last statement follows since
the codimension of ker� equals the dimension of im� and � is surjective if and
only if �.1/¤ 0. �

At this juncture, the results accumulated are sufficient for classifying all Rota–
Baxter operators P satisfying the differential relation @ ıP D 1k Œx�. This is an
important special case since it states that all indefinite integrals are analytically
modeled.

Theorem 4.5. We have RBO1.k Œx�/D fJa j a 2 kg.

Proof. The inclusion from right to left is clear, so assume P 2 RBO1.k Œx�/. By
Theorem 4.3, there exists � 2 .k Œx�; ?0/

� such that P D J0 � �. Setting now
a WD �.1/, Theorem 4.4 asserts that �.xn/D .1=.nC 1//anC1 for all n 2N. Then

P .xn/D J0.x
n/��.xn/D

xnC1� anC1

nC 1
D Ja.x

n/;

so that P D Ja; and the inclusion from left to right is established. �
For classifying the Rota–Baxter operators P with @ ıP D xk .k > 0/ we must

determine all algebra homomorphisms � with respect to the multiplication ?k . At
this point, we have to restrict ourselves to the field kD R since we shall make use
of the order on the reals in the next two lemmas.

Lemma 4.6. Let � W .RŒx�; ?2`C1/!R be an R-algebra homomorphism with `> 0.
Then we get �.1/> 0.

Proof. Since 1 ?2`C1 1 D 2J0.x
2`C1/ D x2`C2=.`C 1/ and � is an R-algebra

homomorphism, we obtain c2D�.1?2`C1 1/D�.x2`C2=.`C1//, where we have
set c WD �.1/. Hence we get the relation �.x2`C2/D .`C 1/c2. We have also

1?2`C1 x2`C2
D J0.x

4`C3/Cx2`C2J0.x
2`C1/D

3

4`C 4
x4`C4;

which implies by the R-algebra homomorphism property and the previous relation
that

(19) �.x4`C4/D 4
3
.`C 1/2c3:

Next we observe that x`C1 ?2`C1 x`C1 D 2x`C1J0.x
3`C2/ D 2

3
x4`C4=.`C 1/.

Setting Qc WD �.x`C1/, this yields yet another relation

(20) �.x4`C4/D 3
2
.`C 1/ Qc2:
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Combining (19) and (20), we obtain 4
3
.`C 1/2c3 D

3
2
.`C 1/ Qc2 and thus c D

3
p
.9=.8.`C 1/// Qc2 > 0. �

Lemma 4.7. Let � W .RŒx�; ?k/! R be an R-algebra homomorphism for k 2 N.
Then there exists a number a 2 R such that �.1/D akC1=.kC 1/.

Proof. We set c WD �.1/ and a WD kC1
p
.kC 1/c. If k D 2` C 1 with ` 2 N,

Lemma 4.6 implies that c > 0 and we may extract an even root to obtain a 2 R. If
on the other hand k D 2` for ` 2 N, the root in a is odd and hence clearly a 2 R

also in this case. �

The number a ensured by the previous lemma serves to characterize the asso-
ciated measure � of the Rota–Baxter operator underlying the double product ?k .
Analytically speaking, �.1/ is the Riemann integral over Œ0; a�.

Proposition 4.8. Let � W .RŒx�; ?k/! R be an R-algebra homomorphism. Then
there exists a number a 2 R such that �.xn/D anCkC1=.nC kC 1/ for all n 2 N.
In particular, � is uniquely determined by a.

Proof. We prove the claim by induction on n2N. In the base case nD 0, Lemma 4.7
yields �.1/ D akC1=.k C 1/. Now suppose the claim has been proved up to a
fixed n. Since

1?k xn�k
D J0.x

n/Cxn�kJ0.x
k/D

nC kC 2

.nC 1/.kC 1/
xnC1

and � is an R-algebra homomorphism, we obtain

�

�
nC kC 2

.nC 1/.kC 1/
xnC1

�
D �.1?k xn�k/D �.1/�.xn�k/

D
1

.nC 1/.kC 1/
anCkC2;

where we have applied the induction hypothesis in the last step since n� k 6 n.
But this gives immediately �.xnC1/D anCkC2=.nC kC 2/, which completes the
induction. �

Since the number a of the proposition above characterizes the associated mea-
sures, we obtain now the desired classification of the Rota–Baxter operators P on
RŒx� that satisfy the differential relation @ıP D xk . The number a plays the role of
the initialization point of the integral (we regain the standard integral J0 for aD 0

since then the associated measure is zero).

Theorem 4.9. We have RBOxk .RŒx�/D fJaxk j a 2 Rg for any k 2 N.
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Proof. The inclusion from right to left is clear, so assume P 2 RBOxk .RŒx�/.
Then Theorem 4.3 yields an R-algebra homomorphism � W .RŒx�; ?k/! R such
that P D J0xk ��. By Proposition 4.8, there exists a number a 2 R such that
�.xn/D anCkC1=.nC kC 1/. Thus

P .xn/D J0.x
nCk/��.xn/D

xnCkC1� anCkC1

nC kC 1
D Ja.x

nCk/;

so that P D Jaxk , and the inclusion from left to right is established. �

As mentioned earlier, it is tempting to generalize the above result from monomials
to arbitrary polynomials. Together with Theorem 4.1, this would imply that:

Conjecture 4.10. RBO�.RŒx�/D
[

r2RŒx��

RBOr .RŒx�/DfJar j a2R; r 2RŒx��g:

For this we only need to verify

(21) RBOr .RŒx�/� fJar j a 2 Rg for any r 2 RŒx��:

In the rest of this paper, we add some preliminary results in support of this
conjecture. Let us call a Rota–Baxter operator P on RŒx� initialized at a point
a 2 R if eva ıP is the zero operator, where eva W RŒx�! RŒx� denotes evaluation
at a. The typical case is when P D Jar . It is easy to see that Conjecture 4.10 is
equivalent to the claim that all Rota–Baxter operators in RBOr .RŒx�/ are initialized.
Indeed, if P is initialized at a, then we may multiply the differential law @ ıP D r

by Ja from the left to obtain P D Jar since we have Ja@ D 1RŒx� � eva. So for
proving Conjecture 4.10 one has to determine the initialization point a from a given
Rota–Baxter operator P and r 2 RŒx��. If P is already known to be of the form
Jar , this can be done as follows:

Lemma 4.11. For the Rota–Baxter operator P D Jar with a 2 R and r 2 RŒx��,
we have

(22) aD
P .2xr 0C r/�xr2

P .2r 0/� r2
;

provided r.a/¤ 0. On the other hand, if r.a/D 0 then P D .r �Jar 0/ ıJ0.

Proof. Let us first consider the generic case r.a/¤ 0. Using the differential law
@ıP D r , one sees immediately that numerator and denominator are both constants
since they vanish under @. Moreover, the denominator cannot be zero since

P .2r 0/D

Z x

a

.r2/0 D r2
� r.a/2 ¤ r2;
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by the assumption of genericity. Integrating .r2r .i//0 D 2rr 0r .i/C r2r .iC1/ from
a to x, we obtain

(23) r2r .i/� r.a/2r .i/.a/D P .2r 0r .i/C rr .iC1//:

Assuming r has degree n, we can write

r D 1C r1xC r2

x2

2!
C � � �C rn

xn

n!
;

so that r .n�1/ D rn�1C rnx and r .n/ D rn. Substituting i D n� 1 and r.a/2 D

r2�P .2r 0/ in (23), we obtain the relation

(24) .rn�1C rnx/r2
� .r2

�P .2r 0//.rn�1C rna/DP .2rn�1r 0C2rnxr 0C rnr/;

which simplifies to .x� a/r2 D P .2xr 0� 2ar 0C r/. Solving this for a gives (22).
Now assume r.a/D 0. Then for f 2 RŒx� we obtain

Pf 0 D

Z x

a

rf 0 D Œrf �xa �

Z x

a

r 0f D rf �Jar 0f;

and hence by .J0f /
0 D f , the required identity Pf D .rJ0/f � .Jar 0J0/f D

.r �Jar 0/J0.f /. �
Lemma 4.11 suggests the following strategy for proving Conjecture 4.10. Given

an arbitrary P 2 RBOr .RŒx�/, we determine first the denominator of (22). If it
vanishes, we try to find zP 2 RBOr 0.RŒx�/ with P D .r � zP / ı J0, and we use
induction on the degree of r to handle zP . In the generic case of nonvanishing
denominator, we compute the value of a from (22), and it suffices to prove that
P is initialized at a. For doing this, the first step would be to ascertain that
r.a/2 D r2 �P .2r 0/. This would imply that P .r 0/ vanishes at x D a and hence
also P .2xr 0C r/ by (24). Using the Rota–Baxter axiom and the above relations,
one can produce polynomials p such that P .p/ vanishes at xD a. If this is done for
sufficiently many polynomials p to generate RŒx� as a real vector space, we are done.
Here is an example of a class of polynomials where one can infer vanishing at xD a,
provided r.a/2 D r2�P .2r 0/ has been established. For P D Jar , it recovers the
fact that Ja.r

0r2kC1/D .2kC2/�1Ja..r
2kC2/0/D .2kC2/�1.r2kC2�r.a/2kC2/.

Lemma 4.12. Let P 2 RBOr .RŒx�/ be arbitrary. Then we obtain P .r 0r2k/ D

.2kC 2/�1.r2kC2� ckC1/ for c WD r2�P .2r 0/ 2 R and all k > 0.

Proof. We use induction on k. The base case kD 0 is immediate from the definition
of c. Now assume the claim for all degrees below a fixed k > 0; we prove it for k.
By the Rota–Baxter axiom and the definition of c we find

P .r 0/kC1
D .kC 1/!PkC1

r 0 .1/D .kC 1/!P .r 0Pk
r 0.1//D .kC 1/P .r 0P .r 0/k/

D 2�k.kC 1/P .r 0.r2
� c/k/;
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where Pr 0 W RŒx�! RŒx� is defined by Pr 0.p/ WD P .r 0p/. Substituting the defining
relation of c on the left-hand side, we obtain .r2�c/kC1D 2.kC1/P .r 0.r2�c/k/,
so the binomial theorem yields

.2kC 2/P .r 0r2k/D .r2
� c/kC1

� 2.kC 1/

k�1X
lD0

�
k

l

�
.�c/k�lP .r 0r2l/:

Applying the induction hypothesis leads to

.2kC 2/P .r 0r2k/

D .r2
� c/kC1

� .kC 1/

k�1X
lD0

�
k

l

�
.�c/k�l

l C 1
..r2/lC1

� clC1/

D .r2
� c/kC1

C .r2kC2
� ckC1/� .kC 1/

kX
lD0

�
k

l

�
.�c/k�l

l C 1
..r2/lC1

� clC1/:

For evaluating the above sum, just note that integrating .x� c/k from ˛ to ˇ and
using the binomial theorem gives

.ˇ� c/kC1� .˛� c/kC1

kC 1
D

kX
lD0

�
k

l

�
.�c/k�l

l C 1
.ˇlC1

�˛lC1/;

which may be evaluated at .˛; ˇ/D .c; r2/ in the previous sum to obtain

.2kC 2/P .r 0r2k/D.r2
� c/kC1

C r2kC2
� ckC1

�.r2
� c/kC1

D r2kC2
� ckC1;

which completes the induction. �

We conclude with a simple result about the double product ? in the general
case of Jar . This lemma is a kind of analogy (though not a generalization) of
Theorem 4.4(a). In fact, the two results coincide for r D x.

Lemma 4.13. Let ? be the double product corresponding to the Rota–Baxter oper-
ator Jar and set �D r.a/. Then the nonunitary subalgebra of .k Œx�; ?/ generated
by un D nrn�2r 0 .n > 2/ is isomorphic to the nonunitary subalgebra of .k Œx�; � /
generated by xn� �n .n> 2/.

Proof. The double product of the basis elements um .m > 2/ and un .n > 2/ is
given by

um ?un Dmnrm�2r 0Jarn�1r 0Cmnrn�2r 0Jarm�1r 0

Dmrm�2r 0.rn
� �n/C nrn�2r 0.rm

� �m/

D umCn� �
num� �

mun;
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so the k-linear map � defined by �.um/ D xm � �m is a homomorphism of
nonunitary k-algebras since

.xm
� �m/.xn

� �n/D .xmCn
� �mCn/� �n.xm

� �m/� �m.xn
� �n/:

The map � is clearly bijective as it maps a k-basis to a k-basis. �
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CORRECTION TO THE ARTICLE
QUIVER GRASSMANNIANS, QUIVER VARIETIES AND THE

PREPROJECTIVE ALGEBRA

ALISTAIR SAVAGE AND PETER TINGLEY

Volume 251:2 (2011), 393–429

For quivers not of finite or affine type, certain isomorphisms asserted in the
article under correction do not hold, as pointed out by Sarah Scherotzke.
This note describes the affected results briefly. A corrected version of the
paper can be found at arXiv 0909.3746.

The original published version of this paper contained the following errors. We
thank Sarah Scherotzke for bringing this to our attention.

Error 1. If g is not of finite or affine type, then the Nakajima quiver variety 3(v, w)

is not actually isomorphic to the variety Gr(v, qw) of all v-dimensional subrepre-
sentations of the injective module qw. In fact, beyond affine type, Gr(v, qw) does
not have a natural variety structure, or, at least, is not finite-dimensional. This is
because there are continuous families of nonisomorphic modules, all of which have
a nontrivial extension with some one-dimensional simple module Si .

There are two ways to modify the statement to make it true, and, with either
of these modifications, the work in the original paper does prove the correct re-
sult. One must replace Gr(v, qw) with either the variety NGr(v, qw) of nilpotent
v-dimensional subrepresentations of qw, or with the variety Gr(v, q̃w) of all v-
dimensional subrepresentations, but where the injective hull qw in the category of
all representations of the preprojective algebra has been replaced with the injective
hull q̃w in the category of locally nilpotent representations. Our work shows that
these are naturally isomorphic, and are also isomorphic to 3(v, w).

Error 2. Lemma 2.9 (which essentially asserted that Gr(v, qw) and NGr(v, qw)

were isomorphic) is false beyond affine type, and should be removed. The proof is
simply incorrect. In fact, this caused most of the issues in Error 1.
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Keywords: quiver grassmannian, quiver variety, preprojective algebra.
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A corrected version of the paper that addresses these points can be found at
arXiv 0909.3746. We show that both of the fixes to Error 1 discussed above work,
although we mainly work with Gr(v, q̃w). The reason is that q̃w is a direct limit of
finite-dimensional varieties, and each quiver grassmannian is contained in one of
these. Thus, with this viewpoint, the quiver grassmannians are naturally subvarieties
of ordinary grassmannians, which we find helpful.
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Dirichlet series 103

Kunal Dutta and Amritanshu Prasad: Combinatorics of finite abelian groups and
Weil representations 295

Jose A. Franco with Mark R. Sepanski 463
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