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Let ( $M, \theta$ ) be a compact strictly pseudoconvex CR manifold of real dimension $2 n+1$ with a contact form $\theta$. Motivated by the work of Ammann and Humbert, we define the second CR Yamabe invariant, which is a natural generalization of the CR Yamabe invariant, and study its properties in this paper.

## 1. Introduction

Let $(M, g)$ be an $n$-dimensional compact Riemannian manifold where $n \geq 3$. The Yamabe problem is to find a Riemannian metric $\tilde{g}$ conformal to $g$ such that the scalar curvature of $\tilde{g}$ is constant. Yamabe [1960] claimed to solve it. However, Trudinger [1968] realized that Yamabe's proof was incomplete, and he was able to solve the Yamabe problem when the scalar curvature of $g$ is nonpositive. When the scalar curvature of $g$ is positive, Aubin [1976] solved the case when $n \geq 6$ and $M$ is not locally conformally flat, and Schoen [1984] solved the remaining cases by using the positive mass theorem.

The method to solve the Yamabe problem was the following. If $\tilde{g}=u^{\frac{4}{n-2}} g$, where $u \in C^{\infty}(M)$ and $u>0$, then

$$
\begin{equation*}
L_{g}(u)=R_{\tilde{g}} u^{\frac{n+2}{n-2}} \tag{1-1}
\end{equation*}
$$

where

$$
L_{g}=-\frac{4(n-1)}{n-2} \Delta_{g}+R_{g}
$$

Here $\Delta_{g}$ is the Laplacian of $g$, and $R_{g}$ and $R_{\tilde{g}}$ are the scalar curvatures of $g$ and $\tilde{g}$. The Yamabe problem is to solve (1-1) with $R_{\tilde{g}}$ being constant. The Yamabe invariant $Y(M, g)$ of $(M, g)$ is defined as

$$
Y(M, g)=\inf _{u \neq 0, u \in C^{\infty}(M)} E(u)
$$

where

$$
E(u)=\frac{\int_{M} u L_{g}(u) d V_{g}}{\left(\int_{M}|u|^{\frac{2 n}{n-2}} d V_{g}\right)^{\frac{n-2}{n}}}
$$
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The key point of the resolution of the Yamabe problem is the following theorem due to Aubin [1976].
Theorem 1.1. Let $(M, g)$ be a compact Riemannian manifold of dimension $n \geq 3$. If $Y(M, g)<Y\left(\mathbb{S}^{n}\right)$, then there exists a positive smooth function $u$ satisfying (1-1). Here $Y\left(\mathbb{S}^{n}\right)$ is the Yamabe invariant of the sphere $\mathbb{S}^{n}$ with respect to the standard metric.

The strict inequality was used to show that a minimizing sequence does not concentrate at any point. Aubin [1976] and Schoen [1984] proved the following:

Theorem 1.2. Let $(M, g)$ be a compact Riemannian manifold of dimension $n \geq 3$. Then $Y(M, g) \leq Y\left(\mathbb{S}^{n}\right)$. Moreover, the equality holds if and only if $(M, g)$ is conformally diffeomorphic to the sphere.

These theorems solve the Yamabe problem. See also [Brendle 2005; 2007a; 2007b; Chow 1992; Schwetlick and Struwe 2003; Ye 1994] for using the flow approach to solve the Yamabe problem.

Ammann and Humbert [2006] defined the $k$-th Yamabe invariant as a generalization of the Yamabe invariant. More precisely, let

$$
\lambda_{1}(g)<\lambda_{2}(g) \leq \lambda_{3}(g) \leq \cdots \leq \lambda_{k}(g) \cdots \rightarrow \infty
$$

be the eigenvalues of $L_{g}$ appearing with multiplicities. Let $[g]$ be the conformal class of $g$. For any positive integer $k$, the $k$-th Yamabe invariant $Y_{k}(M, g)$ is defined by

$$
Y_{k}(M, g)=\inf _{\tilde{g} \in[g]} \lambda_{k}(\tilde{g}) \operatorname{Vol}(M, \tilde{g})^{\frac{2}{n}}
$$

In particular, $Y_{1}(M, g)=Y(M, g)$ when the Yamabe invariant $Y(M, g)$ is nonnegative.

One can consider the following CR analogue of the Yamabe problem, the CR Yamabe problem. Suppose that $(M, \theta)$ is a compact strictly pseudoconvex CR manifold of real dimension $2 n+1$ with a contact form $\theta$. The CR Yamabe problem is to find a contact form $\tilde{\theta}$ conformal to $\theta$ such that the Webster scalar curvature of $\tilde{\theta}$ is constant. Jerison and Lee [1987; 1988; 1989] solved the CR Yamabe problem when $n \geq 2$ and $M$ is not locally CR equivalent to the sphere. The remaining cases, namely when $n=1$ or $M$ is locally CR equivalent to the sphere, were studied respectively by Gamara and Yacoub [2001] and by Gamara [2001]. See also the recent work of Cheng, Chiu and Yang [Cheng et al. 2014] and Cheng, Malchiodi and Yang [Cheng et al. 2013]. See also [Chang and Cheng 2002; Chang et al. 2010; Ho 2012; Zhang 2009] for using the flow approach to solve the Yamabe problem.

Motivated by the result of Ammann and Humbert [2006], we study the $k$-th CR Yamabe invariant in this paper. In Section 2, we define the $k$-th CR Yamabe invariant and the generalized contact form. In Section 3, we give the variational
characterization of $Y_{k}(M, \theta)$. In Section 4, we derive the Euler-Lagrange equation for $Y_{2}(M, \theta)$. Sections 5 and 6 will be devoted to proving a lower bound and an upper bound for $Y_{2}(M, \theta)$ respectively. In Section 7, we study whether $Y_{2}(M, \theta)$ is attained by some contact form or generalized contact form. Finally, in Section 8, we study the properties of the $k$-th CR Yamabe invariant $Y_{k}(M, \theta)$.

## 2. Definitions

Suppose that $(M, \theta)$ is a compact strongly pseudoconvex CR manifold of real dimension $2 n+1$ with a given contact form $\theta$. Let $u \in C^{\infty}(M), u>0$. Then $\tilde{\theta}=u^{\frac{2}{n}} \theta$ is a contact form conformal to $\theta$, and the Webster scalar curvature $R_{\tilde{\theta}}$ of $\tilde{\theta}$ is given by

$$
\begin{equation*}
L_{\theta}(u)=R_{\tilde{\theta}} u^{1+\frac{2}{n}} \tag{2-1}
\end{equation*}
$$

Here

$$
\begin{equation*}
L_{\theta}=-\left(2+\frac{2}{n}\right) \Delta_{\theta}+R_{\theta} \tag{2-2}
\end{equation*}
$$

where $\Delta_{\theta}$ is the sub-Laplacian of $\theta$ and $R_{\theta}$ is the Webster scalar curvature of $\theta$. The CR Yamabe invariant is defined as

$$
Y(M, \theta)=\inf _{u \neq 0, u \in C^{\infty}(M)} E(u)
$$

where

$$
E(u)=\frac{\int_{M}\left(2+\frac{2}{n}\right)\left|\nabla_{\theta} u\right|_{\theta}^{2}+R_{\theta} u^{2} d V_{\theta}}{\left(\int_{M}|u|^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{n}{n+1}}}
$$

It is well known that $L_{\theta}$ has discrete spectrum

$$
\operatorname{Spec}\left(L_{\theta}\right)=\left\{\lambda_{1}(\theta), \lambda_{2}(\theta), \ldots\right\}
$$

where the eigenvalues

$$
\lambda_{1}(\theta)<\lambda_{2}(\theta) \leq \lambda_{3}(\theta) \leq \cdots \leq \lambda_{k}(\theta) \cdots \rightarrow \infty
$$

appear with multiplicities. The variational characterization of $\lambda_{1}(\theta)$ is given by

$$
\lambda_{1}(\theta)=\inf _{u \neq 0, u \in C^{\infty}(M)} \frac{\int_{M}\left(2+\frac{2}{n}\right)\left|\nabla_{\theta} u\right|_{\theta}^{2}+R_{\theta} u^{2} d V_{\theta}}{\int_{M} u^{2} d V_{\theta}}
$$

Let $[\theta]$ be the conformal class of $\theta$, i.e.,

$$
[\theta]=\left\{\left.\tilde{\theta}=u^{\frac{2}{n}} \theta \right\rvert\, u \in C^{\infty}(M), u>0\right\}
$$

If $Y(M, \theta) \geq 0$, then it is easy to check that

$$
\begin{equation*}
Y(M, \theta)=\inf _{\tilde{\theta} \in[\theta]} \lambda_{1}(\tilde{\theta}) \operatorname{Vol}(M, \tilde{\theta})^{\frac{1}{n+1}} \tag{2-3}
\end{equation*}
$$

Following the definition of the $k$-th Yamabe invariant in [Ammann and Humbert 2006], we have the following:

Definition. For any positive integer $k$, the $k$-th CR Yamabe invariant is defined by

$$
\begin{equation*}
Y_{k}(M, \theta)=\inf _{\tilde{\theta} \in[\theta]} \lambda_{k}(\tilde{\theta}) \operatorname{Vol}(M, \tilde{\theta})^{\frac{1}{n+1}} \tag{2-4}
\end{equation*}
$$

Then it follows from (2-3) and Theorem 8.2 that

$$
Y_{1}(M, \theta)= \begin{cases}Y(M, \theta) & \text { if } Y(M, \theta) \geq 0 \\ -\infty & \text { if } Y(M, \theta)<0\end{cases}
$$

We write $L_{+}^{2+\frac{2}{n}}(M)=\left\{\left.u \in L^{2+\frac{2}{n}}(M) \right\rvert\, u \geq 0, u \not \equiv 0\right\}$. For $u \in L_{+}^{2+\frac{2}{n}}(M)$, we define $\operatorname{Gr}_{k}^{u}\left(C^{\infty}(M)\right)$ to be the set of all $k$-dimensional subspaces of $C^{\infty}(M)$ such that the restriction operator to $M \backslash u^{-1}(0)$ is injective. More precisely, we have

$$
\begin{aligned}
& \operatorname{span}\left(v_{1}, \ldots, v_{k}\right) \in \operatorname{Gr}_{k}^{u}\left(C^{\infty}(M)\right) \\
&\left.\Longleftrightarrow v_{1}\right|_{M \backslash u^{-1}(0)}, \ldots,\left.v_{k}\right|_{M \backslash u^{-1}(0)} \text { are linearly independent } \\
& \Longleftrightarrow u^{\frac{1}{n}} v_{1}, \ldots, u^{\frac{1}{n}} v_{k} \text { are linearly independent. }
\end{aligned}
$$

Similarly, replacing $C^{\infty}(M)$ by $S_{1}^{2}(M)$, we obtain the definition of $\operatorname{Gr}_{k}^{u}\left(S_{1}^{2}(M)\right)$. Hereafter, $S_{1}^{2}(M)$ denotes the Folland-Stein space, which is the completion of $C^{1}(M)$ with respect to the norm

$$
\|u\|_{S_{1}^{2}(M)}=\left(\int_{M}\left(\left|\nabla_{\theta} u\right|_{\theta}^{2}+u^{2}\right) d V_{\theta}\right)^{\frac{1}{2}}
$$

(For more properties about the Folland-Stein space, see [Folland and Stein 1974].)
Proposition 2.1. Suppose $\tilde{\theta}$ is a contact form conformal to $\theta$. Then we have

$$
\begin{equation*}
\lambda_{k}(\tilde{\theta})=\inf _{V \in \operatorname{Gr}_{k}^{u}\left(S_{1}^{2}(M)\right)} \sup _{v \in V \backslash\{0\}} \frac{\int_{M} v L_{\theta} v d V_{\theta}}{\int_{M} u^{\frac{2}{n}} v^{2} d V_{\theta}} \tag{2-5}
\end{equation*}
$$

Proof. Let $u \in C^{\infty}(M), u>0$. For all $f \in C^{\infty}(M), f \not \equiv 0$, we set $\tilde{\theta}=u^{\frac{2}{n}} \theta$ and

$$
F^{\prime}(u, f)=\frac{\int_{M} f L_{\tilde{\theta}} f d V_{\tilde{\theta}}}{\int_{M} f^{2} d V_{\tilde{\theta}}}
$$

The operator $L_{\theta}$ is conformally invariant in the following sense:

$$
\begin{equation*}
u^{1+\frac{2}{n}} L_{\tilde{\theta}}\left(u^{-1} f\right)=L_{\theta}(f) \tag{2-6}
\end{equation*}
$$

because

$$
\begin{aligned}
u^{1+\frac{2}{n}} L_{\tilde{\theta}}\left(u^{-1} f\right)= & -\left(2+\frac{2}{n}\right) u^{1+\frac{2}{n}} \Delta_{\tilde{\theta}}\left(u^{-1} f\right)+R_{\tilde{\theta}} u^{1+\frac{2}{n}}\left(u^{-1} f\right) \\
= & -\left(2+\frac{2}{n}\right)\left(u \Delta_{\theta}\left(u^{-1} f\right)+2\left\langle\nabla_{\theta} u, \nabla_{\theta}\left(u^{-1} f\right)\right\rangle_{\theta}\right) \\
& +\left(-\left(2+\frac{2}{n}\right) \Delta_{\theta} u+R_{\theta} u\right)\left(u^{-1} f\right) \\
= & -\left(2+\frac{2}{n}\right) \Delta_{\theta} f+R_{\theta} f=L_{\theta}(f),
\end{aligned}
$$

where we have used (2-1) and (2-2). Combining (2-6) with the fact that

$$
\begin{equation*}
d V_{\tilde{\theta}}=u^{2+\frac{2}{n}} d V_{\theta} \tag{2-7}
\end{equation*}
$$

we get

$$
\begin{align*}
F^{\prime}(u, f) & =\frac{\int_{M} f L_{\tilde{\theta}} f d V_{\tilde{\theta}}}{\int_{M} f^{2} d V_{\tilde{\theta}}}  \tag{2-8}\\
& =\frac{\int_{M} f u^{-\left(1+\frac{2}{n}\right)} L_{\theta}(u f) u^{2+\frac{2}{n}} d V_{\theta}}{\int_{M} f^{2} u^{2+\frac{2}{n}} d V_{\theta}}=\frac{\int_{M}(u f) L_{\theta}(u f) d V_{\theta}}{\int_{M} u^{\frac{2}{n}}(u f)^{2} d V_{\theta}}
\end{align*}
$$

Using the min-max principle, we have

$$
\begin{equation*}
\lambda_{k}(\tilde{\theta})=\inf _{V \in \operatorname{Gr}_{k}\left(S_{1}^{2}(M)\right)} \sup _{v \in V \backslash\{0\}} \frac{\int_{M} v L_{\tilde{\theta}} v d V_{\tilde{\theta}}}{\int_{M} v^{2} d V_{\tilde{\theta}}} . \tag{2-9}
\end{equation*}
$$

Since $u>0$, we have $\operatorname{Gr}_{k}\left(S_{1}^{2}(M)\right)=\operatorname{Gr}_{k}^{u}\left(S_{1}^{2}(M)\right)$. Therefore, it follows from (2-8) and (2-9) that

$$
\lambda_{k}(\tilde{\theta})=\inf _{V \in \operatorname{Gr}_{k}\left(S_{1}^{2}(M)\right)} \sup _{f \in V \backslash\{0\}} F^{\prime}(u, f)
$$

Now replacing $u f$ by $v$, we obtain (2-5) by (2-8).
Now we can define the generalized contact form:
Definition. The generalized contact form $\tilde{\theta}$ is defined as $\tilde{\theta}=u^{\frac{2}{n}} \theta$, where $u$ is no longer necessarily positive or smooth, but $u \in L_{+}^{2+\frac{2}{n}}(M)$.

We enlarge the conformal class $[\theta]$ of $\theta$ by including all the generalized contact forms conformal to $\theta$, as follows:

$$
[\theta]=\left\{\left.\tilde{\theta}=u^{\frac{2}{n}} \theta \right\rvert\, u \in L_{+}^{2+\frac{2}{n}}(M)\right\}
$$

In view of Proposition 2.1, for a generalized contact form $\tilde{\theta}=u^{\frac{2}{n}} \theta, u \in L_{+}^{2+\frac{2}{n}}(M)$, conformal to $\theta$, we define

$$
\begin{equation*}
\lambda_{k}(\tilde{\theta})=\inf _{V \in \operatorname{Gr}_{k}^{u}\left(S_{1}^{2}(M)\right)} \sup _{v \in V \backslash\{0\}} \frac{\int_{M} v L_{\theta} v d V_{\theta}}{\int_{M} u^{\frac{2}{n}} v^{2} d V_{\theta}} \tag{2-10}
\end{equation*}
$$

Using (2-10), we can generalize the definition of $k$-th CR Yamabe invariant to the generalized contact form by using (2-4).

## 3. Variational characterization of $\boldsymbol{Y}_{\boldsymbol{k}}(\boldsymbol{M}, \theta)$

For all $u \in L_{+}^{2+\frac{2}{n}}(M), v \in S_{1}^{2}(M)$ such that $u^{\frac{1}{n}} v \not \equiv 0$, we set

$$
F(u, v)=\frac{\int_{M}\left(2+\frac{2}{n}\right)\left|\nabla_{\theta} v\right|_{\theta}^{2}+R_{\theta} v^{2} d V_{\theta}}{\int_{M} u^{\frac{2}{n}} v^{2} d V_{\theta}}\left(\int_{M} u^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}}
$$

Proposition 3.1. If $[\theta]$ contains all the contact forms conformal to $\theta$, then

$$
\begin{equation*}
Y_{k}(M, \theta)=\inf _{\substack{u \in C^{\infty}(M) \\ V \in \operatorname{Gr}_{k}^{u}\left(S_{1}^{2}(M)\right)}} \sup _{v \in V \backslash\{0\}} F(u, v) \tag{3-1}
\end{equation*}
$$

Similarly, if $[\theta]$ contains all the generalized contact forms conformal to $\theta$, then

$$
\begin{equation*}
Y_{k}(M, \theta)=\inf _{\substack{u \in L_{+}^{2+\frac{2}{n}}(M) \\ V \in \operatorname{Gr}_{k}^{u}\left(S_{1}^{2}(M)\right)}} \sup _{v \in V \backslash\{0\}} F(u, v) . \tag{3-2}
\end{equation*}
$$

Proof. Using the definition of $Y_{k}(M, \theta)$ and the fact that $\operatorname{Vol}(M, \tilde{\theta})=\int_{M} u^{2+\frac{2}{n}} d V_{\theta}$, we obtain from (2-5) that

$$
\begin{aligned}
Y_{k}(M, \theta) & =\inf _{\tilde{\theta} \in[\theta]} \lambda_{k}(\tilde{\theta}) \operatorname{Vol}(M, \tilde{\theta})^{\frac{1}{n+1}} \\
& =\inf _{u \in C^{\infty}(M), u>0} \lambda_{k}(\tilde{\theta})\left(\int_{M} u^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}} \\
& =\inf _{\substack{u \in C^{\infty}(M), u>0 \\
V \in \operatorname{Gr}_{k}^{u}\left(S_{1}^{2}(M)\right)}} \sup _{v \in V \backslash\{0\}} F(u, v),
\end{aligned}
$$

which proves (3-1). Similarly, we can prove (3-2) by using the same arguments as above, except we need to replace $C^{\infty}(M)$ by $L_{+}^{2+\frac{2}{n}}(M)$.

## 4. Generalized contact form and the Euler-Lagrange equation

We will need the following:
Lemma 4.1. Let $u \in L^{2+\frac{2}{n}}(M)$ and $v \in S_{1}^{2}(M)$. We assume that

$$
\begin{equation*}
L_{\theta} v=u^{\frac{2}{n}} v \tag{4-1}
\end{equation*}
$$

holds in the sense of distributions. Then $v \in L^{2+\frac{2}{n}+\varepsilon}(M)$ for some $\varepsilon>0$.

Proof. Without loss of generality, suppose $v \not \equiv 0$. We define $v_{+}=\sup (v, 0)$. We let $q \in(1,(n+1) / n]$ be a fixed number and $l>0$ be a large real number which will tend to $+\infty$. We let $\beta=2 q-1$. We then define for $x \in \mathbb{R}$,

$$
\begin{aligned}
& G_{l}(x)= \begin{cases}0 & \text { if } x<0 \\
x^{\beta} & \text { if } 0 \leq x<l \\
l^{q-1}\left(q l^{q-1} x-(q-1) l^{q}\right) & \text { if } x \geq l\end{cases} \\
& F_{l}(x)= \begin{cases}0 & \text { if } x<0 \\
x^{q} & \text { if } 0 \leq x<l \\
q l^{q-1} x-(q-1) l^{q} & \text { if } x \geq l\end{cases}
\end{aligned}
$$

It is easy to check that for all $x \in \mathbb{R}$,

$$
\begin{align*}
\left(F_{l}^{\prime}(x)\right)^{2} & \leq q G_{l}^{\prime}(x)  \tag{4-2}\\
\left(F_{l}(x)\right)^{2} & \geq x G_{l}(x)  \tag{4-3}\\
x G_{l}^{\prime}(x) & \leq \beta G_{l}(x) \tag{4-4}
\end{align*}
$$

Since $F_{l}$ and $G_{l}$ are uniformly Lipschitz continuous functions, $F_{l}\left(v_{+}\right)$and $G_{l}\left(v_{+}\right)$ belong to $S_{1}^{2}(M)$. Let $x_{0} \in M$. Denote by $\eta$ a $C^{2}$ nonnegative function supported in $B\left(x_{0}, 2 \delta\right)$, where $\delta>0$ is a small fixed number such that $0 \leq \eta \leq 1$ and $\eta\left(B\left(x_{0}, \delta\right)\right)=\{1\}$. Multiply (4-1) by $\eta^{2} G_{l}\left(v_{+}\right)$and integrate over $M$. Since the supports of $v_{+}$and $G_{l}\left(v_{+}\right)$coincide, we get

$$
\begin{align*}
&\left(2+\frac{2}{n}\right) \int_{M}\left\langle\nabla_{\theta} v_{+}, \nabla_{\theta} \eta^{2} G_{l}\left(v_{+}\right)\right\rangle_{\theta} d V_{\theta}+\int_{M} R_{\theta} v_{+} \eta^{2} G_{l}\left(v_{+}\right) d V_{\theta}  \tag{4-5}\\
&=\int_{M} u^{\frac{2}{n}} v_{+} \eta^{2} G_{l}\left(v_{+}\right) d V_{\theta}
\end{align*}
$$

We are going to estimate the terms in (4-5). In the following, $C$ will denote a positive constant depending possibly on $\eta, q, \beta, \delta$, but not on $l$. Note that
(4-6) $\int_{M}\left\langle\nabla_{\theta} v_{+}, \nabla_{\theta} \eta^{2} G_{l}\left(v_{+}\right)\right\rangle_{\theta} d V_{\theta}$

$$
\begin{aligned}
&= \int_{M} G_{l}\left(v_{+}\right)\left\langle\nabla_{\theta} v_{+}, \nabla_{\theta} \eta^{2}\right\rangle_{\theta} d V_{\theta} \\
&=\int_{M} G_{l}^{\prime}\left(v_{+}\right) \eta^{2}\left|\nabla_{\theta} v_{+}\right|_{\theta}^{2} d V_{\theta} \\
&=-\int_{M} G_{l}\left(v_{+}\right) v_{+} \Delta_{\theta}\left(\eta^{2}\right) d V_{\theta}-2 \int_{M} v_{+} G_{l}^{\prime}\left(v_{+}\right) \eta\left\langle\nabla_{\theta} v_{+}, \nabla_{\theta} \eta\right\rangle_{\theta} d V_{\theta} \\
&+\int_{M} G_{l}^{\prime}\left(v_{+}\right) \eta^{2}\left|\nabla_{\theta} v_{+}\right|_{\theta}^{2} d V_{\theta} \\
& \geq-C \int_{M} v_{+} G_{l}\left(v_{+}\right) d V_{\theta}-2 \int_{M} v_{+}^{2} G_{l}^{\prime}\left(v_{+}\right)\left|\nabla_{\theta} \eta\right|_{\theta}^{2} d V_{\theta} \\
&+\frac{1}{2} \int_{M} G_{l}^{\prime}\left(v_{+}\right) \eta^{2}\left|\nabla_{\theta} v_{+}\right|_{\theta}^{2} d V_{\theta}
\end{aligned}
$$

where the last inequality follows from $\left|\left\langle\nabla_{\theta} v_{+}, \nabla_{\theta} \eta\right\rangle_{\theta}\right| \leq\left|\nabla_{\theta} \eta\right|_{\theta}^{2}+\frac{1}{4}\left|\nabla_{\theta} v_{+}\right|_{\theta}^{2}$. Hence, we have
(4-7) $\int_{M}\left\langle\nabla_{\theta} v_{+}, \nabla_{\theta} \eta^{2} G_{l}\left(v_{+}\right)\right\rangle_{\theta} d V_{\theta}$

$$
\begin{aligned}
& \geq-C \int_{M} v_{+} G_{l}\left(v_{+}\right) d V_{\theta}-2 \int_{M} v_{+}^{2} G_{l}^{\prime}\left(v_{+}\right)\left|\nabla_{\theta} \eta\right|_{\theta}^{2} d V_{\theta} \\
&+\frac{1}{2} \int_{M} G_{l}^{\prime}\left(v_{+}\right) \eta^{2}\left|\nabla_{\theta} v_{+}\right|_{\theta}^{2} d V_{\theta} \\
& \geq-C \int_{M} v_{+} G_{l}\left(v_{+}\right) d V_{\theta}-2 \beta \int_{M} v_{+} G_{l}\left(v_{+}\right)\left|\nabla_{\theta} \eta\right|_{\theta}^{2} d V_{\theta} \\
&+\frac{1}{2} \int_{M} G_{l}^{\prime}\left(v_{+}\right) \eta^{2}\left|\nabla_{\theta} v_{+}\right|_{\theta}^{2} d V_{\theta} \\
& \geq-C \int_{M}\left(F_{l}\left(v_{+}\right)\right)^{2} d V_{\theta}+\frac{1}{2 q} \int_{M}\left(F_{l}^{\prime}\left(v_{+}\right)\right)^{2} \eta^{2}\left|\nabla_{\theta} v_{+}\right|_{\theta}^{2} d V_{\theta} \\
&=-C \int_{M}\left(F_{l}\left(v_{+}\right)\right)^{2} d V_{\theta}+\frac{1}{2 q} \int_{M} \eta^{2}\left|\nabla_{\theta} F_{l}\left(v_{+}\right)\right|_{\theta}^{2} d V_{\theta} \\
& \geq-C \int_{M}\left(F_{l}\left(v_{+}\right)\right)^{2} d V_{\theta}+\frac{1}{4 q} \int_{M}\left|\nabla_{\theta}\left(\eta F_{l}\left(v_{+}\right)\right)\right|_{\theta}^{2} d V_{\theta} \\
&-\frac{1}{2 q} \int_{M}\left|\nabla_{\theta} \eta\right|_{\theta}^{2}\left(F_{l}\left(v_{+}\right)\right)^{2} d V_{\theta} \\
& \geq-C \int_{M}\left(F_{l}\left(v_{+}\right)\right)^{2} d V_{\theta}+\frac{1}{4 q} \int_{M}\left|\nabla_{\theta}\left(\eta F_{l}\left(v_{+}\right)\right)\right|_{\theta}^{2} d V_{\theta},
\end{aligned}
$$

where the first inequality follows from (4-6), the second inequality follows from (4-4), the third inequality follows from (4-2) and (4-3), and the fourth inequality follows from

$$
\begin{aligned}
\left|\nabla_{\theta}\left(\eta F_{l}\left(v_{+}\right)\right)\right|_{\theta}^{2} & =\left|F_{l}\left(v_{+}\right) \nabla_{\theta} \eta+\eta \nabla_{\theta} F_{l}\left(v_{+}\right)\right|_{\theta}^{2} \\
& \leq 2 \eta^{2}\left|\nabla_{\theta} F_{l}\left(v_{+}\right)\right|_{\theta}^{2}+2\left|\nabla_{\theta} \eta\right|_{\theta}^{2}\left(F_{l}\left(v_{+}\right)\right)^{2}
\end{aligned}
$$

By the Folland-Stein embedding from $S_{1}^{2}(M)$ into $L^{2+\frac{2}{n}}(M)$, there exists a constant $A>0$ depending only on $(M, \theta)$ such that
$\int_{M}\left|\nabla_{\theta}\left(\eta F_{l}\left(v_{+}\right)\right)\right|_{\theta}^{2} d V_{\theta} \geq A\left(\int_{M}\left(\eta F_{l}\left(v_{+}\right)\right)^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{n}{n+1}}-\int_{M}\left(\eta F_{l}\left(v_{+}\right)\right)^{2} d V_{\theta}$.
From this, together with (4-7), we obtain

$$
\begin{align*}
\int_{M}\left\langle\nabla_{\theta} v_{+}\right. & \left., \nabla_{\theta} \eta^{2} G_{l}\left(v_{+}\right)\right\rangle_{\theta} d V_{\theta}  \tag{4-8}\\
& \geq-C \int_{M}\left(F_{l}\left(v_{+}\right)\right)^{2} d V_{\theta}+\frac{A}{4 q}\left(\int_{M}\left(\eta F_{l}\left(v_{+}\right)\right)^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{n}{n+1}}
\end{align*}
$$

Independently, we choose $\delta>0$ small enough such that

$$
\begin{equation*}
\int_{B\left(x_{0}, 2 \delta\right)} u^{2+\frac{2}{n}} d V_{\theta} \leq\left(\left(2+\frac{2}{n}\right) \frac{A}{8 q}\right)^{n+1} \tag{4-9}
\end{equation*}
$$

Then it follows from (4-3), (4-9) and Hölder's inequality that

$$
\begin{align*}
\int_{M} u^{\frac{2}{n}} v_{+} & \eta^{2} G_{l}\left(v_{+}\right) d V_{\theta}  \tag{4-10}\\
& \leq \int_{M} u^{\frac{2}{n}} \eta^{2}\left(F_{l}\left(v_{+}\right)\right)^{2} d V_{\theta} \\
& \leq\left(\int_{B\left(x_{0}, 2 \delta\right)} u^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}}\left(\int_{M}\left(\eta F_{l}\left(v_{+}\right)\right)^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{n}{n+1}} \\
& \leq\left(2+\frac{2}{n}\right) \frac{A}{8 q}\left(\int_{M}\left(\eta F_{l}\left(v_{+}\right)\right)^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{n}{n+1}}
\end{align*}
$$

On the other hand, it follows from (4-3) that

$$
\begin{align*}
\int_{M} R_{\theta} v_{+} \eta^{2} G_{l}\left(v_{+}\right) d V_{\theta} & \geq-\left(\max _{M}\left|R_{\theta}\right|\right) \int_{M} v_{+} \eta^{2} G_{l}\left(v_{+}\right) d V_{\theta}  \tag{4-11}\\
& \geq-\left(\max _{M}\left|R_{\theta}\right|\right) \int_{M} \eta^{2}\left(F_{l}\left(v_{+}\right)\right)^{2} d V_{\theta} \\
& \geq-C \int_{M}\left(F_{l}\left(v_{+}\right)\right)^{2} d V_{\theta}
\end{align*}
$$

Substituting (4-8), (4-10), (4-11) into (4-5), we obtain

$$
\left(2+\frac{2}{n}\right) \frac{A}{8 q}\left(\int_{M}\left(\eta F_{l}\left(v_{+}\right)\right)^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{n}{n+1}} \leq C \int_{M}\left(F_{l}\left(v_{+}\right)\right)^{2} d V_{\theta}
$$

Now, by the Folland-Stein embedding, $v_{+} \in L^{2+\frac{2}{n}}(M)$. Since $2 q \leq 2+\frac{2}{n}$ and $C$ does not depend on $l$, the right-hand side of the inequality is bounded when $l \rightarrow \infty$, and we obtain

$$
\limsup _{l \rightarrow \infty} \int_{M}\left(\eta F_{l}\left(v_{+}\right)\right)^{2+\frac{2}{n}} d V_{\theta}<\infty
$$

This proves that $\left.v_{+} \in L^{q\left(2+\frac{2}{n}\right.}\right)\left(B\left(x_{0}, \delta\right)\right)$. Since $x_{0}$ is arbitrary, we get that $v_{+} \in$ $L^{q\left(2+\frac{2}{n}\right)}(M)$. Doing the same with $v_{-}=\sup (-v, 0)$ instead of $v_{+}$, we get that $v \in L^{q\left(2+\frac{2}{n}\right)}(M)$. This proves Lemma 4.1.

Proposition 4.2. For any generalized contact form $\tilde{\theta}=u^{\frac{2}{n}} \theta, u \in L_{+}^{2+\frac{2}{n}}(M)$, conformal to $\theta$, there exist two functions $v, w \in S_{1}^{2}(M)$ with $v \geq 0$ such that in the

## sense of distributions

$$
\begin{align*}
L_{\theta} v & =\lambda_{1}(\tilde{\theta}) u^{\frac{2}{n}} v  \tag{4-12}\\
L_{\theta} w & =\lambda_{2}(\tilde{\theta}) u^{\frac{2}{n}} w \tag{4-13}
\end{align*}
$$

Moreover, we can normalize $v$ and $w$ such that

$$
\begin{equation*}
\int_{M} u^{\frac{2}{n}} v^{2} d V_{\theta}=\int_{M} u^{\frac{2}{n}} w^{2} d V_{\theta}=1 \text { and } \int_{M} u^{\frac{2}{n}} v w d V_{\theta}=0 \tag{4-14}
\end{equation*}
$$

Proof. Let $\left(v_{m}\right)_{m}$ be a minimizing sequence for $\lambda_{1}(\tilde{\theta})$, i.e., a sequence $v_{m} \in S_{1}^{2}(M)$ such that

$$
\lim _{m \rightarrow \infty} \frac{\int_{M}\left(2+\frac{2}{n}\right)\left|\nabla_{\theta} v_{m}\right|_{\theta}^{2}+R_{\theta} v_{m}^{2} d V_{\theta}}{\int_{M} u^{\frac{2}{n}} v_{m}^{2} d V_{\theta}}=\lambda_{1}(\tilde{\theta})
$$

It is well known that $\left(\left|v_{m}\right|\right)_{m}$ is also a minimizing sequence. Hence we can assume that $v_{m} \geq 0$. If we normalize $v_{m}$ by $\int_{M} u^{\frac{2}{n}} v_{m}^{2} d V_{\theta}=1$, then $\left(v_{m}\right)_{m}$ is bounded in $S_{1}^{2}(M)$ and after passing to a subsequence, we may assume that there exists $v \in S_{1}^{2}(M), v \geq 0$ such that $v_{m} \rightarrow v$ weakly in $S_{1}^{2}(M)$ and strongly in $L^{2}(M)$ almost everywhere. If $u$ is smooth, then

$$
\begin{equation*}
\int_{M} u^{\frac{2}{n}} v^{2} d V_{\theta}=\lim _{m \rightarrow \infty} \int_{M} u^{\frac{2}{n}} v_{m}^{2} d V_{\theta}=1 \tag{4-15}
\end{equation*}
$$

and by standard arguments, $v$ is nonnegative minimizer of the functional associated to $\lambda_{1}(\tilde{\theta})$.

We must show that (4-15) still holds if $u \in L_{+}^{2+\frac{2}{n}}(M)$. Let $A>0$ be a large real number and set $u_{A}=\inf (u, A)$. Then

$$
\begin{align*}
\left\lvert\, \int_{M}^{(4-10)} u^{\frac{2}{n}}\left(v_{m}^{2}-\right.\right. & \left.v^{2}\right) d V_{\theta} \mid  \tag{4-16}\\
\leq & \int_{M} u_{A}^{\frac{2}{n}}\left|v_{m}^{2}-v^{2}\right| d V_{\theta}+\int_{M}\left(u^{\frac{2}{n}}-u_{A}^{\frac{2}{n}}\right)\left(\left|v_{m}\right|+|v|\right)^{2} d V_{\theta} \\
\leq & A^{\frac{2}{n}} \int_{M}\left|v_{m}^{2}-v^{2}\right| d V_{\theta} \\
& +\left(\int_{M}\left(u^{\frac{2}{n}}-u_{A}^{\frac{2}{n}}\right)^{n+1} d V_{\theta}\right)^{\frac{1}{n+1}}\left(\int_{M}\left(\left|v_{m}\right|+|v|\right)^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{n}{n+1}}
\end{align*}
$$

where we have used Hölder's inequality in the last inequality. Since

$$
\left|u^{\frac{2}{n}}-u_{A}^{\frac{2}{n}}\right|^{n+1} \leq u^{2+\frac{2}{n}} \in L^{1}(M)
$$

by Lebesgue's dominated convergence theorem we have

$$
\begin{equation*}
\lim _{A \rightarrow \infty} \int_{M}\left(u^{\frac{2}{n}}-u_{A}^{\frac{2}{n}}\right)^{n+1} d V_{\theta}=\int_{M} \lim _{A \rightarrow \infty}\left(u^{\frac{2}{n}}-u_{A}^{\frac{2}{n}}\right)^{n+1} d V_{\theta}=0 \tag{4-17}
\end{equation*}
$$

Since $\left(v_{m}\right)_{m}$ is bounded in $S_{1}^{2}(M)$, it is bounded in $L^{2+\frac{2}{n}}(M)$, and hence there exists $C>0$ such that

$$
\begin{equation*}
\int_{M}\left(\left|v_{m}\right|+|v|\right)^{2+\frac{2}{n}} d V_{\theta} \leq C \tag{4-18}
\end{equation*}
$$

By strong convergence in $L^{2}(M)$,

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \int_{M}\left|v_{m}^{2}-v^{2}\right| d V_{\theta}=0 \tag{4-19}
\end{equation*}
$$

Combining (4-16)-(4-19), we obtain (4-15). Therefore $v$ is a nonnegative minimizer of the functional associated to $\lambda_{1}(\tilde{\theta})$. Writing the Euler-Lagrange equation of $v$, we find that $v$ satisfies (4-12).

Now we define

$$
\lambda_{1}^{\prime}(\tilde{\theta})=\inf \frac{\int_{M}\left(2+\frac{2}{n}\right)\left|\nabla_{\theta} w\right|_{\theta}^{2}+R_{\theta} w^{2} d V_{\theta}}{\int_{M} u^{\frac{2}{n}}|w|^{2} d V_{\theta}}
$$

where the infimum is taken over smooth functions $w$ such that $u^{\frac{1}{n}} w \not \equiv 0$ and such that

$$
\int_{M} u^{\frac{2}{n}} v w d V_{\theta}=0
$$

With the same method, we find a minimizer $w$ of this problem that satisfies (4-13) with $\lambda_{2}^{\prime}(\tilde{\theta})$ instead of $\lambda_{2}(\tilde{\theta})$. However, it is not difficult to see that $\lambda_{2}^{\prime}(\tilde{\theta})=\lambda_{2}(\tilde{\theta})$ and Proposition 4.2 easily follows.
Lemma 4.3. Let $u \in L_{+}^{2+\frac{2}{n}}(M)$ with $\int_{M} u^{2+\frac{2}{n}} d V_{\theta}=1$. Suppose that $w_{1}, w_{2} \in$ $S_{1}^{2}(M) \backslash\{0\}, w_{1}, w_{2} \geq 0$ satisfy

$$
\begin{align*}
& \int_{M}\left(\left(2+\frac{2}{n}\right)\left|\nabla_{\theta} w_{1}\right|_{\theta}^{2}+R_{\theta} w_{1}^{2}\right) d V_{\theta} \leq Y_{2}(M, \theta) \int_{M} u^{\frac{2}{n}} w_{1}^{2} d V_{\theta}  \tag{4-20}\\
& \int_{M}\left(\left(2+\frac{2}{n}\right)\left|\nabla_{\theta} w_{2}\right|_{\theta}^{2}+R_{\theta} w_{2}^{2}\right) d V_{\theta} \leq Y_{2}(M, \theta) \int_{M} u^{\frac{2}{n}} w_{2}^{2} d V_{\theta} \tag{4-21}
\end{align*}
$$

and suppose that $\left(M \backslash w_{1}^{-1}(0)\right) \cap\left(M \backslash w_{2}^{-1}(0)\right)$ has measure zero. Then $u$ is a linear combination of $w_{1}$ and $w_{2}$, and we have equality in (4-20) and (4-21).

Proof. We let $\bar{u}=a w_{1}+b w_{2}$, where $a, b>0$ are chosen such that

$$
\begin{gather*}
\frac{b^{\frac{2}{n}} \int_{M} u^{\frac{2}{n}} w_{1}^{2} d V_{\theta}}{a^{\frac{2}{n}} \int_{M} u^{\frac{2}{n}} w_{2}^{2} d V_{\theta}}=\frac{\int_{M} w_{1}^{2+\frac{2}{n}} d V_{\theta}}{\int_{M} w_{2}^{2+\frac{2}{n}} d V_{\theta}}  \tag{4-22}\\
\int_{M} \bar{u}^{2+\frac{2}{n}} d V_{\theta}=a^{2+\frac{2}{n}} \int_{M} w_{1}^{2+\frac{2}{n}} d V_{\theta}+b^{2+\frac{2}{n}} \int_{M} w_{2}^{2+\frac{2}{n}} d V_{\theta}=1 \tag{4-23}
\end{gather*}
$$

Because of the variational characterization of $Y_{2}(M, \theta)$ in Proposition 3.1, we have

$$
\begin{equation*}
Y_{2}(M, \theta) \leq \sup _{(\lambda, \mu) \in \mathbb{R}^{2} \backslash\{(0,0)\}} F\left(\bar{u}, \lambda w_{1}+\mu w_{2}\right) \tag{4-24}
\end{equation*}
$$

By (4-20), (4-21), (4-23), and since $\left(M \backslash w_{1}^{-1}(0)\right) \cap\left(M \backslash w_{2}^{-1}(0)\right)$ has measure zero, we obtain
(4-25)

$$
\begin{aligned}
& F\left(\bar{u}, \lambda w_{1}+\mu w_{2}\right) \\
&=\frac{\int_{M}\left(2+\frac{2}{n}\right)\left|\nabla_{\theta}\left(\lambda w_{1}+\mu w_{2}\right)\right|_{\theta}^{2}+R_{\theta}\left(\lambda w_{1}+\mu w_{2}\right)^{2} d V_{\theta}}{\int_{M} \bar{u}^{\frac{2}{n}}\left(\lambda w_{1}+\mu w_{2}\right)^{2} d V_{\theta}} \\
&=\frac{\lambda^{2} \int_{M}\left(2+\frac{2}{n}\right)\left|\nabla_{\theta} w_{1}\right|_{\theta}^{2}+R_{\theta} w_{1}^{2} d V_{\theta}+\mu^{2} \int_{M}\left(2+\frac{2}{n}\right)\left|\nabla_{\theta} w_{2}\right|_{\theta}^{2}+R_{\theta} w_{2}^{2} d V_{\theta}}{\lambda^{2} \int_{M} \bar{u}^{\frac{2}{n}} w_{1}^{2} d V_{\theta}+\mu^{2} \int_{M} \bar{u}^{\frac{2}{n}} w_{2}^{2} d V_{\theta}} \\
& \leq Y_{2}(M, \theta) \frac{\lambda^{2} \int_{M} u^{\frac{2}{n}} w_{1}^{2} d V_{\theta}+\mu^{2} \int_{M} u^{\frac{2}{n}} w_{2}^{2} d V_{\theta}}{\lambda^{2} a^{\frac{2}{n}} \int_{M} w_{1}^{2+\frac{2}{n}} d V_{\theta}+\mu^{2} b^{\frac{2}{n}} \int_{M} w_{2}^{2+\frac{2}{n}} d V_{\theta}} .
\end{aligned}
$$

By (4-22), the right-hand side of (4-25) does not depend on $\lambda$ and $\mu$. Hence we can choose $\lambda=a$ and $\mu=b$ on the right-hand side of (4-25) to get

$$
\begin{align*}
\sup _{(\lambda, \mu) \in \mathbb{R}^{2} \backslash\{(0,0)\}} & F\left(\bar{u}, \lambda w_{1}+\mu w_{2}\right)  \tag{4-26}\\
\leq & Y_{2}(M, \theta) \frac{a^{2} \int_{M} u^{\frac{2}{n}} w_{1}^{2} d V_{\theta}+b^{2} \int_{M} u^{\frac{2}{n}} w_{2}^{2} d V_{\theta}}{a^{2+\frac{2}{n}} \int_{M} w_{1}^{2+\frac{2}{n}} d V_{\theta}+b^{2+\frac{2}{n}} \int_{M} w_{2}^{2+\frac{2}{n}} d V_{\theta}} \\
= & Y_{2}(M, \theta) \int_{M} u^{\frac{2}{n}}\left(a^{2} w_{1}^{2}+b^{2} w_{2}^{2}\right) d V_{\theta} \\
= & Y_{2}(M, \theta) \int_{M} u^{\frac{2}{n}} \bar{u}^{2} d V_{\theta} \\
\leq & Y_{2}(M, \theta)\left(\int_{M} u^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}}\left(\int_{M} \bar{u}^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{n}{n+1}} \\
= & Y_{2}(M, \theta)
\end{align*}
$$

where we have used (4-23) in the first equality, the assumption that $\left(M \backslash w_{1}^{-1}(0)\right) \cap$ ( $\left.M \backslash w_{2}^{-1}(0)\right)$ has measure zero in the second equality, Hölder's inequality in the second inequality, and the assumption $\int_{M} u^{2+\frac{2}{n}} d V_{\theta}=1$ and (4-23) in the last equality.

Combining (4-24) and (4-26), we have

$$
\sup _{(\lambda, \mu) \in \mathbb{R}^{2} \backslash\{(0,0)\}} F\left(\bar{u}, \lambda w_{1}+\mu w_{2}\right)=Y_{2}(M, \theta) .
$$

This implies the equality in Holder's inequality in (4-26), which implies that there exists a constant $c>0$ such that $u=c \bar{u}$ almost everywhere. Since $\int_{M} u^{2+\frac{2}{n}} d V_{\theta}=$ $\int_{M} \bar{u}^{2+\frac{2}{n}} d V_{\theta}=1$ by (4-23), we have $c=1$, i.e., $u=\bar{u}=a w_{1}+b w_{2}$. Also, equality in (4-25) implies equality in (4-20) and (4-21). This proves the assertion.

Theorem 4.4 (Euler-Lagrange equation). Assume $Y_{2}(M, \theta) \neq 0$ and that $Y_{2}(M, \theta)$ is attained by a generalized contact form $\tilde{\theta}=u^{\frac{2}{n}} \theta$ with $u \in L_{+}^{2+\frac{2}{n}}(M)$. Let $v$ and $w$ be as in Proposition 4.2. Then $u=|w|$. In particular,

$$
\begin{equation*}
L_{\theta} w=Y_{2}(M, \theta)|w|^{\frac{2}{n}} w \tag{4-27}
\end{equation*}
$$

Moreover, $w$ has alternating sign and $w \in C^{2, \alpha}(M)$ for all $\alpha \in\left[0, \frac{2}{n}\right]$.
Proof. Without loss of generality, we can assume that $\int_{M} u^{2+\frac{2}{n}} d V_{\theta}=1$. By assumption and by Proposition 3.1, we have $\lambda_{2}(\tilde{\theta})=Y_{2}(M, \theta)$. Let $v, w \in S_{1}^{2}(M)$ be the functions satisfying (4-12), (4-13), and (4-14).
Step 1. We have $\lambda_{1}(\tilde{\theta})<\lambda_{2}(\tilde{\theta})$.
We prove this by contradiction. Suppose that $\lambda_{1}(\tilde{\theta})=\lambda_{2}(\tilde{\theta})$. After possibly replacing $w$ by a linear combination of $v$ and $w$, we can assume that the function $u^{\frac{1}{n}} w$ changes sign. If we define $w_{1}=\sup (w, 0)$ and $w_{2}=\sup (-w, 0)$, then they satisfy the assumption of Lemma 4.3 since $w$ satisfies (4-13) and $\lambda_{2}(\tilde{\theta})=Y_{2}(M, \theta)$. Applying Lemma 4.3, we find $a, b>0$ such that $u=a w_{1}+b w_{2}$. Now, by Lemma 4.1, $w \in L^{2+\frac{2}{n}+\varepsilon}(M)$. By a standard bootstrap argument, (4-13) shows that $w \in C^{2, \alpha}(M)$ for all $\alpha \in(0,1)$. Since $u=a w_{1}+b w_{2}=a \sup (w, 0)+b \sup (-w, 0)$, we have $u \in C_{\tilde{\theta}}^{0, \alpha}(M)$ for all $\alpha \in(0,1)$.

Since $\lambda_{1}(\tilde{\theta})=\lambda_{2}(\tilde{\theta})$ and by the definition of $\lambda_{1}(\tilde{\theta}), w$ is a minimizer of the functional $\bar{w} \mapsto F(u, \bar{w})$ among the functions in $S_{1}^{2}(M)$ with $u^{\frac{1}{n}} \bar{w} \not \equiv 0$ by Proposition 3.1. Since $F(u, w)=F(u,|w|)$, we have that $|w|$ is a minimizer for the functional associated to $\lambda_{1}(\tilde{\theta})$, and $|w|$ satisfies same equation as $w$. As a consequence, $|w|$ is $C_{1}^{2}$. By the maximum principle, we have $|w|>0$ everywhere, which is false since $u^{\frac{1}{n}} w$ changes sign.

Step 2. The function $w$ changes sign.
Assume $w$ does not change sign. Then after possibly replacing $w$ by $-w$, we can assume that $w \geq 0$. Setting $w_{1}=v$ and $w_{2}=w$, we have (4-20) and (4-21). Using (4-14), we can conclude that $\left(M \backslash w_{1}^{-1}(0)\right) \cap\left(M \backslash w_{2}^{-1}(0)\right)$ has measure zero. Applying Lemma 4.3, we have equality in (4-20). On the other hand, Step 1 implies that inequality (4-20) is strict since $\lambda_{1}(\tilde{\theta})<\lambda_{2}(\tilde{\theta})=Y_{2}(M, \theta)$. This contradiction shows that $w$ changes sign.
Step 3. There exist $a, b>0$ such that $u=a \sup (w, 0)+b \sup (-w, 0)$. Moreover, $w \in C^{2, \alpha}(M)$ and $u \in C^{0, \alpha}(M)$ for all $\alpha \in(0,1)$.

As in the proof of Step 1, we apply Lemma 4.3 with $w_{1}=\sup (w, 0)$ and $w_{2}=\sup (-w, 0)$. We get $a, b>0$ such that $u=a w_{1}+b w_{2}$. As in Step 1, we get $w \in C^{2, \alpha}(M)$ and $u \in C^{0, \alpha}(M)$ for all $\alpha \in(0,1)$.
Step 4. Conclusion.
Let $h \in C^{\infty}(M)$ such that $\operatorname{supp}(h) \subseteq M \backslash u^{-1}(0)$. For $t$ close to 0 , set $u_{t}=$ $|u+t h|$. Since $u>0$ on the support of $h$, and since $u$ is continuous, we have for $t$ close to $0, u_{t}=u+t h$. As $\operatorname{span}(v, w) \in \operatorname{Gr}_{2}^{u}\left(S_{1}^{2}(M)\right)$, by Proposition 3.1 we have

$$
Y_{2}(M, \theta) \leq \sup _{(\lambda, \mu) \in \mathbb{R}^{2} \backslash\{(0,0)\}} F\left(u_{t}, \lambda v+\mu w\right)
$$

Note that
(4-28)

$$
\begin{aligned}
F\left(u_{t}\right. & , \lambda v+\mu w) \\
& =\frac{\int_{M}\left(2+\frac{2}{n}\right)\left|\nabla_{\theta}(\lambda v+\mu w)\right|_{\theta}^{2}+R_{\theta}(\lambda v+\mu w)^{2} d V_{\theta}}{\int_{M} u_{t}^{\frac{2}{n}}(\lambda v+\mu w)^{2} d V_{\theta}}\left(\int_{M} u_{t}^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}} \\
& =\frac{\lambda^{2} \lambda_{1}(\tilde{\theta}) \int_{M} u^{\frac{2}{n}} v^{2} d V_{\theta}+\mu^{2} \lambda_{2}(\tilde{\theta}) \int_{M} u^{\frac{2}{n}} w^{2} d V_{\theta}}{\lambda^{2} a_{t}+\lambda \mu b_{t}+\mu^{2} c_{t}}\left(\int_{M} u_{t}^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}} \\
& =\frac{\lambda^{2} \lambda_{1}(\tilde{\theta})+\mu^{2} \lambda_{2}(\tilde{\theta})}{\lambda^{2} a_{t}+\lambda \mu b_{t}+\mu^{2} c_{t}}\left(\int_{M} u_{t}^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}},
\end{aligned}
$$

where we have used (4-12), (4-13), and (4-14). Here

$$
a_{t}=\int_{M} u_{t}^{\frac{2}{n}} v^{2} d V_{\theta}, \quad b_{t}=2 \int_{M} u_{t}^{\frac{2}{n}} v w d V_{\theta} \quad \text { and } \quad c_{t}=\int_{M} u_{t}^{\frac{2}{n}} w^{2} d V_{\theta}
$$

Note also that the functions $a_{t}, b_{t}$, and $c_{t}$ are smooth for $t$ close to 0 . Furthermore, $a_{0}=c_{0}=1$ and $b_{0}=0$ by (4-14). Define $f(t, \alpha)=F\left(u_{t}, \sin (\alpha) v+\cos (\alpha) w\right)$, which is smooth for small $t$. By (4-28), we have

$$
\begin{align*}
f(t, \alpha) & =F\left(u_{t}, \sin (\alpha) v+\cos (\alpha) w\right)  \tag{4-29}\\
& =\frac{\sin ^{2}(\alpha) \lambda_{1}(\tilde{\theta})+\cos ^{2}(\alpha) \lambda_{2}(\tilde{\theta})}{\sin ^{2}(\alpha) a_{t}+\sin (\alpha) \cos (\alpha) b_{t}+\cos ^{2}(\alpha) c_{t}}\left(\int_{M} u_{t}^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}}
\end{align*}
$$

Hence, using $\lambda_{1}(\tilde{\theta})<\lambda_{2}(\tilde{\theta})$, we can see that $f\left(0,\left(n+\frac{1}{2}\right) \pi\right)$ is minimum and $f(0, n \pi)$ is maximum for any integer $n$. This implies that

$$
\begin{gathered}
\frac{\partial}{\partial \alpha} f(0, \alpha)=0 \text { if and only if } \alpha \in \frac{\pi}{2} \mathbb{Z} \\
\frac{\partial^{2}}{\partial \alpha^{2}} f(0, \alpha)<0 \text { if } \alpha \in \pi \mathbb{Z} \quad \text { and } \quad \frac{\partial^{2}}{\partial \alpha^{2}} f(0, \alpha)>0 \text { if } \alpha \in \pi \mathbb{Z}+\frac{\pi}{2}
\end{gathered}
$$

Applying the implicit function theorem to $\partial f / \partial \alpha$ at the point $(0,0)$, we see that there exists a smooth function $t \mapsto \alpha(t)$, defined on a neighborhood of 0 with
$\alpha(0)=0$ such that

$$
f(t, \alpha(t))=\sup _{\alpha \in \mathbb{R}} f(t, \alpha)=\sup _{(\lambda, \mu) \in \mathbb{R}^{2} \backslash\{(0,0)\}} F\left(u_{t}, \lambda v+\mu w\right),
$$

where the last equality follows from the fact that

$$
F\left(u_{t}, c \lambda v+c \mu w\right)=F\left(u_{t}, \lambda v+\mu w\right)
$$

for any nonzero constant $c$ by (4-28). Since $\alpha(0)=0$, we have

$$
\begin{aligned}
\left.\frac{d}{d t} \sin ^{2} \alpha(t)\right|_{t=0} & =\left.\frac{d}{d t} \cos ^{2} \alpha(t)\right|_{t=0}=\left.\frac{d}{d t}\left(a_{t} \sin ^{2} \alpha(t)\right)\right|_{t=0} \\
& =\left.\frac{d}{d t}\left(b_{t} \sin \alpha(t) \cos \alpha(t)\right)\right|_{t=0}=0
\end{aligned}
$$

Hence, by (4-29), we have
(4-30)

$$
\begin{aligned}
& \begin{array}{l}
\left.\frac{d}{d t} f(t, \alpha(t))\right|_{t=0} \\
=\frac{d}{d t}\left(\frac{\sin ^{2}(\alpha(t)) \lambda_{1}(\tilde{\theta})+\cos ^{2}(\alpha(t)) \lambda_{2}(\tilde{\theta})}{\sin ^{2}(\alpha(t)) a_{t}+\sin (\alpha(t)) \cos (\alpha(t)) b_{t}+\cos ^{2}(\alpha(t)) c_{t}}\right. \\
\left.\quad \times\left(\int_{M} u_{t}^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}}\right)\left.\right|_{t=0} \\
=\lambda_{2}(\tilde{\theta})\left(\left(-\left.\frac{d}{d t} c_{t}\right|_{t=0}\right)\left(\int_{M} u^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}}+\left.\frac{d}{d t}\left(\int_{M} u_{t}^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}}\right|_{t=0}\right) \\
=\lambda_{2}(\tilde{\theta}) \frac{2}{n}\left(-\int_{M} u^{-1+\frac{2}{n}} h w^{2} d V_{\theta}+\int_{M} u^{1+\frac{2}{n}} h d V_{\theta}\right) .
\end{array} .
\end{aligned}
$$

By the definition of $Y_{2}(M, \theta)$ and $\lambda_{2}(\tilde{\theta})=Y_{2}(M, \theta), f$ admits a minimum at $t=0$ because

$$
f(0, \alpha(0))=f(0,0)=F(u, w)
$$

and $w$ satisfies (4-13). Since $\lambda_{2}(\tilde{\theta})=Y_{2}(M, \theta) \neq 0$, it follows from (4-30) that

$$
\int_{M} u^{-1+\frac{2}{n}} h w^{2} d V_{\theta}=\int_{M} u^{1+\frac{2}{n}} h d V_{\theta}
$$

Since $h$ is arbitrary (we just have to ensure that its support is contained in $M \backslash u^{-1}(0)$ ), we get

$$
u^{-1+\frac{2}{n}} w^{2}=u^{1+\frac{2}{n}}
$$

and hence $u=|w|$ on $M \backslash u^{-1}(0)$. Together with Step 3, we have $u=|w|$ everywhere.

## 5. Lower bound for $\boldsymbol{Y}_{\mathbf{2}}(\boldsymbol{M}, \boldsymbol{\theta})$

For any compact CR manifold $(M, \theta)$ of the real dimension $2 n+1$, by the definition of the CR Yamabe invariant $Y_{1}(M, \theta)$, we have

$$
\begin{equation*}
Y_{1}(M, \theta)=\inf _{u \in S_{1}^{2}(M) \backslash\{0\}} \frac{\int_{M}\left(2+\frac{2}{n}\right)\left|\nabla_{\theta} u\right|_{\theta}^{2}+R_{\theta} u^{2} d V_{\theta}}{\left(\int_{M}|u|^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{n}{n+1}}} \tag{5-1}
\end{equation*}
$$

Theorem 5.1. We have

$$
\begin{equation*}
Y_{2}(M, \theta) \geq 2^{\frac{1}{n+1}} Y_{1}(M, \theta) \tag{5-2}
\end{equation*}
$$

Moreover, if $M$ is connected and if $Y_{2}(M, \theta)$ is attained by a generalized contact form, then this inequality is strict.

Proof. The functional

$$
F(u, v)=\frac{\int_{M}\left(2+\frac{2}{n}\right)\left|\nabla_{\theta} v\right|_{\theta}^{2}+R_{\theta} v^{2} d V_{\theta}}{\int_{M} u^{\frac{2}{n}} v^{2} d V_{\theta}}\left(\int_{M} u^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}}
$$

is continuous on $L_{+}^{2+\frac{2}{n}}(M) \times\left(S_{1}^{2}(M) \backslash\{0\}\right)$. As a consequence, $I(u, V):=$ $\sup _{v \in V \backslash\{0\}} F(u, v)$ depends continuously on $u \in L_{+}^{2+\frac{2}{n}}(M)$ and $V \in \operatorname{Gr}_{2}^{u}\left(S_{1}^{2}(M)\right)$. To prove Theorem 5.1, it suffices to show that $I(u, V) \geq 2^{\frac{1}{n+1}} Y_{1}(M, \theta)$ for all smooth $u>0$ and $V \in \operatorname{Gr}_{2}^{u}\left(S_{1}^{2}(M)\right)$ thanks to Proposition 3.1. Without loss of generality, we can assume that

$$
\begin{equation*}
\int_{M} u^{2+\frac{2}{n}} d V_{\theta}=1 \tag{5-3}
\end{equation*}
$$

The operator

$$
v \mapsto P(v):=-\left(2+\frac{2}{n}\right) u^{-\frac{1}{n}} \Delta_{\theta}\left(u^{-\frac{1}{n}} v\right)+R_{\theta} u^{-\frac{2}{n}} v
$$

is self-adjoint with respect to the $L^{2}$-scalar product and elliptic. Hence, $P$ has discrete spectrum $\lambda_{1} \leq \lambda_{2} \leq \cdots$ and the corresponding eigenfunctions $\varphi_{1}, \varphi_{2}, \ldots$ are smooth. Setting $v_{i}=u^{-\frac{1}{n}} \varphi_{i}$, we obtain

$$
\begin{align*}
\left(-\left(2+\frac{2}{n}\right) \Delta_{\theta}+R_{\theta}\right)\left(v_{i}\right) & =-\left(2+\frac{2}{n}\right) \Delta_{\theta}\left(u^{-\frac{1}{n}} \varphi_{i}\right)+R_{\theta} u^{-\frac{1}{n}} \varphi_{i}  \tag{5-4}\\
& =u^{\frac{1}{n}} P\left(\varphi_{i}\right)=\lambda_{i} u^{\frac{1}{n}} \varphi_{i}=\lambda_{i} u^{\frac{2}{n}} v_{i}
\end{align*}
$$

and

$$
\int_{M} u^{\frac{2}{n}} v_{i} v_{j} d V_{\theta}=\int_{M} \varphi_{i} \varphi_{j} d V_{\theta}=0 \text { if } i \neq j
$$

The maximum principle implies that an eigenfunction to the smallest eigenvalue $\lambda_{1}$ has no zeros. Hence, $\lambda_{1}<\lambda_{2}$ and we can assume that $v_{1}>0$.

We define $w_{+}=a_{+} \sup \left(v_{2}, 0\right)$ and $w_{-}=a_{-} \sup \left(-v_{2}, 0\right)$, where $a_{+}, a_{-}>0$ are chosen such that

$$
\begin{equation*}
\int_{M} u^{\frac{2}{n}} w_{+}^{2} d V_{\theta}=\int_{M} u^{\frac{2}{n}} w_{-}^{2} d V_{\theta}=1 \tag{5-5}
\end{equation*}
$$

We let $\Omega_{-}=\left\{v_{2}<0\right\}$ and $\Omega_{+}=\left\{v_{2} \geq 0\right\}$. By Hölder's inequality, we have

$$
\begin{align*}
2= & \int_{M} u^{\frac{2}{n}} w_{+}^{2} d V_{\theta}+\int_{M} u^{\frac{2}{n}} w_{-}^{2} d V_{\theta}  \tag{5-6}\\
\leq\left(\int_{\Omega_{+}} u^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}} & \left(\int_{M} w_{+}^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{n}{n+1}} \\
& +\left(\int_{\Omega_{-}} u^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}}\left(\int_{M} w_{-}^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{n}{n+1}}
\end{align*}
$$

Using the inequality (5-1), we get

$$
\int_{M} u^{\frac{1}{n}} w_{+} P\left(u^{\frac{1}{n}} w_{+}\right) d V_{\theta} \geq Y_{1}(M, \theta)\left(\int_{M} w_{+}^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{n}{n+1}}
$$

which implies that

$$
\begin{gather*}
\left(\int_{\Omega_{+}} u^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}}\left(\int_{M} u^{\frac{1}{n}} w_{+} P\left(u^{\frac{1}{n}} w_{+}\right) d V_{\theta}\right)  \tag{5-7}\\
\geq Y_{1}(M, \theta)\left(\int_{M} w_{+}^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{n}{n+1}}\left(\int_{\Omega_{+}} u^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}} \\
\geq Y_{1}(M, \theta) \int_{M} u^{\frac{2}{n}} w_{+}^{2} d V_{\theta}=Y_{1}(M, \theta)
\end{gather*}
$$

where we have used Hölder's inequality in the last inequality, and (5-5) in the last equality. Similarly, we have

$$
\begin{equation*}
\left(\int_{\Omega_{-}} u^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}}\left(\int_{M} u^{\frac{1}{n}} w_{-} P\left(u^{\frac{1}{n}} w_{-}\right) d V_{\theta}\right) \geq Y_{1}(M, \theta) \tag{5-8}
\end{equation*}
$$

Adding (5-7) and (5-8) together, we obtain

$$
\begin{align*}
2 Y_{1}(M, \theta) \leq & \left(\int_{\Omega_{+}} u^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}}\left(\int_{M} u^{\frac{1}{n}} w_{+} P\left(u^{\frac{1}{n}} w_{+}\right) d V_{\theta}\right)  \tag{5-9}\\
& +\left(\int_{\Omega_{-}} u^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}}\left(\int_{M} u^{\frac{1}{n}} w_{-} P\left(u^{\frac{1}{n}} w_{-}\right) d V_{\theta}\right)
\end{align*}
$$

Since $w_{-}$, respectively $w_{+}$, are multiples of $v_{2}$ on $\Omega_{-}$, respectively $\Omega_{+}$, they satisfy the same equation as $v_{2}$. Hence, we obtain from (5-4) and (5-9) that

$$
\begin{align*}
2 Y_{1}(M, \theta) \leq & \left(\int_{\Omega_{+}} u^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}}\left(\int_{M} \lambda_{2} u^{\frac{2}{n}} w_{+}^{2} d V_{\theta}\right)  \tag{5-10}\\
& +\left(\int_{\Omega_{-}} u^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}}\left(\int_{M} \lambda_{2} u^{\frac{2}{n}} w_{-}^{2} d V_{\theta}\right) \\
= & \lambda_{2}\left(\left(\int_{\Omega_{+}} u^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}}+\left(\int_{\Omega_{-}} u^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}}\right)
\end{align*}
$$

where the last equality follows from (5-5). Now, for any nonnegative numbers $a, b \geq 0$, Hölder's inequality yields

$$
a+b \leq 2^{\frac{n}{n+1}}\left(a^{n+1}+b^{n+1}\right)^{\frac{1}{n+1}}
$$

Applying this inequality with

$$
a=\left(\int_{\Omega_{+}} u^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}} \text { and } b=\left(\int_{\Omega_{-}} u^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}}
$$

we derive from (5-10) that

$$
\begin{aligned}
2 Y_{1}(M, \theta) & \leq \lambda_{2} 2^{\frac{n}{n+1}}\left(\left(\int_{\Omega_{+}} u^{2+\frac{2}{n}} d V_{\theta}\right)+\left(\int_{\Omega_{-}} u^{2+\frac{2}{n}} d V_{\theta}\right)\right)^{\frac{1}{n+1}} \\
& =\lambda_{2} 2^{\frac{n}{n+1}}\left(\int_{M} u^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}}=\lambda_{2} 2^{\frac{n}{n+1}}
\end{aligned}
$$

where the last equality follows from (5-3). This implies that $\lambda_{2} \geq 2^{\frac{1}{n+1}} Y_{1}(M, \theta)$. Since $\lambda_{2}=I\left(u, \operatorname{span}\left(v_{1}, v_{2}\right)\right)$, this finishes the proof of the first part of Theorem 5.1.

Moreover, if $M$ were connected and if $Y_{2}(M, \theta)$ were attained by a generalized contact form, then inequality (5-9) would be an equality and we would have that $w_{+}$or $w_{-}$is a function for which equality in (5-1) is attained. By the maximum principle, we would get that $w_{+}$or $w_{-}$is positive on $M$, which is impossible.

## 6. Upper bound for $\boldsymbol{Y}_{\mathbf{2}}(\boldsymbol{M}, \boldsymbol{\theta})$

Hereafter, we denote $Y_{k}\left(\mathbb{S}^{2 n+1}\right)$ the $k$-th Yamabe invariant of $\left(\mathbb{S}^{2 n+1}, \theta_{\mathbb{S}^{2 n+1}}\right)$, where $\theta_{\mathbb{S}^{2 n+1}}$ is the standard contact form on $\mathbb{S}^{2 n+1}$ given by

$$
\theta_{\mathbb{S}^{2 n+1}}=\sqrt{-1} \sum_{j=1}^{n+1}\left(z_{j} d \bar{z}_{j}-\bar{z}_{j} d z_{j}\right)
$$

where $\left(z_{1}, \ldots, z_{n+1}\right) \in \mathbb{S}^{2 n+1} \subset \mathbb{C}^{n+1}$.

Theorem 6.1. Suppose $(M, \theta)$ is a compact CR manifold of real dimension $2 n+1$ with $Y_{1}(M, \theta) \geq 0$. Then

$$
\begin{equation*}
Y_{2}(M, \theta) \leq\left(Y_{1}(M, \theta)^{n+1}+Y_{1}\left(\mathbb{S}^{2 n+1}\right)^{n+1}\right)^{\frac{1}{n+1}} \tag{6-1}
\end{equation*}
$$

when $Y_{1}(M, \theta)>0$ and $n \geq 3$, or $Y_{1}(M, \theta)=0$ and $n \geq 4$. On the other hand, the inequality in (6-1) is strict when
(i) $Y_{1}(M, \theta)>0, n \geq 7$ and $M$ is not locally $C R$ equivalent to $\mathbb{S}^{2 n+1}$, or
(ii) $Y_{1}(M, \theta)=0, n \geq 4$ and $M$ is not locally $C R$ equivalent to $\mathbb{S}^{2 n+1}$.

To prove Theorem 5.4, we have the following:
Lemma 6.2. For any $\alpha>2$, there exists a constant $C>0$ such that

$$
|a+b|^{\alpha} \leq a^{\alpha}+b^{\alpha}+C\left(a^{\alpha-1} b+a b^{\alpha-1}\right)
$$

for all $a, b>0$.
Proof. Dividing both sides by $a$, without loss of generality, we can assume that $a=1$. Then we set for $x>0$,

$$
f(x)=\frac{|1+x|^{\alpha}-\left(1+x^{\alpha}\right)}{x^{\alpha-1}+x}
$$

By L'Hôpital's rule, we have

$$
\begin{aligned}
& \lim _{x \rightarrow 0^{+}} f(x)=\lim _{x \rightarrow 0^{+}} \frac{\alpha(1+x)^{\alpha-1}-\alpha x^{\alpha-1}}{(\alpha-1) x^{\alpha-2}+1}=\alpha \\
& \lim _{x \rightarrow \infty} f(x)=\lim _{x \rightarrow \infty} \frac{\alpha(1+x)^{\alpha-1}-\alpha x^{\alpha-1}}{(\alpha-1) x^{\alpha-2}+1}=\alpha
\end{aligned}
$$

Since $f$ is continuous, $f$ is bounded by a constant $C$ on $(0, \infty)$. Clearly, this constant is the desired $C$ is the inequality of Lemma 6.2.

Proof of Theorem 6.1. For $u \in S_{1}^{2}(M) \backslash\{0\}$, let

$$
E(u)=\frac{\int_{M}\left(2+\frac{2}{n}\right)\left|\nabla_{\theta} u\right|_{\theta}^{2}+R_{\theta} u^{2} d V_{\theta}}{\left(\int_{M}|u|^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{n}{n+1}}} .
$$

The solution of the CR Yamabe problem provides the existence of a smooth positive minimizer $v$ of $E$, and we can assume

$$
\begin{equation*}
\int_{M} v^{2+\frac{2}{n}} d V_{\theta}=1 \tag{6-2}
\end{equation*}
$$

Then $v$ satisfies the CR Yamabe equation

$$
\begin{equation*}
L_{\theta}(v)=Y_{1}(M, \theta) v^{1+\frac{2}{n}} \tag{6-3}
\end{equation*}
$$

Let $x_{0} \in M$ be fixed and choose pseudohermitian normal coordinates $(z, t)$ near $x_{0}$. Let $\delta>0$ be a fixed number. If $\theta$ is well chosen in the conformal class and if $x_{0}$ is well chosen in $M$, it was proved by Jerison and Lee [1989, Theorem 4.1] that when $n \geq 3$, there exists a function $v_{\varepsilon} \geq 0$ with $\operatorname{supp}\left(v_{\varepsilon}\right) \subseteq B\left(x_{0}, 2 \delta\right)$ such that

$$
\begin{equation*}
E\left(v_{\varepsilon}\right)=Y_{1}\left(\mathbb{S}^{2 n+1}\right)-c(M) \varepsilon^{4}+O\left(\varepsilon^{5}\right) \tag{6-4}
\end{equation*}
$$

where $c(M) \geq 0$ is a positive constant. In fact, $c(M)$ is the square of the norm of the Chern tensor at $x_{0}$ up to a dimensional constant. Therefore, we can assume that the constant $c(M)$ in (6-4) satisfies

$$
\begin{equation*}
c(M)>0 \tag{6-5}
\end{equation*}
$$

if $(M, \theta)$ is not locally CR equivalent to $\mathbb{S}^{2 n+1}$. It follows from (6-4) that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} E\left(v_{\varepsilon}\right)=Y_{1}\left(\mathbb{S}^{2 n+1}\right) \tag{6-6}
\end{equation*}
$$

More precisely, $v_{\varepsilon}$ is given by (see [Jerison and Lee 1989, p. 326])

$$
v_{\varepsilon}=C_{\varepsilon} \eta\left(\frac{\varepsilon^{2}}{t^{2}+\left(|z|^{2}+\varepsilon^{2}\right)^{2}}\right)^{\frac{n}{2}}
$$

where $\eta$ is a smooth cut-off function such that

$$
0 \leq \eta \leq 1, \quad \eta(x)= \begin{cases}1 & \text { if } x \in B\left(x_{0}, \delta\right) \\ 0 & \text { if } x \notin B\left(x_{0}, 2 \delta\right)\end{cases}
$$

and $C_{\varepsilon}>0$ is a constant chosen such that

$$
\begin{equation*}
\int_{M} v_{\varepsilon}^{2+\frac{2}{n}} d V_{\theta}=1 \tag{6-7}
\end{equation*}
$$

It follows from [Jerison and Lee 1989, Proposition 4.2] that

$$
\begin{equation*}
C_{\varepsilon}=c(n)+O\left(\varepsilon^{4}\right) \tag{6-8}
\end{equation*}
$$

for some positive constant $c(n)$ depending only on $n$. In the following, $C$ will denote a positive constant depending possibly on $\delta, n$, but not on $\varepsilon$. Let

$$
\delta_{\varepsilon}(z, t)=\left(\varepsilon z, \varepsilon^{2} t\right)
$$

Note that

$$
\delta_{\varepsilon}^{*}\left(\frac{1}{t^{2}+\left(\varepsilon^{2}+|z|^{2}\right)^{2}}\right)=\varepsilon^{-4}\left(\frac{1}{t^{2}+\left(1+|z|^{2}\right)^{2}}\right)
$$

and $\delta_{\varepsilon}^{*} d z d t=\varepsilon^{2 n+2} d z d t$. Hence,

$$
\begin{align*}
\int_{M}\left|v_{\varepsilon}\right|^{p} d V_{\theta} & \leq C_{\varepsilon}^{p} \int_{\left\{\sqrt[4]{t^{2}+|z|^{4}} \leq 2 \delta\right\}} \frac{\varepsilon^{n p} d z d t}{\left(t^{2}+\left(\varepsilon^{2}+|z|^{2}\right)^{2}\right)^{\frac{n p}{2}}}  \tag{6-9}\\
& =C_{\varepsilon}^{p} \int_{\left\{\sqrt[4]{t^{2}+|z|^{4}} \leq 2 \delta / \varepsilon\right\}} \frac{\varepsilon^{2 n+2-n p} d z d t}{\left(t^{2}+\left(1+|z|^{2}\right)^{2}\right)^{\frac{n p}{2}}} \\
& \leq C_{\varepsilon}^{p} \varepsilon^{2 n+2-n p} \int_{\{|z| \leq 2 \delta / \varepsilon\}}\left(\int_{-\infty}^{\infty} \frac{d t}{1+t^{2}}\right) \frac{d z}{\left(1+|z|^{2}\right)^{n p-2}} \\
& =C_{\varepsilon}^{p} \pi \varepsilon^{2 n+2-n p} \int_{\{|z| \leq 2 \delta / \varepsilon\}} \frac{d z}{\left(1+|z|^{2}\right)^{n p-2}} \\
& =C \varepsilon^{2 n+2-n p} \int_{0}^{2 \delta / \varepsilon} \frac{r^{2 n-1} d r}{\left(1+r^{2}\right)^{n p-2}},
\end{align*}
$$

where we have used (6-8). Note that for $\varepsilon \ll 1$,

$$
\int_{0}^{2 \delta / \varepsilon} \frac{r^{2 n-1} d r}{\left(1+r^{2}\right)^{n p-2}} \leq \int_{0}^{2 \delta / \varepsilon} r^{2 n+3-2 n p} d r \leq \frac{C}{\varepsilon^{2 n+4-2 n p}}
$$

if $p \leq 1+\frac{3}{2 n}$, and

$$
\begin{aligned}
\int_{0}^{2 \delta / \varepsilon} \frac{r^{2 n-1} d r}{\left(1+r^{2}\right)^{n p-2}} & \leq \int_{0}^{1} r^{2 n-1} d r+\int_{1}^{2 \delta / \varepsilon} \frac{d r}{r^{2 n p-2 n-3}} \\
& =\int_{0}^{1} r^{2 n-1} d r+\int_{1}^{2 \delta / \varepsilon} \frac{d r}{r}=\frac{1}{2 n}+\log \varepsilon
\end{aligned}
$$

if $p=1+\frac{2}{n}$. Combining these with (6-9), we obtain

$$
\int_{M}\left|v_{\varepsilon}\right|^{p} d V_{\theta} \leq \begin{cases}C \varepsilon^{n p-2} & \text { if } p \leq 1+\frac{3}{2 n}  \tag{6-10}\\ C \varepsilon^{n} \log \varepsilon & \text { if } p=1+\frac{2}{n}\end{cases}
$$

Similarly, for $\varepsilon \ll 1$, we have

$$
\begin{align*}
\int_{M}\left|v_{\varepsilon}\right|^{p} d V_{\theta} & \geq C_{\varepsilon}^{p} \int_{\left\{\sqrt[4]{t^{2}+|z|^{4}} \leq \delta\right\}} \frac{\varepsilon^{n p} d z d t}{\left(t^{2}+\left(\varepsilon^{2}+|z|^{2}\right)^{2}\right)^{\frac{n p}{2}}}  \tag{6-11}\\
& =C_{\varepsilon}^{p} \int_{\left\{\sqrt[4]{t^{2}+|z|^{4}} \leq \delta / \varepsilon\right\}} \frac{\varepsilon^{2 n+2-n p} d z d t}{\left(t^{2}+\left(1+|z|^{2}\right)^{2}\right)^{\frac{n p}{2}}} \\
& \geq C_{\varepsilon}^{p} \varepsilon^{2 n+2-n p} \int_{\{|z| \leq \delta / 2 \varepsilon\}}\left(\int_{-\delta / 2 \varepsilon}^{\delta / 2 \varepsilon} \frac{d t}{1+t^{2}}\right) \frac{d z}{\left(1+|z|^{2}\right)^{n p}} \\
& \geq 2 C_{\varepsilon}^{p} \tan ^{-1}(\delta / 2) \varepsilon^{2 n+2-n p} \int_{\{|z| \leq \delta / 2 \varepsilon\}} \frac{d z}{\left(1+|z|^{2}\right)^{n p}} \\
& =C \varepsilon^{2 n+2-n p} \int_{0}^{\delta / 2 \varepsilon} \frac{r^{2 n-1} d r}{\left(1+r^{2}\right)^{n p}}
\end{align*}
$$

where we have used

$$
t^{2}+\left(1+|z|^{2}\right)^{2} \leq\left(1+t^{2}\right)\left(1+|z|^{2}\right)^{2}
$$

and

$$
\{|z| \leq \delta / 2 \varepsilon\} \cap\{|t| \leq \delta / 2 \varepsilon\} \subset\left\{\sqrt[4]{t^{2}+|z|^{4}} \leq \delta / \varepsilon\right\}
$$

in the second inequality, and (6-8) in the last equality. Note that for $\varepsilon \ll 1$,

$$
\int_{0}^{\delta / 2 \varepsilon} \frac{r^{2 n-1} d r}{\left(1+r^{2}\right)^{n p}} \geq \int_{0}^{1} \frac{r^{2 n-1} d r}{2^{n p}}+\int_{1}^{\delta / 2 \varepsilon} \frac{r^{2 n-1} d r}{\left(2 r^{2}\right)^{n p}}=C+\frac{C}{\varepsilon^{2 n-2 n p}}
$$

if $\leq 1-\frac{1}{2 n}$, and

$$
\begin{aligned}
\int_{0}^{\delta / 2 \varepsilon} \frac{r^{2 n-1} d r}{\left(1+r^{2}\right)^{n p}} & \geq \int_{0}^{1} \frac{r^{2 n-1} d r}{2^{n p}}+\int_{1}^{\delta / 2 \varepsilon} \frac{r^{2 n-1} d r}{\left(2 r^{2}\right)^{n p}} \\
& \geq \frac{1}{2^{n p}}\left(\int_{0}^{1} r^{2 n-1} d r+\int_{1}^{\delta / 2 \varepsilon} \frac{d r}{r^{2 n p-2 n+1}}\right)=C+C \varepsilon^{2 n p-2 n}
\end{aligned}
$$

if $p>1$. Combining these with (6-11), we obtain

$$
\int_{M}\left|v_{\varepsilon}\right|^{p} d V_{\theta} \geq \begin{cases}C \varepsilon^{n p+2} & \text { if } p \leq 1-\frac{1}{2 n}  \tag{6-12}\\ C \varepsilon^{2 n+2-n p} & \text { if } p>1\end{cases}
$$

First we assume that $Y_{1}(M, \theta)>0$. We set

$$
u_{\varepsilon}=E\left(v_{\varepsilon}\right)^{\frac{n}{2}} v_{\varepsilon}+Y_{1}(M, \theta)^{\frac{n}{2}} v
$$

Let us find estimates for $F\left(u_{\varepsilon}, \lambda v_{\varepsilon}+\mu v\right)$. Let $(\lambda, \mu) \in \mathbb{R}^{2} \backslash\{(0,0)\}$. Then (6-13)

$$
\begin{aligned}
F\left(u_{\varepsilon},\right. & \left.\lambda v_{\varepsilon}+\mu v\right) \\
& =\frac{\lambda^{2} \int_{M} v_{\varepsilon} L_{\theta} v_{\varepsilon} d V_{\theta}+\mu^{2} \int_{M} v L_{\theta} v d V_{\theta}+2 \lambda \mu \int_{M} v_{\varepsilon} L_{\theta} v d V_{\theta}}{\int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}}\left(\lambda v_{\varepsilon}+\mu v\right)^{2} d V_{\theta}} \cdot U \\
& =\frac{\lambda^{2} E\left(v_{\varepsilon}\right)+\mu^{2} Y_{1}(M, \theta)+2 \lambda \mu Y_{1}(M, \theta) \int_{M} v^{1+\frac{2}{n}} v_{\varepsilon} d V_{\theta}}{\lambda^{2} \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v_{\varepsilon}^{2} d V_{\theta}+\mu^{2} \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v^{2} d V_{\theta}+2 \lambda \mu \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v_{\varepsilon} v d V_{\theta}} \cdot U
\end{aligned}
$$

where $U=\left(\int_{M} u_{\varepsilon}^{2+2 / n} d V_{\theta}\right)^{1 /(n+1)}$ and where we have used (6-2), (6-3) and (6-7). Using the definition of $u_{\varepsilon}$, we have

$$
\begin{equation*}
u_{\varepsilon} \geq E\left(v_{\varepsilon}\right)^{\frac{n}{2}} v_{\varepsilon} \quad \text { and } \quad u_{\varepsilon} \geq Y_{1}(M, \theta)^{\frac{n}{2}} v \tag{6-14}
\end{equation*}
$$

which implies that

$$
\begin{array}{rl}
\lambda^{2} \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v_{\varepsilon}^{2} & d V_{\theta}+\mu^{2} \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v^{2} d V_{\theta}+2 \lambda \mu \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v_{\varepsilon} v d V_{\theta}  \tag{6-15}\\
\geq & \lambda^{2} E\left(v_{\varepsilon}\right) \int_{M} v_{\varepsilon}^{2+\frac{2}{n}} d V_{\theta}+\mu^{2} Y_{1}(M, \theta) \int_{M} v^{2+\frac{2}{n}} d V_{\theta} \\
& +2 \lambda \mu \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v_{\varepsilon} v d V_{\theta} \\
= & \lambda^{2} E\left(v_{\varepsilon}\right)+\mu^{2} Y_{1}(M, \theta)+2 \lambda \mu \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v_{\varepsilon} v d V_{\theta}
\end{array}
$$

where the last equality follows from (6-2) and (6-7).
If $\lambda \mu \geq 0$, then we have

$$
\begin{equation*}
2 \lambda \mu \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v_{\varepsilon} v d V_{\theta} \geq 2 \lambda \mu Y_{1}(M, \theta) \int_{M} v^{1+\frac{2}{n}} v_{\varepsilon} d V_{\theta} \tag{6-16}
\end{equation*}
$$

by (6-14). Therefore, (6-15) and (6-16) imply that

$$
\frac{\lambda^{2} E\left(v_{\varepsilon}\right)+\mu^{2} Y_{1}(M, \theta)+2 \lambda \mu Y_{1}(M, \theta) \int_{M} v^{1+\frac{2}{n}} v_{\varepsilon} d V_{\theta}}{\lambda^{2} \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v_{\varepsilon}^{2} d V_{\theta}+\mu^{2} \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v^{2} d V_{\theta}+2 \lambda \mu \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v_{\varepsilon} v d V_{\theta}} \leq 1
$$

If $\lambda \mu<0$, then

$$
\left|u_{\varepsilon}\right|^{\frac{2}{n}} \leq\left(E\left(v_{\varepsilon}\right)^{\frac{n}{2}} v_{\varepsilon}+Y_{1}(M, \theta)^{\frac{n}{2}} v\right)^{\frac{2}{n}} \leq E\left(v_{\varepsilon}\right) v_{\varepsilon}^{\frac{2}{n}}+Y_{1}(M, \theta) v^{\frac{2}{n}}
$$

when $n \geq 2$. Combining this with (6-14) and (6-15), we get

$$
\begin{aligned}
& \lambda^{2} \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v_{\varepsilon}^{2} d V_{\theta}+\mu^{2} \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v^{2} d V_{\theta}+2 \lambda \mu \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v_{\varepsilon} v d V_{\theta} \\
& \geq \lambda^{2} E\left(v_{\varepsilon}\right)+\mu^{2} Y_{1}(M, \theta)-C\left(\int_{M} v_{\varepsilon}^{1+\frac{2}{n}} v d V_{\theta}+\int_{M} v^{1+\frac{2}{n}} v_{\varepsilon} d V_{\theta}\right) \\
& \geq \lambda^{2} E\left(v_{\varepsilon}\right)+\mu^{2} Y_{1}(M, \theta)-C\left(\int_{M} v_{\varepsilon}^{1+\frac{2}{n}} d V_{\theta}+\int_{M} v_{\varepsilon} d V_{\theta}\right),
\end{aligned}
$$

where $C>0$ is a positive real number independent of $\varepsilon$. This, together with (6-10), gives

$$
\begin{aligned}
& \lambda^{2} \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v_{\varepsilon}^{2} d V_{\theta}+\mu^{2} \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v^{2} d V_{\theta}+2 \lambda \mu \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v_{\varepsilon} v d V_{\theta} \\
& \geq \lambda^{2} E\left(v_{\varepsilon}\right)+\mu^{2} Y_{1}(M, \theta)-O\left(\varepsilon^{n} \log \varepsilon\right)-O\left(\varepsilon^{n-2}\right)
\end{aligned}
$$

This, together with the assumption that $\lambda \mu<0$, implies that

$$
\frac{\lambda^{2} E\left(v_{\varepsilon}\right)+\mu^{2} Y_{1}(M, \theta)+2 \lambda \mu Y_{1}(M, \theta) \int_{M} v^{1+\frac{2}{n}} v_{\varepsilon} d V_{\theta}}{\lambda^{2} \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v_{\varepsilon}^{2} d V_{\theta}+\mu^{2} \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v^{2} d V_{\theta}+2 \lambda \mu \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v_{\varepsilon} v d V_{\theta}} \leq 1+O\left(\varepsilon^{n-2}\right)
$$

In any case, we have

$$
\begin{array}{r}
\sup _{(\lambda, \mu) \in \mathbb{R}^{2} \backslash\{(0,0)\}} \frac{\lambda^{2} E\left(v_{\varepsilon}\right)+\mu^{2} Y_{1}(M, \theta)+2 \lambda \mu Y_{1}(M, \theta) \int_{M} v^{1+\frac{2}{n}} v_{\varepsilon} d V_{\theta}}{\lambda^{2} \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v_{\varepsilon}^{2} d V_{\theta}+\mu^{2} \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v^{2} d V_{\theta}+2 \lambda \mu \int_{M}\left|u_{\varepsilon}\right|^{\frac{2}{n}} v_{\varepsilon} v d V_{\theta}}  \tag{6-17}\\
\leq 1+O\left(\varepsilon^{n-2}\right)
\end{array}
$$

On the other hand,

$$
\begin{aligned}
\int_{M} u_{\varepsilon}^{2+\frac{2}{n}} d V_{\theta}= & \int_{M}\left(E\left(v_{\varepsilon}\right)^{\frac{n}{2}} v_{\varepsilon}+Y_{1}(M, \theta)^{\frac{n}{2}} v\right)^{2+\frac{2}{n}} d V_{\theta} \\
\leq & E\left(v_{\varepsilon}\right)^{n+1} \int_{M} v_{\varepsilon}^{2+\frac{2}{n}} d V_{\theta}+Y_{1}(M, \theta)^{n+1} \int_{M} v^{2+\frac{2}{n}} d V_{\theta} \\
& +C\left(\int_{M} v_{\varepsilon}^{1+\frac{2}{n}} v d V_{\theta}+\int_{M} v^{1+\frac{2}{n}} v_{\varepsilon} d V_{\theta}\right) \\
= & E\left(v_{\varepsilon}\right)^{n+1}+Y_{1}(M, \theta)^{n+1}+C\left(\int_{M} v_{\varepsilon}^{1+\frac{2}{n}} v d V_{\theta}+\int_{M} v^{1+\frac{2}{n}} v_{\varepsilon} d V_{\theta}\right)
\end{aligned}
$$

where the first inequality follows from Lemma 6.2 with

$$
a=E\left(v_{\varepsilon}\right)^{\frac{n}{2}} v_{\varepsilon} \quad \text { and } \quad b=Y_{1}(M, \theta)^{\frac{n}{2}} v
$$

and the last equality follows from (6-2) and (6-7). This, together with (6-4) and (6-10), implies that
(6-18) $\left(\int_{M} u_{\varepsilon}^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}}$

$$
\leq\left(Y_{1}\left(\mathbb{S}^{2 n+1}\right)^{n+1}+Y_{1}(M, \theta)^{n+1}\right)^{\frac{1}{n+1}}-c(M) \varepsilon^{4}+o\left(\varepsilon^{4}\right)+O\left(\varepsilon^{n-2}\right)
$$

If $\varepsilon>0$ is small enough, it follows from (6-13), (6-17), and (6-18) that
(6-19) $\quad Y_{2}(M, \theta)$

$$
\begin{aligned}
& \leq \sup _{(\lambda, \mu) \in \mathbb{R}^{2} \backslash\{(0,0)\}} F\left(u_{\varepsilon}, \lambda v_{\varepsilon}+\mu v\right) \\
& \leq\left(Y_{1}\left(\mathbb{S}^{2 n+1}\right)^{n+1}+Y_{1}(M, \theta)^{n+1}\right)^{\frac{1}{n+1}}-c(M) \varepsilon^{4}+o\left(\varepsilon^{4}\right)+O\left(\varepsilon^{n-2}\right)
\end{aligned}
$$

Since $n \geq 3$, (6-1) follows from (6-19) by letting $\varepsilon$ go to zero. On the other hand, if $(M, \theta)$ is not locally CR equivalent to $\mathbb{S}^{2 n+1}$, then (6-5) holds. Hence, if $n \geq 7$, the strict inequality in (6-1) follows from (6-19) by letting $\varepsilon$ go to zero.

Now we assume that $Y_{1}(M, \theta)=0$. We set $u_{\varepsilon}=v_{\varepsilon}$. Then we obtain for $(\lambda, \mu) \in \mathbb{R}^{2} \backslash\{(0,0)\}$,
(6-20) $\quad F\left(u_{\varepsilon}, \lambda v_{\varepsilon}+\mu v\right)$

$$
\begin{aligned}
& =\frac{\lambda^{2} E\left(v_{\varepsilon}\right)\left(\int_{M} v_{\varepsilon}^{2+\frac{2}{n}} d V_{\theta}\right)^{\frac{1}{n+1}}}{\lambda^{2} \int_{M}\left|v_{\varepsilon}\right|^{\frac{2}{n}} v_{\varepsilon}^{2} d V_{\theta}+\mu^{2} \int_{M} v_{\varepsilon}^{\frac{2}{n}} v^{2} d V_{\theta}+2 \lambda \mu \int_{M}\left|v_{\varepsilon}\right|^{\frac{2}{n}} v_{\varepsilon} v d V_{\theta}} \\
& =\frac{\lambda^{2} E\left(v_{\varepsilon}\right)}{\lambda^{2}+\mu^{2} \int_{M} v_{\varepsilon}^{\frac{2}{n}} v^{2} d V_{\theta}+2 \lambda \mu \int_{M} v_{\varepsilon}^{1+\frac{2}{n}} v d V_{\theta}}
\end{aligned}
$$

by (6-7) and (6-13). Let $\lambda_{\varepsilon}, \mu_{\varepsilon}$ such that $\lambda_{\varepsilon}^{2}+\mu_{\varepsilon}^{2}=1$ and

$$
F\left(u_{\varepsilon}, \lambda_{\varepsilon} v_{\varepsilon}+\mu_{\varepsilon} v\right)=\sup _{(\lambda, \mu) \in \mathbb{R}^{2} \backslash\{(0,0)\}} F\left(u_{\varepsilon}, \lambda v_{\varepsilon}+\mu v\right) .
$$

If $\lambda_{\varepsilon}=0$, we obtain that $F\left(u_{\varepsilon}, \lambda_{\varepsilon} v_{\varepsilon}+\mu_{\varepsilon} v\right)=0$ and the theorem would be proved. Then we assume that $\lambda_{\varepsilon} \neq 0$ and we can write

$$
F\left(u_{\varepsilon}, \lambda_{\varepsilon} v_{\varepsilon}+\mu_{\varepsilon} v\right)=\frac{E\left(v_{\varepsilon}\right)}{1+2 x_{\varepsilon} b_{\varepsilon}+x_{\varepsilon}^{2} a_{\varepsilon}}
$$

where $x_{\varepsilon}=\mu_{\varepsilon} / \lambda_{\varepsilon}$ and

$$
\begin{gathered}
C \varepsilon^{n} \leq b_{\varepsilon}=\int_{M} v_{\varepsilon}^{1+\frac{2}{n}} v d V_{\theta} \leq C \varepsilon^{n-1} \log \varepsilon \quad \text { as } \varepsilon \rightarrow 0 \\
a_{\varepsilon}=\int_{M} v_{\varepsilon}^{\frac{2}{n}} v^{2} d V_{\theta} \geq C \varepsilon^{4} \quad \text { as } \varepsilon \rightarrow 0
\end{gathered}
$$

by (6-10) and (6-12). Maximizing this expression in $x_{\varepsilon}$ and using (6-4), we obtain (6-21)
$F\left(u_{\varepsilon}, \lambda_{\varepsilon} v_{\varepsilon}+\mu_{\varepsilon} v\right) \leq \frac{Y_{1}\left(\mathbb{S}^{2 n+1}\right)-c(M) \varepsilon^{4}+o\left(\varepsilon^{4}\right)}{1-b_{\varepsilon}^{2} / a_{\varepsilon}}=\frac{Y_{1}\left(\mathbb{S}^{2 n+1}\right)-c(M) \varepsilon^{4}+o\left(\varepsilon^{4}\right)}{1-C \varepsilon^{2 n-6} \log ^{2} \varepsilon}$,
since $\varepsilon \log \varepsilon \rightarrow 0$ as $\varepsilon \rightarrow 0$. For $n \geq 4$, it follows from (6-21) that

$$
F\left(u_{\varepsilon}, \lambda_{\varepsilon} v_{\varepsilon}+\mu_{\varepsilon} v\right) \leq Y_{1}\left(\mathbb{S}^{2 n+1}\right)
$$

which proves (6-1) for the case $Y_{1}(M, \theta)=0$. On the other hand, if $(M, \theta)$ is not locally CR equivalent to $\mathbb{S}^{2 n+1}$, then (6-5) holds. Hence, the strictly inequality in (6-1) follows from (6-21) by letting $\varepsilon$ go to zero. This proves Theorem 6.1.

## 7. Some properties of $\boldsymbol{Y}_{\mathbf{2}}(M, \theta)$

We have the following questions:
(1) Is $Y_{2}(M, \theta)$ attained by a contact form?
(2) Is $Y_{2}(M, \theta)$ attained by a generalized contact form?

For question 1, we have the following:
Proposition 7.1. Let $\mathbb{S}^{2 n+1} \cup \mathbb{S}^{2 n+1}$ be the disjoint union of two copies of the sphere equipped with the standard contact form induced from $\theta_{\mathbb{S} 2 n+1}$. Then $Y_{2}\left(\mathbb{S}^{2 n+1} \cup \mathbb{S}^{2 n+1}\right)=2^{\frac{1}{n+1}} Y_{1}\left(\mathbb{S}^{2 n+1}\right)$ and it is attained by the standard contact form.
Proof. Let $\tilde{\theta}$ be an arbitrary smooth contact form on $\mathbb{S}^{2 n+1} \cup \mathbb{S}^{2 n+1}$. We write $\mathbb{S}_{1}^{2 n+1}$ for the first $\mathbb{S}^{2 n+1}$ and $\mathbb{S}_{2}^{2 n+1}$ for the second $\mathbb{S}^{2 n+1}$. Then we have
$(7-1) \quad \lambda_{2}\left(\mathbb{S}^{2 n+1} \cup \mathbb{S}^{2 n+1}, \tilde{\theta}\right)$

$$
=\min \left\{\lambda_{2}\left(\mathbb{S}_{1}^{2 n+1}, \tilde{\theta}\right), \lambda_{2}\left(\mathbb{S}_{2}^{2 n+1}, \tilde{\theta}\right), \max \left\{\lambda_{1}\left(\mathbb{S}_{1}^{2 n+1}, \tilde{\theta}\right), \lambda_{1}\left(\mathbb{S}_{2}^{2 n+1}, \tilde{\theta}\right)\right\}\right\}
$$

Therefore,

$$
\begin{align*}
Y_{2}\left(\mathbb{S}^{2 n+1} \cup \mathbb{S}^{2 n+1}\right) & \leq \lambda_{2}\left(\mathbb{S}^{2 n+1} \cup \mathbb{S}^{2 n+1}\right) \operatorname{Vol}\left(\mathbb{S}^{2 n+1} \cup \mathbb{S}^{2 n+1}\right)^{\frac{1}{n+1}}  \tag{7-2}\\
& =\lambda_{2}\left(\mathbb{S}^{2 n+1} \cup \mathbb{S}^{2 n+1}\right)\left(2 \operatorname{Vol}\left(\mathbb{S}^{2 n+1}\right)\right)^{\frac{1}{n+1}} \\
& =2^{\frac{1}{n+1}} \lambda_{1}\left(\mathbb{S}^{2 n+1}\right) \operatorname{Vol}\left(\mathbb{S}^{2 n+1}\right)^{\frac{1}{n+1}} \\
& =2^{\frac{1}{n+1}} Y_{1}\left(\mathbb{S}^{2 n+1}\right)
\end{align*}
$$

where we have used (7-1) in the second equality.
On the other hand, we have

$$
\begin{align*}
\lambda_{2}\left(\mathbb{S}_{1}^{2 n+1}, \tilde{\theta}\right) \operatorname{Vol}\left(\mathbb{S}^{2 n+1} \cup \mathbb{S}^{2 n+1}, \tilde{\theta}\right)^{\frac{1}{n+1}} & \geq \lambda_{2}\left(\mathbb{S}_{1}^{2 n+1}, \tilde{\theta}\right) \operatorname{Vol}\left(\mathbb{S}_{1}^{2 n+1}, \tilde{\theta}\right)^{\frac{1}{n+1}}  \tag{7-3}\\
& \geq Y_{2}\left(\mathbb{S}_{1}^{2 n+1}\right) \\
& =2^{\frac{1}{n+1}} Y_{1}\left(\mathbb{S}^{2 n+1}\right)
\end{align*}
$$

where the last equality follows from Corollary 7.3. Similarly, we have

$$
\begin{equation*}
\lambda_{2}\left(\mathbb{S}_{2}^{2 n+1}, \tilde{\theta}\right) \operatorname{Vol}\left(\mathbb{S}^{2 n+1} \cup \mathbb{S}^{2 n+1}, \tilde{\theta}\right)^{\frac{1}{n+1}} \geq 2^{\frac{1}{n+1}} Y_{1}\left(\mathbb{S}^{2 n+1}\right) \tag{7-4}
\end{equation*}
$$

By the definition of $Y_{1}\left(\mathbb{S}^{2 n+1}\right)$, we have

$$
\lambda_{1}\left(\mathbb{S}_{i}^{2 n+1}, \tilde{\theta}\right) \operatorname{Vol}\left(\mathbb{S}^{2 n+1}, \tilde{\theta}\right)^{\frac{1}{n+1}} \geq Y_{1}\left(\mathbb{S}^{2 n+1}\right) \quad \text { for } i=1,2
$$

which implies

$$
\begin{aligned}
& 2 Y_{1}\left(\mathbb{S}^{2 n+1}\right)^{n+1} \\
& \quad \leq \sum_{i=1}^{2} \lambda_{1}\left(\mathbb{S}_{i}^{2 n+1}, \tilde{\theta}\right)^{n+1} \operatorname{Vol}\left(\mathbb{S}_{i}^{2 n+1}, \tilde{\theta}\right) \\
& \quad \leq \max \left\{\lambda_{1}\left(\mathbb{S}_{1}^{2 n+1}, \tilde{\theta}\right)^{n+1}, \lambda_{1}\left(\mathbb{S}_{2}^{2 n+1}, \tilde{\theta}\right)^{n+1}\right\} \sum_{i=1}^{2} \operatorname{Vol}\left(\mathbb{S}_{i}^{2 n+1}, \tilde{\theta}\right) \\
& \quad=\max \left\{\lambda_{1}\left(\mathbb{S}_{1}^{2 n+1}, \tilde{\theta}\right)^{n+1}, \lambda_{1}\left(\mathbb{S}_{2}^{2 n+1}, \tilde{\theta}\right)^{n+1}\right\} \operatorname{Vol}\left(\mathbb{S}^{2 n+1} \cup \mathbb{S}^{2 n+1}, \tilde{\theta}\right)
\end{aligned}
$$

which gives

$$
\begin{align*}
& 2^{\frac{1}{n+1}} Y_{1}\left(\mathbb{S}^{2 n+1}\right)  \tag{7-5}\\
& \quad \leq \max \left\{\lambda_{1}\left(\mathbb{S}_{1}^{2 n+1}, \tilde{\theta}\right), \lambda_{1}\left(\mathbb{S}_{2}^{2 n+1}, \tilde{\theta}\right)\right\} \operatorname{Vol}\left(\mathbb{S}^{2 n+1} \cup \mathbb{S}^{2 n+1}, \tilde{\theta}\right)^{\frac{1}{n+1}}
\end{align*}
$$

Combining (7-3), (7-4), and (7-5), we can derive from (7-1) that

$$
2^{\frac{1}{n+1}} Y_{1}\left(\mathbb{S}^{2 n+1}\right) \leq \lambda_{2}\left(\mathbb{S}^{2 n+1} \cup \mathbb{S}^{2 n+1}, \tilde{\theta}\right) \operatorname{Vol}\left(\mathbb{S}^{2 n+1} \cup \mathbb{S}^{2 n+1}, \tilde{\theta}\right)^{\frac{1}{n+1}}
$$

Since $\tilde{\theta}$ is an arbitrary smooth contact form on $\mathbb{S}^{2 n+1} \cup \mathbb{S}^{2 n+1}$, we have

$$
\begin{equation*}
2^{\frac{1}{n+1}} Y_{1}\left(\mathbb{S}^{2 n+1}\right) \leq Y_{2}\left(\mathbb{S}^{2 n+1} \cup \mathbb{S}^{2 n+1}\right) \tag{7-6}
\end{equation*}
$$

Now Proposition 7.1 follows from combining (7-2) and (7-6).
On the other hand, we have the following:
Proposition 7.2. If $M$ is connected, then $Y_{2}(M, \theta)$ cannot be attained by a contact form.
Proof. Otherwise, if $Y_{2}(M, \theta)$ were attained by a contact form $\tilde{\theta}=u^{\frac{2}{n}} \theta$, then by Theorem 4.4, we would have $u=|w|$, and hence $u$ cannot be positive since $w$ has alternating sign.

For question 2, we have the following:
Corollary 7.3. We have

$$
Y_{2}\left(\mathbb{S}^{2 n+1}\right)=2^{\frac{1}{n+1}} Y_{1}\left(\mathbb{S}^{2 n+1}\right)
$$

Proof. This follows from (6-1) and Theorem 5.1.
Corollary 7.4. $Y_{2}\left(\mathbb{S}^{2 n+1}\right)$ is not attained by a generalized contact form.
Proof. This follows from Theorem 5.1 and Corollary 7.3.

## 8. The $\boldsymbol{k}$-th CR Yamabe invariant $\boldsymbol{Y}_{\boldsymbol{k}}(\boldsymbol{M}, \boldsymbol{\theta})$

In view of Corollary 7.3, it is natural to conjecture that

$$
Y_{k}\left(\mathbb{S}^{2 n+1}\right)=k^{\frac{1}{n+1}} Y_{1}\left(\mathbb{S}^{2 n+1}\right)
$$

for all $k$. However, the following result shows that it is false.
Proposition 8.1. For $n \geq 3$, we have

$$
Y_{2 n+3}\left(\mathbb{S}^{2 n+1}\right)<(2 n+3)^{\frac{1}{n+1}} Y_{1}\left(\mathbb{S}^{2 n+1}\right)
$$

Proof. Consider $\mathbb{S}^{2 n+1} \subseteq \mathbb{C}^{n+1}$. Let $z_{i}$, where $i=1,2, \ldots, n+1$, be the coordinates of $\mathbb{C}^{n+1}$. Since $-\Delta_{\theta_{\mathbb{S}^{2} n+1}} z_{i}=\frac{n}{2} z_{i}$ and $-\Delta_{\theta_{\mathrm{s}^{2} n+1}} \bar{z}_{i}=\frac{n}{2} \bar{z}_{i}$,

$$
L_{\theta_{\mathrm{s} 2 n+1}}\left(z_{i}\right)=\frac{(n+2)(n+1)}{2} z_{i} \quad \text { and } \quad L_{\theta_{\mathrm{s} 2 n+1}}\left(\bar{z}_{i}\right)=\frac{(n+2)(n+1)}{2} \bar{z}_{i}
$$

for $i=1,2, \ldots, n+1$, and hence

$$
\lambda_{2 n+3}\left(\mathbb{S}^{2 n+1}, \theta_{\mathbb{S}^{2 n+1}}\right) \leq \frac{(n+2)(n+1)}{2}
$$

This shows by the definition of $Y_{2 n+3}$ that

$$
\begin{align*}
Y_{2 n+3}\left(\mathbb{S}^{2 n+1}\right) & \leq \lambda_{2 n+3}\left(\mathbb{S}^{2 n+1}, \theta_{\mathbb{S}^{2 n+1}}\right) \operatorname{Vol}\left(\mathbb{S}^{2 n+1}, \theta_{\mathbb{S}^{2 n+1}}\right)^{\frac{1}{n+1}}  \tag{8-1}\\
& \leq \frac{(n+2)(n+1)}{2} \operatorname{Vol}\left(\mathbb{S}^{2 n+1}, \theta_{\mathbb{S}^{2 n+1}}\right)^{\frac{1}{n+1}}
\end{align*}
$$

Since

$$
\begin{aligned}
\frac{(n+2)(n+1)}{2} \operatorname{Vol}\left(\mathbb{S}^{2 n+1},\right. & \left.\theta_{\mathbb{S}^{2} n+1}\right)^{\frac{1}{n+1}} \\
& <(2 n+3)^{\frac{1}{n+1}} \frac{n(n+1)}{2} \operatorname{Vol}\left(\mathbb{S}^{2 n+1}, \theta_{\mathbb{S}^{2} n+1}\right)^{\frac{1}{n+1}} \\
& =(2 n+3)^{\frac{1}{n+1}} Y_{1}\left(\mathbb{S}^{2 n+1}\right)
\end{aligned}
$$

when $n \geq 3$, Proposition 8.1 follows from (8-1).
For the case when the $k$-th CR Yamabe invariant is negative, we have this:
Theorem 8.2. Let $k$ be an positive integer. Assume that $Y_{k}(M, \theta)<0$. Then $Y_{k}(M, \theta)=-\infty$.

Proof. After a possible change of contact form in the conformal class, we can assume that $\lambda_{k}(\theta)<0$. This implies that we can find smooth functions $v_{1}, \ldots, v_{k}$ satisfying

$$
L_{\theta}\left(v_{i}\right)=\lambda_{i}(\theta) v_{i} \quad \text { for all } i=1,2, \ldots, k
$$

and such that

$$
\int_{M} v_{i} v_{j} d V_{\theta}=0 \quad \text { for all } i, j=1,2, \ldots, k \text { and } i \neq j
$$

Let $v_{k}$ be defined as in the proof of Theorem 6.1. We define $u_{\varepsilon}=v_{\varepsilon}+\varepsilon$. We set $V=\operatorname{span}\left\{v_{1}, \ldots, v_{k}\right\}$. For $v \in V$, we have

$$
\begin{aligned}
\int_{M} u_{\varepsilon}^{\frac{2}{n}} v^{2} d V_{\theta} & \leq \varepsilon^{\frac{2}{n}} \int_{M} v^{2} d V_{\theta}+\int_{M} v_{\varepsilon}^{\frac{2}{n}} v^{2} d V_{\theta} \\
& \leq C \varepsilon^{\frac{2}{n}}+C \int_{M} v_{\varepsilon}^{\frac{2}{n}} d V_{\theta} \\
& \leq \begin{cases}C \varepsilon^{\frac{2}{n}}+C\left(\int_{M} v_{\varepsilon}^{\frac{3}{n}} d V_{\theta}\right)^{\frac{2}{3}} \operatorname{Vol}(M, \theta)^{\frac{1}{3}}=C \varepsilon^{\frac{2}{n}}+C \varepsilon^{\frac{2}{3}} \quad \text { if } n \geq 2 \\
C \varepsilon^{2}+C\left(\int_{M} v_{\varepsilon}^{\frac{5}{2}} d V_{\theta}\right)^{\frac{1}{5}} \operatorname{Vol}(M, \theta)^{\frac{4}{5}}=C \varepsilon^{2}+C \varepsilon^{\frac{1}{10}} \quad \text { if } n=1\end{cases}
\end{aligned}
$$

by (6-10) and Hölder's inequality. From this, we have

$$
\lim _{\varepsilon \rightarrow 0} \int_{M} u_{\varepsilon}^{\frac{2}{n}} v^{2} d V_{\theta}=0
$$

uniformly in $v \in V$. Since $\lambda_{k}(\theta)<0$, it is then easy to see that

$$
\sup _{v \in V} F\left(u_{\varepsilon}, v\right)=-\infty
$$

Together with the variational characterization of $Y_{k}(M, \theta)$ in Proposition 3.1, we get that $Y_{k}(M, \theta)=-\infty$.

## References

[Ammann and Humbert 2006] B. Ammann and E. Humbert, "The second Yamabe invariant", $J$. Funct. Anal. 235:2 (2006), 377-412. MR 2007a:53073 Zbl 1142.53026
[Aubin 1976] T. Aubin, "Équations différentielles non linéaires et problème de Yamabe concernant la courbure scalaire", J. Math. Pures Appl. (9) 55:3 (1976), 269-296. MR 55 \#4288 Zbl 0336.53033
[Brendle 2005] S. Brendle, "Convergence of the Yamabe flow for arbitrary initial energy", J. Differential Geom. 69:2 (2005), 217-278. MR 2006e:53119 Zbl 1085.53028
[Brendle 2007a] S. Brendle, "Convergence of the Yamabe flow in dimension 6 and higher", Invent. Math. 170:3 (2007), 541-576. MR 2008k:53136 Zbl 1130.53044
[Brendle 2007b] S. Brendle, "A short proof for the convergence of the Yamabe flow on $S^{n "}$, Pure Appl. Math. Q. 3:2 (2007), 499-512. MR 2008i:53088 Zbl 1152.53051
[Chang and Cheng 2002] S.-C. Chang and J.-H. Cheng, "The Harnack estimate for the Yamabe flow on CR manifolds of dimension 3", Ann. Global Anal. Geom. 21:2 (2002), 111-121. MR 2002m:53055 Zbl 1007.53034
[Chang et al. 2010] S.-C. Chang, H.-L. Chiu, and C.-T. Wu, "The Li-Yau-Hamilton inequality for Yamabe flow on a closed CR 3-manifold", Trans. Amer. Math. Soc. 362:4 (2010), 1681-1698. MR 2011m:53118 Zbl 1192.32020
[Cheng et al. 2013] J. H. Cheng, A. Malchiodi, and P. Yang, "A positive mass theorem in three dimensional Cauchy-Riemann geometry", preprint, 2013. arXiv 1312.7764
[Cheng et al. 2014] J.-H. Cheng, H.-L. Chiu, and P. Yang, "Uniformization of spherical CR manifolds", Adv. Math. 255 (2014), 182-216. MR 3167481 Zbl 1288.32051
[Chow 1992] B. Chow, "The Yamabe flow on locally conformally flat manifolds with positive Ricci curvature", Comm. Pure Appl. Math. 45:8 (1992), 1003-1014. MR 93d:53045 Zbl 0785.53027
[Folland and Stein 1974] G. B. Folland and E. M. Stein, "Estimates for the $\bar{\partial}_{b}$ complex and analysis on the Heisenberg group", Comm. Pure Appl. Math. 27 (1974), 429-522. MR 51 \#3719 Zbl 0293.35012
[Gamara 2001] N. Gamara, "The CR Yamabe conjecture-the case $n=1$ ", J. Eur. Math. Soc. (JEMS) 3:2 (2001), 105-137. MR 2003d:32040a Zbl 0988.53013
[Gamara and Yacoub 2001] N. Gamara and R. Yacoub, "CR Yamabe conjecture-the conformally flat case", Pacific J. Math. 201:1 (2001), 121-175. MR 2003d:32040b Zbl 1054.32020
[Ho 2012] P. T. Ho, "The long-time existence and convergence of the CR Yamabe flow", Commun. Contemp. Math. 14:2 (2012), 1250014. MR 2901057 Zbl 1246.53087
[Jerison and Lee 1987] D. Jerison and J. M. Lee, "The Yamabe problem on CR manifolds", J. Differential Geom. 25:2 (1987), 167-197. MR 88i:58162 Zbl 0661.32026
[Jerison and Lee 1988] D. Jerison and J. M. Lee, "Extremals for the Sobolev inequality on the Heisenberg group and the CR Yamabe problem", J. Amer. Math. Soc. 1:1 (1988), 1-13. MR 89b:53063 Zbl 0634.32016
[Jerison and Lee 1989] D. Jerison and J. M. Lee, "Intrinsic CR normal coordinates and the CR Yamabe problem", J. Differential Geom. 29:2 (1989), 303-343. MR 90h:58083 Zbl 0671.32016
[Schoen 1984] R. Schoen, "Conformal deformation of a Riemannian metric to constant scalar curvature", J. Differential Geom. 20:2 (1984), 479-495. MR 86i:58137 Zbl 0576.53028
[Schwetlick and Struwe 2003] H. Schwetlick and M. Struwe, "Convergence of the Yamabe flow for "large" energies", J. Reine Angew. Math. 562 (2003), 59-100. MR 2004h:53097 Zbl 1079.53100
[Trudinger 1968] N. S. Trudinger, "Remarks concerning the conformal deformation of Riemannian structures on compact manifolds", Ann. Scuola Norm. Sup. Pisa (3) 22 (1968), 265-274. MR 39 \#2093 Zbl 0159.23801
[Yamabe 1960] H. Yamabe, "On a deformation of Riemannian structures on compact manifolds", Osaka Math. J. 12 (1960), 21-37. MR 23 \#A2847 Zbl 0096.37201
[Ye 1994] R. Ye, "Global existence and convergence of Yamabe flow", J. Differential Geom. 39:1 (1994), 35-50. MR 95d:53044 Zbl 0846.53027
[Zhang 2009] Y. Zhang, "The contact Yamabe flow on $K$-contact manifolds", Sci. China Ser. A 52:8 (2009), 1723-1732. MR 2010g:53126 Zbl 1189.53074

Received June 3, 2014. Revised May 18, 2015.

Pak Tung Ho
Department of Mathematics
Sogang University
SEOUL 121-742
South Korea
ptho@sogang.ac.kr
paktungho@yahoo.com.hk

# PACIFIC JOURNAL OF MATHEMATICS 

msp.org/pjm
Founded in 1951 by E. F. Beckenbach (1906-1982) and F. Wolf (1904-1989)

## EDITORS

Don Blasius (Managing Editor)
Department of Mathematics University of California
Los Angeles, CA 90095-1555
blasius@math.ucla.edu

Paul Balmer
Department of Mathematics
University of California
Los Angeles, CA 90095-1555
balmer@math.ucla.edu
Robert Finn
Department of Mathematics Stanford University
Stanford, CA 94305-2125
finn@math.stanford.edu

## Sorin Popa

Department of Mathematics
University of California
Los Angeles, CA 90095-1555 popa@math.ucla.edu

Vyjayanthi Chari
Department of Mathematics
University of California
Riverside, CA 92521-0135 chari@math.ucr.edu

Kefeng Liu
Department of Mathematics
University of California
Los Angeles, CA 90095-1555 liu@math.ucla.edu

## Jie Qing

Department of Mathematics
University of California
Santa Cruz, CA 95064
qing@cats.ucsc.edu

Daryl Cooper
Department of Mathematics
University of California
Santa Barbara, CA 93106-3080
cooper@math.ucsb.edu
Jiang-Hua Lu
Department of Mathematics
The University of Hong Kong
Pokfulam Rd., Hong Kong jhlu@maths.hku.hk

## Paul Yang

Department of Mathematics
Princeton University
Princeton NJ 08544-1000
yang@math.princeton.edu

## PRODUCTION

Silvio Levy, Scientific Editor, production@msp.org

## SUPPORTING INSTITUTIONS

ACADEMIA SINICA, TAIPEI
CALIFORNIA INST. OF TECHNOLOGY
INST. DE MATEMÁTICA PURA E APLICADA KEIO UNIVERSITY
MATH. SCIENCES RESEARCH INSTITUTE NEW MEXICO STATE UNIV.
OREGON STATE UNIV.

STANFORD UNIVERSITY
UNIV. OF BRITISH COLUMBIA UNIV. OF CALIFORNIA, BERKELEY UNIV. OF CALIFORNIA, DAVIS UNIV. OF CALIFORNIA, LOS ANGELES UNIV. OF CALIFORNIA, RIVERSIDE UNIV. OF CALIFORNIA, SAN DIEGO

UNIV. OF CALIF., SANTA CRUZ UNIV. OF MONTANA
UNIV. OF OREGON UNIV. OF SOUTHERN CALIFORNIA UNIV. OF UTAH UNIV. OF WASHINGTON WASHINGTON STATE UNIVERSITY

These supporting institutions contribute to the cost of publication of this Journal, but they are not owners or publishers and have no responsibility for its contents or policies.

See inside back cover or msp.org/pjm for submission instructions.
The subscription price for 2016 is US $\$ 440 / y e a r$ for the electronic version, and $\$ 600 / y e a r$ for print and electronic.
Subscriptions, requests for back issues and changes of subscribers address should be sent to Pacific Journal of Mathematics, P.O. Box 4163, Berkeley, CA 94704-0163, U.S.A. The Pacific Journal of Mathematics is indexed by Mathematical Reviews, Zentralblatt MATH, PASCAL CNRS Index, Referativnyi Zhurnal, Current Mathematical Publications and Web of Knowledge (Science Citation Index).

The Pacific Journal of Mathematics (ISSN 0030-8730) at the University of California, c/o Department of Mathematics, 798 Evans Hall \#3840, Berkeley, CA 94720-3840, is published twelve times a year. Periodical rate postage paid at Berkeley, CA 94704, and additional mailing offices. POSTMASTER: send address changes to Pacific Journal of Mathematics, P.O. Box 4163, Berkeley, CA 94704-0163.

PJM peer review and production are managed by EditFLOw ${ }^{\circledR}$ from Mathematical Sciences Publishers.
PUBLISHED BY
E. mathematical sciences publishers
nonprofit scientific publishing
http://msp.org/
© 2016 Mathematical Sciences Publishers

## PACIFIC JOURNAL OF MATHEMATICS

Volume 280 No. 2 February 2016
Topological Molino's theory ..... 257
Jesús A. Álvarez López and Manuel F. Moreira Galicia
Equivariant principal bundles and logarithmic connections on toric ..... 315 varietiesIndranil Biswas, Arijit Dey and Mainak Poddar
On a spectral theorem in paraorthogonality theory ..... 327
Kenier Castillo, Ruymán Cruz-Barroso and Francisco Perdomo-Pío
Sigma theory and twisted conjugacy, II: Houghton groups and pure ..... 349
symmetric automorphism groupsDaciberg L. Gonçalves and Parameswaran Sankaran
The second CR Yamabe invariant ..... 371
pak Tung Ho
No hyperbolic pants for the 4-body problem with strong potential ..... 401
Connor Jackman and Richard Montgomery
Unions of Lebesgue spaces and $A_{1}$ majorants ..... 411
Greg Knese, John E. M ${ }^{\text {c Carthy }}$ and Kabe Moen
Complex hyperbolic ( $3,3, n$ ) triangle groups ..... 433
John R. Parker, Jieyan Wang and Baohua Xie
Topological aspects of holomorphic mappings of hyperquadrics from $\mathbb{C}^{2}$ ..... 455
to $\mathbb{C}^{3}$
Michael Reiter
2-Blocks with minimal nonabelian defect groups III ..... 475
Benjamin Sambale
Number of singularities of stable maps on surfaces ..... 489
Takahiro Yamamoto

