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We study optimal polynomial approximants (OPAs) in the classical Hardy
spaces on the unit disk, H? (1 < p < o0). For fixed f € H? and n € N,
the OPA of degree n associated to f is the polynomial which minimizes the
quantity |lgf — 1|, over all complex polynomials g of degree less than or
equal to n. We begin with some examples which illustrate, when p # 2,
how the Banach space geometry makes the above minimization problem
interesting. We then weave through various results concerning limits and
roots of these polynomials, including results which show that OPAs can be
witnessed as solutions of certain fixed-point problems. Finally, using duality
arguments, we provide several bounds concerning the error incurred in the

OPA approximation.
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1. Introduction
This paper concerns a minimization problem in classical Hardy spaces on the unit
disk D,
2 .
HP = {f Hol®): sup [ If(re)” a0 < oo},

0<r<l1

where Hol(D) denotes the collection of holomorphic functions on D. As is standard,
for 1 < p < 0o, we define the norm of f € H? as

1711 = ( sup /02”|f(rei9>|Pde)”".

0<r<l
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When p = oo, we have the set of bounded analytic functions

H :={f € Hol(D) : sup | f(z)| < 00},
zeD

with corresponding norm

[ flloe :=sup | f(2)I.
zeD

We will frequently view these spaces as subspaces of the Lebesgue spaces L? :=
LP(T, dm), where dm is normalized Lebesgue measure on the unit circle T.

Our main objects of study are optimal polynomial approximants (OPAs) in Hardy
spaces; these are solutions to the minimization problem

inf -1
qler}% lgf — 1l p,

where f € H?P and &7, is the set of complex polynomials of degree less than or
equal to n. We point out that the infimum above is actually a minimum. In our
context, this means the problem of finding a degree n OPA can be restated as finding
the solution to
inf ||h—1],,
pont, l I

which is given by the metric projection of 1 on the subspace f4?,. A priori, the
minimizing argument may not be unique. However, when 1 < p < oo, it is well
known that there is, in fact, a unique minimizing polynomial due to the uniform
convexity of the space; for in a such a space, any closed subspace enjoys a unique
nearest-point property. When p # 2, the projection is nonlinear, which starkly
contrasts with the Hilbert space setting.

For p # 2, this problem was originally studied by Centner [10], and considered
again in an additional paper by Centner and the authors [11]. We will give some
background now, but point the reader to [10; 11] for more thorough exposition,
and to [5; 6; 7; 8;9; 10; 15; 17; 18] for relevant work on OPAs in various Hilbert
spaces.

When p =2, this problem was first studied by engineers in work related to digital
filter design. The problem reemerged later as a potential way to study cyclic vectors
for the forward shift (see [4] for historical discussion). This renewed interest is
evidenced by many papers over the last decade (again, see [4], as well as [1; 3] for
recent results in the weighted and noncommutative settings, respectively). Other
than the work in [14], these results concern only Hilbert spaces, where the geometry
makes computation of OPAs an explicit (but nontrivial!) linear algebra exercise. For
example, in H 2 the coefficients (say, ao, - . ., a,) of the OPA of degree n associated
to a function f € H? can be found via the linear system

(1.0.1) (S7 f, S*£)y2do<jk<nl@os - . ., an)T = (£(0),0,...,0)7,
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where § is the forward shift operator, given by f(z) — zf(z) (see, e.g., [15,
Theorem 2.1]).

In the Banach space setting (for example, H”, p # 2), there is not a direct
analogue of this exercise, and the nonlinearity of the metric projection makes
explicit calculation of OPAs a highly nontrivial task. In the next section, we will
state precisely the definition of optimal polynomial approximant. Before moving
there, let us give an outline of the paper:

e Section 2 will formally introduce the OPA problem, give some background
information concerning the geometry of Banach spaces, and provide some examples
illustrating how this geometry differs from that of Hilbert spaces.

 The results of Section 3 are broken into three parts:

— convergence of OPAs under variance of the parameters of the OPA problem
(e.g., n, p, and f),
— the location of roots of OPAs,

— constant and linear OPAs as solutions to a fixed-point problem.

o Using duality, Section 4 establishes various bounds for the error [lgf — 11| ,.

2. Preliminaries and geometric oddities

We begin here by providing some background material concerning the geometry of
Banach spaces, followed by several examples in H? which illustrate some oddities
that arise when p # 2.

Let x and y be vectors belonging to a normed linear space 2. We say that x is
orthogonal to y in the Birkhoff-James sense [2; 16] if

(2.0.1) lx+Byla = llxlla

for all scalars §. In this situation we write x L 4 y. In the case 2" = L?, let us
write L, instead of L, and similarly for 2" = H?.

For 1 < p < o0, there is also a function-theoretic test for p-orthogonality, which
we note now.

Theorem 2.0.2 (James [16]). Suppose 1 < p < 0o. Then for f and g belonging
to L?, we have

(2.03) flyg = [17177fgdm=o.

where any occurrence of “|0|P~20” in the integrand is interpreted as zero.

In light of (2.0.3) we define, for a measurable function f and any s > O,

2.0.4) =P
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If f e LP, then fP~1) € L9, where ¢ is the classical Holder conjugate to p,
satisfying % + % =1.For g e L? and f € L9, we use the standard notation for the
dual pairing

rog)= [ faam.
T
and from (2.0.3), we have
(2.0.5) flyg < (g 7 =0

Consequently, the relation L, is linear in its second argument when 1 < p < 00,
and it then makes sense to speak of a vector being orthogonal to a subspace. We
use this now to formally define OPAs.

Definition 2.0.6 (OPA). Let 1 < p < oo and let f € H?\ {0}. Given a nonnegative
integer n, the n-th optimal polynomial approximant to 1/f in H? is the polynomial
solving the minimization problem

min —1],,
min flgf — 11,

where &, is the set of complex polynomials of degree less than or equal to n. This
polynomial exists, is unique, and will be denoted by

Gn.plf].

Given f, n and p, we refer to the problem of finding the corresponding OPA as
the OPA problem.
Considering previous discussion on the metric projection, it is immediate that

1_Qn,p[f]f J—p \/{f, Zf, sz,...,z”f}.

We will use the notation z* f and S* f interchangeably if there is no risk of confusion.
We will also use the notation [ f], to denote the closure of \/{f, zf, 22 f, 2> f, ...}
in H?, ie.,

HP

1=\ e 213

In order to avoid trivialities, we will also often ask that f(0) #~ 0; in the case that
f(0) =0, this is equivalent to 1 L, f, and so the metric projection of 1 onto f %,
is identically zero.

In connection with Birkhoff-James orthogonality, there is a version of the
Pythagorean theorem for L”. This theorem takes the form of a family of inequalities
relating the lengths of orthogonal vectors with that of their sum [12, Corollary 3.4].
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Theorem 2.0.7. Suppose that x L, y in LP. If p € (1, 2], then

p p p
I+ 315 < 5l + = I 1,

Ix+ 17 = x5+ (p = Dyl

If p €2, 00), then

lx + Y15 = llxlly + m”)’ﬂz,

lx+ 17 < x5+ (p = Dyl

These Pythagorean inequalities enable us to obtain bounds and estimates when
p # 2, in lieu of exact calculations possible in the Hilbert space case.

The following examples illustrate some of the ways the geometry of H? (p # 2)
can run counterintuitive to experience in Hilbert space. Although these examples
may not be immediately surprising to the Banach space enthusiast, we relay them for
the general functional analyst, especially working in linear approximation problems,
as interesting observations related to natural geometric questions.

Example 2.0.8. In a Hilbert space, an orthogonal projection is always a contraction.
However, when p # 2, the norm of the metric projection of a vector can exceed the
length of the vector itself.

Consider the linear OPA for f(z) = 1+0.5z in H*. Numerically, we find that
0(2) :=q1,4[f1~0.9771018 — 0.4339644z7, and thus

| QfII5~ 1.10294 > 1.

Example 2.0.9. In H 2 itis simple to verify that if F(0) =0, then, for ¢ € C, the
quantity

llc+ Fll2

is minimized when ¢ = 0. However, this is not the case when p # 2.

For example, let p =4 and F(z) = z+42z2. Note that since F has real coefficients,
the value of ¢ which minimizes |c + F||, must also be real, or else uniqueness of
nearest points is violated. In turn, we have

llc+ F|5 =33+ 8¢ +20c* +¢*.

Numerically, this is minimized when ¢ &~ —0.199209. In particular, the value of the
minimizing argument can be nonzero when p # 2.

Example 2.0.10. Notice for f € H? and any n > 0, we have

1 —qualf1f Lozf and 1.1, zf.
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Using linearity, we have

dn2lf1f =1=0=qu2lf1f) L2 zf.

It is natural to ask if this is true when p # 2, that is, is it true in general that

dnplf1f Lp2f?
Letustake p=4,n =1, and f(z) = 1 +2z+z%. Numerically, one can find that

/ (q1.,LF1)P 7V zf dm ~ 0.00355837,
.

which is nonzero, and so orthogonality fails. This illustrates that for p # 2, the
relation L, fails to be linear in its first argument, and so g, ,[ f]f is not necessarily
orthogonal to zf.

Example 2.0.11. For f, g € H?, an exercise shows that if || f|l2 < [igll2, then
114+ zfll> < |1+ zgll2. Might a similar statement hold for p # 2? The following
example shows that the answer is no.

Let p =4 and choose

f(2)=09(1+z+7%),
g)=—1—-z-7%
It is immediate that || f||4 < ||gll4. However, numerically, we find

I1+zf I3 ~ 31.9339,
11+ zg|l§ & 20.0000.

With these examples in hand, it may now be reasonable to suspect that OPAs
have a dependence on p which is highly nonlinear. In general, this is true. Let
us demonstrate this with what we describe as the OPA “error” — the quantity
lgn,p[f1f — 1], We use this as motivation in Section 3, where we study the
p-dependence of OPAs.

Example 2.0.12. For m a positive integer, consider f(z) = 1 +2z™. Let us show

lgo.2Lf1f = L2 # llgoalf1f — 1lla.

For p =2 and any scalar a € R, we have

2 . ' 40
laf =15= | (la—17+2ae™")([a — 1] +2ae™"") 2~
0 4

=(a—1)?+4d>.
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Notice that the result of the integration is the extraction of the constant OPA (again,
this constant must be real, as the coefficients of f are real). Minimizing this
expression (by differentiating with respect to a), we find

_1
CZ—S.

This yields

laf — 12 = \/@ — 1)’ +4(1)* = /4 ~0.894427.
For p =4, we have

2 ) ) 4o
laf — 1|5 = (a+2ae™® —1)*(a+2ae™ ™ —1)? —,
0 21
and one may extract the constant term as
(a —D*+16a*(a — 1) + 16a*.

Next, one may numerically find that a ~ 0.121991 minimizes the above expression.
Finally, this yields

Igo.alf1f — 1]l4 ~ v/0.781388 ~ 0.940192.

In addition to the error, one may also notice that the OPAs themselves vary
with p. For example, letting f(z) = 1 + 2z + z%, one may numerically find that

q0.4Lf1~0.0970262,
q0.6L.f1~ 0.0674066.
However, this is not always the case(!). The following example is a generalization

of [10, Example 6.1], which showed that the constant OPAs for f(z) =1—z do
not vary with p.

Example 2.0.13. Let ]l < p <ooandlet f € HP. Let A€ Candleth =1+ f.
Suppose that | f(¢/)|=1a.e.on T and f(e~i") = f(e'") (i.e., the Fourier coefficients
of f are real).

Putting a = qo,,[h], we observe

la(l4+f (N1, = laf () +a—1],

= ||a+f(ei’)(a—1)||p (multiply by f, inner)
= lla+f(e ") (a—1) l» (real coefficients)
= lla+f")(@a=Dl, (> —1)

= ||—a+1—1—f(ei’)(a—1)||p (multiply by —1 and add 0)
= |(1—=a)(1+f () —1] .
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This tells us that a = %, which is independent of p. Note that if f is any Blaschke
product with real zeros, the hypotheses above are satisfied.

3. Limits and continuity

In this section, we provide results which relate to varying the parameters in the
OPA problem (i.e., the degree n, the value of p, and the function f). We first
deal with this directly. Then, as a corollary, the first subsection below discusses
the possible set of roots for OPAs. In the final subsection, we show that OPAs (in
certain cases) are solutions to a fixed-point problem. All of these results enable us
to make estimates concerning OPAs, knowing that exact computation is difficult
when p # 2.

We begin by recording, without proof, a known result about metric projections
(see, e.g., [13, Proposition 4.8.3]).

Proposition 3.0.1. Let 1 < p < o0o. Let f € HP with f(0) # 0 and let h be the
metric projection of 1 onto [ f],. Then, in norm,

gnplf1f —h as n— oo.

In the following proposition, for 1 < p < oo and f € H?, we write Q f for
the metric projection of 1 onto [ f],, understanding that 0, need not be a bona
fide H? function. The next result tells us something about the error incurred by
approximating g, [ f] using the Taylor polynomials of Q., when the (rather strict)
assumption of norm convergence holds.

Proposition 3.0.2. Let 1 < p <00, and f € HP. Suppose that the representation
o
Qo) f(R) =Y " f(2)

k=0

converges in norm. Then there exist a positive constant C and an index N such that

Ign.pl F1f = Quy [, S ClNl Qoo f — Qiy [l p

for all n > N, where Qu)(z) = Y i_ooz’, and r and K are the applicable
Pythagorean parameters.

Proof. From the orthogonality relation

1 _Qn,p[f]f —Lp Qn,p[f]f - Q(n)fs

the Pythagorean inequality gives

1T =G, pL SIS+ K llgn pLf1f = Qe f1I, < 11 = Q) f -
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Rearrange and estimate to get

KllgnpLf1f = Qa F1I, <1 = Qo £ = 11 = gu o LF1£I,

11— Qi f1I} = 11— Qoo £,

It = Q157 U1 = Oy fllp = 11 = Qoo £11,)
Pt = Q15 1o f = O £

2011 = Qoo f I 11 Qoo f — Qi I

for n sufficiently large. In the third step we applied the elementary inequality

/

INCINCIN N

a —b < mr_l(a —b),

forO<b<aandr > 1.
This verifies the claim, with C =2r |1 — Qoofll;_l/K. u

The previous proposition can be applied when f is any polynomial; we record
that result now.

Proposition 3.0.3. Suppose that 1 < p < oco. Let z1, 22, ..., 2N be a sequence of
nonzero points of D, and define

=(-2)(-2)(-)

Setr =2if 1l <p<2,andsetr =pif 2 < p < oo. Then the metric projection h of
the unit constant function 1 onto the subspace [ 1, of H” has a norm convergent
representation

oo
k
h(2) =) b f),
k=0
and there exists a positive constant C such that

r
<C
p

(3.0.4) > by

k=n+1

Qn,p[f]f - Zbkzkf
k=0

p
for all positive integers n.

We omit the proof here, but note that the metric projection 4 must vanish at the
zeros of f; in turn, boundedness of the difference-quotient operator, given by

f@— f(w)
z—w

(Bw f)(2) = z,weD,

(applied where f(w) = 0) then ensures the norm convergent representation.
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3.1. Continuity. As discussed earlier, OPAs generally vary with p. We discuss
this variance here, first showing that when f is a bounded function, g, ,[ f] varies
continuously with respect to p.

Lemma 3.1.1. Let f € H*® with f(0) # 0 and letd € N. If (pr)r < (1, 00) with
Pk — p € (1,00), then qq, [ f] converges to qq, [ f] uniformly as k — oo.

Proof. Let us write

fR=)_fid,

=0
Qaplf1(2) = ap+arz+az? +---+aqz’,

k k k k
qa.p [ f1(2) :a(())+af )z—i-aé )22+---+af1 )24,

Since f € H*, Holder yields

/fz‘jdm‘ < flloo
;

for all j > 0. Hence, all of the coefficients f; are bounded by || f || co-
Letting p; be the dual exponent of py, we observe

lag” fo— 1] = M(czd,pk[f]f— 1)dm‘ <N gap LF1LE = Ulpg 1111y < 1,

and so the sequence {a(()k)} is bounded.
Further, since

k k k _j
lay” f;+ay )fj-1+---+a§-)fo|<V(qd,pk[f]f—nz idm| <1,
T

it follows

k k k
o fital fioi++a? AL+

[ fol ’

k la
ja] <

forall k e Nand 1 < j < d. Thatis, {a§k)},f‘;1 is also a bounded sequence for
1 < j < d. By passing to a subsequence and relabeling, we can assume that
{Gn, p LF132 1s a uniformly convergent sequence of polynomials, which converges
to some polynomial, say, A(z) =ap+ajz+---+ aqz? € 2.

Now, for 0 < j < d, recall the orthogonality equations

/ [9a.p [Lf1f — 117020 f dm = 0.
.
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Taking kK — oo and invoking uniform convergence, we find that

/ [Af =117 V2 fdm =0,
T

for 0 < j <d (the taking of (p; —1) powers also being well behaved). By uniqueness
of the optimal polynomial, it must be that

A(2) =4qa,pl f1(2).

Since every subsequence of the originally given sequence {gg,,, [ f1};2, has a
further subsequence that converges to the same limit gy ,[ f1, it must be that

Qd,pk[f] - Qd,p[f]
uniformly. (]

We now present another continuity result— continuity in f. In particular, if
fi — fin HP then g, [ fi]l = qu,pl f]. Before establishing this result, we need a
couple of lemmas.

Lemma3.1.2. Letl <p < ooand%+$: 1. If o — @ in LP, then (p,ip_l) — =1
in LY.

Proof. First, we check that

/Nw”‘”ﬁdm::/ﬁwﬁﬂ*”dm==/ﬁwwdm,
T T T

and so @?~1) e L4; similarly go,i"*l) elLd.
Next, we apply the generalized dominated convergence theorem, using the
sequential bound

—1 _ —
o~ — P <217 (il + 1gI?) aedm,

with the Carleson—Hunt theorem supplying pointwise convergence almost every-
where. The conclusion is

[ 10 =0 dm o
i

as claimed. O

Below, we use the standard notation f (n) to denote the n-th Fourier coefficient
of a function f € L?.

Lemma 3.1.3. Let 1 < p <oo. If o € H?, then
lells, = 19O + K [§(DI + K@) +---,

where r and K are the lower Pythagorean parameters.
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Proof. This follows immediately from the orthogonality relations

¥ L, Z"HP forall m>k >0,

O

and repeated application of the lower Pythagorean inequality.
We are now prepared to prove the aforementioned result.

Theorem 3.1.4. Suppose that 1 < p < oo andn € N. Let f, € HP and let Qy :=
qn,pl fi] foreach k e N. If fi — fin H?, and f(0) #0, then Qx — Q :=qu,pl f1].

Proof. Let us first handle the case n = 1, and write Qx(z) = ax + bz for qy ,[ f].
Since f;(0) — f(0), and f(0) # 0, there is no harm in assuming that there exists
¢ > 0 such that | f3(0)| > ¢ for all k.
From the relation
11,zH?

we see that

L2 11 = Ok fill, 2 11 — ar fi (O + K || Qk fx — ax fx (O)II',

where r and K are the lower Pythagorean parameters. It follows that

121 —a fi (0)],
implying that
2
lak| < -
c
for all k. Thus {a;} is a bounded complex sequence, from which we can extract a

convergent subsequence, which for now we relabel as the original sequence.
Next, subharmonicity and the triangle inequality yield

clbe] < 1bi fr (O] < bz fillp < T — (ax +bi2) fillp + 111 — ak fell p-

The last expression on the right side is uniformly bounded as k varies through N,
and hence {b;} is a bounded sequence. Once again we may draw a convergent
subsequence, and relabel it so that

Or=ar+ bz

converges uniformly to some R(z) =a + bz.

It needs to be shown that R = Q := gy [ f]. For this we rely on the elemen-
tary result that if vy — v in a Banach space and Ay — X in its dual space, then
Ak(vk) — )»(U).
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We apply this, identifying

Vk = fi,

v=f,
() =/ (1 — [ag + bzl fO'P~1 () dm,
T

A<->=f (1—[a+b21 )P () dm.
T

Then Lemma 3.1.2 ensures that A; — A, as needed.
The conclusion is that A(v) = limy_, oo Ax(vr) = limg_ 50 0 =0, or

l—(a+b2)f L, f.
Repeat this argument with the choices
ve=2zft and v=zf

to see that
l—(a+b)f Lyzf

as well. This forces R(z) = Q(z) =a+bz =q1,,[ f1(2), as claimed.

So far, we only know that there is a subsequence that satisfies the claim. However,
we see that every subsequence of the original sequence { f;} has a further subse-
quence for which the linear OPAs tend to the same limit a+bz, the linear OPA from f
being unique. This proves that in fact the full sequence {a;+byz} converges to a+bz.

This verifies the claim when n = 1.

More generally, for arbitrary n € N, let

k k
0k (2) =qn,p[ f1(2) =a(() ) —I—ai V24 +a,§k)z”.
From Lemma 3.1.3, we get
12 11— O fell,

(o.¢]

k k

> —a fol + Y K™al fu+al fuoi+-+a® fol,

m=1

which implies

k k
> al? fu 40" fruy 440 fo

Km/r

for all m.
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We know that aO is bounded in k. It is also easy to see that | f;| < || f|, for
all j. If a(()k), afk), e ( ) are also bounded in k, then the relation
a1 < 1 ay fi1 +a§k)fj N +“§k)f1
K™/r| fol fo fo o

ensures that a | is bounded as well. This proves that all of the coefficients of Qy
are uniformly bounded in k.

Arguing as before, we may find a subsequence from {Q} that converges uni-
formly, and the limit must be g, ,[ f1]. In fact, this must be the limit of the original
sequence. U

3.2. Roots of OPAs. As a corollary to the last continuity theorem, we begin this
subsection with two results concerning the set of possible OPA roots. Let us first
establish some notation.

Definition 3.2.1. For 1 < p < 0o and n > 0, we define the set of possible roots of
OPAs of degree n in H? as

Q,,p = {w € C: there exists f € H” such that f(0) # 0 with g, ,[ f1(w) =0},

and let
Q= Q-

n>0

Note that Qo , = @ for all p € (1, 00). We have an immediate proposition
concerning these sets.

Proposition 3.2.2. For 1 < p < oo and each n > 1, we have 2, , C 1 ,, and
therefore
Q, =Q .

Proof. Suppose w € @, , with g, ,[ f1(w) =0. Put g, ,[ f]1= (z — w)q. Then, by
optimality, we have

lg1,plg flaf —1lp < llz—w)g f—1ll,
= 1gn.p[f1f =1l
<lqi.plg flgf —1lp,
and we deduce that g1, ,[g f1=qn,p[ f1/g = z—w, which implies that w € 2 ,. [
Presently, we see that the set of OPA roots must contain the set C \ D.

Proposition 3.2.3. Let 1 < p < oco. If w € C\ D, then there exists f € HP such
that q1,,[ f] has the root w, and so

c\DcQ,.
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Proof. Let w € C\ D and let

f@)=—,
Z—w
which belongs to H? for all p € (1, o). Further,
I1—0fl,=0
when
0@)=z—w.

Therefore, it must be that g, ,[ f1(z) =z —w forall n > 1. Hence, w € ,. U
We now show that this set is connected and symmetric under rotation.

Proposition 3.2.4. For 1 < p < oo, the set Q, is rotationally symmetric and
connected.

Proof. We begin by establishing rotational symmetry. Let f € H?, and suppose
q1,pl f1=a(z — w) (by Proposition 3.2.2, it suffices to take the linear OPA). Then,
for any y with |y| =1,

2
||1—a<z—w)||5=/0 1 —a(z = w) fQI dm(z)
27
=f0 1 —alys —w) fGOI Iy]? dm(@)
2
=/0 1 —atyg —w) f )P dm()

2
=/0 1= (ay)& —yw) f(yOI” dm(Q).

It must be that (ay ) (z—y w) is the linear OPA for f(yz), for otherwise, by reversing
these steps from

1T —q1plf (r21f (vl

we obtain a contradiction.

This shows that if w is an OPA root, then so is yw for all y, |y| = 1. That is,
the set €2, is rotationally symmetric.

Next, suppose that f and g belong to H?”, with real coefficients, and with
f(0) > 0 and g(0) > 0. Let their linear OPA roots be r and R, respectively, where
0 <r < R. By the continuity of the map F > ¢q; ,[F], we see that the set of
linear OPA roots of the collection of functions ¢f + (1 —¢)g, 0 < ¢ < 1, must be an
interval containing [r, R]; this is because the collection of functions is connected,
and continuous maps preserve connectivity. Note that 7f(0) + (1 —¢)g(0) > O for
all 7, as required for the linear OPA to be nontrivial. Consequently, €2, is path
connected, and hence connected. [l
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3.3. Fixed-point approach. Again, we mention that computing OPAs when p # 2
is a challenging task. Here, we explore the idea of OPAs being fixed points of
an iterative process. We begin with the degree-zero case and then move to the
degree-one case.

Theorem 3.3.1. Let2 < p < 0o, and let f € H? be a nonconstant function. Then
the degree-zero OPA qo, [ f] is the unique solution to the fixed-point equation

{=2(),
where ® : C+> C is given by

-1
(0 :=(/Tll—s‘fl"‘zfdm)(/rll—§f|p‘2|f|2dm) .

For any Ay € C, the sequence {Ai} given by A1 = ®(Ay) converges to qo pl f1.
Proof. Since p > 2, and

the parameters % and ﬁ are Holder conjugates of each other. Hence Holder’s
inequality gives

f|1—;f|”—2|f|2dm
i

(r=2/p 2/p
< (/ 1 — £ f|P-2p/ -2 dm) (/ R dm) .
T T

Furthermore, since f is nonconstant, the integral in the denominator of ® is nonzero
for any value of ¢.
When ¢ # 0, we have

|;|A|1—;f|l’2|f|dm<fT|1—;f|”2<|1—¢f|+1> dm
=/|1—¢f|f’—1dm+/|1—;f|f’—2dm
T T
< 00;
and, when ¢ =0,
/Il—g“fl”‘zlfldmzf|1—0-f|”‘2lf|dm=fIfldm<oo.
T T T

This verifies that ® is well defined for all ¢ € C.
In fact, ® is continuous and bounded. Continuity of the numerator and denomi-
nator of ® at any point {y can be established by a dominated convergence argument,
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with respective dominating functions
272U+ CIfIPAIf] and 2P A+ CIFIPTA)IfP
where C > |¢p|”~2. Continuity at infinity is established by
po L¢P fdm L Jr (Vg = 1P dm
(=00 [ 1 =¢fIP2f12dm  c~oo [(11/¢— fIP2|f1>dm
Jp I fIPf dm
= lim ———.
{—o00 f'ﬂ' | f17 dm
Consequently, @ is a bounded function. For any choice of A; € C, define
Mer1 = @) forall k =1,2,3,.... The resulting sequence {A;} is a bounded

sequence, and must contain a convergent subsequence, {A,, }, with Ay — A € C.
Continuity ensures that

A=),
which is to say that

_ 2 _ 27
A/Tu A1 ffdm—/TIl AF1P=2 F dm

0=[ L= Af P21 = Af) F dm,
i

or 1 —Af L, f. This shows that A =g, ,[f].
But any subsequence of {A;} must have a further subsequence that converges to
the same limit. Thus the sequence {A;} itself must converge to A = go, ,[ f 1. |

We now discuss the linear case, first recording some notation.
Let a linear polynomial Q;(z) = a; + b1z be given and, for k > 1, let

Ag+1 Cv Dy - Ax
(332 [ka] B [Dk Ck] [Bk]
1 Cv —D¢]|[Ax
TGP+ Dyl [—Dk Ck] [Bk]
1 cAyCx— By Dy
TGk + 1Dl [Bkck—Aka]’
where

Ak=/ 11— Quf17"2F dm. Bk=/ 11— QufIP22F dm,
(3.3.3) i i
ck=/T|1—Qkf|f’—2|f|2dm, Dk=/T|1—Qkf|p_2Z|f|2dm,

and Q(z) = ay + byz. This determines a sequence of linear polynomials.
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Theorem 3.3.4. Let 2 < p < oo, and suppose that f € HP is a nonconstant
polynomial with f(0) # 0. If Qx(z) = ay + byz, k = 0, is the sequence of linear
polynomials arising from (3.3.2), then Q. converges to qi p[ f1.

Proof. If O is identically zero, then by inspection we see that Q> is not the zero
polynomial. Thus, by relabeling if necessary, let us assume Q; is not identically
Zero.

By the hypotheses on f, the expression w — Qf is a nonconstant polynomial
for any complex number w and linear polynomial Q; hence |w — Qf|?~2 will be
integrable on the unit circle.

Consider the expression, with integrals being taken over the circle,

SIQFIP2 fdm [10f1P72| f 1> dm
D(Q) = — [1Qf1P722f dm [1Qf1P2Z| f P dm |

|[10f 1721 f2dm|* + | [10f1P-2Z] f 12 dm|’

as Q varies over set
2 :={a+bz € £ :max{|al, |b|} = 1}.

Under the assumptions on f, the denominator is bounded away from zero. Thus
®(Q) is a continuous function on a compact set, and achieves its maximum. In
fact, the value of ®(Q) is indifferent to rescaling Q, except for multiplying it by
Zero.

From this we can further deduce that the values of

Jlw=Qf P72 fdm [lw—Qf P72 f*dm
W(0, w) = —[lw=Qf 1P 2zf dm [|lw—Qf|P~2Z| f|*dm

| [lw=Qf1P=21 f P2 dm|* +|[lw—Qf [P=2Z| fI? dm|’

are uniformly bounded for Q € 2 and |w| < 1.
Next, notice that for any nonzero linear polynomial Q(z) = a + bz we have

/|1—Qf|”‘2fdm=/|1—(a+bz>f|”‘2fdm
T T

o 1 ([

where ¢ := max{|a|, |b|}. This is to say that the value of A in (3.3.3) scales in a
simple way with ¢, with the result that f is multiplied by a member of 2, and the
1 inside the integrand is replaced by % Similar remarks apply to the formulas for
Bk, Ck, and Dk.

Consequently, when Ay, By, Cr and Dy are assembled together to yield ay.y1
and by 1, the scaling factors |c|”~2 attached to each integral cancel.

p—2
fdm,
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Let us write ¢ := max{|ax|, |br|}. The above observations establish that |cg41|
is uniformly bounded as k varies over such indices that |c;| > 1.

For the other values of k, for which |cx| < 1, the corresponding expressions for
|1 — Qk f|P~2 are again uniformly bounded in the obvious way, implying that the
resulting ¢y are also uniformly bounded.

This shows that {Qy} is a bounded sequence of linear polynomials, which must
therefore have a convergent subsequence. The limit is a linear polynomial Q,
which satisfies the orthogonality conditions for g1 ,[ f], and hence must be the
OPA. Uniqueness of the OPA ensures that, in fact, every subsequence of { O} has
a further subsequence that converges to g1 ,[ f1]. In conclusion, we have

lim Ok =q1,,[f] O
k— o0

We end this section by noting that Theorems 3.3.1 and 3.3.4 are only established
for 2 < p < 00, and, in the degree-one case, only for polynomials. It is currently
unclear if these results extend to 1 < p < 2, or if analogous results hold for
higher-degree OPAs.

4. Error bounds and duality arguments

The present section is concerned with estimating (both above and below) the quantity
lgn, p[ £1f—1ll p,1.e., the “error’” in the optimal polynomial approximation algorithm.
We begin by employing some duality methods, first recalling a fundamental result
from classical functional analysis, tailored to our setting.

Lemma 4.0.1. Let 1 < p <ocoand f € HP. For any n € N, we have

Ngn.pLf1f =1, = [wiél{q{”w”“ Yo=1, Ff,0)=0forall 0 <k < n}]_l.

Proof. By an elementary duality theorem of functional analysis, with respect to the
pairing
2
9. ——= df
(f.8) = / Fege® 5,
0 JT
we have

g pLF1f = 11l
=inf{[|Qf — 1, : O € P}
= distyr (1, 2, f)
= distz» (1, 2, f)
= Mz, e
(¥, 1)]

=sup{ ———: P ) \{0
SUP{ 0 Le v e (Pnf) \{}}
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ol n }
= . '@n 0
S“p{nwnm Y € (2 )\ {0}

— [inf(ly /Yoo : ¥ € (Zu )"\ (O]
= [inf{l¥llzo ¥ € (Zu )t Yo =1)] "

=[inf{l Yl : v €L, Yo=1, (f,y)=0forall0<k<n}]”'. O
Remark 4.0.2. The reason to move to L? in the third equality is that the dual of L?
is L9, If we stick with the norm in H?”, then (caution!) the relevant dual space is the
quotient space L9/HY, rather than H9. These spaces are isometrically isomorphic
only when p = 2.

In the fourth equality, we mean “the norm of the unit constant function, viewed
as a bounded linear functional on the annihilator of the subspace spanned by f.22,”.

We first apply this duality to provide a lower bound for the OPA error in the case
that we are approximating a polynomial with zeros in the disk.

Proposition 4.0.3. Suppose f is a polynomial

(4.0.4) f@)=GC—w)—w2) - (2—wq),

with the roots being distinct, nonzero, and contained inside D. Then, for 1 < p < 00
and A = qo,p| f1, we have

(4.0.5) IT=2fllp =21 —|wiwy - wql.

Proof. The space of functions in L? which annihilate f contains functions of the
form

ClAwl + CZALUZ + .- +CdAwg'a

where A,,; denotes the point evaluation functional (or Szegd kernel) at the point
w; € D. Thus, by the Lemma 4.0.1, we have

1T = Afll, = linf [ ]l417",

where the infimum is over ¥ € L7 satisfying (f, ¥) =0 and ¥y = 1.
Let

a constant multiple of the Blaschke product with the same zeros as f. Its numerator
has leading term +az?, while the denominator has leading term *wjw; - - - waz?
(with matching signs). Thus long division followed by partial fractions expansion



PROPERTIES OF OPTIMAL POLYNOMIAL APPROXIMANTS IN HARDY SPACES 287

results in an expression of the form

a
B(z) = —— +ca1Auy, (@ +2Ay, () +- - +caAw, (2).
wiwy - - - Wy

Evaluating this equation at z = 0 tells us that

a
awiwy Wy = ————4cy+cr 4+ +cq.
wiwy - - - Wy

This suggests making the specific choice of
W(Z) = ClAwl (Z) + CZsz (Z) +--- 4+ CdAwd (C)

with the coefficients determined above. The requirement of ¥ (0) = 1 therefore gives

a
awwy Wy = —— + 1,
wlwz..-wd

which will furnish the value of a, namely,

1 —1
a=|wwy - wyg— — | .
wlwz...wd

Finally, an application of the triangle inequality yields

-1

- a
I=2fl, =i, > “B -
wiwy - - - Wy q
—1 —1
a
P> [||B||q + H: i| = [|a|+ ‘— ]
wiwy - Wa |, wiwy - - - Wy
1-1f O
=7 = 1= 1fO=1—]wws- - wql. O
L+[f )]
Remark 4.0.6. The above result holds for any function f vanishing at the points
wi, ..., wy. Further, by Theorem 3.1.4, the result also extends to any infinite
Blaschke product.

Let us now use duality to further investigate OPA errors for more general func-
tions.

Proposition 4.0.7. Ler 1 < p < oo, % + g =1,neN, and f € H? with f(0) = 1.
Then
1

T+ Y1z + ¥z + -+ Ynzlly

||Qn—l,p[f]f - 1||p =
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where the coefficients Y, 1 < k < n, satisfy the matrix equation

(i o s ] [V] -1
fo fi o0 fum1 || V2 0
0 fo fi -+ fax||¥3|=]| O].

_6 O 0 J;‘l _ _w"n_ L 6_

Proof. It suffices to check that the function

V(@) =1+Y1z+ v+ + Yl

satisfies the hypotheses of Lemma 4.0.1. That is, for 0 < k < n, that

(" f.9) =0.
This is ensured precisely by the linear system in the statement of the proposition. [

With further calculation, the approach in the previous proposition can be used to
show the following:

Proposition 4.0.8. Ler 1 < p < oo, % + 5 =1,neN,and f € H? with f(0) = 1.

Let
1

@

be the power series of % about the origin. Then

=l+giz+ g+ -

|gnl
11+ g1z4+ g2+ -+ 8gn2"llg

Proof. Let us begin with, from Proposition 4.0.7, the matrix equation

lgn—1,pLf1f =1l =

(i o s fu U] [T
fo i o fuor | | V2 0

0 fo fi -+ faa||¥3|=| OF.
_6 O 0 ];1 a _w‘n_ L 6_

There is no harm in multiplying both sides of the equation on the left by the
elementary permutation matrix

0---1
0---0
0---0

[ 000---0
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(the next to last entry of the bottom row is 1), which has the effect of changing the
equation to

fo f1 2o fud W] [ O
0 fo f1i - fo2]| |2 0
0 0 fo- fus||V¥3 0
SRR A R R A
000 -+ f||: :
_fl f2 f3 fn _ _wn_ __1_

By successively subtracting multiples of the other rows, the bottom row can be
placed in the form

[000 - C]

for some constant C, which could be zero. In fact, recalling that fy = 1, we see
that C must be given by

(i o s Sfa

Jfo f1 f2 o0 fuma
C=det| 0 fo f1 - faz2

000 1]

Furthermore, the sequence of row operations to diagonalize the matrix leaves
the right side unchanged as

000 ... —1]".

Assuming that C # 0, and again recalling that fy = 1, our matrix equation can
be written as

[ fo fi oo famt | W] [ O]
0 fo fi -+ Jfa2| | V2 0
00 fo - fus||¥3|= 0
000 fo ]l Love

The inverse of the transposed (Toeplitz) matrix on the left is simply

(g0 g1 & -

gn—l_
0 g &1 - &—2
0 0 g - gn-3|,
00 0 -+ go
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where g(0) = 1 and g(z) = go+ g1z + 822>+ - - is the Taylor expansion of 1/£(z),
valid for some disk centered at the origin. The conclusion is that

_gn—k

Vi =

forall 0<k<n—1.

Our next challenge is to find an analytical meaning for the constant C. But notice
that the row operations needed to clear entries from the bottom row of

fo fi o faet]
0 fo fi - fao2
0 0 e fl
(4.0.9) o jjo .. f:3
000 £
Lf1 2 f3 o fu

would (suitably modified) similarly clear the second through the last entries from
the top row. Performing all of these (suitably modified) row operations on the
identity matrix would have to result in

1 g1 & -+ &gt
o1 0 .--- 0
00 1 0
000 -~ 1

Then following carefully what operations are correspondingly performed on the
last column in (4.0.9), we conclude that

C= fn +g1fn71 +g2fn72+‘ . '+gn,1f1 = —gu.
Finally, note that

- - 1
Sl 82—

1
H1+ = ”gn+gnflz+gn7222+'“+Zn”q
8n 8n 8n q |&nl
1 —n 2 n
=g |IIz (8n+8n—-12+8n—22"+---+2")llg
1 —1 -2 —n
= 2 |Ill+glz +gz "+ gz g
1 2 n
= 2 |Ill+g1z+gzz +- 8z llgs

where in the last step, the change of variable 6 — —6, for z = ¢'? leaves the norm
integral unchanged. 0
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We will provide an improvement to the above proposition, but we must first
consider the problem of finding G € zH? such that

IG + Fll,

is minimized. Duality tells us that (as we continue to mark extremal functions with *)

IG*+ F|, =sup{ |<||I;|]£>| (e Hq}
_F, ¢
1¥*lly
I(F, )]

Cinf(||y* + K|, : K € zHY)

Once again, we are up against the dual of H? being isomorphic to H?, but not
isometrically.

Nonetheless, we must consider the metric projection of F' onto the subspace
zHP. Notice that (G* 4+ F){?~!) annihilates any negative frequencies. Therefore,
there exists 2 € HY such that

(G*+ PP~ =,
and thus, taking a (g — 1) power, we have
|h|“"2h = G*+F.

In turn, we see that finding G* amounts to solving the above highly unpleasant
functional equation.
Let us record this in the following result, where we write P, for the Riesz

projection, given by
o

o
> et Yad
k=0

k=—00
which is bounded from L? — HP.

Proposition 4.0.10. Let 1 < p < oo and % + é = 1. Suppose h € H4, and define
F := P, h'a=1), Then

inf(|F +Gll,: G € zH"}

is attained by taking F + G = h'a=Y). In this case, the value of the infimum is given

by
inf(|F +Gll,: G € zH"} = [h]|l4~".

This warrants the following observation:

Proposition 4.0.11. For 1 < p < 00, the set of images Py (H%)4~1) is dense in HP.
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Proof. Suppose g € HY has the property that
<P+ h(q_”’ g) =0

for all h € H?. Then

0= (P hia—1, g)= / P, h4Vgdm = / ha=Vg dm.
T T

We are able to drop the projection in the last line since integration against g will

annihilate the negative frequencies of 4#(¢—1). In particular, this must hold for 7 = g,

and hence 0 = || g||Z. This forces g to be identically zero. U

In turn, we can make the following improvement to Proposition 4.0.8.

Pmmmmmmau.un1<p<aL%+§=LneN¢mdfeHPmmfmy:L

Let

1
—— =14 gzt g+
@

be the power series of % about the origin. If g, # 0, then

1
lgn—1,pLf1f =1l = 1=,

where h € H? satisfies

Bl p 822, 80

n 8n 8n

Let us now consider the case where n — oo. Then, by writing f = JG for J
inner and G outer, we see, for all k > 0, that ¢ € L7 satisfies

0=(Ff,v)=(FIG, ¥) = (G, Ty).

As {zXG : k > 0} is dense in H”, we have, for any n > 0,

27 )
o:@%iwwif Jwﬁww%awig
0 27'[

From this, it follows that K (z) := J(z2)¥(z)/z is an element of H?. We further
divine that ¢ must be determined by

v(z2) =J(@2)zK(z2), zeT,
for some K € H?. The condition ¥ (0) = 1 takes the form

=L Ko+ hK +5Kr+---.
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We now must minimize || JzK l; subject to K € H? satisfying the above con-
straint. It is tempting to try K = J, but this will not work, since

0=JN1Jo+hdi+J3h+---.

Instead, take K (z) = c[J (z) — J(0)]/z, where ¢ ™' = |J1 | + |2+ | B2+ - -.
Then

N Ko+ hKi+BK+- - =c(lhP+ B+ 5P +) =1,

as needed. Using this choice of K to compute i, we obtain

V(@) = J@QK@ = e (D)3 M

Since ||gn, p[ 1 — 1l , = 1/]1¥ |4, this furnishes the following bound.

PmmmmmAﬂJ&Lal<p<ax%+$:LneN¢mdfeHPMMf®%:L
Then
|12+ |+ )2+

11— J0)J (@)l

”(In,p[f]f - 1||p 2

where J is the inner part of f.

Incidentally, ™' = (|1 + | 2> + 117+ ) = 1[5 = [J O = 1= [JO)%,
so the lower bound above could be written equivalently as
1= J(O)
1A= 1T OP) = JO) (Jiz+ 1222 +--)llg

which is obviously no greater than 1, as needed.

We now step away from duality. Our final results concern OPA errors, but are
proven with H? methods. The following proposition should be compared with
Proposition 4.0.3; although the result below provides a better bound, it holds only
for p > 2.

Proposition 4.0.14. Let 2 < p < oo, and suppose f € HP has a factorization
f =JG, where J is inner and G is outer. If f(0) # 0, then, for any n € N,

Ign,pLf1f =1, = V1= 1J(0).

Proof. Let & be the collection of all polynomials. Then
l4npLF1f =111y > Jnf 1Qf = 1], > inf IO =1l

= inf |QJG — 1|l = inf QG — Tl =[J(0)—J]|q,
Qe Qe
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with the last equality following from the fact that since G is outer, {QG : Q € £}
is dense in H2. Now use

L= J13= 1T+ 1] — JO)]3. O
Note further that if / = B is a Blaschke product, then this implies that
Ign.pLf1f =11, = 170) = T2 =1 = BO)2 =1 — [wjwaws - - - |2,

where wi, wy, w3, ... are the zeros of B.

We end by providing a related result when 1 < p < 2.

Proposition 4.0.15. Let 1 < p < 2 and suppose f(0) # 0. Then, for any n € N,

Ign, pLF1f = Uy < /1= (@2l F1)(0).
Proof. Routine bounds yield

lgn pLf1F = Ulp <llgn2lf1f = Ulp < lgnalf1f = U2 = /1 = (gu2l F1)(0),

where the last equality is a consequence of the linear system described in (1.0.1). [J

Noting that ||g, 2[ f1f —1ll2 < llgo.2[ f1f — 1|2, we can also establish the simple
bound

|f(0>|2>”2

lan o LF1F —1] <<1—
anplS17 =1l 112
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