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We discuss an infinite class of metabelian von Neumann \( \rho \)-invariants. Each one is a homomorphism from the monoid of knots to \( \mathbb{R} \). In general they are not well defined on the concordance group. Nonetheless, we show that they pass to well defined homomorphisms from the subgroup of the concordance group generated by anisotropic knots. Thus, the computation of even one of these invariants can be used to conclude that a knot is of infinite order. We introduce a method to give a computable bound on these \( \rho \)-invariants. Finally we compute this bound to get a new and explicit infinite set of twist knots which is linearly independent in the concordance group and whose every member is of algebraic order 2.
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1 Introduction

In this paper we study a particular class of von Neumann \( \rho \)-invariants and show that they provide a concordance obstruction. We show that these invariants are particularly computable for knots of finite algebraic order and use them to establish a new linearly independent family of twist knots.

A knot \( K \) is an isotopy class of oriented locally flat embeddings of the circle \( S^1 \) into the 3–sphere \( S^3 \). A pair of knots, \( K \) and \( J \), are called topologically concordant if there is a locally flat embedding of the annulus \( S^1 \times [0,1] \) into \( S^3 \times [0,1] \) mapping \( S^1 \times \{1\} \) to a representative of \( K \) in \( S^3 \times \{1\} \) and \( S^1 \times \{0\} \) to a representative of \( J \) with its orientation reversed in \( S^3 \times \{0\} \). A knot is called slice if it is concordant to the unknot or equivalently if it is the boundary of a locally flat embedding of the 2–ball \( B^2 \) into the 4–ball \( B^4 \).

The set of all knots has the structure of a commutative monoid with identity given by the unknot under the binary operation of connected sum. This monoid is not a group. The only knot with an inverse is the unknot. The quotient by the equivalence relation given by concordance, however, is a group. The inverse of any knot \( K \) is given by \(-K\), the reverse of the mirror image of \( K \). This group is called the topological concordance group and is denoted \( C \).
Given a knot $K$ the Alexander module of $K$, denoted $A_0(K)$, is defined as the rational first homology of the universal abelian cover of the complement of the knot in $S^3$ or equivalently of $M(K)$, where $M(K)$ denotes zero surgery on $K$. In the language of twisted coefficients, $A_0(K) = H_1(M(K); \mathbb{Q}[t^\pm])$ where $t$ is the generator of the regular first homology of $M(K)$. There is a nonsingular $\mathbb{Q}[t^\pm]$–bilinear form

$$Bl: A_0(K) \times A_0(K) \to \mathbb{Q}(t)/\mathbb{Q}[t^\pm]$$

called the Blanchfield linking form.

For a submodule $P$ of $A_0(K)$, the orthogonal complement of $P$ with respect to this bilinear form, denoted $P^\perp$, is given by the set of elements of $A_0(K)$ which annihilate $P$. That is,

$$P^\perp = \{q \in A_0(K) \mid Bl(p, q) = 0 \text{ for all } p \in P\}.$$

$P$ is called isotropic if $P \subseteq P^\perp$ and is called Lagrangian or self annihilating if $P = P^\perp$. We call $K$ anisotropic if $A_0(K)$ has no nontrivial isotropic submodules.

On the opposite end of the spectrum, a knot is called algebraically slice if it has a Lagrangian submodule. The quotient of $\mathcal{C}$ by algebraically slice knots is called the algebraic concordance group. It is shown in [18] that this quotient is isomorphic to $\mathbb{Z}^\infty \oplus \mathbb{Z}_2^\infty \oplus \mathbb{Z}_4^\infty$. In particular, this shows that the concordance group has infinite rank. There is, however, much more to the concordance group. For example, in [1, Theorem 5.1] Casson and Gordon define a family of invariants and use them to show that, of the algebraically slice twist knots, only the unknot and the $-2$ twist knot (the stevedore knot) are slice. As a consequence of their work Jiang [13] shows that there is an infinite set of algebraically slice twist knots that are linearly independent in $\mathcal{C}$. Since then, the so-called Casson–Gordon invariants have served as useful tools in the detection of non-slice knots.

\[\text{Figure 1. The } n\text{–twist knot}\]

Given any closed oriented 3–manifold $M$ and a homomorphism $\phi: \pi_1(M) \to \Gamma$, the Von Neumann $\rho$–invariant, $\rho(M, \phi) \in \mathbb{R}$, is defined. It is an invariant of orientation.
preserving homeomorphism of the pair \((M, \phi)\). Restricting this invariant to the zero surgery of knots and links gives rise to an isotopy invariant.

In [5], Cochran, Orr and Teichner use \(\rho\)–invariants to show that there is an infinite rank subgroup of \(C\) of algebraically slice knots on which the Casson–Gordon invariants vanish.

In Section 3, we define the Von Neumann \(\rho\)–invariants in which we are interested. Briefly, \(\rho^0\) is the invariant associated with abelianization, \(\rho^1\) with the quotient by the second term in the derived series and \(\rho_p^1\) with \(A_0^p(K)\), a localization of the Alexander module.

We proceed to give an additivity theorem for these invariants (Proposition 3.5). As a consequence, \(\rho_p^1\) is a homomorphism from the monoid of knots to \(\mathbb{R}\). From the same theorem we deduce that there exist slice knots with non-vanishing \(\rho_p^1\). The existence of such knots implies that these invariants are not well defined on the concordance group. In Section 4 we find that regardless of their ill-definedness there is a setting in which these \(\rho\)–invariants provide concordance information. Theorem 4.1 below is proven. A Laurent polynomial \(p(t)\) is called symmetric if \(p(t) = t^k p(t^{-1})\) for some integer \(k\).

**Theorem 4.1** If \(p\) is a symmetric prime polynomial, \(m_1, \ldots, m_n \in \mathbb{Z}\), \(K_1, \ldots, K_n\) are knots, \(A_0^p(K_i)\) has no isotropic submodules for each \(i\) and \(#_{i=1}^n m_i K_i\) is slice then \(\sum_{i=1}^n m_i \rho_{p}^1(K_i) = 0\).

Restricting that theorem to the case that \(n = 1\) we get an application to the obstruction of torsion in the concordance group.

**Corollary 4.2** Let \(p\) be a symmetric polynomial and \(K\) be a knot with \(A_0^p(K)\) having no isotropic submodules. If \(K\) is of finite order in the concordance group then \(\rho_p^1(K) = 0\).

In fact, Theorem 4.1 implies that for each symmetric polynomial \(p\) the \(\rho_p^1\)–invariant passes to a homomorphism from the subgroup of the concordance group generated by knots for which \(A_0^p\) has no isotropic submodules. For each \(p\) this subgroup contains all knots with prime Alexander polynomials. Thus, these invariants each give obstructions to linear dependence amongst these knots.

While Theorem 4.1 can be compared to the results of [4], it has the advantage that a knot can potentially be shown to be of infinite order after a single computation, while the results of [4] (for example Theorem 4.2 of that paper) only conclude that a knot is not slice, saying nothing about its concordance order and even then a \(\rho\)–invariant must be computed for every isotropic submodule, of which there may be many.
An unfortunate fact about these invariants, $\rho$–invariants in general and Casson–Gordon invariants is that it is difficult to do significant computations involving them. Section 5 addresses this shortcoming for our invariants by proving Theorem 5.6 which relates the $\rho_p^1$–invariant of a knot of finite algebraic order with the $\rho^0$–invariant of any link representing a metabolizer of a Seifert form.

**Theorem 5.6** Let $p$ be a symmetric prime polynomial. Let $K$ be a knot of finite algebraic order $n > 1$ with $A_0^p(nK)$ having no isotropic submodules. Let $\Sigma$ be a genus $g$ Seifert surface for $nK = \#_nK$. Let $L$ be a link of $g$ curves on $\Sigma$ representing a metabolizer for the Seifert form. Let $P$ be the submodule of $A_0^p(nK)$. Suppose that meridians about the bands on which the components of $L$ sit form a $\mathbb{Z}$–linearly independent set in $A_0^p(nK)/P$.

Then, $|n\rho_p^1(K) - \rho^0(L)| \leq g - 1$.

This is good news because $\rho^0$ is computable. In many cases it can be expressed in terms of the integral of a simple function on $\mathbb{T}^n$, the $n$–dimensional torus. The application of Theorem 4.1 together with Theorem 5.6 gives a new and tractable strategy to show that knots which are of finite algebraic concordance order are not of finite topological concordance order. By finding a metabolizing link $L$ for $K$ and computing $\rho^0(L)$ one can hope to conclude that $K$ is of infinite concordance order.

This strategy is employed in Section 6 to give a new infinite linearly independent set of twist knots whose every member is of order 2 in the algebraic concordance group. Specifically, the theorem below is proven. This appears to be the first application of von Neumann $\rho$–invariants to the twist knots of finite algebraic order.

**Corollary 6.2** For $x$ an integer, let $n(x) = -x^2 - x - 1$. For $x \geq 2$, the set containing the $n(x)$–twist knots, \{T_{-7}, T_{-13}, T_{-21}, \ldots\}, is linearly independent in $\mathcal{C}$.

In related work, a similar set, neither containing nor contained by the one presented here, is given by Tamulis [26, corollary 1.2]. In [22], Livingston and Naik find that twist knots which are of algebraic order 4 are of infinite concordance order. In [21] they find many large families of algebraic order four twist knots are linearly independent. In [16] Kim uses results of Gilmer to prove that except for the unknot, the $-1$–twist knot and the $-2$–twist knot, no nontrivial linear combination of twist knots is ribbon. In [20, Corollary 1.3], Lisca establishes the smooth concordance order of the twist knots (and of two-bridge knots in general). In the topological setting the concordance order of the twist knots is in general unknown, to say nothing of their linear independence.
2 Background information: basic properties of $\rho$ and $\sigma^{(2)}$

For the definition of the Von Neumann rho invariant see for instance [7, equation 2.10, definition 2.11] and [12, section 3]. For the definition of the $L^2$ signature see for example [25, section 3.4, definition 3.21]. Instead of presenting definitions, we give the properties needed for our analysis.

The first property we essentially employ as the definition of the $\rho$–invariant. We even label it as such. The pair $(W, \Lambda)$ is referred to in [12] as a stable null-bordism for $\{(M_i, \Gamma_i)\}_{i=1}^n$ where it is proven that such a definition is independent of the stable null-bordism used.

**Definition 2.1** Consider oriented 3–manifolds $M_1, \ldots, M_n$, with homomorphisms $\phi_i: \pi_1(M_i) \to \Gamma_i$. Suppose that $M_1 \sqcup M_2 \sqcup \ldots \sqcup M_n$ is the oriented boundary of a compact 4–manifold $W$ and $\psi: \pi_1(W) \to \Lambda$ is a homomorphism such that, for each $i$, there is a monomorphism $\alpha_i: \Gamma_i \to \Lambda$ making the following diagram commute:

$$\begin{array}{ccc}
\pi_1(M_i) & \xrightarrow{\phi_i} & \Gamma_i \\
\downarrow{i_*} & & \uparrow{\alpha_i} \\
\pi_1(W) & \xrightarrow{\psi} & \Lambda
\end{array}$$

Then $\sum_{i=1}^n \rho(M_i, \phi_i) = \sigma^{(2)}(W, \psi) - \sigma(W)$ where $\sigma$ is the regular signature of $W$ and $\sigma^{(2)}$ is the $L^2$ signature of $W$ twisted by the coefficient system $\psi$.

The primary tool in this paper for getting information about the $L^2$ signature of a 4–manifold is a bound in terms of the rank of twisted second homology. When $\Gamma$ is PTFA (Poly-Torsion-Free-Abelian, see [5, Definition 2.1]) and more generally whenever $\mathbb{Q}[[\Gamma]]$ is an Ore domain,\n
$$\left| \sigma^{(2)}(W, \phi) \right| \leq \text{rank}_{\mathbb{Q}[[\Gamma]]} \left( \frac{H_2(W; \mathbb{Q}[\Gamma])}{i_*[H_2(\partial W; \mathbb{Q}[[\Gamma]])]} \right),$$

where $i_*: H_2(\partial W; \mathbb{Q}[[\Gamma]]) \to H_2(W; \mathbb{Q}[[\Gamma]])$ is the inclusion induced map.

This follows from the monotonicity of von Neumann dimension (see [23, Lemma 1.4]) and the fact that $L^2$ Betti number agrees with $\mathbb{Q}[[\Gamma]]$ rank when $\mathbb{Q}[[\Gamma]]$ is an Ore Domain. (see [2, Lemma 2.4] or [10, Proposition 2.4]).
3 The invariants of interest and some easy results

In this section we define the invariants studied in this paper. Each is the Von Neumann $\rho$–invariant with respect to some abelian or metabelian quotient of the fundamental group of zero surgery on a knot or (in the case of $\rho^0$) a link.

Definition 3.1 Let $L$ be an $n$–component link with zero linking numbers, and let $\phi^0: \pi_1(M(L)) \to \mathbb{Z}^n$ be the abelianization map. Then let $\rho^0(L) = \rho(M(L), \phi^0)$ be the corresponding $\rho$–invariant.

For a knot $K$, $\rho^0(K)$ is equal to the integral of the Levine–Tristram signature function (see [6, Proposition 5.1]). In particular, this invariant is computable but is zero for every knot of finite order in the algebraic concordance group. Despite this, $\rho^0$ can be used to get concordance information about algebraically slice knots by studying $\rho^0(L)$ where $L$ is a link given by a metabolizer of the knot. In [8, 4.3] and [4, example 5.10], this strategy is used to give an alternate proof of the result of Casson–Gordon [1, Theorem 5.1] that the algebraically slice twist knots are not slice. In this paper the $\rho^0$–invariant of a metabolizing link is used to get information about the invariants given in the next two definitions.

Definition 3.2 For a knot $K$ let $\phi^1: \pi_1(M(K)) \to \pi_1(M(K))/\mathbb{Z}$ be the projection map. Let $\rho^1(K) = \rho(M(K), \phi^1)$ be the corresponding $\rho$–invariant.

In order to give the definition of the third invariant we must first provide some definitions involving localizations of the Alexander module of a knot. For $p(t) \in \mathbb{Q}[t^{\pm 1}]$ let

$$R_p = \left\{ \frac{f}{g} \mid (g, p) = 1 \right\}$$

be the localization of $\mathbb{Q}[t^{\pm 1}]$ at $p$. For a knot, $K$, let $A_0^p(K) = A_0(K) \otimes R_p$ be the localization of the Alexander module of $K$ at $p$. (The usual notation for localization would call this the localization at the multiplicative set of polynomials relatively prime to $p$.)

Throughout this paper we need to be flexible with notation. For any CW complex $X$ with $H_1(X) = \langle t \rangle \cong \mathbb{Z}$ we define the Alexander module of $X$, $A_0(X)$, as the homology of the universal abelian cover of $X$. Similarly, we define the localized Alexander modules of $X$, $A_0^p(X) = A_0(X) \otimes R_p$. In this paper, such an $X$, if not zero surgery on a knot, is generally a 4–manifold cobordism between zero surgeries on knots.
Definition 3.3  For a polynomial $p$ and a knot $K$ let $\pi_1(M(K))_p^{(2)}$ be the kernel of the composition

$$\pi_1(M(K))^{(1)} \rightarrow \frac{\pi_1(M(K))^{(1)}}{\pi_1(M(K))^{(2)}} \hookrightarrow A_0(K) \rightarrow A_0^p(K).$$

Let

$$\phi^1_p : \pi_1(M(K)) \rightarrow \frac{\pi_1(M(K))}{\pi_1(M(K))^{(2)}}$$

be the projection map and let $\rho^1_p(K) = \rho\left(M(K), \phi^1_p\right)$ be the $\rho$–invariant associated to this homomorphism.

These $\rho$–invariants are similar to the first order $\rho$–invariants defined and employed in [4]. One could view our definition of $\rho^1$ as the restriction of their invariants to the case of anisotropic Alexander modules (a setting not considered in that paper). The $\rho^1_p$–invariant does not appear to have been previously considered.

The following theorem describes interactions between these invariants. It can be thought of as suggesting that the $\rho^1_p$–invariant picks up information sitting in the $p$–torsion part of the Alexander module of the knot.

Proposition 3.4  Let $\Delta$ be the Alexander polynomial of a knot $K$.

1. If $p$ is a polynomial relatively prime to $\Delta$ then $\rho^1_p(K) = \rho^0(K)$.
2. If $\Delta = p$ then $\rho^1_p(K) = \rho^1(K)$.

Proof  When $p$ is relatively prime to the Alexander polynomial of $K$ then $\Delta \in S_p$ is invertible in $R_p$. Since $\Delta$ annihilates $A_0(K)$, this implies that $A_0^p(K) = A_0 \otimes Q[t^{\pm 1}]S^{-1}_p$ is the trivial module so the kernel of

$$\pi_1(M(K))^{(1)} \rightarrow \frac{\pi_1(M(K))^{(1)}}{\pi_1(M(K))^{(2)}} \hookrightarrow A_0(K) \rightarrow A_0^p(K) = 0$$

is equal to $\pi_1(M(K))^{(1)}$. Thus, the map $\phi^1_p$ of Definition 3.3 is the same as the map $\phi^0$ of Definition 3.1 (the abelianization map). This completes the proof of the first claim.

When $p$ is equal to the Alexander polynomial of $K$ the map $A_0(K) \rightarrow A_0^p(K)$ is injective. Thus, the kernel of

$$\pi_1(M(K))^{(1)} \rightarrow \frac{\pi_1(M(K))^{(1)}}{\pi_1(M(K))^{(2)}} \hookrightarrow A_0(K) \hookrightarrow A_0^p(K)$$
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is equal to $\pi_1(M(K))^{(2)}$ and $\phi_p^1$ is exactly the map $\phi^1$ of Definition 3.2. This completes the proof of the second part. 

Throughout this paper we make use of a pair of additivity properties. The second is a localized version of [3, Theorem 11.1 parts 4, 5]. The knot $J_\eta(K)$ is the result of infection. For an overview of infection, see [3, section 8].

**Proposition 3.5** Let $J$ and $K$ be knots and $\eta$ be an unknot in the complement of $J$ such that the linking number between $J$ and $\eta$ is zero. Let $p$ be a polynomial.

1. $\rho_p^1(J\#K) = \rho_p^1(J) + \rho_p^1(K)$
2. $\rho_p^1(J_\eta(K)) = \begin{cases} \rho_p^1(J) & \text{if } \eta = 0 \text{ in } A_0^p(J) \\ \rho_p^1(J) + \rho^0(K) & \text{if } \eta \neq 0 \text{ in } A_0^p(J) \end{cases}$

**Proof** The proof of part 1 proceeds by constructing a 4–manifold $W$ with $\partial(W) = M(J) \sqcup M(K) \sqcup -M(J\#K)$ such that:

1. The map induced by the inclusion of each boundary component of $W$ on the first homology is an isomorphism. We let $t$ be the generator of first homology of $W$ and of every one of its boundary components.
2. $H_1(W; R_p) \cong H_1(M(J); R_p) \oplus H_1(M(K); R_p)$ and the inclusion induced maps from $H_1(M(J); R_p)$ and $H_1(M(K); R_p)$ are the maps to the first and second factors of this direct sum.
3. $H_1(M(J\#K); R_p) \cong H_1(W; R_p)$ and the inclusion induced map is an isomorphism.
4. $H_2(W; \mathbb{Z})$ is carried by $\partial W$.
5. $H_2(W; \mathcal{K}) = 0$, where $\mathcal{K}$ is the classical field of fractions of the Ore domain $\mathbb{Q}[\frac{\pi_1(W)}{\pi_1(W)^{(2)}_p}]$.

Supposing that such a $W$ is found, the next step is to show that the inclusion induced map

$$\frac{\pi_1(M(K))}{\pi_1(M(K))^{(2)}_p} \rightarrow \frac{\pi_1(W)}{\pi_1(W)^{(2)}_p}$$

is injective for each boundary component. Since we reuse this idea with some frequency throughout this paper, we write it down as a lemma:
Lemma 3.6  Let \( p \) be a polynomial. Suppose that \( M(K) \) is a boundary component of a 4–manifold \( W \), that the inclusion induced map \( H_1(M(K)) \to H_1(W) \) is an isomorphism and that the inclusion induced map \( i_* : A^p_0(K) \to A^p_0(W) \) is injective. Then the inclusion induced map \( \frac{\pi_1(M(K))}{\pi_1(M(K))^{(2)}_p} \to \frac{\pi_1(W)}{\pi_1(W)^{(2)}_p} \) is injective.

Proof of Lemma 3.6  The following diagram commutes and has exact rows

\[
\begin{array}{cccccc}
0 & \rightarrow & \frac{\pi_1(M(K))}{\pi_1(M(K))_p^{(1)}} & \rightarrow & \frac{\pi_1(M(K))}{\pi_1(M(K))_p^{(2)}} & \rightarrow & \frac{\pi_1(M(K))}{\pi_1(M(K))_p^{(1)}} & \rightarrow & 0 \\
\downarrow \beta & & \downarrow i_* & & \downarrow \cong & & \\
0 & \rightarrow & \frac{\pi_1(W)}{\pi_1(W)_p^{(1)}} & \rightarrow & \frac{\pi_1(W)}{\pi_1(W)_p^{(2)}} & \rightarrow & \frac{\pi_1(W)}{\pi_1(W)_p^{(1)}} & \rightarrow & 0
\end{array}
\]

The vertical map on the right is exactly the inclusion induced map on first homology which is an isomorphism by assumption. If \( \beta \) is a monomorphism, then \( i_* \) is a monomorphism.

Consider the commutative diagram

\[
\begin{array}{cccccc}
\frac{\pi_1(M(K))^{(1)}}{\pi_1(M(K))^{(2)}_p} & \rightarrow & A^p_0(M) \\
\downarrow \beta & & \downarrow \cong & & \\
\frac{\pi_1(W)^{(1)}}{\pi_1(W)_p^{(2)}} & \rightarrow & A^p_0(W).
\end{array}
\]

Both horizontal maps are injective by the definition of \( \pi_1(M)_p^{(2)} \), while the rightmost vertical map is injective by assumption. Hence the map \( \beta \) is injective and the proof is complete. \( \Box \)

Applying Lemma 3.6 for each boundary component and using properties (1), (2) and (3), the conditions of Definition 2.1 are satisfied, so

\[
(5) \quad \rho^1_p(M(K\#J)) - \rho^1_p(K) - \rho^1_p(J) = \sigma^{(2)}(W; \phi) - \sigma(W),
\]

where

\[
\phi: \pi_1(W) \to \frac{\pi_1(W)}{\pi_1(W)_p^{(2)}}
\]

is the quotient map. By property (4), \( \sigma(W) = 0 \). By property (5) and inequality (1), \( \sigma^{(2)}(W; \phi) = 0 \). It remains only to construct such a \( W \).
Construct $W$ by taking 

$$M(J) \times [0, 1] \cup M(K) \times [0, 1]$$

and connecting it by gluing together neighborhoods of curves in $M(J) \times \{1\}$ and $M(K) \times \{1\}$ representing the meridians of $J$ and $K$ respectively. This could equally well be described via the addition of a 1–handle and a 2–handle to $M(J) \times [0, 1] \cup M(K) \times [0, 1]$.

It can be seen that $\partial W = M(J) \cup M(K) - M(K\#J)$ by thinking of connected sum as infection along a meridian. We now provide the proof that $W$ has properties (1) through (5).

Consider the last four terms of the long exact sequence of the pair $(W, M(J) \cup M(K))$:

$$H_2(W, M(J) \cup M(K)) \to H_1(M(J) \cup M(K)) \to H_1(W) \to 0.$$  

Letting $e$ be the relative second homology class given by core of the added $S^1 \times B^2 \times [0, 1]$ and $\mu_J$, $\mu_K$ be the meridians of $K$ and $J$ respectively, this exact sequence becomes

$$\langle e \rangle \xrightarrow{e \mapsto \mu_J - \mu_K} \langle \mu_J, \mu_K \rangle \xrightarrow{H_1(W)} 0.$$

Thus, $H_1(W) = \mathbb{Z}$ is generated by either $\mu_J$ or $\mu_K$, so the inclusion from $M(K)$ and $M(J)$ are both isomorphisms on first homology. The meridian of $M(K\#J)$ is isotopic in $W$ to $\mu_J$ so the map from $H_1(M(K\#J))$ to $H_1(W)$ is also an isomorphism. This proves claim (1).

Consider the terms previous to (6) in the long exact sequence

$$H_2(M(J) \cup M(K)) \xrightarrow{i_*} H_2(W) \xrightarrow{p_*} H_2(W, M(J) \cup M(K)) \xrightarrow{\partial_*} H_1(M(J) \cup M(K)).$$

We saw in (7) that $\partial_*$ in (8) is injective, so $p_*$ is the zero map and

$$H_2(M(J) \cup M(K)) \xrightarrow{i_*} H_2(W)$$

is an epimorphism, proving claim (4).

Consider the decomposition of $W$ as $W = M(K) \times [0, 1] \cup M(J) \times [0, 1]$. The intersection $M(K) \cap M(J) = S^1 \times B^2$ is a neighborhood of the meridian of $J$ and
Thus, for each $n$ the Mayer-Vietoris sequence corresponding to this decomposition with coefficients in $R_p$ is

\[(10) \quad H_n(S^1 \times B^2; R_p) \xrightarrow{i_*} H_n(M(K); R_p) \oplus H_n(M(J); R_p) \xrightarrow{j_*} H_n(W; R_p) \xrightarrow{\partial_*} H_{n-1}(S^1 \times B^2; R_p).\]

The cover of $S^1 \times B^2$ corresponding to this coefficient system is given by $\mathbb{R} \times B^2$. This is contractible so $H_n(S^1 \times B^2; R_p) = 0$.

Thus, for each $n$, the map

\[(11) \quad H_n(M(K); R_p) \oplus H_n(M(J); R_p) \to H_n(W; R_p)\]

is an isomorphism. Setting $n = 1$ proves claim (2).

The isomorphism exhibited in (11) implies that $H_n(W, M(K) \cup M(J); R_p) = 0$ for all $n$. By Poincaré Duality, then $H^n(W, M(K\#J); R_p) = 0$ for all $n$. By the universal coefficient theorem [9, Theorem 2.36] $H_n(W, M(K\#J); R_p) = 0$. An examination of the long exact sequence of the pair $(W, M(K\#J))$ reveals that the inclusion induced map from $H_n(M(K\#J); R_p)$ to $H_n(W; R_p)$ is an isomorphism for all $n$. Taking $n = 1$ proves (3).

Now consider the Mayer-Vietoris sequence in (10) with coefficients in $K$ instead of $R_p$.

\[(12) \quad H_n(S^1 \times B^2; K) \to H_n(M(K); K) \oplus H_n(M(J); K) \to H_n(W; K) \to H_{n-1}(S^1 \times B^2; K).\]

By [3, Corollary 3.12] $H_n(S^1 \times B^2; K)$, $H_n(M(K); K)$ and $H_n(M(J); K)$ vanish for all $n$, implying that $H_n(W; K) = 0$, which together with the inequality in Lemma 5.5 proves (5) and completes the proof of part 1 of the theorem.

The second part of the theorem can be proved in an analogous manner. We give a description of $W$ and allow the interested reader to work out details.

Let $W$ be given by taking $M(J) \times [0, 1] \cup M(K) \times [0, 1]$ and gluing a neighborhood of $\eta$ in $M(J) \times \{1\}$ to a neighborhood of the meridian if $M(K) \times \{1\}$. The boundary of $W$ is given by $M(J) \cup M(K) \cup -M(J_\eta(K))$.

Similar properties are desired. Specifically:

(1') The inclusion induced maps from $H_1(M(J))$ and $H_1(M(J_\eta(K)))$ to $H_1(W)$ are both isomorphisms. The inclusion induced map from $H_1(M(J))$ to $H_1(W)$ is the zero map. Let $t$ be the generator of $H_1(W)$. 

(2') The inclusion induced maps from $H_1(M(J); R_p)$ and $H_1(M(J_\eta(K)); R_p)$ to $H_1(W; R_p)$ are both isomorphisms.

(3') The composition

$$H_1(M(J)) \to H_1(M(J)) \otimes \mathbb{Z} R_p = H_1(M(J); R_p) \to H_1(W; R_p)$$

is the zero map if $\eta$ is zero and otherwise is injective.

(4) $H_2(W; \mathbb{Q})$ is carried by $\partial W$. 

(5) $H_2(W; \mathcal{K}) = 0$, where $\mathcal{K}$ is the classical field of fractions of the Ore domain $\mathbb{Q}[\pi_1(W)_{p}]$.

Notice that the first part of the Proposition 3.5 states that each of these metabelian $\rho$–invariants is a homomorphism from the monoid of knots to $\mathbb{R}$. One might hope that they pass to homomorphisms on the knot concordance group. This is not the case. Consider the pair of slice knots depicted in Figure 2. If $\rho^0(K) \neq 0$, for example if $K$ is a trefoil knot, then $\rho^1(R)$ and $\rho^1(R_\eta(K))$ cannot both be zero by the second part of Proposition 3.5.

![Figure 2. A pair of slice knots with differing $\rho^1$–invariant](image)

This illustrates two obstacles to the use of $\rho^1_p$ as a concordance tool. The first is that it is not well defined on the concordance group. The next section, despite this fact, gets concordance information from these invariants. The second obstacle is the well known difficulty of actually computing $L^2$ signatures. As a consequence, in the example above we do not give a specific slice knot with non-zero $\rho^1$. Rather we gave a pair, at least one of which has non-zero $\rho^1$.

In Section 5 we present a solution to the second obstacle by finding computable bounds on $\rho^1$. We compute these bounds in Section 6 for a family of twist knots.
4 A context in which $\rho_p^1$ provides concordance information

The ring $\mathbb{Q}[t^{\pm 1}]$ has an involution defined by

$$q(t) \mapsto \overline{q}(t) = q(t^{-1}).$$

When $p(t)$ is symmetric, this involution extends to the localization $R_p$. For any knot $K$, the classical Blanchfield form $Bl$ (discussed in the introduction to this paper) extends to a sesquilinear form

$$Bl: A^0_0(K) \times A^0_0(K) \to \mathbb{Q}(t)/R_p.$$

Recall the definitions of isotropic and Lagrangian submodules of the Alexander module given in Section 1. The definitions of these concepts are identical in the localized Alexander module. A knot is called $p$–anisotropic if its localized Alexander module, $A^0_0(K)$, has no nontrivial isotropic submodules.

The goal of this section is a theorem which allows the use of $\rho_p^1$ to obtain concordance information for knots whose every prime factor is $p$–anisotropic. One can think of this restriction as allowing us to use the mindset in [4] without having to think about $\rho$–invariants corresponding to the (possibly infinitely) many isotropic submodules of the Alexander module.

**Theorem 4.1** Given a symmetric polynomial $p$, integers $m_1, \ldots, m_n$ and $p$–anisotropic knots $K_1, \ldots, K_n$, if $m_1K_1 \# \ldots \# m_nK_n$ is slice then $\sum_{i=1}^n m_i\rho_p^1(K_i) = 0$.

The proof is delayed to Section 4.2. We begin with an exploration of its implications as a means of detecting linear dependence in the concordance group. For example, taking $m_1 = \cdots = m_n$, it yields the following torsion obstruction:

**Corollary 4.2** For a symmetric polynomial $p$ and a knot $K$ which decomposes into a connected sum of $p$–anisotropic knots, if $K$ is of finite order in the concordance group, then $\rho_p^1(K) = 0$.

Since we are restricting our field of vision to $p$–anisotropic knots, it is worth noting how many knots are $p$–anisotropic. The following theorem shows that there are many knots to which Theorem 4.1 applies. Its proof is analogous to the proof of [11, Theorems 4.1 through 4.3].

**Proposition 4.3** For a knot $K$ and a polynomial $p$ which has no non-symmetric factors, $A^0_0(K)$ is anisotropic if each factor of $p$ divides the Alexander polynomial of $K$ with multiplicity at most 1.
Proof Let $\Delta_K$ be the Alexander polynomial of $K.$

$A_0(K)$, being a finitely generated torsion module over the PID $\mathbb{Q}[t^{\pm 1}]$, has a decomposition into elementary factors:

$$A_0(K) = \bigoplus_{i=1}^{n} \frac{\mathbb{Q}[t^{\pm 1}]}{(q_i)}$$

where $q_i$ divides $q_{i+1}$ for each $i$ and $q_1q_2\ldots q_n = \Delta_K$. Let $h$ be the greatest common divisor of $p$ and the Alexander polynomial of $K$. Each prime factor $f$ of $h$ divides some $q_i$. If $i < n$ then since $f$ also divides $q_{i+1}$, it follows that $f$ divides that Alexander polynomial of $K$ with multiplicity greater than 1, contradicting the assumption to the contrary.

Thus, for every $i < n$, $p$ is relatively prime to $q_i$, so $\frac{\mathbb{Q}[t^{\pm 1}]}{(q_i)} \otimes R_p = 0$ and

$$A_0^p(K) = \frac{\mathbb{Q}[t^{\pm 1}]}{(q_n)} \otimes R_p = \frac{R_p}{(q_n)}$$

is cyclic. Since $q_n = hh'$ where $h'$ is relative prime to $p$ and thus is a unit in $R_p$, the ideals $(q_n)$ and $(h)$ in $R_p$ are equal. Thus,

$$A_0^p(K) = \frac{R_p}{(q_n)} = \frac{R_p}{(h)}$$

Let $\eta$ be a generator of $A_0^p(K)$. Then since the localized Blanchfield form is nonsingular, $Bl(\eta, \eta) = \frac{r}{h} \in \frac{\mathbb{Q}(t)}{R_p}$, where $r$ and $h$ are coprime.

If $Bl(s(t)\eta, s(t)\eta) = \frac{s\tilde{s}r}{h} = 0$, that is, $s(t)\eta$ is an isotropic element, then it must be that $h$ divides $s\tilde{s}$. Since $p$ and thus $h$ are squarefree and have no non-symmetric factors, this implies that $h$ divides $s$ so $s(t)\eta = 0$. Thus, any element of an isotropic submodule of $A_0^p(K)$ must be the zero element and so $K$ is $p$–anisotropic.

Thus, Theorem 4.1 applies for every choice of $p$ when the Alexander polynomial of $K_i$ is square-free for each $i$.

The restriction to the case of knots of finite algebraic concordance order and coprime squarefree Alexander polynomials can be addressed by the repeated application of Theorem 4.1. Doing so yields the following corollary, which can be thought of as a style of polynomial splitting theorem as in [17].

**Corollary 4.4** Let $K_1, K_2, \ldots$ be knots of finite algebraic order which have coprime squarefree Alexander polynomials. If $p^i(K_i)$ is nonzero for each $i$, then the knots $K_i$ form a linearly independent set in $\mathcal{C}$. 
Proof  Let $p_n$ be the Alexander polynomial of $K_n$.

Suppose that some linear combination $m_1K_1\#\ldots\#m_kK_k$ is slice. Proposition 4.3 gives that $K_i$ is $p_n$–anisotropic for every $i$ so

$$\sum_{i=1}^{k} m_i\rho_{p_n(t)}^1(K_i) = 0$$

by Theorem 4.1. Proposition 3.4 applies to give that $\rho_{p_n(K_n)} = \rho^1(K_n) \neq 0$. Since $K_i$ is assumed to be of finite algebraic order, $\rho^0(K_i) = 0$.

Thus, all but one of the terms on the left hand side of (18) are zero. Dropping them reveals that $m_n\rho^1(K_n) = 0$. Since $\rho^1(K_n)$ is assumed to be nonzero, it must be that $m_n$ is zero. Repeating this argument for every natural number $n$ gives that these knots are linearly independent.

4.1 Examples

As applications of Theorem 4.1 we give some infinite linearly independent subsets of $C$.

Example 4.5  Consider any knot $J$ with non-zero $\rho^0$–invariant. For every integer $n$, excluding those of the form $n = -x^2 - x$ for $x \in \mathbb{Z}$, let the knot $K_n$ be given by connected sum of $T_n(J)$ (the $n$–twisted double of $J$) with $-T_n$ (the reverse of the mirror image of the $n$ twist knot). In this example we show that the set containing all such $K_n$ is linearly independent in $C$. These knots are depicted in Figure 3.

![Figure 3](image-url)

Figure 3. An infinite family of algebraically slice knots which are linearly independent in $C (n \neq -x^2 - x)$

In order to see this, suppose $\#n c_n(T_n(J)\# - T_n)$ is slice. By Proposition 4.3, the knots, $T_n$ and $T_n(J)$ are $p$–anisotropic for every symmetric polynomial $p$. Thus, Theorem 4.1 applies to give that

$$\sum_n c_n(\rho_p^1(T_n(J)) - \rho_p^1(T_n)) = 0$$
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Take \( p \) to be the Alexander polynomial of \( T_m \). Since the twist knots all have distinct prime Alexander polynomials, Proposition 3.4, applies to reduce (19) to

\[
\sum_{n \neq m} (c_n \rho^0(T_n(J)) - c_n \rho^0(T_n)) + c_m \rho^1(T_m(J)) - c_m \rho^1(T_m) = 0
\]

By Proposition 3.5 \( c_m \rho^1(T_m(J)) - c_m \rho^1(T_m) = c_m \rho^0(J) \). Since \( \rho^0 \) depends only on the algebraic concordance class of a knot, \( \rho^0(T_n(J)) = \rho^0(T_n) \). Plugging these values into equation (20) yields

\[
c_m \rho^0(J) = 0.
\]

Since \( \rho^0(J) \) is nonzero, it must be that \( c_m \) is zero. Repeating this argument for every natural number \( m \) we see that these knots are linearly independent.

Notice that the knots \( K_n \) in the preceding example are algebraically slice and in particular are not anisotropic. Despite this fact Theorem 4.1 applied to give a proof that they are linearly independent. The \( \rho_p \)-invariant gives concordance information about knots sitting in the subgroup generated by \( p \)-anisotropic knots. This group includes many \( p \)-isotropic knots and even some algebraically slice knots.

**Example 4.6** Consider the knot \( J_n \) depicted on the left hand side of Figure 4. For \( n > 0 \) it is anisotropic, having prime Alexander polynomial

\[
\Delta_{J_n}(t) = n^2 t^2 + (1 - 2n^2) t + n^2.
\]

It is concordance order 2 so Corollary 4.2 applies to give that \( \rho^1(J_n) = 0 \) for all \( n \). For each \( n \) pick a curve \( \eta_n \) which is nonzero in \( A_0(J_n) \). Let \( T \) be a knot with nonvanishing \( \rho^0(T) \)-invariant. Let \( K_n \) be the result of the infection depicted in Figure 4. By the second part of Proposition 3.5 \( \rho^1(K_n) = \rho^0(T) \). Corollary 4.4 then applies to show that the set \( \{K_n\}_{n=1}^{\infty} \) is linearly independent.

![Figure 4](image-url)

Figure 4. Left: An infinite family of knots of order 2. Right: An infinite family of knots which are algebraically of order 2 which is linearly independent in \( \mathcal{C} \). (\( n > 0 \).)
These examples both hinge on knowledge of the behavior of $\rho_p^1$ under infection. If one wishes to say something about knots which do not result from infection, such as the twist knots, then another tool is needed. Such a tool is found in Section 5 and is employed to find information about twist knots in Section 6.

4.2 The proof of Theorem 4.1

We now prove Theorem 4.1. The proof is compartmentalized into several lemmas.

Proof of Theorem 4.1 By replacing $K_i$ by $-K_i$ if necessary we may assume that each $m_i$ is non-negative. By replacing $m_i K_i$ by $K_i \# \ldots \# K_i$ we may assume that $m_i = 1$ for each $i$. A 4–manifold $W$ is constructed whose boundary consists of $M(K_1) \sqcup \ldots \sqcup M(K_n)$. From here on $M(K_i)$ is abbreviated as $M_i$. It will be shown using Lemma 3.6 as well as Lemmas 4.7 and 4.10 that the inclusion induced maps

$$\alpha_i: \frac{\pi_1(M_i)}{\pi_1(M_i)^{(2)}} \to \frac{\pi_1(W)}{\pi_1(W)^{(2)}_p}$$

are monomorphisms. This 4–manifold will be shown in Lemmas 4.8 and 4.9 to have signature defect equal to zero with respect to the homomorphism,

$$(22) \quad \psi: \pi_1(W) \to \frac{\pi_1(W)}{\pi_1(W)^{(2)}_p}. $$

Once this is done, then by Definition 2.1,

$$(23) \quad \sum_{i=1}^{n} m_i \rho_p^1(K_i) = 0.$$ 

Let $V$ be the connected 4–manifold given by taking the disjoint union $\bigsqcup_{i=1}^{n} M_i \times [0, 1]$ together with $n - 1$ copies of $S^1 \times B^2 \times [0, 1]$ indexed from 1 to $n - 1$ and gluing the $i$ th copy of $S^1 \times B^2 \times \{0\}$ to a neighborhood of a curve representing the meridian in $M_i \times \{1\}$ and the $i$ th copy of $S^1 \times B^2 \times \{1\}$ to a neighborhood of a curve representing the meridian in $M_{i+1} \times \{1\}$. Let $\partial_-(V) = \bigsqcup_{i=1}^{n} M_i$ denote the disjoint union of the $M_i$ boundary components of $V$. Let $\partial_+ V$ denote the $-M(K_1 \# \ldots \# K_n)$ boundary component of $V$.

Suppose that $K := K_1 \# \ldots \# K_n$ is slice. Let $E$ be the complement of a slice disk for $K$ in $B^4$. $\partial E = M(K) = -\partial_+ V$. Let $W$ be the union of $E$ and $V$ glued together along this common boundary component.

Lemma 4.7 For each $1 \leq i \leq n$ the map induced by the inclusion of $M_i \subset \partial(W)$ into $W$ is an isomorphism on first homology.
Christopher William Davis

Proof Let $\mu_i$ denote the curve in $M_i$ given by the meridian. By a Mayer–Vietoris argument

$$H_1(V) = \langle \mu_1, \ldots, \mu_n | \mu_1 = \mu_2 = \cdots = \mu_n \rangle \cong \mathbb{Z}$$

(24)

is generated by the meridian of any component of $\partial V$. The meridian of $K$ in $\partial V$ is isotopic in $V$ to the meridian of any one of the components of $\partial V$, so the inclusion of $\partial V$ into $V$ induces an isomorphism on $H_1$. Additionally the inclusion of $\partial V = \partial E$ into $E$ induces an isomorphism on $H_1$. Combining these facts with another Mayer–Vietoris argument, one sees that $H_1(W) = \mathbb{Z}$ is generated by the meridian of any one of the boundary components of $W$, which completes the proof.

Lemma 4.8 The second homology of $W$ is carried by the boundary of $W$ so $\sigma(W) = 0$.

Proof By a Mayer–Vietoris argument using the decomposition of the 4–ball as the union of $E$ with a the neighborhood of a slice disk for $K$, $H_2(E) = 0$. $V$ is homotopy equivalent to the union of its boundary together with 1–cells between different components and 2–cells glued to curves which are linearly independent in first homology so $V$ has second homology carried by its boundary. As previously noted, the inclusion of any of the boundary components of $V$ into $V$ induces an isomorphism on $H_1$. The Mayer–Vietoris long exact sequence associated to $W$ is

$$H_2(V) \oplus H_2(E) \xrightarrow{i_*} H_2(W) \xrightarrow{j_* \oplus k_*} H_1(M(K)) \xrightarrow{\partial_*} H_1(V) \oplus H_1(E)$$

In this sequence, $j_*$ is an isomorphism so $j_* \oplus k_*$ is a monomorphism. Thus, $\partial_* = 0$ and $i_*$ is an epimorphism. Since $H_2(E) = 0$, $i_*$ is an epimorphism from $H_2(V)$ to $H_2(W)$. Hence, $H_2(W)$ is carried by $H_2(V)$ which in turn is carried by $H_2(\partial V) = H_2(\partial W)$.

Lemma 4.9 Let $\phi: \pi_1(W) \rightarrow \Gamma$ be any PTFA coefficient system on $W$ with $\phi(\mu_i) \neq 0$ where $\mu_i$ is the meridian of any one of the boundary components of $W$. Let $K$ be the classical field of fractions of the Ore domain $\mathbb{Q}\lbrack \Gamma \rbrack$.

Then $H_2(W; K) = 0$ so $\sigma^{(2)}(W; \phi) = 0$.

Proof The submanifold $V$ decomposes as the union of $\partial V$ together with $n - 1$ copies of $S^1 \times B^2 \times [0, 1]$. The intersection of these two sets is given by $2n - 2$ copies of $S^1 \times B^2$.
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The Mayer–Vietoris sequence corresponding to this decomposition with coefficients in \( K \) gives the exact sequence

\[
H_p(\partial_- V; K) \oplus \bigoplus_{i=1}^{n-1} H_p(S^1 \times B^2 \times [0, 1]; K) \longrightarrow H_p(V; K) \longrightarrow H_{p-1}(S^1 \times B^2; K).
\]

By [3, corollary 3.12], for each \( p \) the groups \( H_p(\partial_- V; K), H_p(S^1 \times B^2 \times [0, 1]; K) \) and \( H_{p-1}(S^1 \times B^2; K) \) all vanish, so \( H_p(V; K) = 0 \).

By [5, 2.10 b], since there is an integral homology isomorphism from \( S^1 \) to \( E, H_*(E; K) = H_*(S^1; K) = 0 \). Consider the Mayer–Vietoris exact sequence of the decomposition \( W = V \cup E \). Note that \( V \cap E = M(K) \).

\[
H_p(E; K) \oplus H_p(V; K) \longrightarrow H_p(W; K) \longrightarrow H_{p-1}(M(K); K).
\]

We have seen that \( H_p(E; K) = H_p(V; K) = H_{p-1}(M(K); K) = 0 \), so \( H_p(W; K) = 0 \) for all \( p \). Taking \( p = 2 \) completes the proof.

For the reminder of this section we denote by \( t \) the generator of the first homology of \( W \). Since the maps on integral first homology induced by the inclusion of every one of \( V, E, M_i, \partial_+ V \) into \( W \) is an isomorphism, the first homology of any one of these with coefficients in \( \mathbb{Q}[t^{\pm 1}] \) or \( R_p \) is isomorphic to its Alexander module or localized Alexander module respectively.

**Lemma 4.10** The submodule \( P \) of \( H_1(\partial W; R_p) \) given by the kernel of the map induced by the inclusion of \( \partial W \) into \( W \) is isotropic. For any component \( M_i \) of \( \partial W \) the submodule \( Q \) of \( H_1(M_i; R_p) \) given by the kernel of the map induced by inclusion into \( W \) is isotropic.

**Proof** \( R_p \) embeds in the field \( \mathbb{Q}(t) \). By Lemma 4.9 and the universal coefficient theorem with field coefficients [9, Corollary 2.31]

\[
H^2(W; \mathbb{Q}(t)) = H_1(W; \mathbb{Q}(t)) = 0,
\]

so the Bockstein homomorphism

\[
B: H^1(W; \mathbb{Q}(t)/R_p) \rightarrow H^2(W; R_p)
\]

is an isomorphism.
Consider the following commutative diagram, where $PD$ denotes the Poincaré duality isomorphism and $\kappa$ denotes the Kronecker map. The composition of the vertical maps on the right gives the Blanchfield form.

\[
\begin{array}{cccc}
H_2(W, \partial W; R_p) & \xrightarrow{\partial_*} & H_1(\partial W; R_p) & \\
\downarrow{PD} & & \downarrow{PD} & \\
H^2(W; R_p) & \xrightarrow{i^*} & H^2(\partial W; R_p) & \\
\downarrow{B^{-1}} & & \downarrow{B^{-1}} & \\
H^1(W, \mathbb{Q}(t)/R_p) & \xrightarrow{i^*} & H^1(\partial W; \mathbb{Q}(t)/R_p) & \\
\downarrow{\kappa} & & \downarrow{\kappa} & \\
\hom_{R_p}(H_1(W; R_p), \mathbb{Q}(t)/R_p) & \xrightarrow{(i_*)^\text{dual}} & \hom_{R_p}(H_1(\partial W; R_p), \mathbb{Q}(t)/R_p) & \\
\end{array}
\]

If $x$ and $y$ are elements of $P$, then by the exactness of

\[
H_2(W, \partial W; R_p) \xrightarrow{\partial_*} H_1(\partial W; R_p) \xrightarrow{i_*} H_1(W; R_p)
\]

there are elements $X$ and $Y$ of $H_2(W, \partial W; R_p)$ with $\partial_* X = x$ and $\partial_* Y = y$. Thus,

\[
Bl(x, y) = ((\kappa \circ B^{-1} \circ (PD))(x))(y) \\
= ((\kappa \circ B^{-1} \circ (PD) \circ \partial_*)(X))(\partial_* Y)
\]

using the commutative diagram above then

\[
Bl(x, y) = ((i_*^\text{dual} \circ \kappa \circ B^{-1} \circ (PD))(X))(\partial_* Y) \\
= (\kappa \circ B^{-1} \circ (PD))(X)(i_* \circ \partial_* Y)
\]

and this is zero since $i_* \circ \partial_* = 0$. Thus, for any $x, y \in P$, $Bl(x, y) = 0$ and $P \subseteq P^\perp$

Finally, $Q \subseteq P$ is contained in an isotropic submodule and so is isotropic. \hfill \Box

At this point we can begin the final stages of the proof of Theorem 4.1. The regular signature of $W$ is zero since its integral second homology is carried by its boundary (by Lemma 4.8). The $L^2$ signature is zero by the inequality (1) since $H_2(W; K) = 0$ (by Lemma 4.9).

By Lemma 4.7 the homomorphism induced by inclusion of each boundary component $M_i$ into $W$ on first homology is an isomorphism. By Lemma 4.10 and the assumption
that there are no nontrivial isotropic submodules, it must be that the induced map on localized Alexander modules is an injection. Lemma 3.6 now asserts that the inclusion induced map from \( \pi_1(\mathcal{M}_i)/(\mathcal{M}_i)_{(p)^2} \) to \( \pi_1(\mathcal{W})/(\mathcal{W})_{(p)^2} \) is injective and by Definition 2.1

\[
\sum_{i=1}^{n} \rho_{(p)}^1(K_i) = \sigma^{(2)}(W; \phi^p) - \sigma(W) = 0.
\]

This concludes the proof of Theorem 4.1. \( \square \)

**Remark 4.11** It is not necessary that \( E \) be a slice disk complement. The only properties of \( E \) that we use are the following:

1. \( \partial E = M(K) \) and the map induced by inclusion on first homology is an isomorphism.
2. The kernel of the map induced by inclusion on first homology with coefficients in \( R_p \) is isotropic.
3. The signature defect of \( E \) corresponding to the quotient map

\[
\pi_1(E) \rightarrow \pi_1(E)/(\pi_1(E))_{(p)^2}
\]

is zero.

These conditions are satisfied when \( E \) is a \((1.5)\)-solution for \( K \) [5, Theorems 4.2 and 4.4]. Thus, the word slice can be replaced with \((1.5)\)-solvable and the concept of linear dependence in \( C \) can be replaced with linear dependence in \( C/F_{(1.5)} \) in Theorem 4.1 and Corollaries 4.2 and 4.4.

## 5 Relating \( \rho^1 \) with \( \rho^0 \)

Let \( K \) be a knot which is of finite order \( n > 1 \) in the algebraic concordance group. Let \( \Sigma \) be a genus \( g \) Seifert surface for \( \#_n K \). Let \( L \) be a link of \( g \) components sitting on \( \Sigma \) which represents a metabolizer of the Seifert form. This section establishes a relationship between \( \rho_{(p)}^1(K) \) and \( \rho^0(L) \). Notice that since \( L \) is a metabolizer, it must have zero pairwise linking numbers so that \( \rho^0(L) \) is defined. The resulting theorem (Theorem 5.6) is used in Section 6 to get information about \( \rho^1 \).

We need the following piece of notation:
**Definition 5.1** For a knot $K$ with Seifert surface $\Sigma$ and a link $L$ sitting on $\Sigma$, let $\gamma$ be a component of $L$. A curve $m$ which does not intersect $\Sigma$ is called a *meridian for the band on which $\gamma$ sits* if $m$ bounds a disk in $S^3$ which intersects $\Sigma$ in an arc which crosses $\gamma$ in a single point and does not intersect any other component of $L$.

**Construction 5.2** Let $V$ be as in the proof of Theorem 4.1, so $\partial_+ V$ is given by $M(J)$, where $J = \#_n K$. Thinking of $L$ as sitting in $\partial_+ V$, let $E$ be given by adjoining to $V$ a two handle along the zero framing of each component of $L$. Let $\partial_- E$ be the disjoint union of the $M(K)$ boundary components of $E$. Let $\partial_+ E$ be the boundary component of $E$ given by zero surgery on $L$ together with $J$, that is $\partial_+ E = M(L \cup J)$. Sliding $J$ over the handles attached to $L$, one sees that $J$ bounds a disk in $M(L)$ and $\partial_+ E \cong M(L)\# S^2 \times S^1$. Adjoin to $V \cup E$ a three handle along the nonseparating $S^2$ in $\partial_+ E$ and call the resulting 4–manifold $W$. We denote by $\partial_+ W$, the $M(L)$ component of $\partial W$ and by $\partial_- W = \partial_- V$, the disjoint union of the $M(K)$ components of $\partial W$. The submanifold $W - V$ is identical to the manifold constructed in [4, 8.1], where it is called $E$ and is described in more detail.

Let $p \in \mathbb{Q}[t^{\pm 1}]$ be a polynomial.

We wish to use $W$ to make a claim involving the $\rho^1_p$–invariant of $K$ and the $\rho^0$–invariant of $L$. We begin with an overview of the strategy we use to do so. Let

$$\phi: \pi_1(W) \to \frac{\pi_1(W)}{\pi_1(W)^{(2)}_p}$$

be the projection map. Lemmas 5.3 and 5.4 together with Lemma 3.6 will give that

$$n\rho^1_p(K) - \rho^0(L) = \sigma^{(2)}(W; \phi) - \sigma(W).$$

(31)

Lemma 5.5 will give bounds on $\sigma^{(2)}(W; \phi) - \sigma(W)$.

**Lemma 5.3**

1. For each $M(K)$–component of $\partial_- W$ the map induced by inclusion from $H_1(M(K))$ to $H_1(W)$ is an isomorphism.
2. The kernel of the map induced by inclusion from $A^0_p(K)$ to $A^0_p(W)$ is isotropic.

**Proof** The inclusion from $M(K)$ into $V$ induces a first homology isomorphism, as was observed in the proof of Lemma 4.7. $W$ is obtained by adding 2–cells to null-homologous curves in $V$ and then adding a 3–cell. Neither of these operations changes first homology so the inclusion from $M(K)$ into $W$ induces a first homology isomorphism, which proves (1).
If \( x, y \in A^p_0(K) \) are in the kernel of the inclusion induced map, then
\[
(x, 0, 0, \ldots, 0), (y, 0, 0, \ldots, 0) \in \bigoplus_n A^p_0(K) = A^p_0(\#_n K)
\]
are in the submodule \( P \) generated by the homology classes of the lifts of the components of \( L \). By Lemma 5.9, which is stated and proved at the end of this section, \( P \) is isotropic with respect to the linking form on \( A^p_0(\#_n K) \), which is precisely the n-fold direct sum of the linking form of \( A^p_0(K) \) with itself.

Thus, \( Bl_K(x, y) = Bl_{\# K}((x, 0, \ldots, 0), (y, 0, \ldots, 0)) = 0 \) and the kernel of the inclusion induced map is isotropic with respect to Blanchfield linking.

**Theorem 5.4**

1. If \( K \) is a \( p \)-anisotropic knot, then the map from \( \frac{\pi_1(M(K))}{\pi_1(M(K))^{(2)}_p} \) to \( \frac{\pi_1(W)}{\pi_1(W)^{(2)}_p} \) induced by the inclusion of any one of the \( M(K) \)-components of \( \partial W \) is injective.

2. Let \( m_i \) be the meridian about the band of \( \Sigma \) on which \( L_i \) sits and \( P \) be the submodule of \( A^p_0(J) \) generated by \( L \). If \( m_1, \ldots, m_n \) are \( \mathbb{Z} \)-linearly as elements of \( A^p_0(J)/P \), then the inclusion of \( M(L) = \partial_+ W \) into \( W \) induces an injective map from \( \frac{\pi_1(M(L))}{\pi_1(M(L))^{(2)}_p} \) to \( \frac{\pi_1(W)}{\pi_1(W)^{(2)}_p} \).

**Proof** By Lemma 5.3 part 2 the kernel of this map on \( A^p_0 \) is isotropic, but by assumption the only such submodule of \( A^p_0(K) \) is zero so the inclusion induced map

\[
A^p_0(K) \hookrightarrow A^p_0(W)
\]
is a monomorphism. From this together with Lemma 5.3 part 1 and Lemma 3.6 it follows that the induced map

\[
\frac{\pi_1(M(K))}{\pi_1(M(K))^{(2)}_p} \rightarrow \frac{\pi_1(W)}{\pi_1(W)^{(2)}_p}
\]
is a monomorphism, completing the proof of (1).

By [4, prop 8.1 (5)] The inclusion induced map from \( H_1(M(L)) \) to \( H_1(W) \) is trivial. Thus, the inclusion induced map sends \( \pi_1(M(L)) \) to \( \pi_1(W)^{(1)} \). Consider the composition

\[
H_1(M(L)) \rightarrow \frac{\pi_1(W)^{(1)}}{\pi_1(W)^{(2)}} \rightarrow \frac{\pi_1(W)^{(1)}}{\pi_1(W)^{(2)}_p} \rightarrow A^p_0(W) = A^p_0(J)/P
\]
By [4, prop 8.1 (3)] the generators of the left hand side of (34) (meridians of the components of \( L \)) are isotopic in \( W \) to the meridians of the bands on which the components of \( L \) sit. By assumption, the latter form a \( \mathbb{Z} \)-linearly independent set on the right hand side of (34), so this composition is injective. In particular this means that the composition of the two leftmost terms in (34) is injective, so \( H_1(M(L)) \to \frac{\pi_1(W)^{(1)}}{\pi_1(W)^{(2)}_{p}} \subseteq \frac{\pi_1(W)^{(2)}}{\pi_1(W)^{(3)}_{p}} \) is a monomorphism which completes the proof.

Theorem 5.4 implies

\[
\sigma^{(2)}(W, \phi) - \sigma(W) = n\rho^1_p(K) - \rho^0(L).
\]

Lemma 5.5 bounds the signatures on the left hand side of this equation. It is independent of any anisotropy assumption. Before we can address this lemma we must provide a definition for the Alexander nullity of a link.

In [14, Definition 7.3.1] the \textit{Alexander nullity} of an \( m \)-component link \( L \) is defined as

\[
\eta(L) = \text{rank}_{\mathbb{Q}(\mathbb{Z}^n)}(H_1(E(L), x; \mathbb{Q}(\mathbb{Z}^n))) - 1
\]

where \( E(L) = S^3 - L \) is the exterior of the link, \( x \) is a point in \( E(L) \) and the homology is twisted by the abelianization map. A study of the long exact sequence of \((E(L), x)\) reveals that

\[
\eta(L) = \text{rank}_{\mathbb{Q}(\mathbb{Z}^n)}(H_1(E(L); \mathbb{Q}(\mathbb{Z}^n))).
\]

In the case of a link with pairwise zero linking a Mayer–Vietoris argument reveals that

\[
\eta(L) = \text{rank}_{\mathbb{Q}(\mathbb{Z}^n)}(H_1(M(L); \mathbb{Q}(\mathbb{Z}^n))).
\]

The last of these interpretations is most convenient for our purposes.

\textbf{Lemma 5.5} \quad \textit{For the 4–manifold \( W \) given in Construction 5.2 and the quotient map} \\
\textit{\( \phi: \pi_1(W) \to \frac{\pi_1(W)^{(1)}}{\pi_1(W)^{(2)}_{p}} \).}

\begin{enumerate}
\item \( \sigma(W) = 0 \)
\item \( \left| \sigma^{(2)}(W, \phi) \right| \leq g - 1 - \eta(L) \) where \( \eta(L) \) is the Alexander nullity of \( L \)
\end{enumerate}

\textbf{Proof} \quad \textit{To see the first claim notice that the homology of \( W \) which is not carried by the \( M_i \) components of \( \partial_- W \) is generated by 2–handles attached to \( M(K) \) along the zero framings of \( g \) curves which have zero linking numbers with each other. The intersection form is thus given by the \( g \times g \) zero matrix, which proves (1).}
Let $\mathcal{K}$ be the classical field of fractions of the Ore domain $\mathbb{Q}\left[\frac{\pi_1(W)}{\pi_1(W)^{(2)}}\right]$. To see the second claim we show that
\[
\text{rank}_\mathcal{K}\left(\frac{H_2(W; \mathcal{K})}{i_*[H_2(\partial W; \mathcal{K})]}\right) = g - 1 - \eta(L).
\]
The pair $(W, V)$ consists of $g$ relative 2–handles and 1 relative 3–handle so $\chi(W) − \chi(V) = g - 1$. Since $V$ has the homotopy type of a (disconnected) closed 3–manifold together with a $n$ 1–cells and $n$ 2–cells, $\chi(V) = 0$. It must be that $\chi(W) = g - 1$. By [3, Proposition 3.7], $H_0(W; \mathcal{K}) = 0$. By [3, Proposition 3.10], $H_1(W; \mathcal{K}) = 0$. $W$ has the homotopy type of a 3–complex, so $H_4(W; \mathcal{K}) = 0$. Consider the long exact sequence of the pair $(W, \partial W)$,
\[
H_3(\partial W; \mathcal{K}) \to H_3(W; \mathcal{K}) \to H_3(W, \partial W; \mathcal{K}).
\]
Employing Poincaré duality and the universal coefficient theorem over the skew field $\mathcal{K}$, $H_3(\partial W; \mathcal{K}) = H_0(\partial W; \mathcal{K}) = 0$ and $H_3(W, \partial W; \mathcal{K}) = H_1(W; \mathcal{K}) = 0$. Thus, $H_3(W; \mathcal{K}) = 0$.

Since the alternating sum of the ranks of twisted homology gives the Euler characteristic, $\text{rank}_\mathcal{K}(H_2(W; \mathcal{K})) = \chi(W) = g - 1$.

By Theorem 5.4 part 2,
\[
H_1(\partial_+ W; \mathcal{K}) = H_1(M(L); \mathbb{Q}(\mathbb{Z}^n)) \otimes \mathcal{K} = \mathcal{K}^{\eta(L)},
\]
so since $H_1(\partial_-(W); \mathcal{K}) = 0$, $H_1(\partial W; \mathcal{K}) = \mathcal{K}^{\eta(L)}$. By Poincaré duality,
\[
H_2(\partial W; \mathcal{K}) = H_1(\partial W; \mathcal{K}) = \mathcal{K}^{\eta(L)}.
\]
Since $H_3(W, \partial W; \mathcal{K}) = 0$, the exact sequence of the pair indicates that the induced homomorphism $i_*: H_2(\partial W; \mathcal{K}) \to H_2(W; \mathcal{K})$ is a monomorphism.

Thus,
\[
\text{rank}_\mathcal{K}\left(\frac{H_2(W; \mathcal{K})}{i_*[H_2(\partial W; \mathcal{K})]}\right) = \text{rank}_\mathcal{K}(H_2(W; \mathcal{K})) - \text{rank}_\mathcal{K}(H_2(\partial W; \mathcal{K})) = (g - 1) - \eta(L).
\]

Finally, $|\sigma^{(2)}(W)| \leq \text{rank}_\mathcal{K}\left(\frac{H_2(W; \mathcal{K})}{H_2(\partial W; \mathcal{K})}\right)$ by inequality (1). This completes the proof. □

Now by equation (35), $\sigma^{(2)}(W, \phi) - \sigma(W) = np^1_\mathcal{K}(K) - \rho^0(L)$. Using the bound obtained in Lemma 5.5 the theorem below is proven.
Theorem 5.6 Let $K$ be a $p$–anisotropic knot of finite algebraic order $n > 1$. Let $\Sigma$ be a genus $g$ Seifert surface for $\#_n K$. Let $L$ be a link of $g$ curves on $\Sigma$ representing a metabolizer for the Seifert form. Let $P$ be the submodule of $A_0^p (\# K)$ generated by $L$. Suppose that the meridians about the bands on which the components of $L$ sit form a \( \mathbb{Z} \)–linearly independent set in $A_0^p (\# K) / P$. Then

$$|n \rho_p^1 (K) - \rho^0 (L)| \leq g - 1 - \eta(L).$$

All of the results of this section could be rephrased to deal with the case that $K_1 \ldots K_n$ are (possibly distinct) $p$–anisotropic knots and $J = \#_{i=1}^n K_i$ is algebraically slice with a metabolizer $L$. Following the exact same argument one gets a stronger theorem.

Theorem 5.7 Suppose that $K_1 \ldots K_n$ are (not necessarily distinct) $p$–anisotropic knots and $K = \#_{i=1}^n K_i$ is algebraically slice. Let $\Sigma$ be a genus $g$ Seifert surface for $K$. Let $L$ be a link of $g$ curves on $\Sigma$ representing a metabolizer for the Seifert form. Let $P$ be the submodule of $A_0^p (K)$ generated by $L$. Suppose that the meridians about the bands on which the components of $L$ sit form a \( \mathbb{Z} \)–linearly independent set in $A_0^p (K) / P$, where $P$ is the submodule of $A_0^p (K)$ generated by $L$. Then

$$\left| \sum_{i=1}^n \rho_p^1 (K_i) - \rho^0 (L) \right| \leq g - 1 - \eta(L).$$

Example 5.8 We provide an application of Theorem 5.7. Suppose that $L$ is a 2 component link with pairwise linking number zero and such that $|\rho^0 (L)| > 1 - \eta(L)$. Such links arise as by-products of the analysis in the next section. Let $i$ be a positive integer. The link $L$ is a metabolizer for the algebraically slice knot $K_i$ depicted in Figure 5. Notice that $K_i$ is given by the connected sum of $J_i (L)$ and $J_l$ both of which have prime Alexander polynomials and so are anisotropic. The meridians of the bands on which $L$ sit are depicted in Figure 5. For some choice of basis of the Alexander module of $K_i$, they represent

$$m_1 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad m_2 = \begin{bmatrix} i(t-1) \\ 0 \end{bmatrix}.$$

While the components of $L$ represent

$$l_1 = \begin{bmatrix} ti \\ -i \end{bmatrix}, \quad l_2 = \begin{bmatrix} i^2 (1-t) \\ i^2 (t-1) \end{bmatrix}$$

in

$$A_0 (K_i) = \frac{\mathbb{Q}[t^{\pm 1}]}{(i^2 t^2 + (1-2i^2)t + i^2)} \oplus \frac{\mathbb{Q}[t^{\pm 1}]}{(i^2 t^2 + (1-2i^2)t + i^2)}.$$
Notice that $m_1, m_2, l_1, l_2$ form a $\mathbb{Z}$–linearly independent set.

Theorem 5.7 applies to give that $\rho^1(J_i(L)) + \rho^1(J_i)$ is nonzero. Since $J_i$ is of topological order 2, Theorem 4.1 gives us that $\rho^1(J_i) = 0$. It must be that $\rho^1(J_i(L))$ is not zero. For $i \neq k$ positive integers $J_i(L)$ and $J_k(L)$ have distinct prime Alexander polynomials so by Corollary 4.4 the knots $J_i(L)$ $i > 0$ are linearly independent in $C$.

5.1 Metabolizers of the Seifert surface and isotropy in the Alexander module

In this sub-section we state and prove a fact used in the proof of Lemma 5.3. The proof relies on the formula in [15, section 8] for the unlocalized Blanchfield form in terms of the Seifert matrix.

**Lemma 5.9** Suppose that $\Sigma$ is a genus $g$ Seifert surface for a knot $K$ and $L = L_1 \ldots L_g$ is a $g$–component link sitting on $\Sigma$ which spans a rank $g$ direct summand of $H_1(\Sigma)$ on which the Seifert form vanishes. The submodule of $A_0^\Sigma(K)$ generated by the components of $L$ is isotropic.

**Proof** We begin by proving that the submodule of the unlocalized Alexander module, $A_0(K)$, generated by $L$ is isotropic. We call this submodule $P$.

Let the set $\{L_1, \ldots, L_g\}$ be extended to $\{L_1, \ldots, L_g, D_1, \ldots, D_g\}$, a symplectic basis for $H_1(\Sigma)$. Let $\mu_1, \ldots, \mu_g, v_1, \ldots, v_g$ be the dual basis for $H_1(S^3 - \Sigma)$ given by meridians about the bands on which $L_i$ and $D_i$ sit. The homology classes of the lifts of $\mu_1, \ldots, \mu_g, v_1, \ldots, v_g$ to the infinite cyclic cover of $M(K)$ form a generating set for $A_0(K)$ as a $\mathbb{Q}$–vector space. The map from $H_1(\Sigma)$ to the Alexander module induced by lifting $\Sigma$ to the cyclic cover of $M(K)$ is given with respect to these generating sets by the Seifert matrix $V$. The Blanchfield form with respect to this generating set given by the lifts of $\mu_1, \ldots, \mu_g, v_1, \ldots, v_g$ is given by

\[
\text{Bl}(\vec{\tau}, \vec{s}) = (1-t)(\vec{s})^T (V - tV^T)^{-1}(\vec{\tau})
\]
Christopher William Davis

Since \( \{L_1, \ldots, L_g\} \) is a metabolizer for the Seifert form, \( V \) is given by a matrix of the form \([ 0 \ 0 \ 0 \ B \ C ]\), with respect to the basis \( \{L_1, \ldots, L_g, D_1, \ldots, D_g\} \) for \( H_1(\Sigma) \) (\( A, B, C \) are \( g \times g \) matrices). Thus, \( (V - tV^T)^{-1} \) is given by a matrix with entries in \( \mathbb{Q}[t^{\pm 1}] \) of the form \([ D \ E \ F \ 0 ]\), where \( D, E, F \) are \( g \times g \) matrices with polynomial entries.

Consider any \( \vec{r} = V[ \vec{a} ] \), \( \vec{s} = V[ \vec{b} ] \) in \( P \) (\( a \) and \( b \) are \( g \)-dimensional column vectors while 0 denotes the \( g \)-dimensional zero vector). Plugging these values into (40) we see

\[
Bl(\vec{r}, \vec{s}) = (1 - t)^2 \begin{bmatrix} \vec{a}^T \\ 0 \end{bmatrix} \begin{bmatrix} \vec{a} \end{bmatrix} = (1 - t)^2 \begin{bmatrix} \vec{a} \end{bmatrix} \begin{bmatrix} \vec{a} \end{bmatrix}.
\]

This is zero by direct computation. Since \( P \) is the submodule generated by the lifts of \( L_1 \ldots L_g \), this shows that \( P \) is isotropic.

Now consider any \( \alpha \otimes \frac{e}{f} \) and \( \beta \otimes \frac{g}{h} \) in \( P \otimes R_p \), the submodule of \( A_0^p(K) \cong A_0(K) \otimes R_p \) generated by \( L \). By the sesquilinearity of the Blanchfield form,

\[
Bl(\alpha \otimes \frac{e}{f}, \beta \otimes \frac{g}{h}) = Bl(\alpha, \beta) \frac{eg}{fh},
\]

where \( Bl(\alpha, \beta) \) is given by the unlocalized Blanchfield form. Since \( \alpha \) and \( \beta \) sit in \( P \subseteq A_0 \), which we have just shown to be isotropic, \( Bl(\alpha, \beta) \) is zero so that \( P \otimes R_p \) is isotropic.

\[\square\]

6 An infinite family of twist knots of algebraic order 2 with distinct prime Alexander polynomials and nonzero \( \rho^1 \)-invariant

Consider \( T_n \) the \( n \)-twist knot depicted in Figure 1. The goal of this section is the proof of Theorem 6.1.

**Theorem 6.1** Let \( n(x) = -x^2 - x - 1 \). If \( x \geq 2 \), then \( \rho^1(\langle T_n(x) \rangle) < 0 \).

From this theorem we get the immediate corollary.

**Corollary 6.2** The twist knots \( T_{-7}, T_{-13}, T_{-21}, \ldots, T_{-x^2-x-1}, \ldots \) form a linearly independent set \( C \).
Proof of Corollary 6.2 These twist knots have nonzero $\rho^1$–invariants and distinct prime Alexander polynomials $\Delta T_n(t) = nt^2 + (1 - 2n)t + n$. By Corollary 4.4 these knots form a linearly independent set. 

We move on to the proof of Theorem 6.1, which occupies us for the remainder of this paper.

For each $x$, the knot $T_{n(x)}$ is algebraically of order two (see [19, Corollary 23]). The knot $T_{n(x)} \# T_{n(x)}$ has the following as its Seifert matrix taken with respect to the obvious basis for the first homology of the Seifert surface depicted in Figure 6.

\[
\begin{bmatrix}
  n(x) & 1 & 0 & 0 \\
  0 & 1 & 0 & 0 \\
  0 & 0 & n(x) & 1 \\
  0 & 0 & 0 & 1
\end{bmatrix}.
\]

(41)

This matrix has a metabolizer generated by

\[
v_1 = \begin{bmatrix} 1 \\ x \\ 0 \\ 1 \end{bmatrix}, \quad v_2 = \begin{bmatrix} 0 \\ 1 \\ 1 \\ -x - 1 \end{bmatrix}.
\]

(42)

Figure 6. $L_x$ as a link in $S^3$ sitting on a Seifert surface for $T_{n(x)} \# T_{n(x)}$. (In this picture $x = 2$.)

As homology classes, $v_1$ and $v_2$ are represented by the link $L_x$ also depicted in Figure 6. Meridians for the bands on which the components of $L_x$ sit (also depicted in Figure 6) represent generators for the Alexander module:

\[
m_1 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad m_2 = \begin{bmatrix} 0 \\ 1 \end{bmatrix}
\]

(43)
while the components of the link are given by

\[
\begin{align*}
    l_1 &= \begin{bmatrix} t(n(x) + xn(x) + x) + 1 \\ t(n(x) + 1) - 1 \end{bmatrix}, \\
    l_2 &= \begin{bmatrix} t(n(x) + 1) - 1 \\ t(-xn(x) - n(x) - 1) + x + 1 \end{bmatrix}.
\end{align*}
\]

In

\[
A_0(T_{n(x)} \# T_{n(x)}) = \bigoplus_2 \left( \frac{\mathbb{Q}[t^{\pm 1}]}{(n(x)t^2 + (1 - 2n(x))t + n(x))} \right)
\]

the elements \(m_1, m_2, l_1, l_2\) form a \(\mathbb{Z}\)-linearly independent set.

Theorem 5.6 provides us with a strategy to prove Theorem 6.1. Specifically, if \(\rho^0(L_x) < -1\) then \(\rho^1(T_n) < 0\).

**Theorem 6.3** When \(x\) is an integer greater than 1, \(\rho^0(L_x) < -1\).

**Proof** An important workhorse in the proof of this theorem is Lemma 6.4. It gives bounds on how surgery along a nullhomologous curve changes \(\rho^0\). We use this theorem to reduce the computation of \(\rho^0(L_x)\) for every \(x\) to a single computation for a simpler link. The proof of the lemma is easy and we leave it to the end.

**Lemma 6.4** If a link \(L'\) is given by performing \(+1\) surgery on \(L\) along a nullhomologous curve in the complement of \(L\) then \(\rho^0(L') \leq \rho^0(L)\).

As is depicted in Figure 7, the link \(L_x\) can be realized as \(+1\) surgery along nullhomologous curves on \(L_{x-1}\). Lemma 6.4 then implies that for \(x > 2\)

\[
\rho^0(L_x) \leq \rho^0(L_{x-1}) \leq \cdots \leq \rho^0(L_2).
\]

Figure 7. If one performs \(+1\) surgery on the depicted nullhomologous curves, then the link depicted is \(L_{x+1}\). If the surgery curves are erased, the link is \(L_x\) \((x = 2)\).
The link $L_2$ is realized in Figure 8 as $+1$ surgery along the unlink along four nullhomologous curves. Consider the link $L'$ depicted in Figure 9 obtained by performing only two of these four surgeries. By Lemma 6.4,

$$\rho^0(L_2) \leq \rho^0(L').$$

Figure 8. The link $L_2$ as the result of $+1$ surgery on the unlink along nullhomologous curves

Figure 9. the link $L'$ as the result of $+1$ surgery on the unlink along fewer curves than $L_2$

Figure 10. the link $L'$ after an isotopy

The diagram for $L'$ in Figure 9 is of $+1$ surgery on nullhomologous curves $\gamma_1, \gamma_2$ on the unlink. Using this fact we build a 4–manifold with $M(L')$ as its boundary. Start
with $V$, the boundary connected sum of two copies of $S^1 \times B^3$. The boundary of $V$ is zero surgery on the two component unlink. Thinking of $\gamma_1$ and $\gamma_2$ as sitting on $\partial V$, attach two-handles to their $+1$ framings and call this manifold be $W$. the inclusion induced map from $H_1(M(L'))$ to $H_1(W)$ is a monomorphism so

\begin{equation}
\rho^0(L') = \sigma^{(2)}(W, \phi) - \sigma(W),
\end{equation}

where $\phi$ is the abelianization map on $H_1(W)$.

The untwisted intersection matrix of $W$ is given by the $2 \times 2$ identity matrix so $\sigma(W) = 2$.

Consider the result of performing the handle slide depicted in Figure 11 on the diagram in Figure 10 (an isotopy of the diagram in Figure 9). The resulting diagram for $W$ is of a 4–manifold gotten from $V$ by first gluing a 2–handle to the $+2$ framing of a null-homotopic curve ($\gamma_2'$) and then another to a curve which is non-torsion in $H_1(V; \mathbb{Q}[Z_2])$ ($\gamma_1$). The second of these additions affects neither twisted second homology nor the twisted intersection form. Let $W'$ be the 4–manifold gotten by gluing a two handle to $V$ along the $+2$ framing of $\gamma_2'$. By the above,

\begin{equation}
\sigma^{(2)}(W, \phi) = \sigma^{(2)}(W', \phi).
\end{equation}

A Kirby diagram for $W'$ is given in Figure 12. A convenient isotopy of the diagram is given in Figure 13.

Notice that while $\gamma_2'$ does not bound an embedded disk in $\partial V$, its lift to the abelian cover of $\partial V$ does. This disk $D$ is depicted in Figure 14. The twisted second homology of $W'$ is $\mathbb{Q}[t^\pm1, s^\pm1]$ generated by the 2–sphere $S$ given by the core of the 2–handle glued to $\gamma_2'$ together with $D$. The twisted intersection matrix of $W$ is given by the equivariant self intersection of $S$. The sphere $S$ has a pushoff which crosses the $S$ exactly where $D$ intersects the lifts of the $+2$ pushoff of $\gamma_2'$. Thus, the self intersection
Figure 12. A Kirby diagram for $W'$.

Figure 13. The diagram in Figure 12 after an isotopy. It is convenient that the $+2$ pushoff of $\gamma'_2$ is the blackboard pushoff in this diagram.

Figure 14. The lifts of the $+2$ push-off of $\gamma'_2$ in the cover of $V$ together with a disk, $D$, bounded by a lift of $\gamma'_2$.

The portion of $D$ sitting in sheet 1 of $\tilde{V}$ contributes $+t$ to the self intersection of $S$.

The portion of $D$ sitting in sheet $t$ of $\tilde{V}$ contributes $+t^{-1}$ to the self intersection of $S$.

Matrix of $S$ is given by counting the number of times (with coefficients) that $D$ intersects $\gamma'_2$. These intersection points are depicted in Figure 14.
By counting these intersection points, the twisted signature of \( W' \) is equal to the \( L^2 \) signature of the \( 1 \times 1 \) matrix, \([t + \overline{t}^{-1}]\). A Fourier transform (see [24, example 1.15]) send this matrix to the \( 1 \times 1 \) matrix \([z + z^{-1}]\) over \( L^2(S^1) \) (\( S^1 \) is the unit circle in \( \mathbb{C} \) with normalized Lebesgue measure). The signature of this matrix is equal to the measure of the subset of \( S^1 \) on which

\[
z + z^{-1} = z + \overline{z} = 2 \operatorname{re}(z)
\]

is positive minus the measure of the subset on which it is negative. These sets have equal measure and so

\[
\sigma^2(W'; \phi) = 0
\]

Combining equations (46), (47), (48), (49) and (51) for each \( x \geq 2 \)

\[
\rho^0(L_x) \leq \rho^0(L_2) \leq \rho^0(L') = \sigma^{(2)}(W) - \sigma(W) = \sigma^{(2)}(W') - \sigma(W) = 0 - 2 < -1
\]

and the proof is complete.

6.1 Proof of Lemma 6.4

We now state and prove a marginally stronger version of Lemma 6.4. As promised it is not a difficult theorem to prove.

**Lemma 6.5**

1. If a link \( L' \) is given by performing \( +1 \) surgery on \( L \) along a nullhomologous curve \( \gamma \) then \( \rho^0(L') \leq \rho^0(L) \leq \rho^0(L') + 2 \).
2. If \( L' \) is given by performing \( -1 \) surgery on \( L \) along a nullhomologous curve then \( \rho^0(L') - 2 \leq \rho^0(L) \leq \rho^0(L') \).

**Proof**

Let \( W \) be the 4–manifold obtained by adding to \( M(L) \times [0, 1] \) a 2–handle along the +1 framing of \( \gamma \) in \( M(L) \times \{1\} \). \( \partial(W) \) is given by \(-M(L) \sqcup M(L')\) and both inclusions induce first homology isomorphisms. The intersection form on \( H_2(W)/H_2(\partial W) \) is given by the \( 1 \times 1 \) matrix whose only entry is 1 so \( W \) has regular signature \( \sigma(W) = 1 \).

Thus,

\[
\rho^0(L') - \rho^0(L) = \sigma^{(2)}(W, \phi) - 1,
\]

where \( \phi: \pi_1(W) \rightarrow H_1(W) \) is the abelianization map. \((W, \partial_-(W))\) has only one 2–handle so

\[
|\sigma^{(2)}(W, \phi)| \leq 1.
\]
Rearranging (53) and applying this bound

\[ |\rho^0(L') - \rho^0(L) + 1| \leq 1 \tag{55} \]

and \( \rho^0(L') \leq \rho^0(L) \leq \rho^0(L') + 2 \), completing the proof of the first claim.

The proof of the second claim is identical except that the signature of the bounded 4–manifold is \(-1\). \(\square\)

We close with some related questions which we would like to address.

**Question 1** What about the case \(x = 1\)? The \(-3\) twist knot is of infinite order in the concordance group (proven by [26, Corollary 1.2] using Casson Gordon invariants). If one follows the technique in this paper in the case \(x = 1\), then one finds that \(\rho^0(L_1) = -1\), so \(\rho^1(T_{-3}) \in [-1, 0]\). Is there another choice of metabolizing link which has \(\rho^0 < -1\)? Is it the case that \(\rho^1(T_{-3}) = 0\)?

**Question 2** There are many more twist knots of algebraic order 2 whose concordance orders are unknown. If one can find a derivative link for the connected sum of each such twist knot with itself and can compute the associated \(\rho^0\)–invariant, then one will have bounds on the \(\rho^1\)–invariant of the twist knots. Presumably these bounds will imply that most of the twist knots have non-vanishing \(\rho^1\)–invariant. If one can do this then one will have shown that most of the twist knots form a linearly independent subset of the concordance group.
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