Cyclotomic associators and finite type invariants for tangles in the solid torus
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The universal Vassiliev–Kontsevich invariant is a functor from the category of tangles to a certain graded category of chord diagrams, compatible with the Vassiliev filtration and whose associated graded functor is an isomorphism. The Vassiliev filtration has a natural extension to tangles in any thickened surface $M \times I$ but the corresponding category of diagrams lacks some finiteness properties which are essential to the above construction. We suggest to overcome this obstruction by studying families of Vassiliev invariants which, roughly, are associated to finite coverings of $M$. In the case $M = \mathbb{C}^*$, it leads for each positive integer $N$ to a filtration on the space of tangles in $\mathbb{C}^* \times I$ (or “$B$–tangles”). We first prove an extension of the Shum–Reshetikhin–Turaev Theorem in the framework of braided module category leading to $B$–tangles invariants. We introduce a category of “$N$–chord diagrams”, and use a cyclotomic generalization of Drinfeld associators, introduced by Enriquez, to put a braided module category structure on it. We show that the corresponding functor from the category of $B$–tangles is a universal invariant with respect to the $N$ filtration. We show that Vassiliev invariants in the usual sense are well approximated by $N$ finite type invariants. We show that specializations of the universal invariant can be constructed from modules over a metrizable Lie algebra equipped with a finite order automorphism preserving the metric. In the case the latter is a “Cartan” automorphism, we use a previous work of the author to compute these invariants explicitly using quantum groups. Restricted to links, this construction provides polynomial invariants.
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0 Introduction

Finite-type invariants are those numerical knot invariants whose “$(n+1)^{th}$ derivative”, in some specific sense, vanishes for some $n$. Since their discovery around 1989 by Vassiliev, it became clear that there is a deep relation between finite-type invariants, Lie theory and quantum topology. Indeed, the collection of all finite-type invariants dominates all quantum invariants, including the various knot polynomials. Kontsevich [26] then gave an essentially complete description of the space of finite-type invariants, by constructing a “universal” invariant taking its values in some space of Feynman
diagrams. The Kontsevich integral not only provide a powerful knot invariant, but shed some light on the topological background of deformation-quantization theory.

Let $\mathbb{K}$ be a field of characteristic 0 and $V$ be the $\mathbb{K}$–linear span of isotopy classes of knots in $\mathbb{R}^3$, then $\mathbb{K}$–valued knots invariants may be identified with linear map $V \rightarrow \mathbb{K}$. A singular knot can be identified with a formal linear combination of nonsingular knots by repetitive use of the Vassiliev skein relation \[37\]:

\[ D \] 

This define a filtration on $V$ by letting $\mathcal{I}_n$ to be the linear span of knots having a least $n$ singularities. A finite-type invariant of type (or degree) at most $n$ is a knot invariant whose extension to $V$ vanishes on $\mathcal{I}_{n+1}$ for some $n$, ie an element of $\text{Hom}(V / \mathcal{I}_{n+1}, \mathbb{K})$.

It follows that an invariant of type $n$ applied to a singular knot with $n$ singularities is blind to its topology, meaning that its value does not change if one replace an overcrossing by an undercrossing and vice versa. Hence, it is sensitive only to the combinatorial information corresponding to the position of singularities. Therefore, any finite-type invariant induces an invariant of a combinatorial object (a chord diagram) encoding this information. One then shows that every finite-type invariant descend to a linear map on the space $A$ of chord diagrams modulo the so-called 4T relation (see Section 1.2). Since the latter is homogeneous, $A$ is graded and hence inherits a natural filtration. The fundamental theorem of Vassiliev invariants states that the space of finite-type invariants is isomorphic, as a filtered vector space, to the graded dual of $A$. We refer the reader to Bar-Natan’s survey [2] for an introduction on finite-type invariants, and to Chmutov, Duzhin and Mostovoy’s book [11] for a fairly complete account of the subject.

The proof of this result relies on the construction of a universal finite-type invariant: this is a filtration preserving linear map $Z$ from $V$ to the degree completion of $A$, whose associated graded is an isomorphism. Hence, if $f$ is a finite-type invariant and $\tilde{f}$ the linear form it induces on $A$ (its “symbol”) then

\[ f = \tilde{f} \circ Z + \text{lower degree terms}. \]

This was first proved for knots by Kontsevich [26] by integrating a formal analog of the KZ connection. As hinted by Kontsevich himself, it was then observed that such an invariant can be obtained through a kind of Markov trace from Drinfeld’s universal
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1Here as usual we draw only the part of the knots which is involved in the relation, and assume that they are identical outside the picture.
representation of the braid group, which also comes from the KZ connection [13]. This representation depends algebraically on a formal power series (the KZ associator) in two noncommuting variables satisfying a set of algebraic equations. It turns out that any formal power series satisfying the same set of equations leads to a representation of the braid group having similar properties. Such elements are called Drinfeld associators.

Hence, a combinatorial formula for a universal finite-type invariant involving Drinfeld associators was then given by Le and Murakami [29] and Piunikhin [33], allowing the generalization of Kontsevich’s Theorem to tangles. Finally, it was put in the categorical language by Cartier [9], Bar-Natan [3] and Kassel and Turaev [23].

The proof goes as follows: both tangles and chord diagrams can be thought of as morphisms in certain categories $\text{Tang}$ and $\text{CD}$ having the same objects. It follows from [13] that each choice of a Drinfeld associator leads to a ribbon structure on the degree completion $\widehat{\text{CD}}$ of $\text{CD}$. By Shum’s Theorem [35], the tangle category is universal among ribbon categories, hence one gets a functor

$$F: \text{Tang} \rightarrow \widehat{\text{CD}}$$

which is shown to be a universal finite-type invariant. Working in a categorical setting already makes it clear that this invariant is compatible with the composition of tangles whenever it is defined. Drinfeld proves in [13] that associators with rational coefficients exist and can be constructed recursively. Hence such a functor exists for $\mathbb{K} = \mathbb{Q}$ and can be combinatorially computed up to any degree in a finite amount of time.

A very important feature of the space of invariants of some given degree (or equivalently of the graded pieces of the space of diagrams) is that it is finite-dimensional. In particular, the space of diagrams associated to pure braids is a finitely generated algebra, which is the basic ingredient in the definition of the KZ equation and of Drinfeld associators.

While the Vassiliev skein relation makes perfectly sense for knotted objects in a thickened surface $M \times I$, the above mentioned finiteness properties fails if $\pi_1(M)$ is infinite. This can be roughly explained as follows: it is still true that a degree $n$ finite-type invariant applied to a knot $K$ in $M \times I$ with $n$ singularities is blind to the topology of $K$. But it is, in general, not blind to the topology of the surface itself, in that in can see the element of $\pi_1(M)$ induced by $K$. Hence, it induces a function on a space of diagrams labelled by $\pi_1(M)$ whose graded pieces are infinite-dimensional.

This is a strong obstruction to the construction of a universal finite-type invariant enjoying some desirable features. It implies for example that one cannot use Chen iterated integrals which are the basic ingredient of Kohno’s construction of a universal finite-type invariant for pure braids [24]. Indeed, it is known (see Bellingeri and Funar [4]) that if the genus of $M$ is strictly positive, then a universal multiplicative...
invariant for the pure braid groups of $M$ cannot exist. A universal invariant for links thus cannot be obtained through a Markov trace.

This motivates the study of subfamilies of finite-type invariant which, when applied to a knot (or tangle) with enough singularity, distinguishes its representative in $\pi_1(M)$ only modulo a given cofinite subgroup $\mathcal{H}$ of $\pi_1(M)$. We give a general definition in the case of the pure braid group $P_n(M)$ of $M$ in Section 1.1, explain how this is related to finite covering of $M$ and show that in many cases the collection of these invariants is as strong as the collection of finite-type invariants. That $\mathcal{H}$ is cofinite implies that the associated graded of $P_n(M)$ with respect to this filtration is finitely generated. This definition also makes sense if $\mathcal{H}$ is not cofinite, and the case $\mathcal{H} = \{1\}$ gives back the Vassiliev filtration. On the other hand, the filtration associated with $\mathcal{H} = \pi_1(M)$ coincides with the filtration by the powers of the augmentation ideal of $\mathbb{K}[P_n(M)]$, which was extended to tangles by Habiro under the name “$A$–filtration” [19]. Our construction can thus be thought of as an interpolation between these two filtrations, which coincide in the classical case.

We then focus on the case $M = \mathbb{C}^*$, i.e on tangles in the solid torus (which we call $B$–tangles). Note that a universal finite-type invariant for $B$–knot (see Goryunov [18]) and $B$–links (see Andersen, Mattes and Reshetikhin [1] and Lieberum [30]) was already constructed, but they are $a$ priori not functorial nor extensible to tangles. Also, that they take values in a space of infinite-type makes them difficult to handle from an algorithmic point of view, contrasting with the classical case.

Recall that the skeleton of a tangle is its underlying abstract oriented 1–manifold. We introduce for each integer $N \geq 1$ an $N$–filtration $\{I_{n,N}(S)\}_{n \geq 1}$ on the space of $B$–tangles on a given skeleton $S$, which has a natural geometric interpretation by extending the notion of singular tangles. It leads to a notion of $N$–finite-type invariants (Section 1). As a first example, we show that, upon some specialization, the invariants for $B$–knots constructed by Lambropoulou in [27] from traces on cyclotomic Hecke algebras are of $N$–finite-type (Section 2).

We then introduce (Section 3) a space of $N$–diagrams and show that any $N$–finite-type invariant descend to a function on the quotient $B_N(S)$ of the space of diagrams by a set of explicit relations.

The main result of this paper can be stated as follows.

**Theorem 0.1** For all $N \geq 1$, for any skeleton $S$, there exists a well-behaved universal $N$–finite-type invariant, that is a combinatorial, filtration preserving, functorial linear map defined over $\mathbb{Q}$ from the space of linear combinations of $B$–tangles with skeleton $S$ to $B_N(S)$, whose associated graded is an isomorphism.
In particular, the space of $N$–finite-type invariants is isomorphic as a filtered vector space to the graded dual of $B_N(S)$.

We recall in Section 4 the categorical construction of the Vassiliev–Kontsevich invariant. We prove in Section 5 a generalisation of Shum’s Theorem in the framework of braided module category. It provides a systematic way of producing $B$–tangles invariants. Key to the second part of the proof is a cyclotomic analog of the notion of associator developed by Enriquez [16]: this is a pair $(\Psi, \Phi)$ where $\Phi$ is an ordinary associator, and $\Psi$ is a formal power series in $N + 1$ noncommuting variables satisfying a set of equations. We give our main construction in Section 6: we introduce a notion of $N$ infinitesimal braided module category and show that the category $BCD_N$ of $N$ diagrams is universal among such structures. We prove that the choice of a cyclotomic associator $(\Psi, \Phi)$ turns the degree completion $\widehat{BCD}_N$ of $BCD_N$ into a braided module category over the ribbon category structure on $\widehat{CD}$ coming from $\Phi$. Finally, we show that the functor

$$G: BTang \to \widehat{BCD}_N$$

is a universal $N$–finite-type invariant.

We then show in Section 7 that usual Vassiliev invariants are “well approximated” by the collection of all $N$–finite-type invariants. More precisely, we construct a functor from $BTang$ to the “profinite completion” of the categories $BCD_N$ for all $N$, whose associated graded is faithful.

Finally, in Section 8, we construct specializations of this invariant (also known as weight systems). It is well known that representations of the category of ordinary diagrams can be constructed out of a metrizable Lie algebra, that is, a Lie algebra $\mathfrak{g}$ together with a nondegenerate $t \in S^2(\mathfrak{g})^\mathbb{R}$. In very much the same way, equipping $\mathfrak{g}$ with an $N$th order automorphism $\sigma$ preserving the metric allows to construct realizations of $BCD_N$ for each $\mathfrak{g}$–module $V$ and each $\mathfrak{h}$–module $M$ where $\mathfrak{h} = \mathfrak{g}^\sigma$. Using the author’s previous results [7], we show that these specializations can be explicitly computed using quantum groups, in the case where $\mathfrak{g}$ is simple and $\sigma$ is a Cartan automorphism. Restricted to links and if $M$ is a one-dimensional $\mathfrak{h}$–module given by an integral weight, these invariants are, in fact, Laurent polynomials in one variable, generalizing the Jones polynomial and other polynomial invariants in a very natural way.
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1 Reminder and definitions

1.1 Motivation: \( H \)–finite-type invariants for pure braids

Let \( M \) be an orientable surface. The pure braid group \( P_n(M) \) of \( M \) is the fundamental group of the configuration space

\[
X_n(M) = \{(z_1, \ldots, z_n) \in M^n \mid i \neq j \Rightarrow z_i \neq z_j\}.
\]

There is a canonical surjective group morphism

\[ P_n(M) \to \pi_1(M)^n \]

which maps any pure braid to the \( n \)–tuple formed by the homotopy classes of its \( n \) strands. It induces an algebra map

\[ \mathbb{K}[P_n(M)] \to \mathbb{K}[\pi_1(M)^n]. \]

Let \( I_n \) be its kernel, then the Vassiliev filtration for \( \mathbb{K}[P_n(M)] \) coincides with the filtration induced by the powers of \( I_n \).

If \( p: \widetilde{M} \to M \) is a regular finite covering of \( M \) associated to a cofinite subgroup \( H \) of \( \pi_1(M) \), one can define the orbit configuration space

\[
X_{n,H}(M) = \{(z_1, \ldots, z_n) \in \widetilde{M} \mid i \neq j \Rightarrow p(z_i) \neq p(z_j)\}.
\]

Let \( P_{n,H}(M) \) be the fundamental group of \( X_{n,H} \) and \( G_H = \pi_1(M)/H \), then \( p \) induces a short exact sequence

\[
1 \to P_{n,H}(M) \to P_n(M) \to G^n_H \to 1,
\]

where the last map is the composition

\[ P_n(M) \to \pi_1(M)^n \to G_H^n. \]

Through the natural identification \( X_n(M) = X_{n,H}(M)/G^n_H \), one can represent elements of \( P_n(M) \) as an union of paths in \( \widetilde{M} \) whose start point and end point are not necessarily equal but related by the action of \( G_H \).

**Definition 1.1** Let \( \mathcal{I}_{n,H}(M) \) be the kernel of the corresponding algebra map

\[ \mathbb{K}[P_n(M)] \to \mathbb{K}[G_H^n]. \]

An invariant of \( H \)–finite-type is a linear map

\[ f: \mathbb{K}[P_n(M)] \to \mathbb{K} \]

such that \( f(\mathcal{I}_{n,H}(M)^k) = 0 \) for some \( k \).
Remark 1.2  Although it is not cofinite, it makes sense to take $H = \{1\}$ in the above definition. In that case, one obviously recover the usual notion of finite-type invariant. On the other hand, if $H = \pi_1(M)$, $\mathcal{I}_{n,H}(M)$ is the augmentation ideal of $\mathbb{K}[P_n(M)]$.

This definition is motivated by the following easy fact.

Proposition 1.3  Assume that $\pi_1(M)$ is residually finite. Then for all $n \geq 0$,

$$\bigcap_{H \text{ cofinite subgroup of } \pi_1(M)} \mathcal{I}_{n,H} = \mathcal{I}_n.$$ 

It means that if $\pi_1(M)$ is residually finite, then the collection of all $H$–finite-type invariants for all cofinite subgroups $H$ is as strong as the collection of finite-type invariants in the usual sense. Since $P_{n,H}(M)$ is a finitely generated fundamental group of a nice topological space, contrasting with the above mentioned negative result [4], we can make the following conjecture.

Conjecture 1.4  Let $I_{P_{n,H}(M)}$ be the augmentation ideal of $\mathbb{K}[P_{n,H}(M)]$ and

$$\text{gr } \mathbb{K}[P_{n,H}(M)] = \bigcap_{k \geq 0} I_{P_{n,H}(M)}^k/I_{P_{n,H}(M)}^{k+1}.$$ 

There exists a filtration preserving algebra morphism

$$\mathbb{K}[P_n(M)] \longrightarrow \text{gr } \mathbb{K}[P_{n,H}(M)] \times G^n_H$$

whose associated graded is the identity.

Indeed, this conjecture is true in the following cases:

- If $M$ is a torus, $\mathbb{K} = \mathbb{Q}$ and $H = \mathbb{Z}^2$ (see Calaque, Enriquez and Etingof [8] and Humbert [21]).
- If $M$ is a compact surface of genus $g$, then $\mathbb{K} = \mathbb{C}$ and $H = \pi_1(M)$ (see Bezrukavnikov [5] and Enriquez [15]).
- If $M = \mathbb{C}^*$, $\mathbb{K} = \mathbb{Q}$ and $H = N\mathbb{Z}$ [16].

Assume now that $M = \mathbb{C}^*$. In that case, the point $z = 0$ can be thought of as an additional fixed strand. In particular, $P_n(\mathbb{C}^*)$ is isomorphic to $P_{n+1}$, the usual pure braid group on $n + 1$ strands. Recall that the braid group $B^1_n$ of $\mathbb{C}^*$ is the braid group of Coxeter type $B$. 
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Proposition 1.5  (Brieskorn [6]) The group $B_1^n$ admits the following presentation:

$$B_1^n = \left\{ \tau, \sigma_1, \ldots, \sigma_{n-1} \mid \begin{align*}
\tau \sigma_1 \tau = \sigma_1 \tau \sigma_1, & \quad \tau \sigma_i = \sigma_i \tau & \text{if } i > 1, \\
\sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1} & \text{if } |i - j| \geq 2.
\end{align*} \right.$$ 

Let $\mathcal{I}_{n,N}$ be the kernel of the algebra morphism

$$\mathbb{K}[P_{n+1}] \longrightarrow \mathbb{K}(\mathbb{Z}/N\mathbb{Z})^n$$

and $\tilde{\mathcal{I}}_{n,N}$ be the ideal in $\mathbb{K}[B_1^n]$ generated by

$$\tau^N - 1, \quad \sigma - \sigma^{-1}.$$ 

It is easily checked that

$$\mathcal{I}_{n,N} = \tilde{\mathcal{I}}_{n,N} \cap \mathbb{K}[P_{n+1}].$$

This allows to give a description of the above filtration in terms of singular braid, by allowing singularities with this additional strand as well. Moreover, working instead with paths in the finite covering of $\mathbb{C}^*$ associated to the map $z \mapsto z^N$ allows to draw singular analogs of each $\tau^k, k = 0, \ldots, N - 1$ and their corresponding resolution. For example, for $k = 1$:

It shows that, like in the usual Vassiliev theory, elements of $\tilde{\mathcal{I}}_{n,N}$ are obtained by taking the difference between the two possible small perturbations of a singular path.

1.2 Tangles, chord diagrams and the fundamental theorem

Let us begin with some standard definitions.

Definition 1.6  A skeleton $S$ is the data consisting of

- a one-dimensional, compact, oriented manifold $X$ with (maybe empty) boundary,
- a partition of $\partial X$ into two sets source($S$) and target($S$) together with a choice of a total ordering on these sets.
The sequence source$(S)$ (resp. target$(S)$) is represented by a word $s_1 \cdots s_k$ (resp. $t_1 \cdots t_l$) in $\{+, -\}$ where $s_i = +$ (resp. $t_i = -$) if the corresponding interval is oriented towards the corresponding boundary component and $-$ (resp. $+$) otherwise.

**Definition 1.7** Two skeletons $S_1, S_2$ are *composable* if target$(S_1) = $ source$(S_2)$. In that case the composition of the two is obtained by stacking $S_1$ over $S_2$.

**Definition 1.8** An oriented *tangle* $T$ with underlying skeleton $S$ is a smooth embedding $\iota$ of (the underlying manifold of) $S$ into $\mathbb{C} \times [0, 1]$ mapping $s_i$ to $(i, 0)$ and $t_i$ to $(i, 1)$. A framing on $T$ is an extension of $\iota$ to an embedding of the “ribbon” $X \times [0, 1]$, or equivalently a choice of a normal unit vector field on $\iota(X)$. We assume that $\iota(X)$ meet $\mathbb{C} \times \{0\}$ and $\mathbb{C} \times \{1\}$ orthogonally, and that the framing at each endpoint is given by $(-\sqrt{-1}, 0)$. Framed oriented tangles are considered up to isotopies preserving the boundary.

**Definition 1.9** A singular tangle with skeleton $S$ is a smooth map $X \to \mathbb{C} \times [0, 1]$ with finitely many transverse double points, considered up to isotopy fixing singular points. Orientation and framing are defined similarly to the case of tangles.

Composition of skeleta induces a composition at the level of tangles.

Let $\mathcal{T}(S)$ and $\mathcal{ST}(S)$ be the set of tangles and singular tangles, respectively, with underlying skeleton $S$. Define a linear map

$$s : \mathbb{K}[\mathcal{ST}(S)] \longrightarrow \mathbb{K}[\mathcal{T}(S)]$$

by successive application of the Vassiliev skein relation:

It allows to identify the space of singular tangles with a subspace of $\mathbb{K}[\mathcal{T}(S)]$. Denote by $\mathcal{I}_n$ the subspace of $\mathbb{K}[\mathcal{T}(S)]$ generated by (the images of) singular tangles with at least $n$ singular points. Then the sequence

$$\mathcal{I}_0 = \mathbb{K}[\mathcal{T}(S)] \supset \mathcal{I}_1 \supset \mathcal{I}_2 \cdots$$

induces a filtration on $\mathbb{K}[\mathcal{T}(S)]$. This filtration is clearly compatible with the composition of tangles.

**Definition 1.10** An invariant $f$ is a Vassiliev, or finite-type, invariant of degree at most $n$ if

$$f(\mathcal{I}_{n+1}) = 0.$$
Hence, \( f \) induces a well defined element of the vector space \( \text{Hom}(\mathbb{K}[\mathcal{T}(S)]/\mathcal{T}_{n+1}, \mathbb{K}) \).

It follows easily from the definition that the value of a degree \( n \) invariant on a tangle with \( n \) singularity does not change if one replace an overcrossing by an undercrossing and vice versa. Hence, it is sensitive only to the combinatorial information given by the positions of singularities. This information can be encoded into a chord diagram, of which we recall the definition.

**Definition 1.11** A chord diagram with underlying skeleton \( S \) is a choice of \( n \) pairs of points of \( S \setminus \partial S \) called chord endpoints, together with an element of \( \mathbb{Z}/2\mathbb{Z} \) attached to each component of \( S \) called the residue.

Composition of chord diagrams is defined as for tangles. The residue on a component \( k \) of the composition of two diagrams \( C, C' \) is given by

\[
\sum_i r(\alpha_i) + \sum_j r(\beta_j) + \sum_{i<i'} r(\alpha_i, \alpha_{i'}) + \sum_{j<j'} r(\beta_j, \beta_{j'}),
\]

where \( \alpha_i, \beta_j \) are the components of \( C, C' \) contained in \( k \), \( r(\alpha_i), r(\beta_j) \) their residue and \( r(\alpha_i, \alpha_{i'}) = 0 \) if \( \alpha_i, \alpha_{i'} \) can be embedded in an horizontal strip in such a way that the order of their bottom and top endpoints are preserved and without intersecting each other, and 1 otherwise.

Let \( D_0(S) \) be the \( \mathbb{K} \) vector space generated by chord diagrams with underlying skeleton \( S \). It is graded by the number of chords.

**Proposition 1.12** Given a chord diagram \( C \) with skeleton \( S \), there exists a singular tangle \( T_C \) on the same skeleton such that

1. two points of \( S \) are joined by a chord in \( C \) if and only if these are the preimages of a singular point of \( T_C \),
2. the residue on each component of \( C \) matches the residue modulo 2 of the number of “twists” of the framing of the corresponding component of \( T_C \).

Every singular tangle is the realization of some diagram, and this realization is unique up to crossings flips.

**Remark 1.13** The residue reflects the fact that flipping crossings preserve the parity of the number of twists. Another way of dealing with the framing is to introduce a notion of singular framing, as by Yetter in [38].
Hence, there exists a well defined surjective map from the space of diagrams with $n$ chords to $\mathcal{I}_n(S) / \mathcal{I}_{n+1}(S)$, and therefore a well defined degree preserving linear surjective map

$$r: D_0(S) \rightarrow \text{gr} \mathbb{K}[\mathcal{T}(S)] = \bigoplus_{n \geq 0} \mathcal{I}_n(S) / \mathcal{I}_{n+1}(S).$$

Dualizing, we get a map $f \mapsto \tilde{f}$ from the space of finite-type invariants to the graded dual of $D_0(S)$.

**Definition 1.14** The linear map $\tilde{f}$ is called the *symbol* of $f$.

Let $A(S)$ be the quotient of $D_0(S)$ by the following relations:

$$(4T) \quad \begin{array}{c|c|c|c} \text{......} & \text{......} & \text{......} & \text{......} \\ \hline \end{array} + \begin{array}{c|c|c|c} \text{......} & \text{......} & \text{......} & \text{......} \\ \hline \end{array} = \begin{array}{c|c|c|c} \text{......} & \text{......} & \text{......} & \text{......} \\ \hline \end{array} + \begin{array}{c|c|c|c} \text{......} & \text{......} & \text{......} & \text{......} \\ \hline \end{array}$$

Let $\widehat{A}(S)$ be the degree completion of $A(S)$, and

$$\mathbb{K}[\mathcal{T}(S)] = \lim_{\leftarrow} \mathbb{K}[\mathcal{T}(S)] / \mathcal{I}_n.$$ 

The fundamental theorem of Vassiliev invariants can be stated as follows.

**Theorem 1.15** [3; 9; 23; 26; 29; 33] For each skeleton $S$, there exists a linear map

$$Z_S: \mathbb{K}[\mathcal{T}(S)] \rightarrow \widehat{A}(S)$$

compatible with the composition of tangles, defined over $\mathbb{K} = \mathbb{Q}$ and such that if $C$ is a chord diagram and $T_C$ a realization of it, then

$$Z_S(T_C) = C + \text{higher degree terms}.$$ 

In particular, it induces an isomorphism of filtered vector spaces:

$$\mathbb{K}[\mathcal{T}(S)] \cong \widehat{A}(S).$$

This map is called a universal Vassiliev invariant, since for any finite-type invariant $f$ one has

$$f = \tilde{f} \circ Z_S + \text{finite-type invariants of lower degree.}$$
1.3 Tangles in the solid torus

The definition of tangles in the solid torus is the obvious analog of that of ordinary tangles. However, it will be more convenient to think again of \( \{0\} \times [0, 1] \) as an additional fixed strand, hence to take the following equivalent definition.

**Definition 1.16** Let \( I \) be an interval. A framed oriented tangle in the solid torus (or \( B \)-tangle) with underlying skeleton \( S \) is a smooth embedding of \( I \cup S \) into \( \mathbb{C} \times [0, 1] \) such that \( I \) is mapped to \( \{0\} \times [0, 1] \), with the same conditions and the same definition of framing as for usual tangles.

**Remark 1.17** Thinking of \( \mathbb{C} \times \{0\} \) as an additional, fixed strand makes definitions simpler, but there is no need to put an orientation or a framing on it.

It allows to define easily a generalization of the notion of singular tangle, by allowing singular crossing with the distinguished strand as well.

**Definition 1.18** A singular \( B \)-tangle with skeleton \( S \) is a smooth map \( I \cup S \rightarrow \mathbb{C} \times [0, 1] \) mapping \( I \) to \( \{0\} \times [0, 1] \) with finitely many transverse double-points.

Let \( \mathcal{T}_B(S) \) (resp. \( \mathcal{ST}_B(S) \)) be the set of \( B \)-tangles (resp. singular \( B \)-tangles) with skeleton \( S \).

1.4 \( N \)-filtration

Following Section 1.1, we introduce a way of resolving singularities of \( B \)-tangles. The main difference is that we have to take care of the framing. For reasons which will become apparent later, we will assume that the additional Artin generator of \( B_n^1 \) has a nontrivial framing.

Let \( N \geq 1 \), define a linear map

\[
s: \mathbb{K}[\mathcal{ST}_B(S)] \longrightarrow \mathbb{K}[\mathcal{T}_B(S)]
\]

by successive application of the usual Vassiliev skein relation for singularities between ordinary components and the following rule for singularities with the distinguished

---
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Let $I_{n,N}(S)$ be the image by $s$ of singular $B$–tangles with at least $n$ singularities of either type. Let $f$ be an invariant, ie a linear map $\mathbb{K}[\mathcal{T}_B(S)] \to \mathbb{K}$.

**Definition 1.19** The map $f$ is said to be of type or degree $n$ with respect to the $N$–filtration if

$$f(I_{n+1,N}(S)) = 0, \quad f(I_{n,N}(S)) \neq 0.$$  

2 Examples coming from cyclotomic Hecke algebras

In [27], Lambropoulou constructed a family of Markov traces on cyclotomic Hecke algebras, of which we recall the definition: let $q, u = (u_1, \ldots, u_N)$ be a set of indeterminates and define $H_n(q, u)$ as the quotient of the group algebra $\mathbb{K}[q^\pm, u][B_n^1]$ by the relations

$$\sigma_i^2 = (q - 1)\sigma_i + q, \quad \prod_{i=1}^{N} (\tau - u_i) = 0.$$  

**Theorem 2.1** (Lambropoulou) For any choice of $z \neq 0, s_k \in \mathbb{K}, k = 1 \ldots N$, there exists $\lambda \in \mathbb{K}$ and a trace

$$\text{tr}: \bigcup_{n \geq 1} H_n(q, u) \longrightarrow \mathbb{K}[q^\pm, u]$$  

such that the composition of the renormalized projection

$$B_n^1 \longrightarrow H_n(q, u), \quad \tau \mapsto \tau, \quad \sigma_i \mapsto \sqrt{\lambda} \sigma_i,$$

with $\text{tr}$ yields a knot invariant.
Now, we prove the following. Let \( \chi \) be the invariant constructed above, \( \zeta \) a primitive \( N \)th root of unity, and assume that \( \mathbb{K}(\zeta) \subset \mathbb{K} \). Set
\[
q = e^h, \quad u_i = \zeta^i q.
\]
Hence, \( \chi \) specializes to an invariant
\[
\chi = \sum_{m \geq 0} c_m h^m.
\]

**Proposition 2.2**  The \( m \)th coefficient \( c_m \) of the above expansion is a \( m \)th order \( N \)–finite-type invariant.

**Proof**  The following relation holds in \( H_n(q, (q, q \zeta, \ldots, q \zeta^{N-1}, q)) \):
\[
(2-1) \quad \sigma_i - \sigma_i^{-1} = (q - 1)(\sigma_i^{-1} + 1).
\]
On the other hand we have
\[
0 = \prod_{i=1}^{N}(\tau - \zeta^i q) = \tau^N - q^N,
\]
therefore
\[
(2-2) \quad \tau^N - 1 = q^N - 1.
\]
Setting \( q = e^h \), the right hand sides of (2-1) and (2-2) are divisible by \( h \), and it clearly remains true if one compose both sides on the left and on the right by some braids \( \alpha, \beta \).

It follows that the extension of \( \chi \) to a singular braid with \( m + 1 \) singularities is divisible by \( h^{m+1} \) meaning that its \( m \)th coefficient is 0. \qed

### 3  \( N \)–chord diagrams

**3.1 Definition and realization**

**Definition 3.1**  A \( N \)–chord diagram \( C \) with underlying skeleton \( S \) is the data consisting of:

- A list \( l \) of pairs of points \( I \sqcup S \setminus \partial(I \sqcup S) \) called chord endpoints such that at least one of the two points of each pair is on \( S \) (in other words, no chord has its two endpoints on \( I \)).
A list of points on \( S \setminus (I \cup \partial S) \) labelled by an element of \( \mathbb{Z}/N\mathbb{Z} \) modulo the following rules:

\[
\begin{align*}
0 & \equiv \, a \\
\frac{a}{b} & \equiv \, a + b
\end{align*}
\]

For each component of \( S \), an element of \( \mathbb{Z}/2\mathbb{Z} \) called the residue.

**Definition 3.2** Let \( T \) be a \( B \)-tangle. A special point of \( T \) is either an endpoint of a component of \( T \), or a singularity between two ordinary strands.

Let \( T \) be a \( B \)-tangle. By applying a small perturbation if necessary, we can assume that all singularities that involve two ordinary strands belong to \( (\mathbb{C} - (-\infty, 0]) \times [0, 1] \). Let \( \gamma \subset T \) be either a path in \( T \) between two special points or a closed component of \( T \) without ordinary singularities. Let \( \gamma' \) be the path obtained by removing all singularities between \( \gamma \) and \( \{0\} \times [0, 1] \) with the help of applying the following move:

Join the ends of \( \gamma' \) by a curve which does not cross \( (-\infty, 0] \times [0, 1] \) and denote by \([\gamma]\) the element of \( \pi_1(\mathbb{C}^*) = \mathbb{Z} \) obtained in this way. Since \( \mathbb{C} - (-\infty, 0] \) is simply connected it does not depend on the choice of the closure of \( \gamma' \).

**Proposition 3.3** Let \( C \) be an \( N \)-chord diagram with \( k \) chords.

(a) There exists a \( B \)-tangle \( T_C \) such that:

- the smooth map \( I \cup S \mapsto T_C \) can be chosen in such a way that two points on \( C \) are joined by a chord if and only if these are the preimage of a given singularity;
- if \( \gamma \) is a path in \( T_C \) between two usual singularities as above, then the sum of the labelling on its preimage in \( C \) is equal to \([\gamma]\) modulo \( N \);
- the residue on each component is equal to the residue modulo 2 of the difference between the total number of twists of the corresponding component of \( T_C \) and its representative in \( \mathbb{Z} \).

(b) The map \( C \mapsto T_C \) is well defined modulo \( \mathcal{I}_{k+1,N}(S) \).

(c) Every singular tangle is \( T_C \) for some diagram \( C \).
Proof (a) \( T_C \) can be constructed in the obvious way: “contract” each chord in order to create singular points, add for each label the required number of loop around 0 and the same number of twists, and add a twist on each component for which the residue does not match.

(b) If \( T_1, T_2 \) are associated to \( C \), one can go from \( T_1 \) to \( T_2 \) by flipping crossings and applying the move

![Diagram showing the move](image)

since the chord diagram determines the representative modulo \( N \) of each path between two singular points.

The proof of (c) is clear. \( \Box \)

Here is an example of an \( N \)-diagram and a realization of it. The knot is given the blackboard framing, hence its twist number is 1, and since there is one negative loop around 0, the residue of the diagram is \( 1 - (-1) \mod 2 = 0 \).

![Example diagram](image)

Let \( D_N(S) \) be the \( \mathbb{K} \)-linear span of \( N \)-diagrams with skeleton \( S \). Thanks to the above proposition, there is a well defined surjective map

\[
D_N(S) \rightarrow \bigoplus_{k=0}^{\infty} \mathcal{I}_{k,N}(S)/\mathcal{I}_{k+1,N}.
\]

By duality, we have the following.
**Corollary 3.4** Let $f$ be an invariant of $N$–type $k$. Then $f$ induces a map

$$\tilde{f}: D_N(S) \to \mathbb{K}$$

which we call its symbol.

### 3.2 $N$ T and labelled 4T relations

**Proposition 3.5** Let $f$ be an $N$–finite-type invariant. Then its symbol $\tilde{f}$ descends to a function on the quotient of $D_N(S)$ by the following relations:

1. **(Nat)**
   $$a \cdot a = a \cdot a = a \cdot a$$

2. **(labelled 4T)**
   $$-a \cdot b + a \cdot -b = a + b \cdot -a + a \cdot -b$$

3. **(NT1)**
   $$+ \sum_a a \cdot -a = + \sum_a -a$$

4. **(NT2)**
   $$-a \cdot b + \sum_b b \cdot -a = a \cdot -a + \sum_b a \cdot -a$$

**Proof** The two first relations are consequences of the following identities:
We will prove only (NT1), the proof of the second one is similar, and let us assume that $N = 3$ for simplicity. We start from the following equality:

\[ D_0 = 0 \]

and write it as an alternating sum of a sequence of crossing flips going from one picture to the other, starting from the top:
Then, these elements pairwise leads to an additional singularity, eg:

![Diagram](image1)

Moreover, at each step until the last four ones, the number of loops before and after the singularity are opposite. The last four terms pairwise leads to an additional singularity with the distinguished strand, eg:

![Diagram](image2)

Hence, one get a sum of eight singular braids which are realization of the diagrams involved in (NT1).

Hence, we define $B_N(S)$ as the quotient of $D_N(S)$ by the above relations.
4 The Kontsevich–Vassiliev invariant

4.1 Ribbon categories

Throughout this paper we only consider $\mathbb{K}$–linear categories, ie categories whose hom spaces are $\mathbb{K}$–vector spaces. A (braided) monoidal category is the categorical analog of a (commutative) monoid, where associativity (and commutativity) holds only up to isomorphism. More precisely, a monoidal category is a category $C$ together with

- a bifunctor $\otimes: C \times C \to C$,
- a natural isomorphism $\alpha: (\otimes (\otimes)) \to \otimes (\otimes)$ (the associativity constraint),
- a natural isomorphism $\beta: \otimes \to \otimes^{\text{op}}$ (the commutativity constraint, or braiding),
- an object $I$ in $C$ (the unit object),

such that

$$\forall A \in C, \ I \otimes A = A \otimes I = A$$

and the following diagrams commute for any objects $A, B, C$ of $C$:

\[
\begin{array}{ccc}
(A \otimes (B \otimes C)) \otimes D & \xrightarrow{\alpha_{A,B,C} \otimes \text{id}_D} & (A \otimes B) \otimes (C \otimes D) \\
& \xrightarrow{\alpha_{A \otimes B,C,D}} & A \otimes ((B \otimes C) \otimes D) \\
& \xleftarrow{\text{id}_A \otimes \alpha_{B,C,D}} & A \otimes (B \otimes (C \otimes D))
\end{array}
\]

\[
\begin{array}{ccc}
(A \otimes B) \otimes C & \xrightarrow{\alpha_{A,B,C}} & (B \otimes C) \otimes A \\
& \xleftarrow{\beta_{A,B \otimes C}} & (B \otimes A) \otimes C \\
& \xrightarrow{\alpha_{B,A,C}} & B \otimes (A \otimes C)
\end{array}
\]
We also require that
\[ \alpha_{I,A,B} = \alpha_{A,I,B} = \alpha_{A,B,I} = \text{id}_{A \otimes B}, \quad \beta_{I,A} = \beta_{A,I} = \text{id}_A. \]

A strict braided monoidal category is a monoidal category for which \( \alpha = \text{id} \), and a braided monoidal category is symmetric if \( \beta_{B,A} \circ \beta_{A,B} = \text{id}_{A \otimes B} \) for all \( A, B \in C \).

Every monoidal category is equivalent to a strict one; see Mac Lane [32]. Let us recall from [9] (see also Kassel [22, Chapter XI.5]) the following constructive version of Mac Lane’s Theorem. Let \( C^{\text{str}} \) be the category whose objects are finite sequences of objects of \( C \). The concatenation of sequences defines an associative tensor product on \( C^{\text{str}} \). For any sequence \( S = (V_1, \ldots, V_n) \), let \( F(S) \) be its standard tensor product
\[ F(S) = (\cdots ((V_1 \otimes V_2) \otimes V_3) \cdots) \otimes V_n. \]
Set
\[ \text{Hom}_{C^{\text{str}}}(S, S') := \text{Hom}_C(F(S), F(S')). \]

Then \( F \) induces a functor \( C^{\text{str}} \to C \) which is clearly fully faithful, and since every tensor product of a finite sequence of objects in \( C \) is canonically isomorphic to a standard one, \( F \) is also essentially surjective. For any two objects of \( C^{\text{str}} \), the associativity constraint of \( C \) induces a canonical isomorphism
\[ F((v_1, \ldots, v_k)) \otimes F((W_1, \ldots, W_l)) \cong F((v_1, \ldots, v_k, W_1, \ldots, W_l)) \]
which allows us to define the tensor product of morphisms in \( C^{\text{str}} \), which is therefore a strict monoidal category equivalent to \( C \).

A strict (braided) monoidal category is called rigid if there exists a contravariant endofunctor \( A \to A^* \) of \( C \) and natural morphisms
\[ \text{coev}_A : I \to A \otimes A^*, \quad \text{ev}_A : A^* \otimes A \to I, \]
such that
\[(\text{id} \otimes \text{ev}) \circ (\text{coev} \otimes \text{id}) = (\text{ev} \otimes \text{id}) \circ (\text{id} \otimes \text{coev}) = \text{id}.\]

If \( f \in \text{Hom}(A, B) \), then \( f^* \in \text{Hom}(B^*, A^*) \) is defined by
\[f^* = (\text{ev}_B \otimes \text{id}_{A^*}) \circ (\text{id}_{B^*} \otimes f \otimes \text{id}_{A^*}) \circ (\text{id}_{B^*} \otimes \text{coev}_A).\]

A ribbon structure on a strict braided monoidal category \((C, \text{id}, \beta)\) is a natural auto-
morphism \(\theta\) of the identity functor satisfying

- \(\theta_{A \otimes B} = \theta_A \otimes \theta_B \beta_{B,A} \beta_{A,B}\),
- \(\theta_{V^*} = (\theta_V)^*\).

### 4.2 The tangle category

Let \(\text{Tang}\) be the category constructed as follow. Its objects are elements of the free monoid on the set \(\{+, -, \}\), and the tensor product is given by concatenation. If \(|w|\) is the length of a word \(w\), then \(\text{Hom}(w, w')\) is given by the \(\mathbb{K}\)-linear span of isotopy classes of tangles whose skeleton \(S\) satisfies source\((S) = w\), target\((S) = w'\). The tensor product of two morphisms \(f, g\) is obtained by putting a tangle representing \(g\) to the right of a tangle representing \(f\) in such a way that there is no mutual linking.

**Remark 4.1** In particular, \(\text{Hom}(\emptyset)\) is the algebra generated by isotopy classes of framed oriented links with composition given by the disjoint union, and \(\text{Hom}(+)\) is the algebra of framed oriented links with a distinguished component with composition given by the connected sum along the distinguished component.

A commutativity constraint \(ww' \rightarrow w'w\) is given by the tangle (with the appropriate orientation) constructed by taking \(|w|\) straight lines crossing a bunch of \(|w'|\) straight lines:
A ribbon structure is obtained by taking $|w|$ straight lines and applying a twist to all strands together:

Duality is defined by declaring that $+$ and $-$ are dual one to each other. Finally, evaluation and coevaluation are given by the following diagrams:

**Theorem 4.2** (Reshetikhin and Turaev [34] and [35]) The category $\text{Tang}$ is the free ribbon category on one object: for any ribbon category $C$ and any $V \in C$, there exists a structure preserving functor $F: \text{Tang} \to C$ mapping $+$ to $V$.

### 4.3 Construction of the universal invariant

#### 4.3.1 Infinitesimal braided monoidal category

An infinitesimal braided monoidal category is a strict symmetric linear monoidal category with duality $(C, \text{id}, \sigma)$ together with a natural endomorphism $t$ of the bifunctor $\otimes$ satisfying

- $t \circ \sigma = \sigma \circ t$,
- $t_{X,Y} \otimes Z = t_{X,Y} \otimes \text{id}_Z + (\sigma^{-1}_{X,Y} \otimes \text{id}_Z) \circ (t_{X,Z} \otimes \text{id}_Y) \circ (\sigma_{X,Y} \otimes \text{id}_Z)$.

Let $\text{CD}$ be the category having the same objects as $\text{Tang}$ and whose morphisms are given by $\mathbb{K}$ linear combinations of chord diagrams with composition, tensor product and duality defined as for $\text{Tang}$. Define $\widehat{\text{CD}}$ similarly but by replacing the vector spaces of chord diagrams by their degree completion. For $w \in \text{CD}$, let $t_{w}^{ij}$ be the chord diagram obtained from $\text{id}_w$ by drawing a single chord between the $i^{th}$ and the $j^{th}$ component.

Set

$$t_{w,w'} = \sum_{i=1}^{|w|} \sum_{j=1}^{|w'|} \varepsilon_{i,j} t_{w}^{i|w|+j},$$

where $\varepsilon_{i,j} = 1$ if the $i^{th}$ letter of $w$ and the $j^{th}$ letter of $w'$ are identical, and $\varepsilon_{i,j} = -1$ otherwise.
The braiding is defined as for \textbf{Tang} but without distinguishing between over and undercrossings. We also declare that $t_{w,\emptyset} = t_{\emptyset,w} = \text{id}_w$.

Let $(C, \sigma, t)$ be an infinitesimal braided category and define a category $C[[h]]$ as follows: it has the same objects as $C$, and or $X, Y \in C$ we set

$$\text{Hom}_{C[[h]]}(X, Y) = \mathbb{K}[h] \otimes_{\mathbb{K}} \text{Hom}_C(X, Y).$$

**Theorem 4.3** \cite{9; 23} We have:

- $\text{CD}$ and $\widehat{\text{CD}}$ are infinitesimal braided categories.
- For any infinitesimal braided category $(C, \sigma, t)$ and any $V \in C$ there exists unique functors

  $$F : \text{CD} \longrightarrow C,$$
  $$\widehat{F} : \widehat{\text{CD}} \longrightarrow C[[h]],$$

  such that

  $$F(+) = \widehat{F}(+) = V,$$
  $$F(t_{+,+}) = t_{V,V} \widehat{F}(t_{+,+}) = h t_{V,V}.$$  

4.3.2 \textbf{Drinfeld associators} A horizontal chord diagram is a chord diagram whose underlying skeleton is made of $n$ vertical intervals oriented downwards and for which each chord join two different component and does not intersect any other chord. Let $A_n$ be the space of horizontal chord diagram with $n$ components. Composition of chord diagrams turns $A_n$ into an algebra. Let

$$t_{ij} = t_{++...+}^{ij}.$$  

Clearly $A_n$ is generated by the $t_{ij}$’s.

Let $\hat{f}_2$ be the completed free Lie algebra on two generators $a, b$ and $U(\hat{f}_2)$ be its enveloping algebra. If $A$ is a complete separated filtered algebra and $x, y \in A$, then there is a unique algebra morphism sending $a$ to $x$ and $b$ to $y$. If $f \in U(\hat{f}_2)$, denote by $f(x, y)$ the image of $f$ under this morphism. The algebra $U(\hat{f}_2)$ has a natural structure of bialgebra with $\Delta(x) = x \otimes 1 + 1 \otimes x$ and $\epsilon(x) = 0$ for all $x$ in $\hat{f}_2$. Recall that a group-like element in a Hopf algebra is an element $\phi$ such that $\Delta(\phi) = \phi \otimes \phi$ and $\epsilon(\phi) = 1$. An element of $U(\hat{f}_2)$ is group-like if and only if it is of the form $\exp(x)$ for some $x \in \hat{f}_2$. 
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Definition 4.4  A Drinfeld associator, or associator for short, is a group-like element $\Phi$ of $U(\hat{f}_2)$ satisfying the pentagon equation

$$\Phi(t_{12}, t_{23} + t_{24})\Phi(t_{13} + t_{23}, t_{34}) = \Phi(t_{23}, t_{34})\Phi(t_{12} + t_{13}, t_{24} + t_{34})\Phi(t_{12}, t_{23})$$

in $\mathcal{A}_4$ and the hexagon equation

$$\exp(a/2)\Phi(c, a)\exp(c/2)\Phi(b, c)\exp(b/2)\Phi(a, b) = 1.$$

Theorem 4.5  There exists an associator with rational coefficients.

Let $\Phi$ be a Drinfeld associator and define natural automorphisms in $\mathcal{CD}$ by

$$\alpha_{w, w', w''} = \Phi(t_w, w', t_{w'}, w''), \quad \beta_{w, w'} = \exp(t_w, w') \circ \sigma,$$

$$\theta_w = \exp(C_w) \circ \gamma_w, \quad C_w = -(\text{coev}_w \otimes d_w) \circ (t_{w, w^*} \otimes \text{id}_w) \circ (\text{ev}_w \otimes \text{id}_w),$$

where $\gamma_w$ is obtained from $\text{id}_w$ by putting the residue 1 on each component.

Let $\mathcal{CD}^{\text{str}}$ be the strict monoidal category associated to $\mathcal{CD}$.

Theorem 4.6  (Drinfeld [14] and [9; 23])  The category $\mathcal{CD}^{\text{str}}$ is a ribbon category.

Hence, there exists a functor

$$F: \text{Tang} \longrightarrow \mathcal{CD}^{\text{str}}$$

as in Theorem 4.2. Then the fundamental theorem of Vassiliev invariants can be stated as follows.

Theorem 4.7  [3; 9; 23; 26; 29; 33]  The functor $F$ is a universal finite-type invariant with respect to the Vassiliev filtration. Equivalently, $F$ factor through a filtration preserving isomorphism of categories

$$\text{Tang} \cong \mathcal{CD}^{\text{str}}.$$

5  Braided module categories and $B$–tangles invariants

5.1  Braided module categories

Let $(\mathcal{C}, \alpha)$ be a monoidal category. Letting $\mathcal{C}$ act on another category leads to the notion of (right) module category over a monoidal category: this is a category $\mathcal{M}$ together with
a bifunctor \( \otimes : \mathcal{M} \times \mathcal{C} \to \mathcal{M} \) and a natural isomorphism \( \gamma_{M,V,W} : (M \otimes V) \otimes W \to M \otimes (V \otimes W) \) for \( M \in \mathcal{M} \) and \( V, W \in \mathcal{C} \) satisfying the following coherence condition:

\[
\begin{array}{ccc}
\gamma_{M,U,V} \otimes \text{id}_W & \to & (M \otimes (U \otimes V)) \otimes W \\
& \downarrow \gamma_{M \otimes U,V,W} & \downarrow \text{id}_M \otimes \alpha_{U,V,W} \\
(M \otimes U) \otimes (V \otimes W) & \to & M \otimes (U \otimes (V \otimes W))
\end{array}
\]

(5-1)

A braided module category over a braided monoidal category \((\mathcal{C}, \alpha, \beta)\) is a module category \((\mathcal{M}, \gamma)\) over \((\mathcal{C}, \alpha)\) together with a natural automorphism \(\eta\) of the functor \(\otimes : \mathcal{M} \times \mathcal{C} \to \mathcal{M}\) satisfying \(\eta_{M,I} = \text{id}_M\) for all \(M \in \mathcal{M}\) and such that the following diagrams commutes for \(M \in \mathcal{M}\), \(V, W \in \mathcal{C}\):

\[
\begin{array}{ccc}
(M \otimes U) \otimes V & \to & (M \otimes U) \otimes V \\
& \downarrow \eta_{M \otimes U,V} & \downarrow (\gamma_{M,U,V})^{-1} \\
M \otimes (U \otimes V) & \to & M \otimes (U \otimes V) \\
& \downarrow \text{id}_M \otimes \beta_{U,V} & \downarrow \text{id}_M \otimes \beta_{V,U} \\
(M \otimes V) \otimes U & \to & (M \otimes V) \otimes U \\
& \downarrow (\gamma_{M,V,U})^{-1} & \downarrow \gamma_{M,V,U} \\
(M \otimes U) \otimes V & \to & (M \otimes U) \otimes V \\
& \downarrow \eta_{M,U \otimes V} & \downarrow \gamma_{M,U,V}^{-1} \\
M \otimes (U \otimes V) & \to & M \otimes (U \otimes V)
\end{array}
\]

(5-2)

(the octagon) and:

\[
\begin{array}{ccc}
(M \otimes U) \otimes V & \to & (M \otimes U) \otimes V \\
& \downarrow \gamma_{M,U,V} & \downarrow \gamma_{M,U,V}^{-1} \\
M \otimes (U \otimes V) & \to & M \otimes (U \otimes V)
\end{array}
\]

(5-3)

A module category over a strict monoidal category is strict if \(\gamma = \text{id}\). Every module category \(\mathcal{M}\) over a monoidal category \(\mathcal{C}\) is equivalent to a strict module category over \(\mathcal{C}^{\text{str}}\). As in Section 4.1, let \(\mathcal{M}^{\text{str}}\) be the category whose objects are pairs of an object of \(\mathcal{M}\) and a finite sequence of objects of \(\mathcal{C}\). Concatenation of sequences defines a strict, associative module structure on \(\mathcal{M}^{\text{str}}\) over \(\mathcal{C}^{\text{str}}\). Define a functor

\[
F : \mathcal{M}^{\text{str}} \to \mathcal{M},
\]

\[
F((M, (V_1, \ldots, V_n))) := M \otimes (\ldots ((V_1 \otimes V_2) \otimes V_3 \ldots) \otimes V_n).
\]
Define
\[ \text{Hom}_{\mathcal{M}^{\text{str}}}(S, S') = \text{Hom}_{\mathcal{M}}(F(S), F(S')). \]

One shows that \( \mathcal{M}^{\text{str}} \) is a strict module category over \( \mathcal{C}^{\text{str}} \), equivalent to \( (\mathcal{M}, \mathcal{C}) \).

### 5.2 The \( B \)-tangle category

Let \( \mathsf{BTang} \) be the category constructed as follows: its set of objects is the free right module on one generator \( \bullet \) over the free monoid generated by \{+, −\}. Hence they are of the form \( \bullet w \) where \( w \) is a word on \{+, −\}. The morphisms set \( \text{Hom}(\bullet w, \bullet w') \) is the \( \mathbb{K} \) vector space of formal linear combination of isotopy classes of \( B \)-tangles of type \( B \) whose skeleton is of type \( (w, w') \).

Define a right action
\[ \otimes: \mathsf{BTang} \times \mathsf{Tang} \longrightarrow \mathsf{BTang} \]

by \( \bullet w \otimes w' = \bullet w w' \). The tensor product of two morphisms \( f \in \text{Hom}_{\mathsf{BTang}}(a, b), \ g \in \text{Hom}_{\mathsf{Tang}}(c, d) \) is given again by putting \( g \) on the right of \( f \) in such a way that there is no mutual linking.

We have the following generalization of the Reidemeister Theorem.

**Theorem 5.1** The category \( \mathsf{BTang} \) is generated by the following elementary diagrams (with all possible orientations)

\[
\begin{align*}
\includegraphics[width=0.5\textwidth]{elementary_diagrams.png}
\end{align*}
\]

together with the following relations:

- planar isotopy;
- the Turaev moves [36, Chapter I.3.2];
- the reflection relation:

\[
(5-4)
\]
the following relations and their upside down version:

\[
\begin{array}{c}
\text{U} = \\
\end{array}
\]

(5-5)

Proof The proof follows from Häring-Oldenburg [20, Proposition 11] by observing that relations (16)–(19) given there are in fact consequences of (5-5) above. □

For any \((w_0, w) \in \text{BTang} \times \text{Tang}\), define an automorphism \(\tau_{w_0, w}\) of \(w_0 \otimes w\) by drawing \(|w_0|\) straight lines, and \(|w|\) lines making a complete loop around the straight lines:

Theorem 5.2 \((\text{BTang}, \tau)\) is a strict braided module category over \(\text{Tang}\).

Proof Clear. □

Let \((C, \beta, \theta)\) be a ribbon category, \(V \in C\) and \(F\) the functor

\[
\text{Tang} \longrightarrow C
\]

coming from Theorem 4.2.
Theorem 5.3 Let \((\mathcal{M}, \gamma)\) be a strict braided module category over \(\mathcal{C}\) and \(M \in \mathcal{M}\). There exists a unique functor
\[
G : \text{BTang} \rightarrow \mathcal{M}
\]
extending \(F\) and such that \(G(\bullet) = M\) and \(G(\tau_{\bullet,+}) = \gamma_{M,V}\).

Proof The condition above determines \(G\) uniquely. Thus, it remains to check it is well defined, which amounts to prove the relations of Theorem 5.1 are consequences of the axioms of braided module category. The planar isotopy reduces either to properties of the tensor product or to the naturality of \(\gamma\) and \(\beta\). The Turaev moves are already consequences of the axioms of ribbon categories thanks to Theorem 4.2.

For \(M \in \mathcal{M}\), \(X, Y \in \mathcal{C}\), the reflection relation reads
\[
\gamma_{M,X} \beta_{X,Y} \gamma_{M,Y} \beta_{Y,X} = \beta_{X,Y} \gamma_{M,Y} \beta_{Y,X} \gamma_{M,X},
\]
which, using the octagon Equation (5-2) can be written
\[
\gamma_{M,X} \gamma_{M \otimes X,Y} = \gamma_{M \otimes X,Y} \gamma_{M,X},
\]
and this relation holds thanks to the naturality of \(\gamma\).

The right hand side of the first equality in (5-5) can be written:

That is,
\[
(\gamma_{M,X} \otimes \text{id}_{X^*})(\text{id}_M \otimes \beta_{X,X^*})(\gamma_{M,X^*} \otimes \text{id}_X)(\text{id}_M \otimes \beta_{X^*,X})
\circ (\text{id}_M \otimes \theta_X^{-1} \otimes \theta^{-1}_{X^*})(\text{id}_M \otimes (\beta^{-1}_{X,X^*} \beta^{-1}_{X^*,X}))(\text{id}_M \otimes \text{ev}_X).
\]
which, using the defining axioms of braided module categories, can be written

\[ \gamma_{M,X \otimes X^*}(\text{id}_M \otimes \theta_X^{-1} \otimes \text{id}_X^*)\text{id}_M \otimes \text{ev}_X. \]

Then, equality (5-5) holds true because of the naturality of \( \gamma \) and \( \theta \) and the fact that

\[ \gamma_{M,1_C} = \text{id}_M \otimes \theta_{1_C} = \text{id}_M. \]

\[ \square \]

6 Construction of the universal invariant

6.1 Infinitesimal braided module categories and \( N \)-diagrams

Let \( (C, \sigma, t) \) be a infinitesimal braided module category.

**Definition 6.1** An \( N \)-infinitesimal braided module category over \( C \) is a strict braided module category \( (M, \gamma) \) over \( C \) together with a natural endomorphism \( u \) of \( \otimes_M \) such that:

\[ \gamma^N = \text{id}, \]

\[ u_{M \otimes X,Y} = \sigma_{X,Y} \circ u_{M,Y} \circ \sigma_{X,Y} + \sum_{a=0}^{N-1} \gamma^{-a}_{M,X} \circ t_{X,Y} \circ \gamma^a_{M,X}, \]

\[ u_{M,X \otimes Y} = u_{M \otimes X,Y} + u_{M,X}. \]

Let \( \text{BCD}_N \) be the category having the same objects as \( \text{BTang} \) and whose morphisms are given by \( N \)-chord diagrams modulo the relations of Proposition 3.5. We define an action of \( \text{CD} \) on \( \text{BCD}_N \) as for \( \text{BTang} \).

Define an automorphism \( \tau_w \) of \( w \) by labelling each strand of \( \text{id}_w \) with \( \overline{1} \in \mathbb{Z}/N\mathbb{Z} \) if it is oriented downwards, and by \( -\overline{1} \) otherwise. It induces an automorphism of the module structure of \( \text{BCD}_N \) by \( \tau_{w_0,w} := \tau_{w_0}w \).

For \( w \in \text{BCD}_N \) let \( t_{w_0}^0 \) be the \( N \)-diagram made from \( \text{id}_w \) by drawing a single chord between the distinguished component and the \( i \)-th component. For \( w_0 \in \text{BCD}_N, w \in \text{CD} \), define an endomorphism \( t_{w_0,w}^0 \) of \( w_0 \otimes w \) by

\[ (6-1) \quad t_{w_0,w}^0 = \sum_{i=1}^{|w|} \left( w_i t_{w_0,w}^0, |w_0|-1+i \right) + \delta_{w_i} \sum_{\alpha} \tau_{|w_0|-1+i}^{-\alpha} \tau_{w_0,w}^\alpha \sum_{i_0} \left( w_{i_0} t_{w_0,w}^0, |w_0|-1+i_0 \right) + \sum_{i,i'=1}^{|w|} \sum_{\alpha \in \mathbb{Z}/N\mathbb{Z}} \epsilon_{i,i'} \tau_{w_0,w}^{-\alpha} \tau_{w_0,w}^\alpha \sum_{i_0} \left( w_{i_0} t_{w_0,w}^0, |w_0|-1+i_0 \right). \]
where \( w_i \) is the \( i \)th letter of \( w \), \( \delta_{w_i} = 1 \) if \( w_i = - \) and 0 otherwise, \( C_w^{(k)} \) is \( C_\cdot \) placed on the \( k \)th component, \( \epsilon_{i,i'} = 1 \) if the \( i \)th letter of \( w_0 \) (\( \bullet \) having index 0) and the \( i \)th letter of \( w \) are identical, and \( \epsilon_{i,j} = -1 \) otherwise.

**Theorem 6.2** The category \( \text{BCD}_N \) is an infinitesimal braided module category over \( \text{CD} \). Moreover, for any pair of an infinitesimal braided module category \((\mathcal{C}, \sigma, t)\) and an \( N \)–infinitesimal braided module category \((\mathcal{M}, \gamma, u)\) over it, the choice of objects \( M, V \in \mathcal{M} \times \mathcal{C} \) induces a functor of braided module categories \( G: \text{BCD}_N \to \mathcal{M} \) such that

\[
G(\bullet) = M, \quad G(+) = V, \quad G(-) = V^*,
\]

\[
G(t_{\bullet,+}^0) = u_{M,V}, \quad G(t_{+,+}^0) = t_{V,V}.
\]

**Proof** The fact that these elements satisfy the axiom of infinitesimal braided module category is true by construction, but we have to show that these families of morphisms define natural morphism in \( \text{BCD}_N \).

First of all, every diagram can be written as a composition and tensor product of the identity and the following elements (with all possible residue and orientation):

\[
\begin{align*}
\begin{array}{c}
\vdots \\
\times \\
\cup \\
\bar{1}
\end{array}
\end{align*}
\]

Hence it is enough to check the naturality on these elements.

Naturality of \( \tau \) comes from (Nat) which also implies:

\[
\begin{array}{c}
\bar{1} \\
\uparrow \\
\downarrow
\end{array} =
\begin{array}{c}
1 \\
\uparrow \\
\downarrow
\end{array}
\]

Ie that \( t_{\bullet,+} \circ \text{ev}_+ = \text{ev}_+ \). Similar pictures shows that \( \tau \) also commutes with \( \text{coev} \).

The fact that \( t_{\bullet,++}^0 \) commutes with the symmetric braiding is obvious. That \( t_{\bullet,++}^0 \) and \( t_{\bullet++}^0 \) commute with \( \text{id}_\bullet \otimes t_{+,+} \) and \( t_{\bullet+}^0 \otimes \text{id}_+ \) respectively follow from (NT1) and (NT2). That \( t_{\bullet,-+}^0 \) commutes with \( \text{id}_\bullet \otimes t_{+,-} \) follows also from (NT2) since \( C_- \) is central.

Finally, we have:

\[
t_{\bullet,+}^0 \circ \text{ev} =
\begin{array}{c}
\vdots \\
\cup \\
\uparrow \\
\\sum_{\alpha} \frac{\alpha}{1-\alpha} \\
\\sum_{\alpha} \frac{\alpha}{1-\alpha}
\end{array}
\]
This is clearly equal to 0.

The functor $G$ is uniquely determined by these requirement. Hence we have to show that it preserves the relation of Proposition 3.5. The proof that the labelled 4T relation is preserved is the same as the proof of Theorem 4.3 (which is [23, Theorem 5.4]). The first relation in (Nat) follows from the naturality of $u$. The fact that the second relation of (Nat) is preserved follows from the naturality of $\gamma_{M,V} \otimes V$. The image of the left hand side of (NT1) is

$$ (6-2) \quad (u_{M,V} \otimes \text{id}_V) \circ \left( \sigma_{V,V} \circ u_{M,V} \circ \sigma_{V,V} + \sum a \gamma_{M,V}^{-a} \circ t_{V,V} \circ \gamma_{M,V}^a \right). $$

By definition of an infinitesimal module category,

$$ \sigma_{V,V} \circ u_{M,V} \circ \sigma_{V,V} + \sum a \gamma_{M,V}^{-a} \circ t_{V,V} \circ \gamma_{M,V}^a = u_{M \otimes V,V}, $$

hence the naturality of $u$ implies that (6-2) is equal to

$$ \left( \sigma_{V,V} \circ u_{M,V} \circ \sigma_{V,V} + \sum a \gamma_{M,V}^{-a} \circ t_{V,V} \circ \gamma_{M,V}^a \right) \circ (u_{M,V} \otimes \text{id}_V), $$

which is the image of the right hand side of (NT1). The relation (NT2) is proved similarly.

Let $\mathcal{M}[[h]]$ be the category having the same objects as $\mathcal{M}$, with morphisms

$$ \text{Hom}_{\mathcal{M}[[h]]}(X, Y) := \text{Hom}_{\mathcal{M}}(X, Y) \otimes_{\mathbb{K}} \mathbb{K}[[h]]. $$

Then $\hbar u$ and $\gamma$ induces an infinitesimal braided module structure over $\mathcal{C}[[h]]$ on $\mathcal{M}[[h]]$.

**Corollary 6.3** There exists a functor

$$ G: \widehat{\text{BCD}}_N \longrightarrow \mathcal{M}[[h]] $$

with the same properties as above, except that

$$ G(t_{0,+,+}^0) = \hbar u_{M,V}, \quad G(t_{+,+,+}) = \hbar t_{V,V}. $$

### 6.2 Cyclotomic associators

Key to the present construction is a generalization of Drinfeld associator introduced by Enriquez [16].

**Definition 6.4** An horizontal $N$–diagram is an $N$–chord diagram whose underlying skeleton is made of $n$ interval oriented downwards, with 0 residue and having only horizontal chords.
Let $B_{n,N}$ be the vector space of horizontal chord diagrams modulo $4T$, $NT1$, $NT2$ and $Nat$. Again, composition of diagrams turns $B_{n,N}$ into an algebra. Let

$$t_{0i} = t_{i+...+},$$

$$t_{ij}(a) = (\tau^{(i)})^{-a}(\text{id} \otimes t_{ij})(\tau^{(i)})^a.$$  

**Remark 6.5** The usual algebra of chord diagrams is the enveloping algebra of the holonomy Lie algebra $t_n$ of the configuration space associated to the pure braid group; see Kohno [25; 24]. Likewise,

$$B_{n,N} = U(t_{n,N}) \rtimes (\mathbb{Z}/N\mathbb{Z})^n,$$

where $t_{n,N}$ is the holonomy Lie algebra of the orbit configuration space $X_{n,N\mathbb{Z}}(\mathbb{C}^*)$ and is generated by $\{t_{0i}, t_{ij}(a) \mid a \in \mathbb{Z}/N\mathbb{Z}\}$.

Now let $\hat{f}_{N+1}$ be the degree completion of the free Lie algebra on the generators $\{a, b(i) \mid i \in \mathbb{Z}/N\mathbb{Z}\}$. If $f \in U(\hat{f}_{N+1})$, $w_0 \in \text{BCD}_N$ and $w, w' \in \text{CD}$, set

$$f_{w_0,w,w'} := f(t_{w_0,w,w'}^0, \ldots, t_{w,w'}(N - 1)) \in \text{Hom}_{\text{BCD}_N}(w_0 \otimes w \otimes w').$$

**Definition 6.6** [16] A cyclotomic associator is a pair of group-like elements $\Phi \in U(\hat{f}_2)$, $\Psi \in U(\hat{f}_{N+1})$ such that $\Phi$ is an associator and

$$\Psi_{\ast,++} := \Psi(t_{01}, t_{12}(0), \ldots, t_{12}(N - 1)) \in (\hat{B}_{2,N})^\times \subset \text{Aut}_{\text{BCD}_N}(\ast++)$$

satisfies:

- The mixed pentagon equation

$$\Psi_{\ast,++} \Psi_{\ast,++} = \Phi_{\ast,++} \Psi_{\ast,++} + \Psi_{\ast,++},$$

in $B_{3,N}$.

- The octagon equation

$$e(t_0 + \sum a t_{12}(a))/N\tau(2)$$

$$= \Psi_{\ast,++}^{-1} e(t_{01})/2 \Psi_{\ast,++}^{0,2,1} e(t_{0}/N) \tau(2) (\Psi_{\ast,++}^{0,2,1})^{-1} e(t_{01})/2 \Psi_{\ast,++},$$

where

$$\Psi_{\ast,++}^{0,2,1} = \Psi(t_{02}, t_{21}(0), \ldots, t_{21}(N - 1))$$

$$= \Psi(t_{02}, t_{12}(0), t_{12}(-1), \ldots, t_{12}(1 - N)).$$

Let $\text{Cyclo}(N, \mathbb{K})$ be the set of cyclotomic associators with coefficients in $\mathbb{K}$.
Theorem 6.7 [16] For any field \( \mathbb{K} \) of characteristic 0, Cyclo(\( N, \mathbb{K} \)) \( \neq \emptyset \).

Let \( \mathfrak{f}_n^{(k)} = \mathfrak{f}_n / J_k \) where \( J_k = \{ x \in \mathfrak{f}_n \mid x \equiv 0 \mod \deg k \} \). The following result shows that cyclotomic associators can be constructed recursively. It is implicit in [16] but can be proved by reproducing the proof of [13, Proposition 5.8].

Proposition 6.8 Let \( \text{Cyclo}^{(k)}(N, \mathbb{K}) \) be the set of group-like elements contained in \( U(\mathfrak{f}_N^{(1)}(\mathbb{K})) \times U(\mathfrak{f}_2^{(2)}(\mathbb{K})) \) satisfying the defining equations of cyclotomic associators modulo degree \( k \). Then the natural map

\[
\text{Cyclo}^{(k+1)}(N, \mathbb{K}) \longrightarrow \text{Cyclo}^{(k)}(N, \mathbb{K})
\]

is surjective.

Proof The set \( \text{Cyclo}(N, \mathbb{K}) \) is a torsor under the action of a certain proalgebraic group \( GRTM(N, \mathbb{K}) \) which is a subset of \( \exp(\mathfrak{f}_{N+1}(\mathbb{K})) \times \exp(\mathfrak{f}_2(\mathbb{K})) \). Hence one can define the algebraic group \( GRTM(N, \mathbb{K})^{(k)} \) and show that its action on \( \text{Cyclo}(N, \mathbb{K})^{(k)} \) is free and transitive by repeating the proof of [16, Theorem 7.10]. Therefore, the results follows from the surjectivity of the natural map

\[
GRTM(N, \mathbb{K})^{(k+1)} \longrightarrow GRTM(N, \mathbb{K})^{(k)}
\]

which is proved by Enriquez in [17, Lemma A.3].

Remark 6.9 It is not known if the natural map from \( \text{Cyclo}(N, \mathbb{K}) \) to the set of associators which send (\( \Phi, \Psi \)) to \( \Phi \) is surjective, i.e. if one can freely choose the underlying Drinfeld associator. It follows from [16, Section 11] that this statement is implied by the generating part of the Deligne–Drinfeld conjecture on the Lie algebra \( \text{grt} \).

6.3 The main construction

Let \( (\Psi, \Phi) \in \text{Cyclo}(N, \mathbb{K}) \). Since \( \Phi \) is an associator, it leads to a ribbon structure on \( \widehat{\text{CD}} \) as in Section 4. Define a natural automorphism in \( \widehat{\text{BCD}}_N \) by

\[
\gamma_{w_0, w'} = e^{t_{w_0, w}^0} (\text{id}_{w_0} \otimes \tau_w).
\]

Theorem 6.10 The automorphisms \( \Psi_{w_0, w, w'} \) and \( \gamma_{w_0, w} \) turn \( \widehat{\text{BCD}}_N \) into a braided module category over the ribbon category \( \widehat{\text{CD}} \).
Proof  The mixed pentagon equation and the octagon equation are, respectively, direct translations of the commutative diagrams (5-1) and (5-2). Hence it remains to prove that the diagram (5-3) commutes. Since $\text{BCD}_N$ is an infinitesimal braided module category,

$$t^{0}_{\bullet,++} = t^{0}_{\bullet,+,+} + t^{0}_{\bullet,+,+} \otimes \text{id}_+.$$  

The naturality of $t^0$ implies that the two summand of the right hand side of the above equation commutes, hence

$$e^r_{\bullet,++} = e^r_{\bullet,+,+} \circ (e^r_{\bullet,+,+} \otimes \text{id}_+).$$

Since $t^{0}_{\bullet,+,+}$ obviously commutes with the right hand side of (6-3), it also commutes with its left hand side. On the other hand, the naturality of $t^0$ also implies that $t_{+,+,+}$ commutes with $t^{0}_{\bullet,+,+}$. Therefore, $\Psi_{\bullet,+,+,+}$ commutes with the left hand side of (6-4), implying that

$$\Psi_{\bullet,+,+,+} \circ e^r_{\bullet,++,+} \circ \Psi^{-1}_{\bullet,+,+,+} = e^r_{\bullet,+,+,+} \circ (e^r_{\bullet,+,+,+} \otimes \text{id}_+).$$

Finally, using relation (Nat), it follows that

$$\Psi_{\bullet,+,+,+} \circ \gamma_{\bullet,++,+} \circ \Psi^{-1}_{\bullet,+,+,+} = \gamma_{\bullet,++,+} \circ (\gamma_{\bullet,+,+,+} \otimes \text{id}_+)$$

as required. $\square$

Hence, by Theorem 5.3 the functor

$$F: \text{Tang} \longrightarrow \overline{\text{CD}}^{\text{str}}$$

extends to a functor

$$G: \text{BTang} \longrightarrow \overline{\text{BCD}}^{\text{str}}_N.$$  

The main result of this paper is the following.

**Theorem 6.11**  The functor $G$ is a universal finite-type invariant with respect to the $N$–filtration.

Proof  Let $D$ be an $N$–diagram and $T$ be a singular tangle realizing $D$. We want to show that

$$G(T) = D + \text{higher order terms}.$$  

Since every tangle with $m$ singularities is the product of $m$ tangles with one singularity, it is enough to check it on these tangles. Moreover, $\Phi$ and $\Psi$ are both equal to 1 in
degree 0, and since they appear only through conjugation it suffices to look at the elementary singular crossings. Indeed:

\[
G \left( \begin{array}{c}
\end{array} \right) = \exp \left( \frac{1}{2} \begin{array}{c}
\end{array} \right) \times \begin{array}{c}
\end{array} - \exp \left( - \frac{1}{2} \begin{array}{c}
\end{array} \right) \times \begin{array}{c}
\end{array} \\
= \left( \begin{array}{c}
\end{array} - \begin{array}{c}
\end{array} \right) + \text{higher order terms}
\]

Likewise:

\[
G \left( \begin{array}{c}
\end{array} \right) = \left( \exp \left( \frac{1}{N} \begin{array}{c}
\end{array} \right) \times \begin{array}{c}
\end{array} \right)^N - \begin{array}{c}
\end{array} \\
= \begin{array}{c}
\end{array} + \text{higher order terms}
\]

This completes the proof.

\[\square\]

**Corollary 6.12** For each skeleton \( S \) and each integer \( n \) there exists an isomorphism of filtered vector spaces (or algebras whenever it makes sense)

\[
\mathbb{K}[\mathcal{T}_B(S)]/I_{n+1,N}(S) \cong B_N(S)^{\leq n},
\]

where the right hand side is the part of degree less or equal than \( n \). Hence, the space of \( N \)-finite-type invariant of degree at most \( n \) is isomorphic to \((B_N(S)^{\leq n})^*\).

### 7 Approximating Vassiliev invariants

The goal of this section is to show that finite-type invariants in the usual sense are well approximated by \( N \)-finite-type invariants. For each skeleton \( S \), let \( \mathcal{I}_n(S) \) be the \( n \)th piece of the Vassiliev filtration, that is the image of singular tangles having at least \( n \) ordinary singularities.

**Proposition 7.1** We have

\[
\bigcap_{N \geq 1} \mathcal{I}_{n,N} = \mathcal{I}_n.
\]
Proof Let $\mathcal{I}_{n,N}^0(S)$ be the space generated by singular tangles with $n$ singularities, at least one of which is on the distinguished component. Every element of $\mathcal{I}_{n,N}^0(S)$ is a linear combination containing at least one tangle having at least one component whose representative in $\mathbb{Z}$ has an absolute value greater than $N/2$. Consequently,

$$\bigcap_{N \geq 0} I_{n,N}^0(S) = \{0\}. \quad \square$$

If $N'|N$, the projection $\mathbb{Z}/N\mathbb{Z} \to \mathbb{Z}/N'\mathbb{Z}$ induces a full functor

$$P_{N,N'}: \mathbf{BCD}_N \to \mathbf{BCD}_{N'}$$

by mapping $t_w^0$ to $N/N't_w^0$ and every other elementary diagram to itself. In particular, the induced algebra map

$$B_{2,N} \longrightarrow B_{2,N'}$$

maps an $N$ cyclotomic associator to an $N'$ cyclotomic associator. Therefore, the collection of functors

$$F_N: \mathbf{B} \mathbf{T} \mathbf{a} \mathbf{n} \mathbf{g} \longrightarrow \widehat{\mathbf{B} \mathbf{C} \mathbf{D}_N}$$

can be chosen in such a way that all diagrams of the form

$$\begin{array}{c}
\mathbf{B} \mathbf{T} \mathbf{a} \mathbf{n} \\
\downarrow F_N \\
\widehat{\mathbf{B} \mathbf{C} \mathbf{D}_N}
\end{array}
\quad
\begin{array}{c}
\mathbf{B} \mathbf{C} \mathbf{D}_{N'} \\
\downarrow F_{N'} \\
\downarrow P_{N,N'}
\end{array}
\quad
\begin{array}{c}
\mathbf{B} \mathbf{C} \mathbf{D}_{N'} \\
\end{array}
$$

commute.

Let

$$\widehat{\mathbf{B} \mathbf{C} \mathbf{D}} = \lim_{\leftarrow} \mathbf{B} \mathbf{C} \mathbf{D}_N.$$

Corollary 7.2 There exists a functor

$$\mathbf{B} \mathbf{T} \mathbf{a} \mathbf{n} \mathbf{g} \longrightarrow \widehat{\mathbf{B} \mathbf{C} \mathbf{D}}_{\mathbb{Z}}$$

compatible with the Vassiliev filtration, whose associated graded is faithful.
8 Specializations and quantum invariants

8.1 Specializations

Let $\mathfrak{g}$ be a Lie algebra over $\mathbb{C}$ and assume that there exists a nondegenerate $t \in S^2(\mathfrak{g})$. The following fact is, in a somewhat different language, due to Kontsevich [26] (see also [2; 9; 23]).

**Proposition 8.1** The category of finite-dimensional $\mathfrak{g}$–module is an infinitesimal braided category, where the natural endomorphism $t_{V,W}$ is given by the action of $t$, and the symmetric braiding is given by the permutation $P : x \otimes y \mapsto y \otimes x$.

Therefore, the choice of an associator leads to a ribbon structure on the category of $U(\mathfrak{g})[[h]]$–module.\(^2\)

Now let $\sigma$ be an automorphism of $\mathfrak{g}$ satisfying $\sigma^N = \text{id}_\mathfrak{g}$ and $(\sigma \otimes \sigma)(t) = t$. The Hopf algebra structure of $U(\mathfrak{g})$ extends to $U(\mathfrak{g}) \rtimes_\sigma \mathbb{Z}$ by setting

$$\Delta(\sigma) = \sigma \otimes \sigma.$$ 

The $\sigma$–invariance of $t$ imply that it is still a morphism in the category of $U(\mathfrak{g}) \rtimes_\sigma \mathbb{Z}$–modules, which is therefore still infinitesimal braided.

Let $l = \mathfrak{g}^\sigma$ and $m = \text{Im}(\sigma - \text{id}_\mathfrak{g})$. Then we have a reductive decomposition

$$\mathfrak{g} = l \oplus m.$$ 

Let $t_l$ be the image of $t$ in $S^2(l)$ through the projection induced by the above decomposition. Set

$$t_l^{1,1} = m(t_l),$$

where

$$m : U(\mathfrak{g})^\otimes 2 \to U(\mathfrak{g})$$

is the multiplication.

**Proposition 8.2** The category of finite-dimensional $l$–modules is a infinitesimal $N$–module category over $U(\mathfrak{g}) \rtimes_\sigma \mathbb{Z}$–mod. The natural endomorphism $t_{M,V}^0$ is given by the action of $N(t_l + (1/2)t_l^{2,2})$ and the automorphism $\sigma_{M,V}$ by the action of $\sigma$ on $V$.

\(^2\)If $A$ is an algebra, we always assume that $A[[h]]$–modules are topologically free $\mathbb{C}[[h]]$–modules of finite-type.
Proof The action is given by the restriction functor
\[ U(\mathfrak{g}) \rtimes_{\sigma} \mathbb{Z}-\text{mod} \to \mathfrak{l}-\text{mod}. \]
Since \( \mathfrak{l} = \mathfrak{g}^\sigma, \sigma_{\mathcal{M},\mathcal{V}} \) is a morphism of \( \mathfrak{l}-\text{module}. \) Clearly,
\[
\sum_{a \in \mathbb{Z}/N\mathbb{Z}} (\sigma \otimes \text{id})(t) = Nt_1.
\]
Therefore,
\[
N(\text{id} \otimes \Delta)\left( t_1 + \frac{1}{2} t_1^2,2 \right) = N\left( t_1^{1,2} + \frac{1}{2} t_1^{1,3} + \frac{1}{2} t_1^{2,2} + \frac{1}{2} t_1^{3,3} + t_1^{2,3} \right) = N\left( t_1^{1,2} + \frac{1}{2} t_1^{2,2} \right) + N\left( t_1^{1,3} + \frac{1}{2} t_1^{3,3} \right) + \sum_{a \in \mathbb{Z}/N\mathbb{Z}} (\sigma^{-a} \otimes 1)t_1^{2,3}(\sigma^a \otimes 1).
\]
as required. The second axiom is obvious. \( \Box \)

Therefore, each choice of a cyclotomic associator, a \( \mathfrak{l}-\text{module} \) and a \( U(\mathfrak{g}) \rtimes_{\sigma} \mathbb{Z}-\text{module} \) leads to a functor
\[
\text{B} \text{Tang} \to U(\mathfrak{l})[\hbar]-\text{mod}
\]
which factor through the category of \( N-\text{chord diagrams} \).

8.2 Explicit invariants

The corresponding tangles invariants can be made explicit under some assumptions using a result of the author [7]. Assume from now on that \( \mathfrak{g} \) is semisimple and that \( t \) is two times the inverse of the Killing form. Let \( \mathfrak{h} \) be a Cartan subalgebra of \( \mathfrak{g} \), and assume that \( \sigma \) is given by the adjoint action of some element of the simply connected Lie group whose Lie algebra is \( \mathfrak{h} \), acting nontrivially on each root space of \( \mathfrak{g} \).

Let \( U_{\hbar}(\mathfrak{g}) \) be the quantized enveloping algebra of \( \mathfrak{g} \). It is a \( \mathbb{C}[\hbar] \)-Hopf algebra generated by \((\hbar_i, e_i^\pm), i = 1 \ldots r\) where \( r \) is the rank of \( \mathfrak{g} \), with relations which can be found in Chari and Pressley [10, Chapter 6.5]. Let \( U_{\hbar}(\mathfrak{h}) \) be the subalgebra of \( U_{\hbar}(\mathfrak{g}) \) generated by \( \hbar_i \).

**Theorem 8.3** (Drinfeld [12]) There exists an isomorphism of algebras
\[
U_{\hbar}(\mathfrak{g}) \to U(\mathfrak{g})[\hbar]
\]
whose restriction to \( U_{\hbar}(\mathfrak{h}) \) is the map given by \( \hbar_i \to h_i \).
Therefore, there exists an equivalence of categories
\[ U(\mathfrak{g})[\hbar] \text{–mod} \rightarrow U_{\hbar}(\mathfrak{g}) \text{–mod} \]
which we denote by \( V[\hbar] \rightarrow V_{\hbar} \).

**Theorem 8.4** [12; 13] The category \( U_{\hbar}(\mathfrak{g}) \text{–mod} \) is a ribbon category which is equivalent, as a ribbon category, to \( U(\mathfrak{g})[\hbar] \text{–mod}^{\text{str}} \) for any choice of associator.

Therefore, for each \( V \in U(\mathfrak{g}) \text{–mod} \), the following diagram commutes:

\[
\begin{array}{ccc}
\text{Tang} & \xrightarrow{F_{V_{\hbar}}} & U_{\hbar}(\mathfrak{g}) \text{–mod} \\
\downarrow{F_{V}} & & \downarrow{J} \\
U(\mathfrak{g}) \text{–mod}[\hbar]^{\text{str}} & & \\
\end{array}
\]

In particular, if \( L \) is a framed link viewed as an endomorphism of \( \emptyset \) in \( \text{Tang} \), then \( F_{V_{\hbar}}(L) = F_{V}(L) \).

Recall that the braided structure of \( U_{\hbar}(\mathfrak{g}) \text{–mod} \) is given by the action of some explicit invertible element \( \mathcal{R} \in U_{\hbar}(\mathfrak{g})^{\otimes 2} \), and its ribbon structure by some central invertible element \( \theta \in U_{\hbar}(\mathfrak{g}) \). The automorphism \( \sigma \) extends to an automorphism of \( U_{\hbar}(\mathfrak{g}) \), denoted by the same symbol. The coproduct of \( U_{\hbar}(\mathfrak{h}) \) is cocommutative, meaning that \( \mathcal{R} \) is \( \mathfrak{h} \text{–invariant} \) which implies that \( (\sigma \otimes \sigma) (\mathcal{R}) = \mathcal{R} \). Since \( \theta \) is central, the category \( U_{\hbar}(\mathfrak{g}) \rtimes \mathbb{Z} \text{–mod} \) is still a ribbon category.

We have the following generalization of Drinfeld’s result.

**Theorem 8.5** [7] Set
\[ E = e^{\hbar(t_{\mathfrak{h}}+(1/2))^{2,2}_{\mathfrak{h}}}(1 \otimes \sigma) \in U_{\hbar}(\mathfrak{h}) \otimes U_{\hbar}(\mathfrak{g}) \rtimes \mathbb{Z}. \]

There exists an invertible element \( \Psi \in U_{\hbar}(\mathfrak{h}) \otimes U_{\hbar}(\mathfrak{g})^{\otimes 2} \) such that the action of \( (E, \Psi) \) turns \( U_{\hbar}(\mathfrak{h}) \text{–mod} \) into a braided module category over \( U_{\hbar}(\mathfrak{g}) \rtimes_{\sigma} \mathbb{Z} \text{–mod} \), which is equivalent to the braided module category \( U(\mathfrak{h})[\hbar] \text{–mod} \) for any choice of a cyclotomic associator.

While there is no known general closed formula for \( \Psi \), the corresponding invariants can still be made explicit thanks to the following.
Proposition 8.6 [7] Let $\bar{\mathcal{R}} = e^{-t_h} \mathcal{R}$. The element $\Psi$ satisfies the following relation:

$$\Psi^{1,2,3} E^{1,2} (\Psi^{1,2,3})^{-1} = (\bar{\mathcal{R}}^{2,3})^{-1} E^{1,2}. \tag{8-1}$$

In particular, the action of

$$\begin{array}{c}
\begin{array}{c}
\includegraphics{diagram1.png}
\end{array}
\end{array}$$

on $M_\mathfrak{h} \otimes (V_\mathfrak{h} \otimes n)$ is given by

$$(\text{id}_{M_\mathfrak{h}} \otimes \bar{\mathcal{R}}_{V_\mathfrak{h}, V_\mathfrak{h} \otimes n-1})^{-1} E_{M_\mathfrak{h}, V_\mathfrak{h}} \otimes \text{id}_{V_\mathfrak{h} \otimes n-1}.$$ 

Therefore, to the data of a $(\mathfrak{g}, t, \sigma)$, a $U(\mathfrak{g}) \ltimes_\sigma \mathbb{Z}$–module $V$ and a $\mathfrak{h}$–module $M$, one can associate a $\text{End}(M[[\mathfrak{h}]]$–valued link invariant obtained as the specialization of the universal invariant of Theorem 6.11, and an explicit $\text{End}(M_\mathfrak{h})$–valued link invariant obtained from the braided module structure of $U_\mathfrak{h}(\mathfrak{h})$–mod.

Corollary 8.7 For any framed oriented link $L$ in the solid torus, these two invariants are equivalent. In particular, if $M$ is one-dimensional, then they are actually equal.

8.3 Rational form and specializations

Let $U_q(\mathfrak{g})$ be the rational form of $U_\mathfrak{h}(\mathfrak{g})$, which is defined over the field $\mathbb{Q}(q)$ (see eg [10, Chapter 9.1]). Let $d$ be the smallest integer such that for all $\lambda, \mu$ in the weight lattice of $\mathfrak{g}$, $(\lambda, \mu) \in \frac{1}{d} \mathbb{Z}$ (note that $d$ is a divisor of the determinant of the Cartan matrix of $\mathfrak{g}$).

Theorem 8.8 (Lusztig [31], Le [28], [36]) The braiding and the ribbon element of $U_q(\mathfrak{g})$ act on any module by a matrix whose coefficients are Laurent polynomial in $e^{k/d}$. Therefore, the category of finite-dimensional $U_q(\mathfrak{g})$–modules is a ribbon category, after extending the scalar from $\mathbb{Q}(q)$ to $\mathbb{Q}(v)$, where $v^d = q$. In particular, for any $U_q(\mathfrak{g})$ module $V_q$, the associated framed oriented link invariant takes values in $\mathbb{Q}[v, v^{-1}]$.

The key fact here is that coefficients of $\bar{\mathcal{R}}$ are actual Laurent polynomial in $q$, and that $q^{t_h}$ acts on any weight subspace $V_\lambda \otimes V_\mu$ by multiplication by $q^{2(\lambda, \mu)}$.

Likewise, it was shown by the author that $\Psi$ lives in the graded completion of the localization of $U_q(\mathfrak{h}) \otimes U_q(\mathfrak{g}) \otimes 2$ by some explicitly described multiplicative subset of $U_q(\mathfrak{h}) \otimes 3$. Since $q^{t_h} / 2$ acts on any weight subspace $V_\lambda$ by $q^{(\lambda, \lambda)}$, we have the following.
Proposition 8.9  [7]  The category of finite-dimensional $U_q(\mathfrak{h})$–modules is a braided module category over $U_q(\mathfrak{g})$–mod.

Let $\lambda \in \mathfrak{h}^*$ be an integral weight. It extends to an algebra morphism

$$\lambda: U_q(\mathfrak{h}) \longrightarrow \mathbb{C}(q),$$

that is, to a $U_q(\mathfrak{h})$–module structure on $\mathbb{C}(q)$. Therefore, for any $U_q(\mathfrak{g})$ module $V_q$, the resulting invariant for link in the solid torus belongs to $\mathbb{C}(v)$. Finally, letting $\zeta$ be a primitive $N$th root of unity and using again relation (8-1), we get the following.

Corollary 8.10  The above invariant belongs to $\mathbb{Q}(\zeta)[v, v^{-1}]$.

8.4 Example

Let $\mathfrak{g} = \mathfrak{sl}_2$, and $V_{\mathfrak{h}} = \mathbb{C}^2$ the fundamental $U_{\mathfrak{h}}(\mathfrak{g})$–module. Let $\zeta$ be an $N$th root of unity and define an automorphism of $\mathfrak{g}$ by setting

$$\sigma(e^{\pm}) = \zeta^{\pm 1} e^{\pm}, \quad \sigma(h) = h,$$

where $e^{\pm}, h$ are the standard Chevalley generators of $\mathfrak{sl}_2$. Then $V_{\mathfrak{h}}$ can be turned into a $U_{\mathfrak{h}}(\mathfrak{sl}_2)$–module by setting:

$$\sigma \mapsto \begin{pmatrix} \zeta^{1/2} & 0 \\ 0 & \zeta^{-1/2} \end{pmatrix}$$

Let $\lambda \in \mathbb{Z}$ and $\mathbb{C}_\lambda$ be the one-dimensional $U_{\mathfrak{h}}(\mathfrak{h})$ module defined by $h \mapsto \lambda$. Then the invariant attached to the following knot with blackboard framing is:

$$q^{5+\lambda/2} \zeta^{1/2} + q^{1+\lambda/2} \zeta^{1/2} - q^{-1+\lambda/2} \zeta^{1/2} - q^{-2+\lambda/2} \zeta^{-1/2} + 2q^{\lambda/2} \zeta^{-1/2}$$

\[\text{Diagram of knot} \]
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