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Hyperbolic structures on groups
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For every group G, we define the set of hyperbolic structures on G, denoted by H(G),
which consists of equivalence classes of (possibly infinite) generating sets of G such
that the corresponding Cayley graph is hyperbolic; two generating sets of G are
equivalent if the corresponding word metrics on G are bi-Lipschitz equivalent.
Alternatively, one can define hyperbolic structures in terms of cobounded G —actions
on hyperbolic spaces. We are especially interested in the subset AH(G) € H(G) of
acylindrically hyperbolic structures on G, ie hyperbolic structures corresponding to
acylindrical actions. Elements of #(G) can be ordered in a natural way according
to the amount of information they provide about the group G. The main goal of this
paper is to initiate the study of the posets H(G) and AH(G) for various groups G.
We discuss basic properties of these posets such as cardinality and existence of
extremal elements, obtain several results about hyperbolic structures induced from
hyperbolically embedded subgroups of G, and study to what extent a hyperbolic
structure is determined by the set of loxodromic elements and their translation lengths.

20F65; 20E08, 20F67

1 Introduction

It is customary in geometric group theory to study groups as metric spaces. The standard
way to convert a group G into a geometric object is to fix a generating set X and
endow G with the corresponding word metric dy . However, not all generating sets are
equally good for this purpose: the most informative metric space is obtained when X
is finite, while the space corresponding to X = G forgets the group almost completely.
We begin with an attempt to formalize this observation by ordering generating sets
according to the amount of information about the group G retained by (G, dy).

Definition 1.1 Let X and Y be two generating sets of a group G. We say that X
is dominated by Y, written X < Y, if the identity map on G induces a Lipschitz
map between metric spaces (G, dy) — (G, dx). This is obviously equivalent to the
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requirement that sup,cy |y|x < oo, where |- |x = dx(1,-) denotes the word length
with respect to X. It is clear that < is a preorder on the set of generating sets of G
and therefore it induces an equivalence relation in the standard way:

X~Y << X=<Y and Y =<X.

We denote by [X] the equivalence class of a generating set X and by G(G) the set
of all equivalence classes of generating sets of G. The preorder < induces an order
relation < on G(G) by the rule

X]I<[Y] < X=XV

For example, finite generating sets of a finitely generated group are all equivalent and
the corresponding equivalence class is the largest element of G(G); for every group G,
[G] is the smallest element of G(G). Note also that our order on G(G) is “inclusion
reversing”: if X and Y are generating sets of G such that X C Y, then ¥ < X.

We are now ready to introduce the main notion of this paper. Given a generating set X
of a group G, we denote by I'(G, X) the corresponding Cayley graph.

Definition 1.2 A hyperbolic structure on G is an equivalence class [X] € G(G) such
that I'(G, X) is hyperbolic. We denote the set of hyperbolic structures by H(G) and
endow it with the order induced from G(G).

Since hyperbolicity of a space is a quasi-isometry invariant, the definition above is
independent of the choice of a particular representative in the equivalence class [X].
Using the standard argument from the proof of the Svarc—Milnor lemma, it is easy to
show that elements of 7 (G) are in one-to-one correspondence with equivalence classes
of cobounded actions of G on hyperbolic spaces considered up to a natural equivalence:
two actions G ~, S and G ~, T are equivalent if there is a coarsely G —equivariant
quasi-isometry S — 7.

We are especially interested in the subset of acylindrically hyperbolic structures on G,
denoted by AH(G), which consists of hyperbolic structures [X] € H(G) such that
the action of G on the corresponding Cayley graph I'(G, X) is acylindrical. Recall
that an isometric action of a group G on a metric space (S, d) is acylindrical (see
Bowditch [14]) if for every constant ¢ there exist constants R = R(g) and N = N(¢)
such that for every x, y € S satisfying d(x, y) > R, we have

#HgeG|d(x,gx)<e d(y.gy)<e} <N.
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Groups acting acylindrically on hyperbolic spaces have received a lot of attention in
recent years. For a brief survey we refer to Osin [57].

The goal of our paper is to initiate the study of the posets #(G) and AH(G) for various
groups G and suggest directions for future research. Our main results are discussed in
the next section. Some open problems are collected in Section 8.
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2 Main results

2.1 General classification and examples

We assume the reader to be familiar with the standard terminology and refer to
Section 3.1 for definitions and details. Given a hyperbolic space S, we denote by 95
its Gromov boundary.

Definition 2.1 We say that a hyperbolic structure [X] € H(G) is

elliptic if |0T' (G, X)| = 0 (equivalently, I'(G, X) is bounded);

lineal if |07 (G, X)| = 2 (equivalently, I'(G, X) is quasi-isometric to a line);

e quasiparabolic if |0T' (G, X)| = oo and G fixes a point of dT'(G, X);

o of general type if |0T'(G, X)| = co and G does not fix any point of dI'(G, X).

The sets of elliptic, lineal, quasiparabolic and general type hyperbolic structures on G
are denoted by He(G), He(G), Hqp(G) and Hg (G), respectively.

It is easy to verify that if X and Y are equivalent generating sets of G such that the
corresponding Cayley graphs I'(G, X) and I'(G, Y) are hyperbolic, then the identity
map G — G induces a G-equivariant homeomorphism JoI'(G, X) — dI'(G,Y).
Therefore the definition above is independent of the choice of a particular representative
in the equivalence class [X]. Our first result is an immediate consequence of Gromov’s
classification of groups acting on hyperbolic spaces [32, Section 8] and the well-known
fact that a cobounded action cannot be parabolic.
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Theorem 2.2 For every group G, we have
H(G) = He(G) UH(G) UHgp(G) UHg(G).

The subsets He(G) UH(G) and He(G) UH(G) U Hqp(G) are initial segments of
the poset H(G).

Recall that a subset B of a poset A is called an initial segment if for any a € A and
any b € B, a < b implies a € B.

Elliptic structures are the easiest to classify: we always have H.(G) = {[G]}. The
only element of H,.(G) is called the trivial hyperbolic structure; all other hyperbolic
structures on G are called nontrivial.

Next, we discuss lineal hyperbolic structures. We say that a structure [X] € Hy(G)
is orientable if G fixes 0I'(G, X) pointwise. For instance, the lineal structure on Z
corresponding to a finite generating set is orientable, while the lineal structure on the
infinite dihedral group corresponding to a finite generating set is not. We denote the set
of orientable lineal hyperbolic structures on a group G by ’HZ (G). Our next theorem
gives a complete description of possible isomorphism types of Hy(G) and HZ (G).

Theorem 2.3 For every group G, the following hold:
(a) H¢(G) is an antichain (and hence so is HZ (G)).

(b) The cardinality of ”HZ (G) is 0, 1 or at least continuum. On the other hand, for
every cardinal x there exists a group G such that |H,(G)| = x.

We note that even very “small” groups can have huge sets of lineal hyperbolic structures;
eg HZ (Z?) = H¢(Z?) is an antichain of cardinality continuum (see Example 4.23).

The posets Hqp(G) and He(G) can have a much more complicated structure, and
a complete classification of them up to isomorphism seems to be out of reach at the
moment. We mention two examples here.

Example 2.4 (Proposition 4.27) Let D denote the set of natural numbers ordered
according to divisibility: m < n if m |n. It is not difficult to show that Hq,(Z Z)
contains an isomorphic copy of D. In particular, every finite poset embeds in Hqp(Z27Z).
And that is only the visible part of the iceberg: we also show that Hg,(Z 2 Z) contains
an antichain of cardinality continuum.
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Figure 1: The Hasse diagram of the poset #(G) for the group G from Theorem 2.5.

The next example is somewhat counterintuitive and should be compared to Theorem 2.6
discussed below.

Theorem 2.5 For every n € N, there exists a finitely generated group G such that
He(G) = Hqp(G) = & and Hyu(G) is an antichain of cardinality n (see Figure 1).

The reason we call Theorem 2.5 counterintuitive is that for any hyperbolic structure
[X] € Ha(G), we can find two loxodromic elements g,h € G with disjoint limit
sets on dI'(G, X). By the standard ping-pong argument, sufficiently high powers
of g and /& generate a free subgroup F < G of rank 2 whose orbits are quasiconvex
in I'(G, X). It is well known that collapsing collections of uniformly quasiconvex
subsets of a hyperbolic space yields another hyperbolic space. Therefore, passing from
[X] to [X U H], where H < F is a nontrivial finitely generated subgroup of F, we
obtain hyperbolic structures on G which are strictly smaller than [X] and it seems
plausible that these structures are distinct for “sufficiently distinct” subgroups H < F.
Theorem 2.5 applied to n = 1 shows that this approach actually does not work: all
hyperbolic structures on the group G from the above theorem produced in this way
will be trivial.

On the other hand, the idea described in the previous paragraph does work if the
hyperbolic structure [X] is acylindrical. For this reason, the poset of acylindrically
hyperbolic structures exhibits a much more rigid behavior. In the next theorem we
denote by P(w) the poset of all subsets of N ordered by inclusion.

Theorem 2.6 For every group G, exactly one of the following conditions holds:

(a) card AH(G) = 1, ie the only acylindrically hyperbolic structure on G is trivial.

(b) card AH(G) = 2. This is equivalent to G being virtually infinite cyclic. In this
case, the only nontrivial acylindrically hyperbolic structure on G is lineal.
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(¢c) card AH(G) > 280 This is equivalent to G being acylindrically hyperbolic. In
this case, all nontrivial acylindrically hyperbolic structures on G are of general
type and AH(G) contains a copy of P(w).

Recall that a group is acylindrically hyperbolic if it admits a nonelementary acylindrical
action on a hyperbolic space [56]. The class of acylindrically hyperbolic groups includes
many examples of interest: all nonelementary hyperbolic and relatively hyperbolic
groups, all but finitely many mapping class groups of punctured closed surfaces,
Out(Fy,) for n > 2, nonvirtually cyclic groups acting properly on proper CAT(0) spaces
and containing a rank-one isometry, most 3—manifold groups, groups of deficiency at
least 2 and many other examples. For details we refer to [23; 47; 55; 56].

2.2 Induced hyperbolic structures

The proof of the second statement of part (c) of Theorem 2.6 (as well as the proof of a
much stronger fact, Theorem 2.11, discussed below) makes use of hyperbolic structures
on groups induced from hyperbolic structures on subgroups. We restrict to the case of
a single subgroup here and refer to Section 5 for the general case.

Let H be a subgroup of a group G and let X be a relative generating set of G with
respect to H. Thatis, G = (X U H). Itis easy to see that the map sending a generating
set Y of H to X UY gives rise to a map

x: G(H) = G(G),

which can be thought of as a particular case of the induced action map studied in [3]. In
general, very little can be said about 1y . However, it behaves well if H is hyperbolically
embedded in G (see Section 5.1 for the definition).

Theorem 2.7 Let H be a hyperbolically embedded subgroup of a group G. Then
there exists a relative generating set X of G with respect to H such that 1y defines
injective, order-preserving maps H(H) — H(G) and AH(H) — AH(G).

This result is applied to prove that A#H(G) is sufficiently complicated for every acylin-
drically hyperbolic group G as follows: every acylindrically hyperbolic group G
contains a hyperbolically embedded subgroup isomorphic to F> x K, where F5 is free
of rank 2 and K is a finite group [23, Theorem 2.24]. By Theorem 2.7 it suffices to
show that AH(F> x K) is sufficiently complicated, and the latter poset is much easier
to understand. Yet another application is obtained by combining Theorem 2.7 with a
“relatively hyperbolic” version of the SQ-universality of F, (see [51; 5]).
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Corollary 2.8 Let G be an acylindrically hyperbolic group and let H be a finitely
generated group. Then H(H) embeds into H(G) as a poset. In particular, the posets
of hyperbolic structures of any two finitely generated, acylindrically hyperbolic groups
embed in each other.

2.3 Out(G)-action on AH(G)

An additional motivation for studying the poset of hyperbolic structures of a group G
stems from the fact that Out(G) admits a natural action on H(G). Indeed, for every
automorphism « of a group G and any generating set X of G, «(X) also generates G.
Obviously two generating sets X and Y of G are equivalent if and only if o(X) and
a(Y) are. This allows us to define an action of Aut(G) on G(G) by the rule

a([X]) = [e(X)]
for all [X] € G(G).

It is easy to see that every inner automorphism « € Aut(G) stabilizes G(G) pointwise
and thus we obtain an action of Out(G) on G(G). This action is order-preserving and
leaves H(G) and AH(G) setwise invariant. Recall that every acylindrically hyperbolic
group has a (unique) maximal finite normal subgroup, called the finite radical of G
and denoted by K(G) [23, Theorem 2.24]. If K(G) = 1, Theorem 2.7 can be used to
construct, for every automorphism « € Out(G), an acylindrically hyperbolic structure
on G that is not fixed by «. More generally, we prove the following:

Theorem 2.9 Let G be an acylindrically hyperbolic group.
(a) If G is finitely generated, then the kernel of the action of Out(G) on AH(G) is
finite.

(b) If G has trivial finite radical, then the action of Out(G) on AH(G) is faithful.

The hypothesis that G is finitely generated in (a) cannot be dropped (see Example 5.23).
Our proof of Theorem 2.9 also makes use of results about pointwise inner automor-
phisms of acylindrically hyperbolic groups obtained in [4].

2.4 Loxodromic equivalence and rigidity

Recall that an element g of a group G acting on a metric space S is called loxodromic
if the map Z — S defined by n +— g"s is a quasi-isometry for some (equivalently,
any) basepoint s € S. It is easy to see that equivalent actions of G have the same
sets of loxodromic elements. Thus we can define the set of loxodromic elements of

Algebraic & Geometric Topology, Volume 19 (2019)



1754 Carolyn Abbott, Sahana H Balasubramanya and Denis Osin

a hyperbolic structure A = [X] € H(G), denoted by L(A), as the set of all elements
acting loxodromically on I'(G, X).

Definition 2.10 We say that two structures A, B € H(G) are loxodromically equivalent
(written A ~. B)if £(A) = L(B). We denote by [A]A" = {B € AH(G) | A ~, B}
the loxodromic equivalence class of A € AH(G).

We first show that hyperbolic structures (and even acylindrically hyperbolic ones) are not
determined by their sets of loxodromic elements. Moreover, for every nonelementary
A € AH(G), the loxodromic equivalence class [A]A7

AH(G) itself.

is as complicated as the poset

Theorem 2.11 For every nonelementary A € AH(G), the loxodromic equivalence
class [A]f” contains an isomorphic copy of P(w).

We say that an acylindrically hyperbolic structure A € AH(G) is purely loxodromic if
L(A) consists of all elements of G of infinite order. For example, if G is a hyperbolic
group and X is a finite generating set of G, then [X] is purely loxodromic. Applying
Theorem 2.11 to this structure, we obtain the following corollary. It can be thought as
a generalization of a result of I Kapovich [38], which in our terms states that the free
group of rank 2 has at least two purely loxodromic acylindrically hyperbolic structures.

Corollary 2.12 For every nonelementary hyperbolic group G, there exist 280 distinct
purely loxodromic acylindrically hyperbolic structures.

Our next result can be thought of as a hyperbolic analogue of the Culler—Morgan
theorem [21], stating that a minimal nonquasiparabolic action of a group G on an
R—tree is determined up to a G —equivariant isometry by the set of loxodromic elements
of G and their translation lengths. We prove a similar theorem for general hyperbolic
spaces with G —equivariant isometry replaced by the equivalence of actions. Recall
that two actions of a group G on metric spaces S and T are equivalent if there exists
a coarsely G —equivariant quasi-isometry S — 7.

Let A= G ~ S be an action of a group G on a metric space S and let g € G. The
corresponding translation number of g is defined by
n
1) ta(@) = lim L8879
n—oo n
where s € S. It is well known (and easy to check) that the limit always exists and is
independent of the choice of the basepoint s.
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Definition 2.13 (coarsely isospectral actions) We say that two actions A = G ~, S
and B = G ~ T of the same group G are coarsely isospectral if for every sequence
of elements (g;)ieny C G, we have

lim t4(gi) =00 <= lim tp(g;) =00.
1 —>00 I—>00

Theorem 2.14 Let G ~ R and G ~, S be nonquasiparabolic cobounded actions of
a group G on hyperbolic spaces S and R. Then G ~ R and G ~, S are coarsely
isospectral if and only if G ~, R and G ~, S are equivalent.

In Example 6.15, we show that for quasiparabolic actions Theorem 2.14 does not hold.
It is also worth noting that the assumption that the actions are cobounded cannot be
dropped; see Example 6.14.

Equivalence classes of cobounded actions of a group G on hyperbolic spaces are in
one-to-one correspondence with hyperbolic structures on G via the Svarc—Milnor map,
see Section 3.2; thus our theorem can be equivalently restated in terms of hyperbolic
structures (the notion of coarse isospectrality for structures is defined in the natural
way; see Definition 6.10). In particular, combining Theorem 2.14 with the fact that
acylindrical actions cannot be quasiparabolic, we obtain the following:

Corollary 2.15 Coarsely isospectral acylindrically hyperbolic structures on the same
group coincide.

2.5 Hyperbolic and acylindrically hyperbolic accessibility

The famous Stallings’ theorem states that every finitely generated group with infinitely
many ends splits as the fundamental group of a graph of groups with finite edge groups.
This was a starting point of an accessibility theory developed by Dunwoody. A finitely
generated group G is said to be accessible if the process of iterated nontrivial splittings
of G over finite subgroups always terminates in a finite number of steps. Not every
finitely generated group is accessible [25], but finitely presented groups are [24], as
well as torsion-free groups [42].

More generally, one can ask whether a given group has a maximal, in a certain precise
sense, action on a tree satisfying various additional conditions on stabilizers (see for
example [9; 61]). Yet another problem of similar flavor studied in the literature is
whether a given group admits a maximal relatively hyperbolic structure [8]. It is natural
to ask a similar question in our setting.
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Definition 2.16 We say that a group G is H—accessible (respectively AH—accessible)
if H(G) (respectively AH(G)) contains the largest element.

We begin with examples of inaccessible groups. It is easy to find examples of groups
which are not H—accessible, eg the direct product F, x F5; however, this group is
A —accessible; see Section 7.1. Finding .AH—inaccessible groups, especially finitely
generated or finitely presented ones, is more difficult. We first show the following (see
Theorem 7.3):

Theorem 2.17 There exists a finitely presented group that is neither H —accessible nor
AH —accessible.

On the other hand, we prove that many groups traditionally studied in geometric group
theory are AH—accessible.

Theorem 2.18 The following groups are AH —accessible:

(a) Finitely generated relatively hyperbolic groups whose parabolic subgroups are
not acylindrically hyperbolic.

(b) Mapping class groups of punctured closed surfaces.
(c) Right-angled Artin groups.

(d) Fundamental groups of compact orientable 3—manifolds with empty or toroidal
boundary.

We would like to note that following an early draft of this paper, parts (b) and (c) of the
above theorem were independently and subsequently proven in [2], which additionally
proves the A7H —accessibility of certain other groups using different methods. The
special case of part (d) of the above theorem when the 3—manifold has no Nil or Sol in
its prime decomposition is also proven in [2].

Organization of the paper

In the next section we introduce several useful notions (such as equivalence and weak
equivalence of group actions, Svarc—-Milnor map, etc.), which will be used throughout
the paper. Section 4 is devoted to the general classification and examples of hyperbolic
structures; Theorems 2.2, 2.3 and 2.5 are proved there; we also prove Theorem 2.6
modulo Theorem 2.11, which is proved later. In Section 5 we recall the definition of a

Algebraic & Geometric Topology, Volume 19 (2019)



Hyperbolic structures on groups 1757

hyperbolically embedded subgroup and discuss induced hyperbolic structures and their
applications; in particular we prove Theorems 2.7 and 2.9. Theorems 2.11 and 2.14 and
other results about loxodromic equivalence are proved in Section 6. In Section 7 we
prove results about the 7 — and .AH —accessibility of groups and prove Theorems 2.17
and 2.18. Finally we discuss some open problems in Section 8.

3 Preliminaries

3.1 Comparing group actions

We begin by recalling some standard terminology. Throughout this paper, all group
actions on metric spaces are isometric by default. Our standard notation for an action of
a group G on a metric space S is G ~, S. Given a point s € S or a subset X € § and
an element g € G, we denote by gs (respectively gX ) the image of s (respectively X )
under the action of g. Given a group G acting on a space S and some s € S, we also
denote by Gs the G —orbit of s.

In order to avoid dealing with proper classes we fix a cardinal number ¢ > 280 and,
henceforth, we assume that all metric spaces have cardinality at most c.

An action of a group G on a metric space S is said to be

e proper if for every bounded subset B C S the set {g € G | gB N B # T} is
finite;
» cobounded if there exists a bounded subset B C S such that S = | J 2cG gB;

e geometric if it is proper and cobounded.

Given a metric space S, we denote by dg the distance function on S unless another
notation is introduced explicitly. A map f: R — S between two metric spaces R
and S is a quasi-isometric embedding if there is a constant C such that for all x, y € R
we have

@) dr(x. )~ C ds(f(), f(7)) = Cdr(x. 1) +C:

if, in addition, S is contained in the C —neighborhood of f(R), f is called a quasi-
isometry. Two metric spaces R and S are quasi-isometric if there is a quasi-isometry
R — S. It is well known and easy to prove that quasi-isometry of metric spaces is an
equivalence relation.
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If a group G acts on metric spaces R and S, amap f: R — S is called coarsely
G —equivariant if for every r € R, we have

3) sup ds(f(gr).gf(r)) < oo.
geG

Finally we recall the definition of equivalent group actions introduced in [3]. Two
actions G ~ R and G ~ S are equivalent, denoted by G ~, R ~ G ~~, S, if there exists
a coarsely G —equivariant quasi-isometry R — S. It is easy to prove (see [3]) that ~ is
indeed an equivalence relation.

Definition 3.1 Let G be a group. We say that G ~, R dominates G ~, S and write
G S=<XGA Rifthereexist r € R, s € S and a constant C such that

“4) ds(s,gs) <Cdg(r.gr)+C

for all g € G.

Example 3.2 Assume that the action G~ S has bounded orbits. Then G, S <G~ R
for any other action of G on a metric space R.

Equivalently, we could define the relation < as follows.

Lemma3.3 G~ S XG~ R ifandonlyifforany r € R and any s € S there exists
a constant C such that (4) holds for all g € G.

Proof The backward implication is obvious. The forward implication follows im-
mediately from the obvious observation that for any action of a group G on a metric
space Z and any x,y € Z, we have |dz(x,gx)—dz(y,gy)| <2dz(x,y). a

Recall that we assume all metric spaces to have cardinality at most c.

Corollary 3.4 The relation =< is a preorder on the set of all G —actions on metric
spaces.

Proof The relation < is obviously reflexive and is transitive by Lemma 3.3. a

Ingeneral, GR, SXGAR Rand GR, R=<G ~ S doesnotimply G , S ~G ~, R.
However, Corollary 3.4 allows us to introduce the following:
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Definition 3.5 We say that two actions of a group G on metric spaces R and S are
weakly equivalent if G, R<G~, S and G ~ S < G ~ R. We use the notation ~,
for weak equivalence of group actions.

It is sometimes convenient to use the following alternative definition of weak equiva-
lence:

Lemma 3.6 Two actions G ~ R and G ~ S are weakly equivalent if and only if
there exists a coarsely G —equivariant quasi-isometry from a G —orbit in R (endowed
with the metric induced from R) to a G —orbit in S (endowed with the metric induced
from S).

Proof The backward implication is an immediate consequence of Definition 3.5. To
prove the forward implication, we fix any r € R and s € S, and define d 5: GxG—->R
by

dr(gr,hr)+1 if g#h,

dg.m =1 oo

and similarly dg: G x G — R. It is easy to see that dg and dg are metrics on G.
Weak equivalence of the actions G~ R and G~ S together with Lemma 3.3 imply that
the identity map on G gives rise to a quasi-isometry between metric spaces (G, dg)
and (G, d g); it is also obvious that the orbit map G — Gr gives rise to a quasi-isometry
(G, a’g) — (Gr,dR) and similarly (G, dg) is quasi-isometric to (Gs, dg). Note that
all quasi-isometries mentioned in the previous sentence are G —equivariant. Therefore,
we have
(Gr,dg) ~ (G, d§) ~ (G,dZ) ~ (Gs, ds),

which implies that there exists a coarsely G —equivariant quasi-isometry between
(Gr,dR) and (Gs,ds). a

Remark 3.7 If the action G ~, R is free, we can simplify the proof of the lemma by
verifying that the map gr > gs is a G —equivariant quasi-isometry from (Gr, dg) to
(Gs,dg). If the action is not free, this map may not be well defined. The auxiliary
spaces used in the proof allow us to overcome this problem.

Lemma 3.8 Let G~ R and G ~, S be two actions of a group G on metric spaces.
@ IFGAR~GA S, thenGR R~y GRS

(b) Suppose that the actions are cobounded and G ~, R ~ G~ S. Then G ~ R ~
GRS
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Proof (a) Let f: R — S be a coarsely G—equivariant quasi-isometry. Let C be a
constant such that both (2) and (3) are satisfied. We fix any r € R and let s = f(r).
Then, for every g € G, we have

ds(s,gs) =ds(f(r),gf(r)) <ds(f(r), f(gr))+C < Cdgr(r,gr)+2C.
Hence G A S X G~ R and similarly G R, R G ~, S.

(b) By Lemma 3.6, there is a coarsely G —equivariant quasi-isometry from a G —orbit
Gr € R to a G—orbit Gs € §. Since the actions are cobounded, the inclusions
(Gr,dr) — R and (Gs,ds) — S are G—equivariant quasi-isometries as well and the
claim follows. a

3.2 Cobounded actions and the Svarc—-Milnor map

Given a group G, let A.,(G) denote the set of all equivalence classes of cobounded
G —actions on geodesic metric spaces (of cardinality at most ¢). We define a relation <
on A(G) by

[GARIX[GAS] << GAR=XGAS.

It follows from Corollary 3.4 and Lemma 3.8 that < is a (well-defined) order relation
on A (G). We will show that the poset A, (G) can be naturally identified with the
set of equivalence classes of generating sets of G introduced in Definition 1.1. There
is little originality (if any) in this result, which is essentially a reformulation of the
well-known Svarc—Milnor lemma. The real goal of this subsection is rather to introduce
convenient notation and terminology for future use.

Lemma 3.9 Let X and Y be generating sets of a group G. Then G ~, I'(G, X) <
G~ T(G,Y) ifand only it X <XY. In particular, G /A, T'(G,X) ~ G~ T'(G,Y) if
andonlyif X ~Y.

Proof Suppose that G ~, ['(G, X) X G A I'(G,Y). By Lemma 3.3 we can assume
that (4) holds for the basepoints s =1in S =1'(G,X)and r =1in R =T(G,Y).
Thus, for every y € Y, we obtain

lylx =dx(y.1) <Cdy(y,1)+C =2C.

Thus X <Y. Conversely, if X <Y, then (4) holds with C = sup,cy |y[x for the
choice of basepoints as above. a
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Lemma 3.10 Let G be a group generated by a set X and acting on a metric space S.
Suppose that for some s € S, we have sup,cy ds(s,xs) < co. Then the orbit map
g > gs is a Lipschitz map from (G, dx) to S. In particular, if G is finitely generated,
the orbit map is always Lipschitz.

Proof Let g € G. Suppose that g = x1xp -+ X, for some x1,x2,...,X;m € X+,

where m = dx (1, g). Then we have

(5) ds(s.gs) <ds(s,x15)+dg(x15,x1X28) + -+ dg (X1 Xp—15, X1 -+ X S)
<ds(s,x15) +ds(s, x28) + -+ ds (s, Xms)

<dx(1,g) sup ds(s, xs). a
xeX

The following is a variation of the well-known Svarc—Milnor lemma. The proof is
standard; we provide it for the convenience of the reader.

Lemma 3.11 Let G be a group acting coboundedly on a geodesic metric space S. Let
B C S be a bounded subset such that UgeG gB =S. Let D =diam(B) and let b be
any point of B. Then the group G is generated by the set

X ={g€G|ds(b,gh)<2D+1
and the natural action of G of its Cayley graph I' (G, X) is equivalent to G ~, S.
Proof It suffices to show that the orbit map ¢: g — gb is a G —equivariant quasi-
isometry from the vertex set of I'(G, X) (which we identify with G) to S.
The G —equivariance of ¢ is obvious. Given g € G, let y: [0, L] — S be a geodesic
between b and gb parametrized by length. Let n = | L] and let
so=y(0)=b, si=y(), ..., sa=y(®), spy1=y(L)=gb.

Since UgeG gB =S, forevery i =0,1,...,n+ 1, there exists g; € G such that
ds(si, gib) < D. Without loss of generality we can assume that go =1 and g,+1 = g.
Let x; = gi__llg,' fori =1,...,n. Forevery i =1,...,n, we have

ds(b,x;b)=ds(gi—1b,gib) <ds(gi—1b,si—1)+ds(si—1,s;)+ds(si,g&ib) <2D+1.

Thus x; € X. Clearly g = x1X2---X,+1 and hence X generates G and dx (1, g) <
n+1<ds(b,gb)+ 1. It follows immediately from Lemma 3.10 and the definition
of X that ¢ is Lipschitz. Since the action of G on § is cobounded, ¢ is indeed a
quasi-isometry. a
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Proposition 3.12 The map G(G) — A, (G) defined by [X]+— [G ~, T'(G, X)] for
every [X] € G(G) is well defined and is an isomorphism of posets.

Proof That the map is order-preserving and injective follows from Lemma 3.9. Sur-
jectivity follows from Lemma 3.11. a

Definition 3.13 (Svarc—Milnor map) Given a group G, we denote by o: Aq(G) —
G(G) the inverse of the isomorphism described in Proposition 3.12. We call ¢ the

Svarc—Milnor map.

It follows from Proposition 3.12 that o can be alternatively defined as an isomorphism
of posets A (G) — G(G) such that for every cobounded action G ~, S, we have

(6) GATG,X)~GA S
forevery X e a([G ~ S]).

In particular, the Svarc—Milnor map associates hyperbolic (respectively acylindrically
hyperbolic) structures on a group G to cobounded actions (respectively cobounded
acylindrical actions) of G on hyperbolic spaces. Indeed this follows from (6), the
well-known fact that hyperbolicity of a geodesic space is a quasi-isometry invariant,
and the obvious fact that acylindricity of an action is preserved under the equivalence.

Sometimes, we can also extract hyperbolic structures from noncobounded actions. The
following result will be used several times in this paper. A subset T of a hyperbolic
space S is called quasiconvex if there exists a constant p > 0 such that every geodesic
in S connecting two points of 7" belongs to the closed p—neighborhood of T.

Proposition 3.14 Let G ~, S be an action (respectively acylindrical action) of G on
a hyperbolic space such that G has a quasiconvex orbit Gs for some s € S. Then there
exists [X] € H(G) (respectively AH(G)) such that G ~, S ~y G ~ T'(G, X).

Proof The idea of the proof is to first construct a cobounded action of G on a graph I
quasi-isometric to the orbit Gs, and then apply the Svarc—-Milnor map. Letting p be
the quasiconvexity constant of the orbit Gs, we construct the graph I' as follows:
vertices of I' are elements of the orbit Gs, and there is an edge between two vertices
g1s and gos if dg(g15, g25) <2p+ 1. We consider I" to be a metric space with the
combinatorial metric. The action of G on the vertices of I' is induced by the action
of G on Gs, and then extended to edges. It is easy to check that

@ dr(u,v) <ds(u,v) <(2p+ dr(u,v) forall u,veGs.
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Define amap ¢: ' — S as follows: for each vertex u of I, let ¢(u) = u, and for each
edge e of ', let ¢ (e) be a geodesic in S from ¢(e—) to ¢p(e+). Then (7) implies that
¢ is a quasi-isometric embedding, and so by [17, Theorem III.H.1.9], T" is hyperbolic.

The inequality (7) also implies that G ~ [ ~, G ~ S. Taking X € o([G ~ I']) and
applying Proposition 3.12 completes the proof. a

4 Hyperbolic structures on groups: general classification and
examples

4.1 Types of hyperbolic structures

We begin by recalling some standard facts about groups acting on hyperbolic spaces.
For details the reader is referred to [32].

In this paper we employ the definition of hyperbolicity via the Rips condition. That is, a
metric space S is called §—hyperbolic if it is geodesic and for any geodesic triangle A
in S, each side of A is contained in the union of the closed §—neighborhoods of the
other two sides.

The Gromov product of points x and y with respect to a point z in a metric space (S, d)
is defined by

(x[¥)z = 3(d(x,2) +d(y,2) —d(x, ).

Given a hyperbolic space S, by dS we denote its Gromov boundary. In general, we do
not assume that S is proper. Thus the boundary is defined as the set of equivalence
classes of sequences convergent at infinity. More precisely, a sequence (x;) of elements
of § converges at infinity if (x; | x;)s — 0o as i, j — oo (this definition is clearly
independent of the choice of s). Two such sequences (x;) and (y;) are equivalent if
(xi | yj)s = 00 as i, j — oo. If a is the equivalence class of (x;), we say that the
sequence x; converges to a. This defines a natural topology on S U dS with respect
to which S is dense in S U dS.

From now on, let G denote a group acting (by isometries) on a hyperbolic space S.
By A(G) we denote the set of limit points of G on dS. That is,

A(G) = 3S N Gs,

where Gs denotes the closure of a G—orbit in S U dS; it is easy to show that this
definition is independent of the choice of s € S. The action of G is called elementary
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if [A(G)| <2 and nonelementary otherwise. The action of G on S naturally extends
to a continuous action of G on 95S.

Recall that an element g € G is called

e elliptic if (g) has bounded orbits;

e loxodromic if the orbits of (g) are quasiconvex (equivalently, the translation
number of g is positive);

e parabolic otherwise.

Every loxodromic element g € G has exactly two fixed points g=°° on 35S, where g+
(respectively g~°°) is the limit of the sequence (g"s),en (respectively (g7"8)nen)
for any fixed s € S. We clearly have A((g)) = {g**°}. Loxodromic elements g,/ € G
are called independent if the sets {gT°°} and {#T°°} are disjoint.

Recall that a path p in a hyperbolic space S is called (A, ¢)—quasigeodesic for some
constants A > 1 and ¢ > 0 if for every subpath g of p we have

d(q—.q+) < Al(q) +c,

where g— and g4 denote the starting and the ending points of ¢, respectively, and
£(q) denotes the length of g. We also say that a path is quasigeodesic if it is (A, ¢)—
quasigeodesic for some constants A > 1 and ¢ > 0; of course, this definition only
makes sense for infinite paths.

Every loxodromic element g € G preserves a bi-infinite quasigeodesic /g in S;
adding g** to lg, we obtain a path in S U dS that connects g7 to g~*°. Such
a path is called a quasigeodesic axis (or simply an axis) of g. Given any s € S,
we can always construct an axis of g that contains s: take the bi-infinite sequence

...g 25,87 s, s, gs,g%s, ... and connect consecutive points by geodesics in S.

Given a space S with a metric d, we denote by d"® the corresponding Hausdorff
pseudometric on the set of subsets of S. We record the following elementary (and
well-known) observation, which will be used in the proof of Theorem 4.6 below. A
brief sketch of the proof is provided for the convenience of the reader.

Lemma 4.1 Let f,g € G be two loxodromic elements of a group G acting on a

+o0

hyperbolic space S. Then ft® =g if and only if for some (equivalently, any)

s € S, we have

(8) AU s |n e NV, {g"s |neN}) < oo.
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Proof Let /r and /; be quasigeodesic axes of f and g, respectively. Without loss of
generality we can assume that s € [g N [¢. Let [ ; and lf+ be subpaths of /g and I
starting at s and going to f 7% = ¢+, Then d"™({g"s | n € N}, /) < oo and
similarly for f. Thus (8) is equivalent to d H‘ﬂ‘“(l]j', 1) < oo. Since the Hausdorff
distance between two quasigeodesic rays in S is finite if and only if these rays converge
to the same point of 9.5, we obtain the result. a

The following theorem summarizes the standard classification of groups acting on
hyperbolic spaces due to Gromov [32, Section 8.2] (see also [33] for complete proofs
in a more general context) and some results from [19, Propositions 3.1 and 3.2].

Theorem 4.2 Let G be a group acting on a hyperbolic space S. Then exactly one of
the following conditions hold:

(1) |A(G)| =0. Equivalently, G has bounded orbits. In this case the action of G
is called elliptic.

(i) |A(G)| = 1. Equivalently, G has unbounded orbits and contains no loxodromic
elements. In this case the action of G is called parabolic. A parabolic ac-
tion cannot be cobounded and the set of points of dS fixed by G coincides
with A(G).

(iii) |A(G)| = 2. Equivalently, G contains a loxodromic element and any two
loxodromic elements have the same limit points on 0.S. In this case the action of
G is called lineal.

(iv) |A(G)| =o0. Then G always contains loxodromic elements. In turn, this case
breaks into two subcases:

(a) G fixes a point of 0S. Equivalently, any two loxodromic elements of G
have a common limit point on the boundary. In this case the action of
G is called quasiparabolic. Orbits of quasiparabolic actions are always
quasiconvex.

(b) G does not fix any point of 0S. Equivalently, G contains infinitely many
independent loxodromic elements. In this case the action of G is said to be
of general type.

Parabolic and quasiparabolic acylindrical actions do not exist. Moreover, we have the
following [56]:
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Theorem 4.3 Let G be a group acting acylindrically on a hyperbolic space. Then
exactly one of the following three conditions holds:

(a) The action is elliptic.
(b) The action is lineal and G is virtually cyclic.

(c) The action is of general type.

In particular, being nonelementary is equivalent to being of general type for acylindrical
actions.

Lemma4.4 Let G~ R and G~ S be weakly equivalent actions of G on hyperbolic
spaces. Then G ~ R and G ~, S have the same type.

Proof By Lemma 3.6, there exists a coarsely G —equivariant quasi-isometry from a
G-orbitin R to a G-orbit in S. It is straightforward to check that this quasi-isometry
gives rise to a G—equivariant map (in fact a homeomorphism) Ag(G) — As(G),
where A g(G) and A 5(G) denote the limit sets of G for the actions G, R and G~ S,
respectively. It remains to notice that the type of action of G on a hyperbolic space is
uniquely determined by the cardinality of the corresponding limit set A(G) and the
existence of fixed points in A(G); clearly these are invariant under G —equivariant
maps. O

The following result will be used many times throughout the paper. It shows that
whether an equivalence class [X] € G(G) belongs to H(G) or AH(G) or is of a certain
type is independent of the choice of a particular representative in [X]

Proposition 4.5 Let X and Y be equivalent generating sets of a group G. Then the
following hold:

(a) T'(G, X) is hyperbolic if and only if T'(G,Y) is.
(b) The action G ~, I'(G, X) is acylindrical if and only if G ~, T'(G,Y) is.

(¢) The action G ~, I'(G, X) is elliptic (respectively lineal, quasiparabolic, of
general type) if and only if sois G ~, I'(G,Y).

Proof Since X ~ Y, the identity map G — G gives rise to a (coarsely G —equivariant)
quasi-isometry of metric spaces I'(G, X) — I'(G, Y). This easily implies (a) and (b).
Part (c) follows from Lemmas 3.9 and 4.4. O
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Thus we obtain the following classification of hyperbolic structures. Recall that the
sets of elliptic, lineal, quasiparabolic and general type hyperbolic structures on G are
denoted by He(G), He(G), Hep(G) and Hg(G), respectively. We use analogous
notation for acylindrically hyperbolic structures.

Theorem 4.6 For every group G, the following hold:
(a) We have

H(G) = He(G) UHY(G) UHep(G) UHg(G)

and the subsets He(G) U He(G) and He(G) U He(G) U Hqp(G) are initial
segments of H(G).
(b) Either
AH(G) = AH(G) U AHy(G)

(if G is virtually cyclic) or
AH(G) = AH(G) U AHL(G)
(if G is acylindrically hyperbolic).

Proof The first claim in part (a) follows immediately from the fact that parabolic
actions cannot be cobounded; see Theorem 4.2.

Let us prove that H.(G)UH(G)UHqp(G) is an initial segment of H(G). Arguing by
contradiction, assume that there exists [X]€ Hg(G) and [Y]€ He (G)UH(G)UHp(G)
such that X < Y. By Theorem 4.2, there are two independent loxodromic elements
f.g € G with respect to the hyperbolic structure [X]. Since f*°° and g+ are
disjoint, we have

€ A" fE | n e N {g™" [ n e NY) =00

in I'(G, X) for any fixed choice of the signs in the exponents by Lemma 4.1. Since
X <Y, f and g are also loxodromic with respect to [Y] (this is obvious if one uses the
definition of loxodromic elements based on translation numbers) and (9) also holds in
I'(G,Y). In turn, this implies that f and g are independent loxodromic elements with
respect to the action of G on I'(G, Y). By Theorem 4.2, this implies that [Y] € Hy(G).
The proof of the claim that H(G) UH¢(G) is an initial segment of H(G) is analogous
using the fact that lineal actions can be characterized by the property that any two
loxodromic elements have the same limit points; see Theorem 4.2.

Finally, we note that part (b) follows immediately from Theorem 4.3. a
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We now turn to the proof of Theorem 2.6. The first step is the following elementary
lemma:

Lemma 4.7 Let G be a virtually cyclic group. Let X denote a finite generating set
of G. Then AH(G) = {[G], [X]}.

Proof Let [X] € AH(G). We apply Theorem 4.3 to the action of G on T'(G, X).
It is well known that a virtually cyclic group cannot satisfy (c) (for instance, one
can use the standard ping-pong argument to show that (c) implies the existence of
noncyclic free subgroups in G ); thus we only have to consider cases (a) and (b). If
G has bounded orbits, we have sup, ¢ [glx < oo and hence X ~ G. If G contains a
loxodromic element g, then the action of (g) on I'(G, X) is proper by the definition
of a loxodromic element. Since G is virtually cyclic, every infinite cyclic subgroup
has finite index in G. In particular, |G : (g)| < oo and the action of G on I'(G, X) is
also proper. This means that X is finite. O

Proof of Theorem 2.6 If the group G is virtually cyclic, then case (b) is realized by
Lemma 4.7. If G is not virtually cyclic and not acylindrically hyperbolic, then all
acylindrical actions of G on hyperbolic spaces have bounded orbits by Theorem 4.3.
This implies that the only acylindrically hyperbolic structure on G is the trivial one, ie
case (a) is realized. It remains to consider the case when G is acylindrically hyperbolic.
In this case we have (c), which follows from Theorem 2.11. The latter theorem will be
proved in Section 6.1 (without using Theorem 2.6, of course). m|

4.2 Sufficient conditions for extremality

In this section we provide two sufficient conditions for extremality of hyperbolic
structures, namely Propositions 4.9 and 4.13, stated below. They will be later used in
several places, including Sections 4.3, 4.5 and 7.2.

Recall that given a metric space S with a metric dg, by d?au we denote the corre-
sponding Hausdorff distance on the set of nonempty subsets of S. Let G be a group
acting on a metric space S.

Definition 4.8 We say that the action of G on (unordered) pairs of equidistant points
in S is coarsely transitive if there exists ¢ > 0 such that for every x,y,s,t € S
satisfying dg(x, y) = dg(s,t) there is g € G such that

d8({gx, gy}, s, 1)) <e.
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We use the term e—coarsely transitive whenever we want to stress that the definition is
satisfied with a particular constant ¢.

It is not difficult to show that the property of being coarsely transitive on pairs of
equidistant points is invariant under the equivalence of actions on geodesic spaces; we
will not use this fact in our paper and so we leave the proof as an exercise.

In what follows, by a minimal hyperbolic structure of a group G we mean a minimal

element in H(G) \ He(G).

Proposition 4.9 Let G be a group acting coboundedly and nonelliptically on a hy-
perbolic space S. If the action of G on pairs of equidistant points in S is coarsely
transitive, then o ([G ~, S]) is a minimal hyperbolic structure on G.

Proof Fix any s € S. Let [X] = 0([G ~ S]). Suppose that for some nontrivial
[Y] € H(G), we have [Y] < [X],ie ¥ =< X. Combining Lemma 3.9 and (6), we obtain
GATG,Y)XGATG,X)~GAS.

Thus there exists a constant C such that for every f € G we have dy(l, f) <
Cds(s, fs) + C. This easily implies

(10) dy™(A, B) < Cd§™(As, Bs)+ C
for any A, B C G.

Suppose that ¥ ~ X. Then there exists a sequence (y;);en € Y such that |y;|x — oo
as i — 00. Since G , T'(G, X) ~ G ~ S, we have

i =ds(s, yis) —> o0

as | — 00.

Let g € L([Y]). We fix any i € N and any n € N. Let p denote a geodesic in S
such that p_ = s and p4 = g"s. Let zo =5, z1, ..., Zx+1 = g"*s be a sequence of
consecutive vertices on p such that

(11 ds(zj—1,zj)=4; for 1<j <k and ds(zk. zx+1) < 4.

Since the action of G on pairs of equidistant points in S is e—coarsely transitive for
some ¢, there exist fo =1, f1, ..., fr+1 = g" such that

(12) ds(zj. fjs) <&
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forall 1 <j <k 41 (we apply Definition 4.8 to the pairs (z;,z;) and (s, s) here).
By (11) there also exists a; € G such that

dg*({ajzj—1.a;z;}, {5, yisy) < e
for all 1 < j <k. Combining this with (10) and (12), for all 1 < j <k, we obtain

dy*™({a; fi—1.a; fi}. {1 yi}) < Cdg™(aj fi—1s.a;j fis}h.{s, yis}) + C
< C(dg™(ajzj—1.ajz;}.{s, yis}) + &)+ C
<2Ce+C.
Therefore,

dy(fi—1. fj) =dy(a; fi—1.a; f;) <dy(l,y;) +4Ce+2C <4Ce+2C +1
for all 1 < j <k. Note also that
dy (fks fk+1) =Cds(frs, fk+15)+C <C(ds(zk, Zk+1) +28)+C < C({; +2e+1).

Since fo =1 and fr4; = g", applying the triangle inequality we obtain

Ig y 1
—Z dy (fj-1. fj)

n

M+C(£ +2e+1))

ds(s gs) C;+2e+1)
n

- ((4C8 +2C +1)

(4Ce+2C + 1) +

=< 7
Letting i — oo and n/{¢; — oo, we obtain that inf, |g"|y /n = 0, which contradicts
the assumption that g € L([Y]). a

Remark 4.10 The use of a loxodromic element in the proof of the proposition is
essential. In particular, we cannot conclude, under the assumptions of Proposition 4.9,
that o ([G ~ S]) is a minimal element in G(G) \ {[G]}. Indeed it is easy to see that
the standard translation action of Z on R is coarsely transitive on pairs of equidistant
points but the corresponding hyperbolic structure [X], where X is any finite generating
set of Z, is not minimal in G(G) \ {[G]} (for example, taking the generating set
Y ={2" | n € N} we get a strictly smaller nontrivial element [Y] € G(G)).

Example 4.11 Itis well known and easy to prove that the standard action of PSL(2, R)
on H? is transitive on pairs of equidistant points. Hence the action of every dense
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subgroup of PSL(2, R) is coarsely transitive on pairs of equidistant points. This yields
examples of minimal hyperbolic structures on dense subgroups of PSL(2, R), eg on
PSL(2,Q) or F, (see [30; 16] for examples of dense free subgroups of PSL(2, R)).

It is clear that every lineal action satisfies the assumptions of Proposition 4.9 and hence
we obtain the following:

Corollary 4.12 For every group G, every element of H;(G) is minimal.

In the next result, we use the order on group actions introduced in Definition 3.5. Here
and in what follows, we always think of connected graphs as metric spaces with respect
to the combinatorial metric.

Proposition 4.13 Let G be a group acting cocompactly on a connected graph A and
let A be a set of actions of G on metric spaces. Suppose that for every vertex v € V(A)
and every action G ~, S € A, the induced action of the stabilizer Stabg (v) on S has
bounded orbits. Then A <G~ A forall A € A.

Proof Since the action G ~, A is cocompact, there are finitely many orbits of edges.
Let E ={ey,...,ex} be asetof representatives of these orbits and let V ={vy,...,v,}
be the set of vertices incident to edges from E. Let H; = Stabg(v;) fori =1,...,n.
Since V is finite, there exists a finite set X C G such thatif gV NV # & for some
g € G, then g € xH; for some x € X and i € {1,...,n}. In particular, if we set
Y=XUH{U---UH,, then gV NV # & implies |g|ly < 2.

We first show that G is generated by the set Y. Let g € G and let p be a geodesic in A
from vy to gvy, with p = f1--- fin, where f1,..., fin are edges of A. For every
Jj €{l,...,m}, there exists g; € G such that f; € g; E. In this notation, g; V Ng; 1V
contains the common vertex of f;_; and f;. Hence gj__l1 gV NV # &. By the choice
of X, we have gj__llgj € (Y') and, moreover, |gj__11gj|y <2forall j =2,...,m. Note
alsothat vy e VgV and hence g; € (Y) and |g1|y <2. Similarly, gv; e gV NgV,
hence g,,'gV NV # @ and we have g,,'g € (Y) and |g,,'g|y <2. Taking all these

together, we obtain

g=2g1(87"82) - (gm 18m) (g g) € (Y)
and

m
(13) dy(1.g) = lgly <lg1ly + D _ &7 1gily + g gly
j=2

<2(m+1)=2da(v1,gv1) +2.
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Thus G = (Y') and moreover (13) implies that
(14) G~ (G.dy) =GR A.

Let A=G ~ S € A. We fix any s € §. Since X is finite and the orbit of each H;
in § is bounded, there is a uniform bound on dg (s, xs) for all x € Y. By Lemma 3.10,
the orbit map (G, dy) — Gs is Lipschitz. Hence G ~, S < G ~, (G, dy). Combining
this with (14), we obtain G R, S <G ~ A. m|

As an immediate corollary of Propositions 4.13 and 3.12, we obtain the following:

Corollary 4.14 Let G be a group acting cocompactly on a connected graph A and
let F € G(G) be any subset. Suppose that for every v € V(A) and every [X] € F, the
stabilizer Stabg (v) has bounded diameter with respect to dx . Then o ([G ~ A]) is an
upper bound for F in G(G).

4.3 Lineal hyperbolic structures and pseudocharacters

Let G be a group. Recall that a map ¢: G — R is a quasicharacter (or quasimorphism)
if there exists a constant D such that

lg(gh) —q(g) —q(h)| < D

for all g, h € G; one says that g has defect at most D . If, in addition, the restriction
of g to every cyclic subgroup of G is a homomorphism, ¢ is called a pseudocharacter
(or homogeneous quasimorphism). Every quasicharacter g: G — R gives rise to a
pseudocharacter p: G — R defined by

p(g) = lim a(e”)

n—oo0 n

(the limit always exists); p is called the homogenization of q. It is straightforward to
check that

15) lp(g)—q(g)l <D

for all g € G if g has defect at most D.

Recall that a lineal action of a group G on a hyperbolic space S is orientable if no
element of G permutes the two limit points of G on 0.S.

Clearly the property of being orientable is invariant under the equivalence of actions
and thus we can speak of orientable lineal hyperbolic structures on a given group G.
We denote the set of such structures by HZ (G).
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Lemma 4.15 Let p: G — R be a nonzero pseudocharacter. Let C be any constant
such that the defect of p is at most %C and there exists a value of p in the interval
(0,3C). Let

X=Xpc=1{g€G|Ip(®)|<C}

Then X is a generating set of G and the map p: (G, dx) — R is a quasi-isometry. In
particular, [X] € HZ(G) and L([X]) ={ge G| p(g) #0}.

Proof Fix any x € X such that p(x) € (O, %C) Given g€ G,let n = | p(g)/p(x)].
Then | p(g) —np(x)| < p(x) < 5C and hence |p(gx™")| <|p(g) —np(x)|+;C < C.
Therefore gx™ € X. Thus g € (X) and we have

r©)
p(x)

Note that we also have p(g) <1.5C|g|x . Combining this inequality with (16) we obtain

(16) lglx <

+ 2.

that p: (G,dx) — R is a quasi-isometry. In particular, this implies that [X] € H;(G)
and L([X]) ={g € G| p(g) #0}.

It remains to prove that [X] is orientable. Arguing by contradiction, suppose that
some element ¢ € G permutes the boundary points of S = I'(G, X). Then for every
h e £([X]), the sequences (a~'h™a) and (h™*) must converge to different points of 95
as n — oo. In particular, |[#",a]|x = dx(a~'h"a,h™) — oo, which contradicts the
obvious fact that the values p([Ah", a]) are uniformly bounded. a

Lemma 4.15 can be used to construct somewhat surprising group actions on quasilines.
Namely we say that an action of a group G on a hyperbolic space is purely loxodromic
if every element of G of infinite order acts loxodromically.

Corollary 4.16 Every hyperbolic group without infinite dihedral subgroups admits a
purely loxodromic action on a quasiline.

Proof Let G be a hyperbolic group without infinite dihedral subgroups, X a finite
generating set of G. Let O be the set of all pseudocharacters on G of defect at
most 1 satisfying |g(x)| <1 for all x € X endowed with the topology of pointwise
convergence. For every ¢ € O and every g € G, we have |¢(g)| <2|g|x — 1. Thus O
can be naturally identified with a subset of the set P = ngG[_2|g|X +1,2|glx —1].
Since Q isclosed in P and P is compact by the Tychonoft theorem, Q is compact.
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Since G contains no copies of D, for every infinite-order element g € G, there
exists a pseudocharacter gg: G — R such that g¢(g) # 0; this result can be extracted
from [26] and is also a particular case of [35, Example 1.6]. Rescaling g, if necessary,
we can assume that g, € Q. Obviously forevery p € O, (1—o)p+age € Q converges
to p in Q as a — 0. Therefore, the set Qg = {g € O | g(g) # 0} is dense in Q.
Note also that Qg is (obviously) open. By the Baire category theorem, the intersection
of Qg for all infinite-order elements g € G is nonempty and every pseudocharacter
from this intersection gives a required action by Lemma 4.15. a

Remark 4.17 1t is not difficult to show that no nonelementary hyperbolic group G
containing a copy of Do has a purely loxodromic action on a quasiline. We leave
the proof as an exercise for the reader. (Hint: show that an involution a of D, must
permute the limit points of G for every lineal action of G on a hyperbolic space; if the
action is purely loxodromic, this implies that ata = t~! for every element of infinite
order in G, which contradicts the assumption that G is hyperbolic and nonelementary.)

To every action of a group on a hyperbolic space fixing a point on the boundary, one can
associate the so-called Busemann pseudocharacter. We briefly recall the construction
and necessary properties here and refer to [32, Section 7.5.D; 44, Section 4.1] for more
details.

Definition 4.18 Let G be a group acting on a hyperbolic space S and fixing a point
£ €0S. Fix any s € § and let x = (x;) be any sequence of points of S converging
to &. Then the function gx: G — R defined by

qx(g) = limsup(ds(gs, xn) —ds (s, xn))
n—oo

is a quasicharacter. Its homogenization py is called the Busemann pseudocharacter.
It is known that for any two sequences x = (x;) and y = (y;) converging to &, we
have supgeq |9x(g) — gy (g)| < 0o [44, Lemma 4.6]; in particular, this implies that
Px = py and thus we can drop the subscript in py . It is straightforward to verify that
g € G acts loxodromically on S if and only if p(g) 5 0; in particular, p is nonzero
whenever G ~, S is orientable lineal or quasiparabolic.

Remark 4.19 By [44, Lemma 4.5], |gx(g) — (ds(gs, xn) —ds (s, x,))| is uniformly
bounded when g ranges in G and hence so is |p(g) — (ds(gs,xn) — ds (s, xn))|
(see (15)).
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Lemma 4.20 Let G = A x B for some groups A and B. Suppose that G acts
coboundedly on a hyperbolic space. Then the action is lineal or the induced action of at
least one of the subgroups A and B is elliptic.

Proof Suppose that both A and B act nonelliptically. Since the action of G is
cobounded, it cannot be parabolic. Hence there exists a loxodromic element in G,
which implies that at least one of A and B contains a loxodromic element. Let a € A
be loxodromic. Since B commutes with (a) it must fix ¢™ and ¢~ . In particular, the
action of B cannot be parabolic and hence B also contains a loxodromic element b,
whose limit points are necessarily a*. Now, using the fact that A commutes with (b)
we conclude that both A and B fix at and a™. Therefore, so does G. i

Recall that a subgroup H of a group G is called commensurated if H N gHg ™! has
finite index in both H and gHg ™! for all g € G.

Lemma 4.21 Let G be a group acting on a hyperbolic space S and let H be a
commensurated subgroup of G. Suppose that the action of H is parabolic. Then
the action of G is parabolic or quasiparabolic. In particular, if the action of G is
cobounded, then it is quasiparabolic.

Proof Let £ be the limit point of H on 3S. Let g€ G and I = HNgHg™'. Since
I has finite index in H its action on S is also parabolic with A(/) = A(H) = {&}.
Applying the same argument to gH g~ ! we conclude that A(/) = A(gHg™!) = {g&}.
Thus g& = £ for all g € G, ie the action of G is parabolic or quasiparabolic. a

The following theorem completely describes possible types of Hy(G) and HZ(G):

Theorem 4.22  (a) Forevery group G, Hy(G) (and hence HZ (G)) is an antichain.
(b) For every group G, the cardinality of ’HZ’ (G) is 0, 1 or at least continuum.

(c) For every cardinal number x there exists a group G, generated by a subset of
cardinality at most x such that

|H¢(Gyx)| =x  and ’HZ_(G,() = Hap(Gx) = Hu(Gx) = 2.

In addition, if » € N, then G,, is finitely generated.

Proof (a) This follows immediately from Corollary 4.12.
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(b) We denote by P(G) the linear vector space of pseudocharacters on G. We consider
three cases:

Casel (dimP(G)=0) In this case ’HZ’ (G) = @ as otherwise there would exist a
nonzero Busemann quasicharacter on G.

Case2 (dimP(G)=1) Let[X]and [Y] be any elements of ’Hzr (G) and let p and ¢
be Busemann pseudocharacters associated to the actions of G on the corresponding
Cayley graphs. Taking s = 1 in the definition of both pseudocharacters, we conclude
that |p(x)| <1 for all x € X. Since p and g are linearly dependent, ¢ is uniformly
bounded on X. It follows that |dy (x, x,) — dy (1, x5)| is uniformly bounded on X,
where (x,) C G is the fixed sequence used to construct g. Since I'(G, Y) is a quasiline,
it follows that dy (x, 1) is uniformly bounded, ie ¥ < X. Similarly we prove that
X <Y. Thus [X]=[Y].

Case3 (dimP(G)>2) Let p and g be two linearly independent pseudocharacters
of defect at most D on G. Let x and y be elements of G such that the vectors
u=(px),p(y)) and v = (¢(x),q(y)) are linearly independent. Rescaling p and ¢
if necessary, we can assume that ||u|| = ||v|| = 1. For A € [0, 1], let

ry=4Aip+(1—-21)q.
Clearly r), is a pseudocharacter of defect at most D.

Given real numbers a, b and ¢, we write a =, b if |a —b| < c. Tt is straightforward
to check that for any m,n € Z, we have

A7) 1 ("™ mp mp () +(1=1)g () +1Qp (1) +(1=2)g (7)) =projy,, (7))

where w) = Au + (1 —A)v. Since u and v are linearly independent, w, and w,, are
not collinear whenever A # . Together with (17) this implies that for every A # u,
there is a sequence (z;) of elements of G of the form z; = x"i y™ such that |ry (z;)]
is bounded by D + 1, while r,(z;) — 00 as i — oo. Applying Lemma 4.15 to the
pseudocharacters ry for A € [0, 1] and C > D + 1, we obtain a continuum of pairwise
nonequivalent lineal hyperbolic structures on G.

(c) Let DX denote the direct sum of x copies of the infinite dihedral group. We
enumerate copies of Do, using indices from an index set I of cardinality ». Let
t; and a; for i € I be generators of copies of D, where |f;| = 00 and |a;| = 2. Let
[X]eH(DE) andlet S =T'(G, X). Then each #; is either elliptic or loxodromic with
respect to the action on S (this dichotomy holds for elements of any group acting on a
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quasiline; see for example [43, Corollary 3.6]). Suppose that #; and ¢; are loxodromic
for some i # j. Then the relation q;t; = zl._la,- forces a; to permute the boundary
points of S while a;#; = tja; implies that a; fixes dS pointwise. This contradiction
shows that exactly one element #; is loxodromic. From now on, we fix this index i.

Let C; < DX, be the direct sum of all copies of D, except the i th copy. Then C;
contains no loxodromic elements. Since C; <1 DX, by Lemma 4.21 the action of C;
on S cannot be parabolic, hence it is elliptic. Thus X ~ {¢;,a;} U C;. It is clear that
such structures are not equivalent for different indices i . Thus Hy(D%) = x.

Finally we notice that every action of D%, on a hyperbolic space must be lineal or
elliptic by Lemma 4.20 (and transfinite induction). Thus we get a complete description
of H(DY): it is obtained from the antichain of cardinality » by adding one element,
which is smaller than every element of the antichain. |

Example 4.23 Let G = Z x Z. Then H(G) = H¢(G) U H(G) by Lemma 4.20;
notice also that HZ(G) = Hy(G) for every abelian group. Clearly G has at least
two nonequivalent lineal hyperbolic structures. Therefore, Hy(Z x Z) is an antichain
of cardinality continuum. The poset H(Z x Z) is obtained from this antichain by
adding one element (corresponding to the elliptic structure), which is smaller than
every element of the antichain. The same argument works for G = Z" for every n € N
with n > 2. For n = 1, H(G) is the chain of length 2 (this follows from the proof of
Lemma 4.7).

4.4 Examples of quasiparabolic structures

The main goal of this section is to write down a couple of useful observations about
quasiparabolic structures and discuss examples of quasiparabolic structures on Z? Z.

Lemma 4.24 Let G ~ S be a quasiparabolic action of a group G on a hyperbolic
space. Then there exists [X] € Hqp(G) on G suchthat G A, S ~y G~ T'(G, X).

Proof This is a combination of the fact that quasiparabolic actions have quasiconvex
orbits (see Theorem 4.2(iv)(a)) and Proposition 3.14. a

Example 4.25 Let us consider the Baumslag—Solitar group

G = (a,b|bab™! =a?).
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It is well known and easy to prove that G is isomorphic to the subgroup of SL,(R)

generated by
b= V2 0 and (!
o 1/v2 “=\o1)

Thus we obtain an action of G on H? that factors through the action of SL,(R).
It is easy to see that this action is quasiparabolic. Indeed, G contains loxodromic
elements (eg b) and parabolic elements (eg a ), hence the action cannot be elementary
by Theorem 4.2. The action cannot be of general type either since G is solvable while
every group admitting a general type action on a hyperbolic space contains a noncyclic
free subgroup by the standard ping-pong argument; see [32]. Hence the action is
quasiparabolic.

Although the action of G on H? is not cobounded, Lemma 4.24 provides us with a
quasiparabolic structure on G. Yet another element of Hy,(G) can be obtained using
the action of G on the Bass—Serre tree associated to the HNN extension structure; in
this case the action is cobounded so we do not need Lemma 4.24 and can simply use
the Svarc—Milnor map. It is not hard to show that these two quasiparabolic structures
on G are not equivalent. Indeed there are no nontrivial elliptic elements with respect
to the first structure, while all elements from [G, G| are elliptic with respect to the
second structure.

The next observation implies that a quasiparabolic structure is never minimal. This
should be compared to Theorem 2.3, which states that a lineal structure is always
minimal, and Theorem 2.5, which implies that a general type structure can be minimal.

Corollary 4.26 For any A € Hq,(G), there exists B € HZ (G) suchthat B < A. In
particular, if Hqp(G) # @, then H} (G) # @.

Proof Let p be the Busemann pseudocharacter associated to the action of A (see
Definition 4.18), and let B be the orientable lineal structure corresponding to p (see
Lemma 4.15). It easily follows from the definition of the Busemann pseudocharacter
and Lemma 4.15 that B < A4. O

Recall that D denotes the set of natural numbers ordered according to divisibility: m <n

if m | n. The main result of this section is the following proposition. Its proof essentially
uses the Bass—Serre theory of groups acting on trees; for details we refer to [62].
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Proposition 4.27 Let G =7 7.

(a) Mqp(G) contains an isomorphic copy of D.

(b) Hqp(G) contains an antichain of cardinality continuum.

Proof (a) It is well known and easy to prove that the group G has the presentation
G =(s.{ai}iez | sais™ =ait1, lai.aj) =1, i, j € Z).
For every n € N, there is a natural homomorphism G — G, = Z, ! Z , where
Gn = (t.4bi}iez | thit ' =bity. [bi,bjl=bl'=1,i,j € L),

sending s to ¢ and a; to b; for all i. The group G, can be thought of as an ascending
HNN extension of B, = (bg, b1, ...) associated to the endomorphism sending b;_;
to b; forall i € N. Let T;, be the associated Bass—Serre tree. Since the HNN extension
is ascending, G, fixes an end of 7, and hence the action G, ~, T, is quasiparabolic.
Therefore so is the action of G on T}, that factors through G, ~ 7.

Let [X,] = o([G ~ Ty]). We have [X,] € Hqp(G) by (6) and Lemma 4.4. We claim
that the map f: n + [X}] defines an order-preserving embedding D — Hqp(G).

To prove that f is order-preserving, it suffices to show that for every m, n € N such that
n | m, there is a G —equivariant Lipschitz map A from the vertex set V(Ty,) = Gm/Bm
to the vertex set V(Ty,) = Gy, /B, . Indeed then G ~, T, < G ~ T, by Definition 3.1,
and passing to equivalence classes of actions and using Lemma 3.8 and Proposition 3.12
we obtain the required inequality. We define A in the obvious way by sending a vertex
gBm of Ty, to the vertex £(g) B, , where ¢ is the natural homomorphism G, — Gy;
of course, it only exists if n | m. It follows immediately from the construction of the
trees Ty, and T}, that if two vertices u and v of T}, are connected by an edge in T;,,
then A(u) and A(v) are connected by an edge in T,,. Thus A is Lipschitz. This finishes
the proof of the fact that f is order-preserving.

It remains to show that f is injective. Let m < n be two natural numbers and let
M = Ker(G — Gy,). If the action of M on T, has bounded orbits, then M must
fix a vertex of T} (this is well known for every group acting elliptically on a tree);
since M <1 G and the action of G on vertices of T}, is transitive, this implies that M
fixes all vertices of T, . In particular, M < B,,, which is obviously not the case. This
contradiction shows that M has unbounded orbits on 7. On the other hand, M acts
trivially on Ty,. This easily implies that f(m) = o ([G~ Tin]) » o ([G A Ty]) = f(n).
Thus, f is injective.
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(b) Note that for every £ > 0, the mappings

(42 e )

extend to a homomorphism ¢¢: G — SL>(R) (in fact, this is an embedding if and
only if £ is transcendental, but we will not use this). Arguing as in Example 4.25,
it is easy to verify that the action A¢ of G that factors through the standard action
of SL,(R) on H? is quasiparabolic whenever £ # 1. Applying Lemma 4.24, we obtain
a quasiparabolic structure [X¢] € Hgp(G) such that G ~, T'(G, Xg) ~y Ag.

We identify H? with the upper half-plane model. To distinguish between the actions
of G we use the notation ¢¢(g)z to denote the image of z € H? under the action of
g € G with respect to Ag. Let

gn =ay"ay"
for some oy, B, € Z.. Then
{1 ané+ Ba
and therefore we have
(18) ¢g(gn)Z:Z+OtnE+,3n.

Let £ # 7 be two positive numbers not equal to 1. We want to show that [X¢] and [X]
are incomparable. Arguing by contradiction, assume that X, < X¢. By Proposition 3.12,
we have A, < Ag, ie there exists a constant C such that

(19) dy2(z, ¢y(8)z) = Cdy2 (2. d£(g)2) + C
for all g € G.
Let us choose sequences of integers (¢,) and (8;) such that lim,_, oo o, = 00 and
(20) |lon§ + pnl < 1.
Since £ # 7, it follows that
20 lim |a,n+ Bn| = oo.
n—o0
Using (18) and (20), we obtain that dpy2(¢e(gn)z.2z) = dp2(z + an§ + Bn. z) is

uniformly bounded for all n € N. Replacing £ with 1 and arguing in the same way,
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we obtain that dyg2 (¢, (gn)z, z) — 00 as n — oo by (21). Clearly this contradicts (19).
This contradiction shows that A¢ and A; are incomparable for any positive 7 # & and
thus {[A4¢] | £ € (0, 1) U (1, +00)} is an antichain in Hqp(G) of cardinality continuum.

O

4.5 Groups with finitely many hyperbolic structures of general type

Our main goal here is to prove the following:

Theorem 4.28 For every n € N, there exists a finitely generated group G, such that
Me(Gn) = Hap(Gn) = @ and Hg(Gy) is an antichain of cardinality n. In particular,
we have |H(Gp)| =n + 1 and the poset H(Gy) has the structure described in Figure 1.

Proof Let T be an n—regular tree with n > 3 and let G be a finitely generated group
of automorphisms of 7" such that the following conditions hold:

(a) G is dense in Aut(T) with respect to the topology of pointwise convergence.

(b) For every vertex v of T, Stabg (v) is a commensurated torsion subgroup of G.

There do exist examples of groups satisfying these properties. For instance, for any
simply transitive subgroup F < §,, the group G = G(F) < Aut(T) considered
in [41] is finitely generated by [41, Corollary 3.8] and satisfies (a) by [41, Propo-
sition 3.5]. In addition, for every v € V(T), the subgroup Stabg(v) is locally
finite (see the last two paragraphs of Section 3.1 in [41]). Since T is locally finite,
Stabg (v) N gStabg (v)g~! = Stabg (v) N Stabg (gv) has finite index in both Stabg (v)
and Stabg (gv) for all g € G. Thus (b) is also satisfied.

Since T is regular, every map between two pairs of equidistant vertices of 7' extends
to an automorphism of 7. By (a) the action of G on pairs of equidistant vertices of T’
is coarsely transitive (in particular, the action of G on T is cocompact) and therefore
A = 0([G ~ T]) is a minimal hyperbolic structure on G by Proposition 4.9. Note
that (a) also implies that A € Hy(G). Indeed let a, b and ¢ be any triple of vertices
of T such that d7(a,b) = dr(b,c) = %dT(a,c). By (a) there is g € G such that
ga =b and gb = c. Then g acts loxodromically on 7 and preserves a geodesic
in T passing through a, b and c¢. Obviously this construction yields independent
loxodromic elements of G.

For any [X] € Hy(G) UHy(G), the induced action of any vertex stabilizer Stabg (v)
on I'(G, X) cannot be lineal, quasiparabolic or of general type as Stabg (v) has no
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elements of infinite order. Nor can it be parabolic, by (b) and Lemma 4.21. Thus
the induced action of Stabg (v) on I'(G, X) is elliptic for every vertex v and we can
apply Corollary 4.14, which implies that A is the largest element of H;(G) U Hg(G).
Being largest and minimal, A must be the only element of H;(G) U Hy(G). In
particular, G has no lineal structures and hence it has no quasiparabolic structures by
Corollary 4.26. Thus A is the only nontrivial element of H(G).

Let G, = G". If G acts coboundedly on a hyperbolic space and the induced action
of two distinct multiples in G” is nonelliptic, then the action of G, must be lineal by
Lemma 4.20, and we get a contradiction again since G has no lineal hyperbolic struc-
tures. Thus the only hyperbolic structures on G" are those for which the corresponding
actions factor through the actions of one of the multiples. Clearly the equivalence
classes of these actions form an antichain of cardinality 7. a

5 Induced hyperbolic structures

5.1 Strongly hyperbolically embedded subgroups

In this section, we introduce the notion of a strongly hyperbolically embedded collection
of subgroups. This is a strengthening of the notion of a hyperbolically embedded
collection of subgroups introduced in [23]. Our main result is Proposition 5.9, which
provides a rich source of examples; it can be thought of as a generalization of the fact
that the action of a relatively hyperbolic group on the corresponding relative Cayley
graph is acylindrical (see [56, Proposition 5.2]). In Section 5.2 we will show that the
induced structure map behaves especially well for strongly hyperbolically embedded
subgroups; this result will have numerous applications in Sections 5.3 and 7.1.

We begin by recalling basic definitions and results from [23].

Suppose that we have a group G, a collection of subgroups {H1, ..., H,} of G, and a
subset X € G such that X together with the union of all H; generate G. Let

(22) H=H UHyU---UH,p,.
We think of X and # as abstract sets and consider the alphabet
(23) A=XUH

together with the map A — G induced by the obvious maps X — G and H; — G.
By abuse of notation, we do not distinguish between subsets X and H; of G and their
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preimages in 4. Note, however, the map A — G is not necessarily injective. Indeed if
X and a subgroup H; (respectively subgroups H; and H; for some i # j) intersect
in G, then every element of H; N X C G (respectively H; N H;) will have at least two
preimages in A: one in X and another in H; (respectively one in H; and one in H;)
since we use disjoint unions in (22) and (23).

In these settings, we consider the Cayley graphs I'(G, X UH) and I'(H;, H;), and we
naturally think of the latter as subgraphs of the former. For every i € {1,...,n}, we
introduce a relative metric d;: H; x H; — [0, +00] as follows: We say that a path p
in T'(G, X U%H) is admissible if it contains no edges of I'(H;, H;). Then c’l\, (h,k) is
defined to be the length of a shortest admissible path in I'(G, X L H) that connects &
to k. If no such a path exists, we set c?, (h,k) = 00. Clearly c?l satisfies the triangle
inequality, where addition is extended to [0, +0c0] in the natural way.

It is convenient to extend the relative metric c?, to the whole group G by assuming

di(fT'g. 1) if fTlge H,,
otherwise.

di(f.g):=

If the collection {H1, ..., H,} consists of a single subgroup H, we use the notation d
instead of d; .

Definition 5.1 A collection of subgroups {H1,..., H,} of G is hyperbolically em-
bedded in G with respect to a subset X C G, denoted by {H1, ..., Hy,} —p (G, X),
if the following conditions hold:

(a) The group G is generated by X together with the union of all H; and the Cayley
graph I'(G, X LUH) is hyperbolic.
(b) For every i, the metric space (Hj, alf\l-) is proper, ie every ball (of finite radius)

in H; with respect to the metric 3, contains finitely many elements.

If, in addition, the action of G on I'(G, X UH) is acylindrical, we say that { Hy, ..., Hy,}
is strongly hyperbolically embedded in G with respect to X.

Finally, we say that the collection of subgroups {H1, ..., H,} is hyperbolically em-
bedded in G and write {Hy,...,Hy} — G it {Hy,..., Hy} —} (G, X) for some
X CaG.

Remark 5.2 Unlike the notion of a hyperbolically embedded subgroup, the notion of
a strongly hyperbolically embedded subgroup depends on the choice of a generating set.
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X X X
| | Ty
X X X

Figure 2: H x Z (left) and H % Z (right).

In general, {H;,..., H,} <= (G, X) does not imply that {Hy, ..., Hy} is strongly
hyperbolically embedded in G with respect to X, but does imply that {H7, ..., Hy} is
strongly hyperbolically embedded in G with respect to some other relative generating
set Y containing X ; see [56, Theorem 5.4] for details.

For any group G we have G < G. Indeed we can take X = &. Then the Cayley
graph I'(G, X U H) has diameter 1 and the corresponding relative metric satisfies
d (h1,h2) = oo whenever hy # h,. Further, if H is a finite subgroup of a group G,
then H <}, G. Indeed H —}, (G, X) for X =G.

Since hyperbolically embedded subgroups and the metric d introduced above play a
crucial role in this paper, we consider two additional examples borrowed from [23].

Example 5.3 (a) Let G = H xZ, X = {x}, where x is a generator of Z. Then
I'(G, X U H) is quasi-isometric to a line and hence it is hyperbolic. However
the corresponding relative metric satisfies d (h1,hy) <3 forevery hy,h, € H
(see Figure 2, left). Indeed let 'y denote the Cayley graph I'(H, H). In the
shifted copy xI'y of I'y there is an edge (labeled by hl_lhz € H) connecting
hix to hax, so there is an admissible path of length 3 connecting &1 to A;.
Thus if H is infinite, then H <% (G, X).
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(b) Let G=H=x*Z, X ={x}, where x is a generator of Z. In this case ['(G, XU H)
is quasi-isometric to a tree (see Figure 2, right) and d (h1,hy) = oo unless
hi1 =hy. Thus H <}, (G, X). In fact, H is strongly hyperbolically embedded
in G in this case.

The following result, proved in [23], relates the notions of hyperbolically embedded
collections of subgroups and relatively hyperbolic groups. (Readers unfamiliar with
relative hyperbolicity can take this result as the definition of relatively hyperbolic
groups.)

Theorem 5.4 Let G be a group, {H1, ..., Hy,} a collection of subgroups of G. Then
{Hy,...,Hy} =} (G, X) fora finite X € G if and only if G is hyperbolic relative
to {Hl, ceey Hn}.

We will make use of several technical notions first introduced in [54; 52] for relatively
hyperbolic groups and then generalized in the context of hyperbolically embedded
subgroups in [23].

Definition 5.5 Let g be a path in the Cayley graph I'(G, X UH). A (nontrivial)
subpath p of ¢ is called an H;—subpath if the label of p is a word in the alphabet H; .
An H;—subpath p of g is an H;—component if p is not contained in a longer H;—
subpath of ¢; if ¢ is a loop, we require in addition that p is not contained in any longer
H; —subpath of a cyclic shift of ¢.

Two H;—components p; and p, of a path ¢ in I'(G, X UH) are called connected if
there exists a path ¢ in I'(G, X U%H) that connects some vertex of p; to some vertex
of p», and the label of ¢ is a word consisting only of letters from H;. In algebraic
terms this means that all vertices of p; and p, belong to the same left coset of H; .
Note also that we can always assume that ¢ is an edge as every element of H; is
included in the set of generators. A component of a path p is called isolated in p if it
is not connected to any other component of p.

The following result is a simplified version of [23, Proposition 4.13]. Given a path p
in a metric space, we denote by p_ (respectively p. ) its initial (respectively terminal)
point.

Lemma 5.6 Suppose that {H;,..., H,} = (G, X). Then there exists a constant C
such that for any m—gon p with geodesic sides in I'(G, X U #H) and any isolated
H; —component a of p, we have dj(a—,a4+) < Cm.
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The next lemma is an immediate corollary of a particular case of Proposition 4.11(b)
of [23]. Note that we state it for a finite collection of subgroups, which allows us to
find a uniform constant B.

Lemma 5.7 If {H;i,...,H,} <} (G, X), then there exist a constant B and finite
subsets Z; C H; such that dz,(f.g) < Bd;(f.g) for all i € {1,...,n} and all

f,gEHi.

Combining these lemmas we obtain the following corollary, which will be used in later
sections. Note that we use word metrics on G associated to arbitrary (not necessarily
generating) subsets: given ¥ € G and g, € G, we define dy (g, h) tobe |g~ h|y if
g 'h e (Y) and set dy (g, h) = oo otherwise.

Corollary 5.8 Let {Hy,...,H,}—}, (G, X) andfori =1,...,n, let Y; be a subset
of G such that H; is a subgroup of (Y;). Then there exists a constant D such that for
any m—gon p with geodesic sides in I'(G, X UH) and any isolated H; —component a
of p, we have

dy,(a—,ay) < Dm.

Proof For each i, let Z; be the finite subset of H; provided by Lemma 5.7 and let
M =max;=1,. nmax;ez, |z|y, <oo. It suffices to take D = BCM, where B and C
are the constants provided by Lemmas 5.6 and 5.7, respectively. a

The following proposition gives a sufficient condition for a hyperbolically embedded
subgroup to be strongly hyperbolically embedded:

Proposition 5.9 Suppose a group G is generated by a subset X and H —, (G, X).
If the action of G on I'(G, X) is acylindrical, then H is strongly hyperbolically
embedded in G with respect to X.

Before proving Proposition 5.9, we need the following lemma:

Lemma 5.10 Let S be a §—hyperbolic space and G a group acting by isometries
on S. For every ¢ > 0 and every pair of points x,y € S, there exists a constant E
depending only on § and & such that the following condition is satisfied: whenever
g € G satisfies max{ds(x,gx),ds(y,gy)} < e, any point z on a geodesic from x
to y satisfies

ds(z,gz)<E.
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Proof Letusfix ¢ >0, and let x and y be any two points in S and y a geodesic in S
from x to y. Suppose there exists a g € G such that dg(x, gx) <e and dg(y, gy) <e.
Let z € S be any point that lies on y, and let § be the hyperbolicity constant of S. Then
there is a point ¢ on gy such that dg(z,t) <28+ . Without loss of generality, assume
t lies on the subpath of gy between gx and gz. Then ds(gx,t) > ds(x,z)—25—2¢.
Since ds(gx, gz) =ds(x,z), it follows that dg (¢, gz) = ds(gx,gz) —ds(gx,t) <
2e + 2§. Thus, by the triangle inequality, ds(z, gz) <3e+44. Setting E =3¢+ 44
completes the proof. a

Remark 5.11 It is shown in [56, Lemma 2.4] that the action of a group G on a
hyperbolic space S is acylindrical if and only if for every ¢ > O there exist R, N > 0
such that for every two points x and z satisfying d(x,z) = R,

#{g € G | max{d(x. gx).d(z.gz)} <&} < N.
Proof of Proposition 5.9 By Definition 5.1(a), there is § > 0 such that I'(G, X U H)

is —hyperbolic. For any 1 > 0, let R(n) and N(n) be the constants of acylindricity
associated to the action of G on I'(G, X).

Our goal is to prove that the action of G on I'(G, X U H) is acylindrical. Let us fix
e > 0. Let D be the constant provided by Corollary 5.8 with n =1 and Y; = X, and
let E be the constant provided by Lemma 5.10 applied to T'(G, X U H). Fix a natural
number K such that

K > max{R(20DE),e + 1,2E + 1}.

Let g € G be such that
dxun(l,g) = 3K,

and suppose an element a in G satisfies
24 dyur(l,a)<e and dxum(g.ag) <e.
By Remark 5.11, it suffices to give a uniform bound on the number of such a € G.

For any x, y € G, [x, y] will always denote a geodesic in I'(G, X LI H) connecting x
to y. Whenever we use this notation, the choice of particular geodesic will be irrelevant.
Choose two points x and y on [1, g] such that

dxug(l,x)=K and dxun(y,g) =K.
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Figure 3: Case 1(a) (left) and Case 1(b) (right).

It follows from Lemma 5.10 that
(25) dxur(x,ax) <E and dxyun(y,ay)<E.

There are two cases to consider: either all the H —components of [x, y] are sufficiently
short in I'(G, X)), or there exists an H —component of [x, y] that is long. In the first
case, we will bound the distances from x and y to ax and ay in I'(G, X)), respectively,
and use the acylindricity of the action of G on I'(G, X) to bound the number of a € G
satisfying (24). In the second case we will use the local finiteness of the metric space
(H, d ) to bound the number of such a.

Case 1 Suppose all H—components u of [x, y] satisty
(26) dx (u—,uy) <4D,
and let b be an H —component of [x, ax]. There are four possibilities:

(a) If b is connected to an H —component v of [y, ay], then there is an edge e labeled
by an element of H connecting b— to v_ (see Figure 3, left).

By the triangle inequality,
dxub(x,y) <dxun(x,b-) +dxun (b—,v-) +dxun (v, y)

<dyxuma(x,ax)+dxua(y,ay)+1
<2F +1.

However, as dyug (x,y) = K > 2FE + 1, we reach a contradiction.

(b) If b is connected only to an H —component u of [x, y], then let e; and e, be
the edges labeled by elements of H connecting b— to u— and b4 to u4, respectively
(see Figure 3, right).
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The edges e and e are isolated in
etUfu—,x]U[x,b-] and exU[ut,y]Ul[y,ay]Ulay,ax]VUlax,b+],

respectively, so by Corollary 5.8, dy ((e;)—. (¢;)+) < 5D for i =1,2. By (26) and
the triangle inequality,

27) dx (b—,by) < 14D.

Without loss of generality, we may assume that a[l, g] = [a,ag]. Then any H—
component of [ax,ay] is the image under a of an H —component of [x, y]. Thus,
by an analogous argument, we get the same bound if b is connected only to an H —
component of [ax,ay].

(¢) If b is connected to an H —component u of [x, y] and an H —component v of
[ax,ay], then let e1, e3 and e4 be the edges labeled by elements of H connecting
u_ to b—, by to v— and v+ to u4, respectively (see Figure 4, left).

By the reasoning in (a), b cannot also connect to an H —component of [y, ay]. Thus, the
edges e, e3 and ey are isolated in eq U [u—, x]U[x,b_], e3U[v_,ax]U[ax, by] and
eq4Uug, y|U[y,ay]Ulay, v4], respectively. By Corollary 5.8, dxy ((e;)—, (ej)+) <4D
for i =1,3,4, and by (26), dx (u—,u4+) < 4D. As above, we may assume that any
H —component of [ax,ay] is the image under a of an H —component of [x, y], and it
follows from (26) that dy (v—, v4) < 4D. By the triangle inequality,

(28) dx(b—,by) <20D.
(d) If b isisolated in [x, y]U [y,ay] U [ay,ax] U [ax, x], then by Corollary 5.8,
(29) dx(b—.by) < 4D.

Equations (28), (27) and (29) show that for any H —component b of [x,ax], we have
dx (b—, by) <20D. Combining this with (25) yields that
dx(x,ax) <20DE.
By a symmetric argument,
dx(y.ay) <20DE.
Since

dx (x,y) > dxur(x,y) = K > R(20DE),

the acylindricity of the action of G on I'(G, X) allows us to conclude that there are at
most N(20DE) elements a € G satisfying (24).
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ag

Figure 4: Left: Case 1(c). Right: the component ¢ cannot be connected to
[1,a] or [g,ag].

Case 2 Suppose there exists an H —component ¢ of [x, y] with dy(c—,c4+) > 4D.
Then ¢ cannot be isolated in the quadrilateral [1, g] U [g,ag] U [ag,a] U [a, 1], by
Corollary 5.8. However, ¢ cannot connect to [1,a] or [g,ag]. Indeed, if ¢ connects
to an H —component b of [1,a], then there is an edge labeled by an element of H
connecting b_ to c— (see Figure 4, right), and so

dxup(l,c-) <dxumg(l,b-) +dxug(b—,c-) <e+1.
As
dxug(l,c-) >dxug(l,x) =K >e+1,

we reach a contradiction. A similar contradiction will be reached if ¢ connects to an
H —component of [g,ag]. Therefore ¢ must connect only to an H —component ¢’
of [a,ag]. Let e be an edge labeled by an element of H connecting c— to ¢’ (see
Figure 5).

The edge e must be isolated in [1,c_]Ue U [c_,a]U [a, 1], so by Lemma 5.6 there is
a constant C such that c?(e_, ey) <4C. Let u = [1,c_] and v = [¢_,a]. Then the
labels of uev and a represent the same element of G. There are at most 3K choices
for u and v, as they are subpaths of [1, g] and [a, ag], respectively, both of which
have length 3K. Let B be the number of elements in a ball of radius 4C in the metric
space (H, d ). The number of choices for e is bounded by B, and by Definition 5.1(b),
B < 0o. Therefore, there are at most 9K2 B choices for a.

In either case, there are at most max{N(20DE), 9K? B} elements a € G satisfying (24),

which completes the proof. a

Note that we do not require I'(G, X) to be hyperbolic in Proposition 5.9. In particular,
we recover the well-known fact that the action of a relatively hyperbolic group on the
relative Cayley graph is acylindrical; see [56, Proposition 5.2].
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Figure 5: Case 2.

Example 5.12 Let G be a finitely generated group hyperbolic relative to a finite
collection of subgroups {H1,..., H,}. Then {Hy,..., H,} is strongly hyperbolically
embedded into G with respect to any finite generating set X of G. Indeed this follows
from Theorem 5.4 and Proposition 5.9 since the action of G on I'(G, X) in this case
is obviously acylindrical.

Our proof of Theorems 2.6 and 2.11 makes use of strongly hyperbolically embedded
subgroups of the form F, x K(G) in every acylindrically hyperbolic group. More
precisely, we will need the following:

Proposition 5.13 For every acylindrically hyperbolic group G and every nonelemen-
tary [Y] € AH(G), there is a subgroup H of G isomorphic to F, x K(G) which is
strongly hyperbolically embedded in G with respect to Y. Moreover, the action of H
on I'(G,Y) is purely loxodromic.

We begin with a lemma:

Lemma5.14 Let Hy,..., H,, F be subgroups of G and Y C G arelative generating
setof G withrespectto F suchthat {H1,..., H,, F}—}, (G,Y). If H; is hyperbolic
fori =1,...,n,then F —} (G,Y).

Proof Let Xi,..., X, be finite generating sets for Hy,..., Hy, respectively, and
let H=|['_;Hi and X = |_|;?=1 Xi. Since |X| < oo, it suffices to show that
F <5, (G,Y U X) by [23, Corollary 4.27]. As [X;] € H(H;) and [F] € H(F), by
Theorem 5.15 [Y U X3 U---U X, U F] € H(G). Thus the first part of Definition 5.1 is
satisfied.

Let d 1 and 32 be the relative metrics on F defined by taking admissible paths in
I'G,YUHUF) and ['(G,Y UX U F), respectively, as in Definition 5.1.
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It remains to show the second condition of Definition 5.1 holds, that is, that (F, 6/1\2) isa
proper metric space. We naturally think of I'(F, F') as a subgraph of I'(G,Y UX U F)
and fix f € F. Consider aball B in F centered at f of radius R < oo in the metric 6/1,\2.
Then, for any f’ € B, f and f’ are connected in ['(G,Y U X Ul F) by an admissible
path p of length at most R, ie a path that does not contain any edge of I'(F, F'). Since
I'(G,Y UXUF) is itself a subgraph of I'(G, Y UH U F), we can consider p as a path
in ['(G,Y UHU F). Itis clear that p is an admissible path in I'(G,Y UH U F), as
well, and so d 1(f. ') < R. Since F is part of a hyperbolically embedded collection of
subgroups, any ball in F with respect to the metric d 1 contains finitely many elements.
Therefore B contains finitely many elements, completing the proof. a

Let G be a group acting on a metric space S. A subgroup H < G is called geometrically
separated if for all ¢ > 0 and all s € §, there exists R > 0 such that the following holds:
if for some g € G, diam(Hs N (gHs)™®) > R in S, then g € H. Here, (gHs)™®
denotes the closed e—neighborhood of gH's.

Proof of Proposition 5.13 By [23, Lemma 6.18], there exist independent loxodromic
elements g1,...,g6 € L([Y]) such that E(g;) ~{g;) x K(G). By [34, Corollary 3.17],

{E(g1), ..., E(86)} —n (G, Y).
Let

(30) H = (a,b, K(G)),
where a = g g5 g% and b = g g2 g¢ for sufficiently large n, and let

€= E(g)\{lju---UE(ge) \{1}.

It is shown in the proof of [23, Theorem 6.14] that {(a, b) is isomorphic to F», that H >~
(a,b) x K(G) and that H is quasiconvex and geometrically separated in '(G, Y LE).
By [34, Theorem 3.16], it follows that H <, (G, Y UE). Therefore, by [4, Remark 3.4
and Theorem 3.9],

{E(g1). ... E(g6). H} = (G.Y).

Since each E(g;) is virtually cyclic, and so hyperbolic, and Y is a generating set of G,
Lemma 5.14 implies that
H —n (G, Y).

The action of H on I'(G,Y) is acylindrical as [Y] € AH(G), and therefore H is
strongly hyperbolically embedded in (G, Y') by Proposition 5.9.
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It is shown in the proof of [23, Theorem 6.14] that H acts properly on I'(G,Y LU¢E).
Thus H acts properly on I'(G,Y) as well, and so the action is purely loxodromic,
completing the proof. a

5.2 Acylindricity of induced structures

We begin by recalling some useful results from [3], which play the central role in the
proof of Theorems 2.6, 2.9 and 2.11. Let Hy, ..., H, be subgroups of a group G and
let X be a relative generating set for G with respect to Hy, ..., H,. Let

tx: G(H1) x---xG(Hy) = G(G)
be the map defined by
n
(1) w (N [Ya]) = [Xu(UYi)]
i=1
This map can be thought of as the analogue of the induced action map defined in [3]

for equivalence classes of group actions on geodesic metric spaces. In the theorem
below, we restate some of the results of [3] using terminology of this paper:

Theorem 5.15 Let G be a group, let Hy, ..., H, be subgroups of G and let X be
a relative generating set for G with respect to Hy, ..., H,. Then the map tx defined
by (31) is well defined and order-preserving. If, in addition, {H1, ..., H,} —} (G, X),
then the following hold:

(@) x sends H(Hq) x---x H(Hy) to H(G).

(b) Let ([Y1]....,[Yn]) € G(Hy) x--- X G(Hy) and let [Z] = ix([Y1],....[Yn]).
Then, foreveryi = 1,...,n, we have

(32) HiT(G,Z) ~y Hi A T'(H;, Yi).
In particular, tx is injective.

Proof The first claim of the theorem is obvious, so we only need to explain how (a)
and (b) follow from results proved in [3]. In our situation, the induced action map
studied in [3] is given by

(LHy 3 DCHL YO, [Hy o T (Hy Ya)]) > [GQF(G,X o(U Y))}
i=1

see [3, Theorem 3.26(b)]. Using the isomorphism of posets A, (G) and G(G) defined
in Proposition 3.12, it is easy to see that the corresponding map on equivalence classes of
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generating sets (defined by the obvious commutative diagram) is exactly tx . Therefore,
txy maps hyperbolic structures to hyperbolic structures by [3, Theorem 4.9(a)].

Part (b) is also an immediate consequence of [3, Theorem 4.9(a)]. Indeed, in our
notation, that result states that G ~, I'(G, Z) is an extension of H; ~ I'(H;,Y;),
which means that there exists a coarsely H; —equivariant quasi-isometric embedding
f:T'(H;,Y;) > T(G, Z). Assume that f satisfies the definitions of a quasi-isometric
embedding and a coarsely H;—equivariant map with the constant C. Then, for every
h € H;, we have

dy;(1,h) < C(dz(f(1), f(h) + C) < Cdz(f(1), hf(1)) +2C>.

Thus H; ~ I'(H;,Y;) < H; ~ T'(G, Z). The opposite inequality is obvious since we
can assume that ¥; € Z without loss of generality; see (31). Thus we have (32).

In particular, if
tX([Xl]’ ) [Xn]) = LX([YI]’ s [Yn]),

then the actions H; ~ I'(H;, X;) and H; ~, I'(H;,Y;) are weakly equivalent for
all i. By Lemma 3.8(b), these actions are equivalent and consequently [X;] = [Y;] by
Proposition 3.12. Thus ty is injective. O

The main result of this section shows that tx preserves acylindricity whenever the
collection {H1, ..., Hy} is strongly hyperbolically embedded in G with respect to X
(see Definition 5.1).

In order to simplify constants involved in the proof of the main theorem of this section,
it is convenient to accept the following:

Convention 5.16 All constants are assumed to be positive integers.

In other words, we use the word “constant” as a synonym of “positive integer” through-
out the rest of this section. It will be obvious in each case that this assumption can be
made without loss of generality.

Theorem 5.17 Suppose that a collection of subgroups {H;y,..., H,} is strongly
hyperbolically embedded in a group G with respect to a relative generating set X. Then
forevery A € AH(H1) x---x AH(Hy), we have 1x (A) € AH(G).
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Proof Let A = ([Y1],...,[Yn]), and let Y = |_|;’:1 Y;. Since each I'(H;,Y;) is
hyperbolic, it follows from Theorem 5.15 that I'(G, X U )) is hyperbolic, as well.
By assumption the actions of G on I'(G, X U#) and of each H; on I'(H;,Y;) are
acylindrical. For any constant 7, let R(n) and N(7) denote the corresponding constants
such that the definition of acylindricity is satisfied for each of these (finitely many)
actions.

Our goal is to show that the action of G on I'(G, X UY) is acylindrical. Let us fix
any constant ¢ and let D be the constant from Corollary 5.8. We fix a constant M
satisfying

(33) M > max{R(10eD), 18¢D}.

Let g be an element in G such that

(34 dxuy(l,8) = R(e)M,

and suppose a € G satisfies

(35) dxuy(l,a) <e and dxuy(g,ag) <e.

By Remark 5.11, it suffices to give a uniform bound on the number of such a € G.

The vertex sets of I'(G, X UH) and ['(G, X)) coincide, and we naturally consider the
latter as a subgraph of the former. As ) C H, it follows from (35) that dyy(1,a) <&
and dyuy(g,ag) < e. Recall that for any x, y € G, [x, y] always denotes a geodesic
in ['(G, X U7H) connecting x to y, and the choice of a particular geodesic does not
matter. For any path ¢ in T'(G, X U#H), let £(g) denote its length.

We begin by bounding the length of H;—components of [1,a] and [g,ag] in the

dy, —metric for each i .

Lemma 5.18 If b is an H;—component of [1,a] or [g,ag] for somei =1,...,n,
then dy,(b—,by) <4Ds.

Proof After possibly replacing g by g~!, we may assume that b is an H; —component

of [1,a]. Let p be a geodesic in ['(G, X UY) connecting 1 to a. By (35), £(p) <e.

The three segments [a, b], b and [b_, 1], along with the at-most ¢ edges of p, form
an n—gon with n <&+ 3. If b is isolated in this n—gon, then, by Corollary 5.8,

dy,(b_.by) < (s +3)D <4De.
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Figure 6: The dashed segments denote H;—components. The e; denote
single edges labeled by elements of H;.

If b is not isolated, then it is connected to at least one and at most ¢ H; —components
of p (see Figure 6). Note that b cannot be connected to an H; —component of [1,5_]
or [b4,a] because [1,a] is a geodesic.

Let dy,...,d; be the H;—components of p to which b connects, labeled in the order
they appear in p. Obviously k <¢. Let e; and ex4; be edges labeled by elements
of H; connecting b_ to (di)— and by to (di)+, respectively, and let e; be edges
labeled by elements of H; connecting (d;—1)+ to (d;)— for 2 < j < k. Then each
e; is isolated in an m;—gon whose sides are e; and edges of p or [1,a] such that
mi+---+mryq <L(p)+L(1,a]) <2e. Corollary 5.8 gives that

k+1 k+1
Z dy,((ej)—.(ej)+) =< D- Z mj <2eD.
J=1 j=1

Since Zf —1dy;((dj)-.(dj)+) < e, the triangle inequality then implies that
dy,(b—.by) <e(2D +1) <4eD,

completing the proof of the lemma. a

There are now two cases to consider:

Case 1 Suppose forall i = 1,...,n and all H;—components ¢ of [1, g] we have
dy,(c—,c4+) < M. Using (34) we obtain

dxuy(l.g) _ R(e)M
M - M

dxun(l,g) > > R(e).
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4

Figure 7: Case 2(a) (left) and Case 2(b) (right).

Since Y € H, we can use the acylindricity of the action of G on I'(G, X U#H) to
conclude that there are at most N(e) elements a € G satisfying (35).

Case 2 Suppose for some i there exists an H; —component ¢ of [1, g] such that
(36) dy,(c—,c4) > M.

Since M > 4D, ¢ cannot be isolated in [1,a] U [a,ag]U[ag, g] U [g, 1]. Then there
are four possibilities:

(a) If ¢ connects only to an H;—component b of [1,a] (see Figure 7, left), let e;
and e, be the edges labeled by elements of H; connecting ¢— to b— and ¢4 to b4,
respectively. Then e; and e, are isolated in

ey U[b_,1JU[l,c—] and ey U[by,alU]la,ag]lU]lag,glU]|g,c+],

respectively, and so by Corollary 5.8, dy,((ej)—,(ej)+) < 5D for j = 1,2. By
Lemma 5.18, dy, (b—, by) < 4eD. Applying the triangle inequality and (33) yields

dy,(c—,c4) < (10+4e)D < M,
which contradicts our assumption on c.

If ¢ connects only to an H;—component of [g,ag], we reach the same contradiction
by a symmetric argument.

(b) Suppose ¢ connects to an H; —component p of [1,a] and an H; —component ¢
of [g,ag] but does not connect to any H; —component of [a,ag] (see Figure 7, right).
Then there is an edge e labeled by an element of H; connecting p+ to g4+, and e
is isolated in e U [p4,a] U [a,ag] U [ag,q+]. Let e; and e> be edges labeled by
elements of H; connecting c— to p— and c4 to g—. The edges e; and e, are isolated
inegU[p—,1]UJ[l,c-] and ex U[g—, g]U[g, c+], respectively. Thus by Corollary 5.8,
dy,(p+.,q+) < 4D and dy,((ej)—,(ej)+) < 3D for j = 1,2. By Lemma 5.18,
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Figure 8: Case 2(cl) (left) and Case 2(c2) (right).

dy,(p—, p+) < 4eD and dy,(q—,q+) < 4eD. It follows from the triangle inequality
and (33) that
dy;(c—,c+) = (10+88)D < M,

contradicting (36).

(¢) Suppose ¢ connects to an H; —component d of [a,ag] and an H; —component of
at most one of [1,«] and [g,ag].

(c1) If ¢ does not connect to any H; —component of [ag, g], then let e be an edge
labeled by an element of H; connecting c4 to d+ (see Figure 8, left). The edge e is
isolated in e U [dy,ag]| U [ag, g]lU [g, c+], so by Lemma 5.6, there is a constant C
independent of a and g such that c/i\,-(e_,e+) <4C.Letu =[l,c4+] and v = [a,d+].
Then the label of uev™! and a represent the same element in G. There are at most
R(g)M choices for each of u and v, as u and v are subpaths of [1, g] and [a,ag],
respectively, both of which have length at most R(g)M by (34). Let B be the number
of elements in a ball of radius 4C in the metric space (H;, c?,) The number of choices
for e is bounded by B, and by Definition 5.1(b), B < oco. Therefore there are at most
(R(g)M)? B options for a.

(c2) If ¢ does not connect to any H;—component of [1,a], then by an argument
symmetric to case (c1), we obtain that there are at most (R(¢)M)? B options for a.

Figure 9: Case 2(d).
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(d) Suppose ¢ connects to H; —components p of [1,a], d of [a,ag] and g of [g,ag]
(see Figure 9). Without loss of generality, we may assume that a[l, g] = [a,ag]. Let
ac denote the image of the edge ¢ under the action of a. Since ¢ is an H; —component
of [1, g], it follows that ac is an H;—component of [a, ag]. Without loss of generality,
we may assume that ac belongs to [a, d—]; the other case is symmetric. Let e5 be the
edge labeled by an element of H; connecting py to d—. By (36) and (33),

dy,(ac—,acy) =dy,(c—,c4) > M > 3D,
and thus Corollary 5.8 implies that ac cannot be isolated in the quadrilateral

[1,a]Ula,ag]Ulag, g]U[g, 1].

If ac does not connect to ¢, then ac must connect to an H;—component f of [1,qa].
Since dy,(ac—,acy) > M, we can use the reasoning of Case 2(a) to reach a contradic-
tion. Therefore ¢ is connected to ac. Since no two H;—components of the geodesic
[a,ag] can be connected, we must have ac = d..

Let ey, e3 and e4 be edges labeled by elements of H; connecting c_ to p—, ac+ to g+
and g_ to c4, respectively. Applying Corollary 5.8 as in the previous cases, we obtain
dy,((ej)—,(ej)4+) <3D for j =1,2,3,4. By Lemma 5.18, dy, (p—, p+) < 4eD and
dy,(9—.,q+) < 4eD. Thus, by the triangle inequality,

dy,(c—,ac_) <10eD and dy,(cy,acy) <10eD.
It follows from (36) and (33) that
dy;(c—,c4) > M > R(10eD).

Therefore we can use the acylindricity of the action of H; on I'(Hj, Y;) to conclude
that there are at most N(10eD) choices for (c_)"'ac_. Since there are at most R
choices for ¢_, there are at most RN (10eD) choices for a.

In all cases, we have shown that there are at most max{N(¢), RN(10eD), (R(¢)M)?> B}
elements a € G satisfying (35), completing the proof. a

We are now ready to prove Theorem 2.7.

Proof of Theorem 2.7 It follows from Theorem 5.15 that there is an injective, order-
preserving map tyx: H(H) — H(G). It remains to show that elements of AH(H ) are
mapped to AH(G). Since H is hyperbolically embedded in G, there exists a subset X
of G such that H <, (G, X) and the action of H on I'(G, X U H) is acylindrical
[56, Theorem 5.4]. The result then follows from Theorem 5.17. O
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5.3 Applications

We begin with the proof of Corollary 2.8. We will need the following two lemmas:

Lemma 5.19 Suppose that Q is a quotient group of a group P. Then H(P) contains
an isomorphic copy of H(Q).

Proof This is obvious if we use Proposition 3.12 and think of hyperbolic structures in
terms of cobounded actions: every cobounded action of QO on a hyperbolic space gives
rise to an action of P and passing from actions of Q to actions of P preserves the
relation < on group actions. a

Lemma 5.20 For every finitely generated group H, there exists a quotient group Q
of F» suchthat H <} Q.

This lemma can be seen as a particular case of the main result of [5], where it is proved
for every nonelementary relatively hyperbolic group in place of F,. For hyperbolic
groups (in particular for F,) one could also use the embedding constructed in [51],
which, in fact, leads to hyperbolically embedded subgroups.

Proof of Corollary 2.8 Let G be an acylindrically hyperbolic group. By Theorem 2.24
of [23], G contains a hyperbolically embedded subgroup isomorphic to F» x K for
some (finite) group K. By Lemma 5.19, Theorem 5.17 and Lemma 5.20, we have

H(H) — H(F3) = H(F, X K) — H(G),

where — denotes the embedding of posets. a

Our next goal is to discuss the action of Out(G) on H(G) and AH(G).

For every group G, one can define a natural action of Aut(G) on G(G) by precomposing
G —actions with elements of Aut(G). More precisely, for every automorphism « of a
group G and any [X] € G(G), we define

(37 a([X]) = [a(X)].

Lemma 5.21 Let G be a group.

(a) Equation (37) defines an order-preserving action of Aut(G) on G(G), which
leaves H(G) and AH(G) setwise invariant.

(b) The induced action of Inn(G) is trivial.
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Proof We first show that «([X]) is well defined. If X is a generating set of G, then
clearly so is a(X). Furthermore, if Y is another generating set of G such that X <Y,
then we obviously have a(X) < «a(Y). In particular, if X ~ Y then a(X) ~ a(Y).
This implies that «([X]) is independent of the choice of a particular representative in
the equivalence class [X] and the map «: G(G) — G(G) is order-preserving. Note
also that the map g — «(g) induces an isometry between vertex sets of the Cayley
graphs I'(G, X) and T'(G, «(X)) and therefore I'(G, X) is hyperbolic if and only if
I'(G, a(X)) is as well.

Assume that the action of G on I'(G, X) is acylindrical. Fix any ¢ > 0 and let
R = R(¢) and N = N(¢) be the corresponding acylindricity constants. Let x,y € G
be any two elements such that dy(x)(x, y) > R and let

A={g€G |dyx)(x.8x) <& dax)(y.8y) < }.
Then every f € a~!(A) satisfies

dy (@ '(x), fa™'(x)) <e and dx(a (), fa ' (y)) <e.

Since dy (e (x),a"1(y)) = do(x)(x,y) > R, it follows from acylindricity of the
action of G on I'(G, X) that |A| =|a~!(A4)| < N. Thus the action of G on I'(G, (X))
is acylindrical.

Finally, let [X] € G(G) and let g € G. Let L = |g|x. Then for every y € g~ Xg
we have |y|y <2L + 1. In particular, X < g~!Xg and, symmetrically, g~ ! Xg < X.
Thus «([X]) = [X] for all @ € Inn(G). O

Corollary 5.22 Let G be a group and let & € Out(G). Let o be a preimage of &
in Aut(G). Then the formula &([X]) = [« (X)] defines an order-preserving action of
Out(G) on G(G) which leaves H(G) and AH(G) setwise invariant.

We are now ready to prove the main result of this section, Theorem 2.9. There are
two main ingredients in the proof: the result about induced actions proved in the
previous section (namely Theorem 5.17) and the classification of commensurating
automorphisms of acylindrically hyperbolic groups obtained in [4] (see also [46] for
the particular case of relatively hyperbolic groups).

Proof of Theorem 2.9 We denote by K the kernel of the action of Aut(G) on AH(G),
ie the set of all automorphisms of G that fix every element of AH(G). We want to

Algebraic & Geometric Topology, Volume 19 (2019)



1802 Carolyn Abbott, Sahana H Balasubramanya and Denis Osin

show that |K : Inn(G)| < co under the assumptions of part (a) and K = Inn(G) under
the assumptions of part (b).

Let A = [X] € AH(G) be a nonelementary acylindrically hyperbolic structure. Since
every o € K fixes A, for every loxodromic element g € £(A) we have a(g) €
L(a(A)) = L(A). Recall that two elements a and b of a group G are called commen-
surable if some powers of a and b with nonzero exponents are conjugate. Our first
goal is to prove the following claim for every « € K:

(*)  Forevery g € L(A), the elements g and h = «(g) are commensurable.

Arguing by contradiction, assume that the elements g and & = «(g) are not commensu-
rable for some g € L(A). Since g and h are loxodromic with respect to A = [X], there
exist virtually cyclic subgroups E(g), E(h) < G containing g and /, respectively,
such that {E(g), E(h)} <=4 (G, X) by [34, Corollary 3.17]. Let A; = [E(g)] and let
A be the equivalence class of a finite generating set Y of E(h). By Theorem 5.17,
B =1x(A1,42) =[XUY UE(g)] € AH(G). Note that h € L(B) by part (b) of
Theorem 5.15. On the other hand, we obviously have g ¢ £(B). Thus o does not
fix B, which contradicts the assumption that o« € K. The claim is proved.

Assume now that G is finitely generated and let K(G) denote its finite radical. By
[4, Corollary 7.4], for every automorphism « of G satisfying (*) there exists a map
(not necessarily a homomorphism) &: G — K(G) and an element w € G such that
a(g) = wge(g)w™!. In particular, the map o’: g — ge(g) is an automorphism of G
and o’ Inn(G) = o Inn(G). Since G is finitely generated, the automorphism o’ is
completely defined by finitely many values; since K(G) is finite, we conclude that
there are finitely many cosets « Inn(G) of automorphisms « satisfying (x). Thus
|K :Inn(G)| < oo.

If K(G)={1}, every automorphism « of G satisfying (x) is inner by [4, Corollary 7.4].
Therefore K = Inn(G). Note that we do not use finite generation of G in this case. O

The example below shows that the assumption that G is finitely generated cannot be
dropped from part Theorem 2.9(a).

Example 5.23 Let G = F X Z», where F is the free group of countably infinite
rank with a basis x1, x5, ... . Let a be the nontrivial element of Z,. For any subset

A C N, the maps .
xja ifi €A,

Xi if i ¢ A,

Xi =
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and a — a extend to an automorphism a4 € Aut(G). It is easy to see that a4(g) €
{g, ga} for all g € G. It follows that ey acts trivially on G(G) for every A C N. On
the other hand, we obviously have a4 Inn(G) # ap Inn(G) whenever A and B are
distinct subsets of N. Thus the kernel of the action of Out(G) on G(G) (and hence
on #(G) and AH(G)) is infinite.

6 Loxodromic equivalence and rigidity

6.1 Loxodromic equivalence classes

The goal of this section is to prove Theorem 2.11. We will first prove it for the particular
case of purely loxodromic actions of G = F(a, b), the free group on two generators,
a and b. Recall that, given some [X] € AH(G), we denote by [X ]ﬁH the set of all
acylindrically hyperbolic structures on G with the same set of loxodromic elements
(see Definition 2.10).

Proposition 6.1 Let X = [{a,b}] € AH(F(a,b)). Then P(w) embeds into [X]é”.

The proof of the proposition relies on the existence of a collection of words in the
alphabet {a, b} satisfying certain properties. A word w € F(X) is [ —aperiodic if it
has no nonempty subwords of the form v! for any v € F(X).

Given an infinite collection Q of distinct 7—aperiodic words in F'(a, b) whose lengths
approach infinity, I Kapovich in [38] shows how to construct a generating set Z of
F(a,b,c) such that I'(F(a, b, c), Z) is hyperbolic and the natural action of F(a, b)
on I'(F(a,b,c),Z) is acylindrical and purely loxodromic. Moreover, for every
pel(F(a,b,c),Z), the orbit F(a,b)p is quasiconvex. As this construction will be
important in the proof of Proposition 6.1, we review it here.

Given v, € Q, let w, = vyc € F(a,b,c). A nontrivial freely reduced word z €
F(a,b,c) is a W-word if for some n > 1 and some integer m # 0, the word z is a
subword of w™, and z is positive if it does not contain a~!, =1 or ¢~1. The set Z
is defined to be the set of all positive W—-words in F(a, b, c). Since {a,b,c} C Z, the
set Z generates F'(a,b,c).

Kapovich also proved the following distance formula [38, Lemma 3.5], which will be
useful:
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Lemma 6.2 Given a nontrivial freely reduced word w € F(a, b, c), |w|z is equal to
the smallest k > 1 such that there exists a YW—decomposition of length k, that is, a
decomposition

(38) W=2z1...2k
such that z; isa W—-word for 1 <i <k.

For the proof of Proposition 6.1, we will require that the collection Q satisfies a
small cancellation condition which is slightly stronger than C’ (%) and which we now
introduce.

Definition 6.3 A set of words Q in an alphabet X satisfies the C* (1) condition if
the following two conditions hold:

(a) Let v, w € Q be two distinct words and let u# be a subword of two cyclic shifts
of v and w. Then |u| < A min{|v|, |w|}.

(b) Let v € Q. Then any word of length |u| > A|v]| occurs in every cyclic shift of v
at most once.

The following lemma shows that the collection of words required for the proof of
Proposition 6.1 exists:

Lemma 6.4 There exists a collection Q = {v1,vs,...} of words in the alphabet
{a, b} satisfying the following properties:

(a) each v; is 7—aperiodic;

(b) |vj| > 00 asi — o0;

(c) each subset Q, = {vy, Vp+1,...} satisfies C*(3/n).
Proof We note that the existence of a collection of words satisfying (b) and (c) was

proven in [27, Proposition 3.3], following an idea of Olshanskii [48]. We will show
that a slight modification of this construction also satisfies (a).

Let f(n) be the number of positive 6—aperiodic words in the alphabet {a, b} of length n
that start and end with b. It is shown in [48, Lemma 3] that f is an exponential function.
Fix ko > 6 such that f(k —6) > k for every k > ky.

Let X(k) ={Xk 1, ..., Xk, rk)} be the set of all distinct 6—aperiodic words of length k
over the alphabet {a, b} that start and end with b. For every k > k¢, consider the word

vk = (a®Xp—6,1)(a%X—6.2) **+ (a® Xk—6.1)-
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Let Q ={vg | k > ko} and for each n > ko, let Q, ={v; | j > n}. Itis straightforward
to show that vy is 7-aperiodic for all k > k¢ (see [49, Lemma 1.2]), so (a) is satisfied.
It is also clear that |vg| = k2, where |-| = |- l{a,p}~» and so (b) is satisfied as well.

The proof of (c) is essentially that of [27, Lemma 3.6], although with a different
collection of words. Since Q consists of positive words, we do not need to consider
inverses of words from Q. Let n > ko and consider v; € Q, and a subword w of a
cyclic shift v} of v; such that |w| > (3/n)|v}| > (3/j)|v]’.| =3j >2j +6. Then v,
must contain a subword of the form

(39) a®Xj¢,ia®,

where X;_¢; € X(j —6). Such a subword can only occur once in v;, since elements
of X(j — 6) are distinct.

Next suppose v;, v; € @, are two distinct words and w is a common initial subword
of cyclic shifts of v; and v;, respectively, such that |w| > (3/n) min{|v;|, |v;|}. By a
similar argument, w must contain a subword of the form (39) for j = min{|v;], |vj/ I}
However, such a subword occurs in a unique word in 9, which completes the proof
of (¢) and the lemma. m|

We are now ready to prove Proposition 6.1.

Proof of Proposition 6.1 Let Q be the infinite collection of words in the alphabet
{a, b} provided by Lemma 6.4, and let S’ be an infinite subset of Q. We will construct
a generating set of F(a,b,c) in an analogous way to [38]. Given v, € S, we let
Wy = vuc € F(a, b, c). Let us call a nontrivial freely reduced word z € F(a,b,c) a
Ws —word if for some n > 1 and some m # 0, the word z is a subword of w)’ = (v,c)™
for some v, € S. Let Zg be set of all positive Wsg—words in F(a,b,c). Then
a,b,c € Zg, and so Zg generates F(a,b,c). Note that since S consists only of
positive words, every word in F'(a, b) representing a word in S is an element of Zg.
Since S is an infinite collection of distinct 7—aperiodic words in {a, b} whose lengths
approach infinity, by [38, Theorem A] the graph I'(F(a, b, c), Zg) is hyperbolic and
the action of F(a,b) on I'(F(a,b,c),Zs) is acylindrical and purely loxodromic.
Moreover, for any p € I'(F(a,b,c), Zs), the orbit F(a, b)p is quasiconvex.

If w € F(a,b) is a nontrivial freely reduced word and w = z;---z; is a Wg—
decomposition of w as in (38), then each z; is a subword of v, or v, 1 for some
v, € S [38, Lemma 3.3]. Moreover, it is straightforward to check that if w € F(a, b)
is a positive word, then each z; is a subword of v, for some v, € S.
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The action F(a,b)~IT'(F(a,b,c),Zs) need not be cobounded. But by Proposition 3.14
there exist [Xg] € AH(F (a, b)) such that

F(a,byn T'(F(a,b,c),Zs) ~w F(a,b)~T'(F(a,b), Xs).
Moreover, [Xs] is a purely loxodromic structure.

For a technical reason, it is convenient to work with the poset P(w)/Fin instead
of P(w). Recall that P(w)/Fin is the poset of equivalence classes of subsets of N;
two subsets A, B C N are equivalent if |A A B| < o0, and [A] <[B] if |[A\ B| < co.
Note that P(w) embeds in P(w)/Fin. Indeed, let M = | |72, N;, where N; = N,
and let j: M — N be a bijection. Given S € N, let S; denote the copy of S in N;.
Then the map S +— j (|_|?i1 S,-) is a required embedding. Thus it suffices to show that
P(w)/Fin embeds in [X ]Zm.

Identifying © with N, let

f: P(w)/Fin > AH(F(a, b))
be the map defined by
[S]+— [Xs].

We first show that f is well defined. Recall that two subsets S, T C N are equivalent
if |SAT|<oo,and S <T if |S\T| < oo. Suppose S,T C N are equivalent. It
suffices to consider the case S = T U{s}. Itis clear that F(a,b)~T'(F(a,b,c),Zg) <
F(a,bynT'(F(a,b,c),ZT). Let g€ F(a,b) and K = |g|z,. By Lemma 6.2, g has
a Wg—decomposition of length K, thatis, g = py--- pk. Since g € F(a,b), each p;
is a subword of Up; OF v;jl for some Un; € S.If Un; € T, then p; is a Wr—word
and so |pj|z, = 1. Otherwise, p; = s or s~1, and so |g|z, < |s|z,|glzs. Since
|s|z, is a constant, it follows from Definition 3.1 that F(a,b) ~ I'(F(a,b,c), ZT) =
F(a,b) ~ T'(F(a,b,c),Zs). Thus the actions F(a,b) ~ I'(F(a,b,c), Z7) and
F(a,b) T (F(a,b,c), Zs) are equivalent, and hence [Xg] ~ [X7] by Lemma 3.8.

We next show that f is injective. Suppose S, T C Q satisfy |S A T'| = oo, so that
S and T are not equivalent in P(w)/Fin. Without loss of generality, assume that
S\ T is infinite and consider distinct words u; € S\ T fori = 1,2,.... Suppose
F(a,b)nT'(F(a,b,c),ZT) X F(a,b) ~ T'(F(a,b,c),Zs). Then by Lemma 3.3,
there exists a constant C such that |g|z, < C|g|zs + C forall g € F(a,b). In
particular, |u;|z, <2C for all i. By Lemma 6.2, for each i there is some k <2C
such that u; has a Wr —decomposition of length k, that is, u; = p1 --- px. Each p; is
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a subword of u;, and since u; € F(a, b) is a positive word, each p; is also a subword
of some vy,; € T. Moreover, at least one p; must have length at least (1/k)|u;|z; .
The words u; and v,; belong to Quax{n, i}, and so for large enough i these words
satisfy C*(1/(2C)). Therefore vy,; =u; for large enough i . However, this contradicts
the fact that u; ¢ T. Thus X7 ~ Xg.

Finally we show that f is order-reversing. Suppose [T] <[S] in P(w)/Fin. Changing
the representatives of the equivalence classes if necessary, we can assume that 7 C S
and the inequality follows.

To see that P(w)/Fin embeds in AH(F(a,b)), we precompose f with the order-
reversing automorphism of P(w)/Fin defined by A — A€. Note that for every [S] €
P(w)/Fin, [Xg] is a purely loxodromic structure by [38, Theorem A], and so X €
[X]7*, as desired. |

To prove Theorem 2.11 we will need the following proposition, which describes how
the set of loxodromic elements of an acylindrically hyperbolic structure changes after
adding a hyperbolically embedded subgroup to the generating set.

Proposition 6.5 Let G be an acylindrically hyperbolic group and let [X] € AH(G).
Suppose H —j, (G, X) for a subgroup H of G. If g € L([X]), then either g is
conjugate to an element in H or g is a loxodromic element with respect to [X U H].

We break the proof into several lemmas. The next three results are stated under the
hypotheses of Proposition 6.5.

Lemma 6.6 There exists a constant K such that every element which is elliptic with
respect to [X U H] is conjugate to an element of (XU H )-length at most K .

Proof Let § be the hyperbolicity constant of I'(G, X U H). The element g is
elliptic in the action G ~, I'(G, X U H), and so g has an orbit with diameter 4§ + 1
by [55, Corollary 6.7]. Let v be a representative of this orbit. After increasing the
constant to 2(48 + 1), we may assume that v is a vertex, ie v € G. Then the orbit
(v~lgv)-1 is contained in a 2(48+41)—ball around 1. Setting K = 2(48 + 1) yields
the result. i

Let us call an element g € G nice if it can be represented by a word w € (X U H) such
that every cyclic permutation of w is geodesic. Let K be the constant from Lemma 6.6.
We say an element f € G is supernice if it is nice and satisfies | /" |yug < K +2K?
for all n.
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geodesic connecting 1 and g%
Figure 10: Case 3(a).

Lemma 6.7 There exists a constant C such that every element g € G that is supernice
and is not conjugate to an element of H satisfies |g|x < C.

Proof Since g is supernice, |g"|xum < K + 2K?2. Fix an integer N such that
N > K +2K?. Let w be a representative of g in (X U H) such that every cyclic
permutation of w is geodesic in I'(G, X U H). Such a w exists since g is nice. Then
there is an (N +1)—gon P in I'(G, X U H) consisting of N sides that are each labeled
by w, which we call w-sides, and a single side which is a geodesic of length at most
K +2K? connecting 1 to g¥.

We will use P to bound the X —length of all H —components of w. There are three
cases to consider, depending on how the H —components of the w—sides connect.

Case 1 Suppose all H—components of all w-sides are isolated in P. Then, by
Corollary 5.8, there is a constant D such that each H —component of w has X —length
at most D(N +1).

Case 2 Suppose no H —component of any w—side is connected to an H —component
of another w—side. Then any H —component of a w—side which is not isolated must
connect to the single side of P which is not labeled by w, and there are at most
K 4 2K? such connections. Since there are at least K +2K? 4 1 w-sides, there is
at least one copy of each H —component of w that is isolated in P. Therefore, as in
Case 1, each H —component of w has X —length at most D(N + 1).

Case 3 Suppose an H —component a of one w-side connects to an H —component b
of another w-side.

(a) Suppose a and b are H—components of consecutive w-sides; see Figure 10. If
a=w,then dyyg(w—,w4+) =1 and so g is conjugate to an element H, contradicting
our assumption on g. Thus a is a proper subsegment of w. It follows that there is an
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geodesic connecting 1 and gV

Figure 11: Case 3(b).

edge e labeled by an element # € H connecting a4 to b_. Then there are two paths
from a_ to e, one a subpath of P and one labeled by a/. The length of the latter
path is strictly less than the length of the former, so the former path is not geodesic.
However, the label of the subpath of P is a cyclic permutation of w, so this contradicts
our choice of representative w.

(b) Suppose a and b are H—components of two w—sides which are not consecutive;
see Figure 11. Let A be the number of w—sides between these two sides, so that
1 < A < N —2. Without loss of generality, we may assume that every H —component
of every w-side between the two connected w—sides is isolated. To see this, notice
that if not, we can choose the “innermost” connected H —components instead; since no
two consecutive w—sides are connected, this ensures that A is still at least 1. Therefore
each H —component of one of these sides is isolated in an (A443)—gon formed by
A w-sides, the edge labeled by an element of H connecting a4+ to b— and two
subgeodesics of each of the w-sides containing a and b. Since A < N — 2, every
H —component of w has X —length at most D(N + 1).

In all cases, we have bounded the X —length of every H —component of w by D(N +1).
Moreover, since g is supernice, |g|xug < K +2K?, and so

lglx < (K +2K?*)D(N +1).

Letting C = (K +2K?)D(N + 1) completes the proof. a

Corollary 6.8 There exists a constant C such that every element g € G which is
elliptic with respect to [X U H] is conjugate to an element of X —length at most C.

Proof First observe that every element g € G is conjugate to a nice element g’ € G
by an element of (X U H )—length at most |g| )Z(U g - To see this, note that to any given
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representative w of g, to produce a nice element g’ from g, one cyclically permutes w
and then reduces, if possible. Each cyclic permutation corresponds to conjugation
of g by a word of (XUH )-length at most |g|xuz , and one needs to perform at most
lglxum cyclic permutations.

Combining Lemma 6.6 with the above observation shows that every element g € G
which is elliptic with respect to [X U H] is conjugate to a supernice element of G. The
result then follows by Lemma 6.7. |

Proof of Proposition 6.5 Suppose g is not conjugate to an element of H and is
elliptic with respect to [X U H]. We will show that g must be elliptic with respect
to [X], which will contradict our assumption on g.

First, for any n, applying Corollary 6.8 to the element g” yields tx (g") < C, where
C is independent of n. Indeed, g" is elliptic with respect to [X U H], since g is, and
thus it is conjugate to an element g’ such that |g’|x < C. The translation length of
an element cannot exceed its length, and so tx(g’) < C. Therefore tx(g") < C, as
translation length is constant on conjugacy classes.

On the other hand,

1 C
x(g) = Efx(gn) =

for all n. Letting n — oo we have

% (g) =0,
and so g is not loxodromic with respect to [X]. Since [X] € AH(G), it follows that g
must be elliptic with respect to [X]. O

We are now ready to prove the general case, Theorem 2.11.

Proof of Theorem 2.11 Let G be an acylindrically hyperbolic group, and let [Y] €
AH(G) be nonelementary. By Proposition 5.13, there is a subgroup H ~ F» x K(G)
which is strongly hyperbolically embedded in G with respect to Y. We naturally
identify each f € F» and k € K(G) with (f,1) € H and (1,k) € H, respectively.

We first describe how to produce an element of AH(H) from an element of AH(F3).
Let ¢ be the map defined by

[X]— [X UK(G)].
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Itis clear that ¢ is an order-preserving injective map from AH(F>) to AH(H ). Itis also
clear that (£, k) is a loxodromic element of H with respect to [X U K(G)] € AH(H)
if and only if f is a loxodromic element of F» with respect to [X] € AH(F?).

Let ty be the map defined by (31). By Theorems 5.15 and 2.7, ty is an order-preserving
injective map AH(H ) — AH(G). Recall, given [A] € AH(H), that 1y ([4]) =[AUY].
By Theorem 5.15(b), H ~ I'(H, A) ~w H ~ T'(G, AU Y). Therefore an element
h € H is aloxodromic element of H with respect to [A] € AH(H) if and only if / is
a loxodromic element of G with respect to [AU Y] € AH(G).

Recall that H = (a, b, K(G)), where (a,b) = F,, and let X = {a, b}. By Proposition
6.1, there is an embedding ¥ of P(w) into [X]7*. Thus there is an embedding of
posets

tyopoy: P(w) — AH(G).

We want to show that the image of ty o ¢ o ¢ is contained in [Y]“E“H.

Note that since X U K(G) is finite, we have (ty o¢)([X]) = [Y]. Thus it remains only
to show that if [X] ~, [X] in AH(F>), then [X; U K(G)UY ]~ [Y] in AH(G).

Since [X1 U K(G)UY] =< [Y], it follows that every element of G which is loxodromic
with respect to [X1 UK (G)UY] is loxodromic with respect to [Y']. To show the opposite
inclusion, suppose g € G is loxodromic with respect to [Y'] but is not conjugate to
an element of H. Then g is loxodromic with respect to [Y U H] by Proposition 6.5.
Since X1 U K(G)UY € Y U H, it follows that g is loxodromic with respect to
[X1UK(G)UY].

An element (f,k) € H is a loxodromic element of G with respect to [X; UK(G)UY]
exactly when f is a loxodromic element of F, with respect to [X]. Since [X] is
purely loxodromic and [X1] ~. [X], every f € F»\ {1} is a loxodromic element of F,
with respect to [X1]. By Proposition 5.13, these are precisely the elements of H which
are loxodromic elements of the group G with respect to [Y], completing the proof. O

6.2 Coarsely isospectral actions

Recall that two actions A =G ~ § and B = G ~ T of the same group G are said to
be coarsely isospectral if for every sequence of elements (g;);ieny C G, we have

lim t4(gi) =00 <= lim 15(g;) = 0o,
1 —>00 1 —>00

where 14(g;) and tp(g;) are the translation numbers of g; defined as in (1).
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We first verify that coarse isospectrality is invariant under weak equivalence (see
Definition 3.5).

Lemma 6.9 Any two weakly equivalent actions of the same group are coarsely iso-
spectral.

Proof Let A=G~ S and B =G~ T be weakly equivalent actions. By Definition 3.1,
the inequality A < B means that there exist C > 0 and s € S and ¢ € T such that

ds(s, fs) <Cdr(, ft)+C

for all f € G. Let g € G. Applying the previous inequality to powers of g, we obtain

ds(s.8%s) _ yp, CAT08"D+C _ o M=CrB(g)
= n '

n n—o00 n n—o00

ta(g)= lim

Thus, for every sequence of elements (g;) of the group G, t4(g;) — 00 as i — oo
implies tg(g;) — 0o as i — oo. Similarly, the inequality B < A yields the converse
implication. |

Lemma 6.9 allows us to define the notion of coarsely isospectral hyperbolic structures
on a group G as follows:

Definition 6.10 Two hyperbolic structures [X], [Y] € H(G) are called coarsely isospec-
tral if the actions G ~, I['(G, X) and G ~, ['(G, Y) are coarsely isospectral.

Our next goal is to prove Theorem 2.14 and Corollary 2.15. To this end we will need
several technical lemmas. The first one is well known (see for example the proof of
Proposition 21 and Chapter 2 of [31]).

Lemma 6.11 Let S be a §—hyperbolic space. Then for any x,y,z,t € S, we have

(40) (x]2)r Zzmin{(x [ y)r. (¥ [2)r} — 8.

As before, given two points x and y in a geodesic metric space S we denote by [x, y]
a geodesic segment connecting x to y.

The next result is similar to the result stated in [32, 7.2.C]; proofs of analogous results
can be found in [31] (see Theorem 16 in Chapter 5) as well as in [50, Lemma 21].

Algebraic & Geometric Topology, Volume 19 (2019)



Hyperbolic structures on groups 1813

Lemma 6.12 Let x¢, x1, ..., X, be a sequence of points in a §—hyperbolic space S
such that
(41) (xi—1|Xi41)x; <C for1<i<n-—1

for some constant C and
42) ds(xi—1,x;)>2C +165§ for1<i <n.

Then we have

(43) ds(x0,Xn) = Y _ ds(xi—1,x;) = 2(n — 1)(C +85).
i=1

Proof We will prove the lemma by induction on #n. In addition to (43), at each step
we will also prove the inequality

(44) (x0 | Xn—1)x, > C + 86,

which will be necessary to make the inductive step.

For n = 1 both (43) and (44) are obvious. Assume now that (43) and (44) hold for
some n > 1; we want to prove the lemma for n + 1 points.

Note first that
45) (xo |xn+1)xn <C +86.

Indeed, otherwise, using (44) and applying Lemma 6.11 we obtain (x,—1|Xn+1)x, > C,
which contradicts our assumption. Using the definition of the Gromov product, (45)
and the inductive assumption, we obtain

ds(x0, xXp1) = ds(x0,Xp) +ds(Xn, Xp4+1) —2(x0 |xn+1)xn
n+1
> Y " ds(xi-1.x) —2n(C + 85).
i=1

We obviously have
(46) (x|y)z+(x|z2)y =ds(y,z) forall x,y,zeS.
Using (46), (45) and (42), we obtain
(x0 | Xn)xpq1 = ds(Xn+1.Xn) — (X0, Xn+1)x, > 2C + 168 — (C +88) = C + 86.

This completes the inductive step. a
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Lemma 6.13 Let G be a group and let [X] € Hq(G). Then for every infinite sequence

of elements ay,as, ... of G, there exists z € L([X]) and an infinite subsequence
b1,bs,... 0of ay,aa, ... such that
47) sup (z" |bi)1 <oo and sup (z7"|b;i1); < oo,

n,ieN n,ieN

where (x| y); denotes the Gromov product of x,y € G with respect to 1 computed in
e, X).

Proof Since the action of G on I'(G, X) is of general type, there exist three in-
dependent loxodromic elements f, g,h € G. Note that if sup, ;en(z" |ai)1 = 00
(respectively sup, ;en(z7" | al._l)l = 00) for some loxodromic element z € G then,
up to passing to an infinite subsequence of aj,as,..., we have lim; o a; = zt
(respectively lim;_; al._l =z~ ). Using this observation and the fact that the limit
points 1, f~, g%, g7, hT,h~ € 9T (G, X) are pairwise distinct, it is easy to see that
the claim of the lemma holds for at least one z € { f, g, h}. a

Proof of Theorem 2.14 Verifying that equivalent actions are coarsely isospectral is
straightforward.

To prove the other implication, assume A = G~ S and B = G ~ T are two
coarsely isospectral cobounded nonquasiparabolic actions on hyperbolic spaces. By
Proposition 3.12, we can also assume that S =I'(G, X) and T = I'(G, Y) for some
generating sets X and Y of G. Obviously if one of the actions A or B is elliptic, then
so is the other. Thus it suffices to consider the case [X],[Y] € H(G) U Hg(G).

Arguing by contradiction, assume that X ~ Y. Without loss of generality, there exists

a sequence aj, ds, ... € X such that
(48) lim |a;|y = oo.
1 —>00

We consider two cases.

Case 1 Assume first that [Y] is lineal, ie T is quasi-isometric to a line. Then (48)
implies that (a;) — & € dT (possibly after passing to a subsequence). Let x = (a;)
and s = 1, and let g, and p be the corresponding Busemann quasicharacter and
pseudocharacter; see Definition 4.18. By Remark 4.19, there is a constant K such that
for every g € G we have

lgx (g)| <|dy(g,a;)—dy(1l,a;)|+ K <|g|ly + K.
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Applying this inequality to g = a, we obtain

a? ally + K
plap) = tim DL i WEDER )

%) n n—o0 n

It follows immediately from the definition of p that |p(a;)| — oo as i — oo and,
therefore, we have tp(a;) — oo as i — o0o. On the other hand, we obviously have
t4(a;) < |ailx = 1. This contradicts our assumption that the actions G ~ S and
G ~ T are coarsely isospectral.

Case 2 Now we suppose that [Y'] € Hy(G). Since A and B are coarsely isospectral,
they have the same set of loxodromic elements £([X]) = L([Y]). In what follows, by
a loxodromic element of G we always mean loxodromic with respect to the actions
on S and 7.

By Lemma 6.13, there exists a loxodromic element z € G and an infinite subsequence
b1,ba, ... of ay,as, ... satisfying (47), where the Gromov products are computed in
I'(G,Y). Let C be a constant such that

(49) (z"|b)1 <C and (z7"|bi")1<C

for all n,i € N. Again passing to a subsequence of by, by, ... if necessary, we can
assume that

(50) |bily =2C 4+ 165 for i € N,

where § is the hyperbolicity constant of I'(G, Y'). Further since z is loxodromic, there
exists k € N such that

1) 12Ky > 2C + 168.

We now fix i € N and let h; = b~ 17k Inequalities (49), (50) and (51) and the obvious
equality (gx|gy)g = (x|y)1 forevery g € G and x,y € I'(G,Y) allow us to apply
Lemma 6.12 to I'(G, Y') and the sequence of points

xo=1, x1 =bi_l, Xp =h; =bl~_lzk, x3=bl-_12kbl~_1, X4=hl-2=bl~_12kbl~_lzk,

We conclude that for every m € N,

2m

|hi* |y = dy (xo0,X2m) = Z dy (Xi—1,xi) —2(2m — 1)(C + 89)
j=1

> m(|z%|y + |bily) —2(2m —1)(C + 85).
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Consequently,
. |h;'n|Y k
tp(h;) = lim —/— > |z%|y + |bily —4(C 4+ 88) — ¢
m—oo m
as i — 0o by (48). On the other hand, we have
ta(hi) < lhilx <125|x + bilx < |2¥x +1.

Since z and k are fixed, the rightmost side of the latter inequality is independent of i
and thus the translation lengths t4(h;) are uniformly bounded. This contradicts our
assumption that the actions A and B are coarsely isospectral. a

Proof of Corollary 2.15 Let G be a group and let [X],[Y] € AH(G) be coarsely
isospectral structures. Since acylindrically hyperbolic structures cannot be quasi-
parabolic (see Theorem 4.3), Theorem 2.14 applies to the actions G ~, I'(G, X) and
GAT(G,Y). |

We conclude this section with two examples. The first one shows that coboundedness
of the action cannot be dropped from Theorem 2.14.

Example 6.14 We say that an action A = G ~, S is translationally proper if for every
¢ > 0 there are only finitely many conjugacy classes of elements g € G with t4(g) <c.
For a translationally proper action A = G ~, S and a sequence (g;);eN C L4(G),
we have lim; o0 74(g;) = oo if and only if the sequence (g;);en contains infinitely
many pairwise nonconjugate elements. It follows that every two translationally proper
actions of G on metric spaces are coarsely isospectral.

Let G = F, x¢ Z, where Fj is a free group of rank n and the automorphism ¢
is atoroidal, ie no power of ¢ fixes a nontrivial conjugacy class of Fy,. Then G is
a hyperbolic group (see [10; 18]). We denote by X and Y some finite generating
sets of G and F, < G, respectively, and consider the standard actions of Fj; on the
Cayley graphs I'(G, X) and I'(F}, Y). Then both actions are translationally proper,
hence they are coarsely isospectral. However these actions are not equivalent. This
follows, for example, from the well-known fact that every infinite normal subgroup of
a hyperbolic group is at least exponentially distorted; see [17].

The next example shows that the theorem may fail for quasiparabolic actions.
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Example 6.15 Let [X] and [Y] be the quasiparabolic structures on the Baumslag—
Solitar group G constructed in Example 4.25. Let A = G ~, ['(G,X) and B =
G~ T(G,Y). Let &: G — Z be the homomorphism sending a to 0 and b to 1.
It is easy to see that lim; o t4(g;) — oo for a sequence (g;) € G if and only if
lim; 00 |€(gi)| = 00. The same holds true for translation numbers with respect to B.
Hence A and B are coarsely isospectral. However, we proved in Example 4.25 that
they are not equivalent.

In fact, it is not difficult to show that all nontrivial hyperbolic structures (not necessarily
quasiparabolic) on the Baumslag—Solitar group are coarsely isospectral. The same is
true for the wreath product Z? Z. We leave the proofs of these fact as an exercise to
the reader.

7 Hyperbolic accessibility

7.1 Examples of inaccessible groups

Recall that a group G is said to be H—accessible (respectively AH—accessible) if the
poset H(G) (respectively AH(G)) contains the largest element.

It is easy to find examples of groups which are not H—accessible. For instance, a rich
source of examples is provided by direct products.

Example 7.1 Suppose that G = Ax B, where both A and B have hyperbolic structures
of general type (eg we cantake A = B = F,). Then G is not H—accessible. Indeed, let
[X] be the largest element in #(G). If one of the subgroups A or B acts on I'(G, X)
with bounded orbits, [X] cannot be largest since we assume that Hg(A) and Hy(B)
are nonempty. Hence, by Lemma 4.20, [X] € H¢(G). Since every lineal structure is
minimal — see Corollary 4.12 — [X] must be the unique hyperbolic structure on G.
However this again contradicts our assumption as every general type action of A or B
on a hyperbolic space gives rise to a general type action of G on the same space.

Note that groups described in Example 7.1 above are .4+ —accessible. Indeed, by
[56, Corollary 7.3], an acylindrically hyperbolic group cannot split as a direct product
of two infinite groups. Since these groups are also not virtually cyclic, they only have
the trivial acylindrically hyperbolic structure by Theorem 4.3.
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It is much harder to find examples of groups, especially finitely generated or finitely
presented ones, which are not A% —accessible. To this end, we first need to recall
several definitions, restated in the terminology of the present paper. An element g
of an acylindrically hyperbolic group G is called generalized loxodromic if there
exists an acylindrically hyperbolic structure A € AH(G) such that g € L(A). Itis an
open question whether for any two generalized loxodromic elements f, g € G, there
exists an acylindrically hyperbolic structure with respect to which both f and g are
loxodromic. Moreover, one could ask whether there exists a single A € AH(G) such
that £(A) contains all generalized loxodromic elements of G. We call such a structure
loxodromically universal. It is easy to see that if AH(G) contains the largest element,
then it is necessarily loxodromically universal since A < B for some A4, B € AH(G)
obviously implies £(A) C L(B).

The first (rather obvious) example of a group that does not have a loxodromically
universal acylindrically hyperbolic structure was provided in [56]; it was the free
product of groups Z x Z, for n € N. This group is infinitely generated. The first finitely
generated example was given in [1], where the first author proved that Dunwoody’s
group has no loxodromically universal acylindrically hyperbolic structure. We briefly
describe Dunwoody’s group J and refer the reader to [25] for further details. Let H
be the subgroup of the group of permutations of Z generated by the transposition (0 1)
and the shift map i — i + 1, which we denote by s. Let H,, be the group of finitely
supported permutations of Z. For any n, we have the following decomposition of
Dunwoody’s group:

J = Gl kKt *¥K o Gn—l *Kn_1 Jn,
where each G; is a finite group and, letting QO = Gy, *k,, Gn+1 *K,, 4, "
Jn = On*g, H.

Thus we obtain the following:
Example 7.2 The group 3k, .y ZXxZy and Dunwoody’s group are not A7 —accessible.
Finally, we give a finitely presented example:

Theorem 7.3 There exists a finitely presented group that is neither AH —accessible
nor H—accessible.
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Proof Let N be a finitely presented nonhyperbolic normal subgroup of a hyperbolic
group G such that G/N = Z. Such subgroups do exist; see [15]. Let ¢ be an element
of G such that tN generates G/N. Further let @ € N be an element of infinite order
such that a ¢ E(¢). Then there exists n € N such that G is hyperbolic relative to
any of the following three collections of subgroups: {E(¢)}, {E(s)} and {E(s), E(¢)},
where s = ta” (this follows for example from [52, Corollary 1.7 and Lemma 7.4]).

Let X be afinite generating setof G, and S =T (G, XUE(s)) and T=T(G, XUE(?)).
Then the graphs S and T are hyperbolic and the actions of N on both of them is
cobounded since G = NE(t) = NE(s); this action is also acylindrical and so is the
action of G [56, Proposition 5.2]. Let A = 6([N ~ S]) and B = o ([N ~, T]) be
the corresponding acylindrically hyperbolic structures on N. It suffices to prove the
following:

Claim If some [Z] € G(N) satisfies A <X [Z] and B < [Z], then Z is finite.

Indeed if the claim is proved, then the largest element in either H(N) or AH(N)
must correspond to a finite generating set, ie the group N must be hyperbolic, which
contradicts our assumption.

Let us prove the claim now. Since A < [Z] (respectively B < [Z]), Z must be a
bounded set considered as a set of vertices in S (respectively T'). Let K be a constant
such that Z belongs to the balls of radius K centered at 1 in both S and 7. Given
z e Z,let p; (respectively ¢, ) be a geodesic going from 1 to z in S (respectively T).
We can naturally think of S and 7" as subgraphs of R =T'(G, X U E(s)U E(¢)). Then
¢z = pzq; ! is a cycle of length at most 2K in R. Note that all components of ¢
are isolated. Indeed two components of p, (respectively g,) cannot be connected
since this path is a geodesic in S (respectively 7'), and a component of p, cannot
be connected to a component of ¢, since they correspond to different hyperbolically
embedded subgroups. By Lemmas 5.6 and 5.7, there is a finite subset 7 € G such that
every component of ¢, (and hence every component of p;) is labeled by an element
of F. Since X is finite, it follows that there are only finitely many possible labels of
the paths p, for z € Z, ie |Z]| < 0. a

Remark 7.4 The group N described in the proof of Theorem 7.3 does have a loxo-

dromically universal acylindrical action, for example the one on a locally finite Cayley
graph of G.
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7.2 AH-accessible groups

The goal of this section is to prove Theorem 2.18. In fact, we will prove something
stronger for each of the classes of groups mentioned in Theorem 2.18. We would like
to note that Theorem 2.18(b)—(c) were independently and subsequently proven in [2].
Theorem 2.18(d) is also proven in [2] in the special case when the 3—manifold has no
Nil or Sol in its prime decomposition. Abbott and Behrstock [2] additionally prove the
AH—accessibility of certain other groups using different methods.

Definition 7.5 A group G is said to be strongly AH—accessible if there exists an ele-
ment [X] € AH(G) such that for every acylindrical action (not necessarily cobounded)
of G on any hyperbolic space S, we have G ~, S < G ~ I'(G, X), with respect to the
preorder on group actions from Definition 3.1. We say that the structure [X] realizes
the strong A —accessibility of G. Such a structure, if it exists, is obviously unique. In
particular, a strongly A —accessible group is .AH —accessible.

Remark 7.6 In the above definition, we do not restrict the cardinality of S. We
consider actions of G on all hyperbolic metric spaces, not just those of bounded
cardinality.

Example 7.7 Every hyperbolic group is strongly A#—accessible. Indeed, if G is a
hyperbolic group, then there exists a finite generating set X such that [X] € AH(G).
The result then follows from Lemma 3.10.

Example 7.8 Every group G which is not acylindrically hyperbolic is strongly AH—
accessible. Indeed, this is an immediate consequence of Theorem 4.3. If G is virtually
cyclic, the result follows from Example 7.7. If every acylindrical action of G on a
hyperbolic space is elliptic, then the trivial structure realizes the strong AH —accessibility
of G.

In particular, this example applies to groups with infinite amenable radicals (eg infinite
center) and to direct products of two infinite groups (see [56, Corollary 7.2]). In fact,
if G is the direct product of two groups with infinite-order elements, then the trivial
structure realizes the strong A#H —accessibility of G (since G contains Z x Z as a
subgroup, it is not virtually cyclic).

We first turn our attention to relatively hyperbolic groups. Recall that a group G is
hyperbolic relative to subgroups Hy, ..., H, if {Hy,..., Hy} —} (G, X) for some
finite X C G (see Theorem 5.4). The subgroups Hi,..., H, are called peripheral
subgroups of G.
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Theorem 7.9 Let G be a relatively hyperbolic group with peripheral subgroups
H,y,..., H,. Ifeach H; is strongly AH —accessible, then G is strongly AH —accessible.

Proof Let X be a finite subset of G such that {Hy,..., H,} <} (G, X). Let
H =|1"_, H;. By [56, Proposition 5.2] (see also Example 5.12), the action of G on
I'(G, X UH) is acylindrical, ie {H;,..., H,} is strongly hyperbolically embedded
in G with respect to X.

Let [Y;] be the element in AH(H;) that realizes the strong A% —accessibility of H;
for each 1 <i <n. Then, by Theorem 5.17, [X U Y  U---UY,] € AH(G). We will
show that this element realizes the strong AH —accessibility of G.

Indeed, suppose that G ~, Z is an acylindrical action of G on a hyperbolic space and
let dz denote the metric on Z. Fix a basepoint z € Z. Restricting the action of G
on Z to each H;, we obtain an acylindrical action of each H; on a hyperbolic space.
But then

Hin(Z,dz) X Hi~T(H;,Y;)

for every 1 <i <n. We can assume that there exists a constant C such that for every
i=1,....n,dz(z,hz) < Cdy,(1,h) + C for all h € H;. In particular, if y € Y;,
then dz(z, yz) <2C.

Since X is finite, Lemma 3.10 applies and we conclude that
GAZ=GART(G,XUY U---UYy). m|

Proof of Theorem 2.18(a) If G is a finitely generated relatively hyperbolic group,
then it follows from [54, Theorem 1.1] that the collection of peripheral subgroups is
finite. Let H be a peripheral subgroup of G, which by assumption, is not acylindrically
hyperbolic. Example 7.8 applies, and we conclude that each peripheral subgroup is
strongly A#H—accessible. The result follows from Theorem 7.9. O

We next deal with the case of mapping class groups of closed punctured surfaces, for
which we will need several facts and definitions taken from [29], stated below. We
refer the reader to [29] for proofs and details.

Definition 7.10 (complex of curves) A closed curve on § is called essential if it
is not homotopic to a point or a puncture. The complex of curves associated to S is
a graph defined as follows: vertices of the complex of curves are isotopy classes of
essential, simple closed curves, and two vertices are joined by an edge if the curves
have disjoint representatives on S. The complex of curves is denoted by C(S).
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We let g denote the genus of the surface S and p denote the number of punctures. We
adopt the convention that if a is a vertex of C(S), then by slight abuse of notation, we
let a denote the associated curve, and let 7,; be the Dehn twist about a. We now list
some facts about Dehn twists and C(S) which we will require for the proof:

(a) [29, Propositions 3.1 and 3.2] T, is a nontrivial infinite-order element of G.
(b) [29,Fact3.6] T, =Tp ifand onlyif a =b.

(¢) [29, Fact 3.8] For any f € Mod(S) and any isotopy class a of simple closed
curves in S, we have that f commutes with 7, if and only if f(a) =a.

(d) [29, Fact 3.9] For any two isotopy classes a and b of simple closed curves in a
surface S, we have that a and b are connected by an edge in C(S) if and only
it TyTy =TpT,.

(e) [29, Powers of Dehn twists, page 75] For nontrivial Dehn twists T, and 7, and
nonzero integers j and k, we have T/ = Tlf‘ ifandonlyifa =5 and j =k.

) [29, Section 1.3] G admits a cocompact, isometric action on C(S). (This
follows from the change-of-coordinates principle).

(g) [45, Theorem 1.1] C(S) is a hyperbolic space. Except when S is a sphere
with three or fewer punctures, C(S) has infinite diameter.

(h) [13, Theorem 1.3] If S is a surface satisfying 3g + p > 5, then the action of
Mod(S) on C(S) is acylindrical.

Proof of Theorem 2.18(b) Let S be a compact, punctured surface without boundary,
of genus g and with p punctures. We consider the following two cases:

Case 1 First assume that 3g + p < 5. The mapping class groups for the cases g =0
and p =0, 1,2, 3 are finite and hence AH —accessible. In the cases of g =0 and p =4
(the four-punctured sphere) and g =1 and p = 0, 1 (the torus and the once-punctured
torus), the mapping class groups are hyperbolic groups. Example 7.7 applies and we
conclude that these groups are also A —accessible.

Case 2 We now assume that 3g + p > 5. In this case, we will prove the result by
using Corollary 4.14 applied to AH(G) C G(G) for G = Mod(S).

By fact (f) above, G admits a cocompact (hence cobounded), isometric action on C(S).
By facts (g) and (h) above, C(S) is an infinite diameter hyperbolic space and the action
of Mod(S) on C(S) is acylindrical.
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To apply Corollary 4.14, we must consider stabilizers of vertices of C(S). Let H =
Stabg (a), where a is a vertex of C(S). By fact (a) above, Ty, is a nontrivial infinite-
order element of G. Further, T,(a) = a, so T, € H by fact (¢) above. For every
element f € H, using fact (c) again, we must have f T, = T, f since f(a) =a. This
implies that H has an infinite center and is thus not acylindrically hyperbolic (see
Example 7.8).

Since C(S) is connected and unbounded, there exists a vertex b # a of C(S) connected
by an edge to a. Then T} is a nontrivial infinite-order element by fact (a), and by
applying facts (d) and (c) above, Ty € H. By using fact (e) above, one can easily show
that (T, Tp) = Z? < H, so H is not virtually cyclic. By Theorem 4.3, every acylindrical
action of H on a hyperbolic space is elliptic. In particular, for every acylindrical action
of G on a hyperbolic space, the induced action of H is also acylindrical and thus
elliptic. Applying Corollary 4.14, it follows that G is A —accessible with largest
element o ([G ~ C(S)]). a

Remark 7.11 The above proof also applies to the set .4 of acylindrical actions of
Mod(S) on hyperbolic spaces. In this case, Proposition 4.13 allows us to conclude that
Mod(S) is strongly A —accessible. The same holds true for the cases of RAAGs and
3—manifolds discussed below.

We now proceed to the case of right-angled Artin groups (RAAGs). We begin by
defining a RAAG and its extension graph.

Definition 7.12 Given a finite graph I', the right-angled Artin group on I' is the
group defined by the presentation
A) =(V(T) | [a,b] =1 for all {a,b} € E(T)).
For example, the RAAG corresponding to a complete graph on n vertices is Z" .
Definition 7.13 The extension graph I'¢ corresponding to A(I"), introduced in [40],
is a graph with vertex set
w8 [ve VD), g € AT}

and edges defined by the following rule: two distinct vertices u€ and v" are joined by
an edge if and only if they commute in A(T").
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There is a natural right-conjugation action of A(I") on I'® given by gv” = v"& for
ve V(') and g, h € A(T). Further, we may write

re= ) er
geA()
where gI' denotes the graph I" with its vertices replaced by the corresponding conju-
gates by g.

We will require the following theorems for the proof. For the proofs of these theorems
and further details concerning RAAGs, we refer the reader to [40].

Theorem 7.14 [39, Lemma 26] Let I" be a finite connected graph. Then I'¢ is a
quasitree.

Theorem 7.15 [40, Theorem 30] The action of A(I") on I'® is acylindrical.

We first prove the strong A#H —accessibility of RAAGsS arising from finite connected
graphs. We will then use this result to prove the A —accessibility of RAAGs arising
from any finite graph.

Lemma 7.16 Let I be a connected finite graph and G = A(I"). Then G is strongly
A —accessible.

Proof Let V(I') denote the set of vertices of the graph I". If |V(I')| =1, then G = Z.
Example 7.7 applies in this case and we conclude that G is strongly AH—accessible.

Thus we may assume that |V(I')| > 2. In this case, we will prove the result by using
Proposition 4.13 applied to the set A of acylindrical actions of G on hyperbolic
spaces. Observe that G ~, I'® is cocompact and isometric. By Theorems 7.14 and 7.15,
G ~ I'¢ is acylindrical and I'¢ is a quasitree and hence a hyperbolic space. Thus
o([G ~ T¢]) € AH(G).

Since the action of G on I'¢ is by conjugation, stabilizers of vertices of the extension
graph correspond to centralizers of conjugates of standard generators of G. So we must
consider H = Cg(a®), where a represents a vertex of I', and g is any element of G.

Since I' is connected and |V(I")| > 2, there exists a vertex b # a such that b is
connected to a in I'¢, ie [a,b] = 1 in G. But then [a8,b8] =1, s0 b8 € H. It can be
easily shown that (a®,b8) = (a,b) = Z? < H, since the RAAG corresponding to a
graph with 2 vertices and an edge connecting them is Z?2. Thus H cannot be virtually
cyclic.
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Since the center of H contains the infinite cyclic group (a®), H cannot be acylindri-
cally hyperbolic by Example 7.8. Thus H cannot act nonelementarily and acylindrically
on a hyperbolic space. By Theorem 4.3, for any acylindrical action of G on a hyperbolic
space, the induced action of H is elliptic. Applying Proposition 4.13, we conclude
that G is strongly AH—accessible. a

Proof of Theorem 2.18(c) If I' is connected, the result follows from Lemma 7.16. If
I' is a disconnected finite graph, then I" has two or more connected components, say
I, Iz,..., ;. Let A(I;) denote the RAAG associated to the connected subgraph I}
of I'. It is easy to see that G = A(I7) * A(I%) *---x A(I};), and so G is hyperbolic
relative to the collection {A(I;) | 1 <i <n}. By Lemma 7.16, each RAAG A(I}) is
strongly A#H—accessible. Using Theorem 7.9, we conclude that G is AH—accessible.

O

Lastly, we consider the case of fundamental groups of compact, orientable 3—manifolds
with empty or toroidal boundary. In order to prove the theorem, we will need the
following results and definitions:

Definition 7.17 A 3-manifold N is said to be irreducible if every embedded S?2
bounds a 3-ball.

Definition 7.18 A 3-manifold N is said to be atoroidal if any map T — N which
induces a monomorphism of fundamental groups can be homotoped into the boundary
of N, ie N contains no essential tori.

Definition 7.19 A Seifert fibered manifold is a 3—manifold N together with a decom-
position into disjoint simple closed curves (called Seifert fibers) such that each fiber
has a tubular neighborhood that forms a standard fibered torus.

The standard fibered torus corresponding to a pair of coprime integers (a, b) with
a > 0 is the surface bundle of the automorphism of a disk given by rotation by an angle
of 22—]’ , equipped with natural fibering by circles.

Lemma 7.20 [6, Lemma 1.5.1] Let N be a Seifert fibered manifold. If w{(N) is
infinite, then it contains a normal, infinite cyclic subgroup.

Definition 7.21 A compact 3—manifold is said to be hyperbolic if its interior admits
a complete metric of constant negative curvature —1.
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The following theorem was first announced by Waldhausen [63], and was proved
independently by Jaco and Shalen [36] and Johannson [37]:

Theorem 7.22 (JSJ decomposition theorem [6, Theorem 1.6.1]) Let N be a compact,
orientable, irreducible 3—manifold with empty or toroidal boundary. Then there exists
a collection of disjointly embedded incompressible tori T1, T, ..., Ty such that each
component of N cut along T1UT,U-.-UTy is atoroidal or Seifert fibered. Furthermore,
any such collection of tori with a minimal number of components is unique up to isotopy.

The tori in the above theorem are referred to as JSJ tori. If T = Uf;l T} , the connected
components of N\T are called JSJ components. For details of atoroidal and Seifert
fibered manifolds, we refer the reader to [6, Sections 1.5 and 1.6].

The following was proven by Perelman in his seminal papers (see [58; 59; 60]):

Theorem 7.23 (hyperbolization theorem [6, Theorem 1.7.5]) Let N be a compact,
orientable, irreducible 3—manifold with empty or toroidal boundary. Suppose that N is
not homeomorphic to S' x D? (solid torus), T? x I (torus bundle), K*> X I (twisted
Klein bottle bundle). If N is atoroidal and m1(N) is infinite, then N is a hyperbolic
manifold.

Remark 7.24 The manifolds S'x D2, T2x 1 and K*X1, although atoroidal, are also
Seifert fibered manifolds, and are hence considered to be Seifert fibered JSJ components.
Under this convention, the hyperbolization theorem implies that JSJ components of N
are either hyperbolic or Seifert fibered manifolds.

Definition 7.25 Let N be a compact, orientable, irreducible 3—manifold with empty
or toroidal boundary. We say N is a graph manifold if all its JSJ components are
Seifert fibered manifolds.

The next result can be found in [6, Theorem 7.2.2]. This result follows easily from a
combination theorem proved by Dahmani (see [22, Theorem 0.1]) or a more general
combination theorem, later proved by the third author (see [53, Corollary 1.5]). The
result has also been proved by Bigdely and Wise (see [12, Corollary E]).

Theorem 7.26 Let N be a compact, orientable, irreducible 3—manifold with empty
or toroidal boundary. Let My, ..., M} be the maximal graph manifold pieces of the
JSJ decomposition of N. Let Sy, ..., S; be the tori in the boundary of N that adjoin
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a hyperbolic piece and Ilet T1, ..., T,, be the tori in the JSJ decomposition of N that
separate two (not necessarily distinct) hyperbolic components of the JSJ decomposition.
The fundamental group of N is hyperbolic relative to the set of peripheral subgroups

{H;} = {m1(Mp)} U{m1(Sq)} U{mi(Tr)j.

The last theorem we mention here is a combination of [64, Lemma 2.4] and [47,
Lemma 5.2]. Although [64, Lemma 2.4] was originally stated and proved for closed
manifolds, the same proof also holds for manifolds with toroidal boundary. (See the
proofs of [64, Lemmas 2.3 and 2.4].)

Theorem 7.27 Let N be an orientable, irreducible 3 —-manifold with empty or toroidal
boundary. Then either N has a finite-sheeted covering space that is a torus bundle
over a circle or the action of 71(N) on the Bass—Serre tree associated to the JSJ
decomposition of 71 (N) is acylindrical.

Proof of Theorem 2.18(d) We first observe that it suffices to prove the theorem for
a compact, orientable, irreducible 3—manifold N with empty or toroidal boundary.
Indeed, if N is not irreducible, we let N denote the 3—manifold obtained from N
by gluing 3-balls to all spherical components of dN. Then N is irreducible, and
T (1\7) = m1(N). Also observe that if 7r1(N) is finite, then it is AH—accessible by
Example 7.7, so we may assume that 71 (/) is infinite in what follows. We consider
the following two cases:

Case 1 If there are no JSJ tori, then it follows from Theorem 7.22 that N is either an
atoroidal manifold or is Seifert fibered. If N is atoroidal and not homeomorphic to
S1x D2, T? x I or K?X I, then it follows from Theorem 7.23 that N is hyperbolic.
Consequently, if N is closed, w1 (N) is a hyperbolic group and hence A —accessible
by Example 7.7. If N has toroidal boundary, then 71 (N) is hyperbolic relative to its
peripheral subgroups, which are isomorphic to Z x Z (see [28]). Applying Example 7.8,
we get that Z x Z is strongly AH—accessible. By Theorem 7.9, we conclude that
w1(N) is AH—-accessible.

If N is Seifert fibered (recall that S x D2, T2 x [ and K?X I are considered Seifert
fibered JSJ components, as explained in Remark 7.24), then by Lemma 7.20, 71 (N)
has an infinite cyclic, normal subgroup. Since Z is not acylindrically hyperbolic, we
can use [56, Corollary 1.5] to conclude that 771 (N) is not acylindrically hyperbolic.
Applying Theorem 4.3, we conclude that either 7r;(/N) is virtually cyclic, or every
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acylindrical action of 71 (V) on a hyperbolic space is elliptic. In the former situation,
m1(N) is AH-accessible by Example 7.7. In the latter case, w1 (/N) is obviously
AH—accessible.

Case 2 We now assume that N admits at least one JSJ torus, ie the JSJ decomposition
of N is nontrivial. By the Seifert—van Kampen theorem, the JSJ decomposition of N
induces a graph of groups decomposition of m1(/N) whose vertex groups are the
fundamental groups of the JSJ components and whose edge groups are the fundamental
groups of the JSJ tori.

By Theorem 7.26, it suffices to prove the strong A% —accessibility of each peripheral
subgroup H; provided by the theorem. Following the notation of Theorem 7.26, if
H; = m1(Sy) or Hi = m(T}), then H; >~ Z x 7. By Example 7.8, such H; are
strongly A%H—accessible.

It thus remains to consider the graph manifolds M, , which have at least one JSJ
component. Using Theorem 7.27, either M), has a finite-sheeted covering space that is
a torus bundle over a circle or the action of (M) on the Bass—Serre tree associated
to the JSJ decomposition of 71(My) is acylindrical. We denote this Bass—Serre tree
by Tp.

If M, has a finite-sheeted covering space that is a torus bundle over a circle, then
m1(Mp) is virtually polycyclic and is hence not acylindrically hyperbolic. Further,
since we have at least one JSJ torus, Z x Z < m1(Mp), which means that 71 (M))
is not virtually cyclic. By Theorem 4.3, every acylindrical action of m1(Mp) on a
hyperbolic space is elliptic, allowing us to conclude that the trivial structure realizes
the strong A# —accessibility of w1 (Mp).

If the action of 71(M)) on the Bass—Serre tree 7, is acylindrical, then we will use
Proposition 4.13 applied to the set A of acylindrical actions of 71(Mp) on hyperbolic
spaces in order to prove that 1 (M) is strongly A7 —accessible. Note that the action
m1(Mp) ~ Tp is cocompact and so o ([r1(Mp) ~ Tp]) € AH(7w1(Mp)). Stabilizers of
vertices for this action are isomorphic to the vertex groups, which are the fundamental
groups of Seifert fibered components. Let M be a Seifert fibered component of M,,.
Since we have at least one JSJ torus, Z x Z < w1(M) and 71 (M) is infinite. Arguing
as in Case 1 by using Lemma 7.20, we can conclude that 771 (M) is not acylindrically
hyperbolic. Applying Theorem 4.3 allows us to conclude that the induced action
of m1(M) in any acylindrical action of 71(Mp) on hyperbolic spaces is elliptic.
Applying Proposition 4.13, we get that 1 (M)) is strongly A% —accessible. O
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8 Open problems

The goal of this section is to discuss several open problems motivated by our work.

We begin with two problems about the preorder on group actions; see Definition 3.1.
The preorder < induces an order on the set of weak equivalence classes of G —actions
on metric spaces (of cardinality at most ¢). The resulting poset is a lattice, denoted
by L£(G), whose least element is the weak equivalence class consisting of G —actions
with bounded orbits (see Example 3.2) and a maximal element exists if and only if G
is finitely generated, in which case the weak equivalence class consisting of geometric
actions is the largest element. The proofs of these results are not difficult and we leave
them as exercises for the reader.

Problem 8.1 Does there exist any interesting connection between algebraic or geo-
metric properties of G and algebraic properties of the lattice L(G)?

The cardinality of £(G) is either finite or at least 280 . For countable groups, finiteness
of L£(G) is equivalent to G being finite, while for uncountable groups this is not
true: the lattice corresponding to G = Sym(N) consists of a single element since all
actions of this group on metric spaces have bounded orbits; see [20]. In particular,
the cardinality of £(G) is a trivial example of a quasi-isometry invariant of finitely
generated groups. We can ask the following:

Problem 8.2 Which algebraic properties of L(G) are quasi-isometry invariants for
finitely generated groups?

In contrast, G(G) may not be a lattice, but is always a meet semilattice. Indeed it is
easy to see that for every [A], [B] € G(G), the meet operation is defined by

(52) [A]A[B] =[AU B].
On the other hand, let o
G=Pz,.
n=2

Let A={f;|i=2,3,...}and B={g; |i =2,3,...}, where f; and g; are elements

of G defined by - _
if n =1,
i = |

0 otherwise,
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and .. .
(1) = i ifn=i,
& 0 otherwise.

It is straightforward to verify that both A and B generate G and there is no upper
bound for the subset {[A], [B]} in G(G). It is also not difficult to construct a finitely
generated group G for which G(G) is not a lattice. We leave the details to the reader.

Problem 8.3 When is G(G) a lattice? Or, more generally, is there any interesting
connection between algebraic and geometric properties of G and properties of the
poset G(G)?

We now turn to problems about hyperbolic structures of groups. Our understanding
of posets of quasiparabolic and general type structures on groups is far from being
complete. The ultimate goal would be to obtain a classification of possible isomorphism
types of Hqp(G) and Hy(G) similar to Theorem 2.3 for lineal structures. Achieving
this goal does not seem realistic, but there are many particular open questions about
Hqp(G) and Hg(G) which seem more approachable. In particular, we can ask the
following:

Problem 8.4 Does there exist a finitely generated group G such that Hq,(G) contains
an uncountable chain?"

Recall that there are uncountable antichains in Hqp(Z ¢ Z); see Example 2.4. Since D
contains countable chains, so does Hqp(Z 2 Z). However we do not know if Hqp(Z2Z)
contains uncountable chains.

The next question is motivated by our results showing that the cardinality of ’HZ (G)
is always 0, 1 or at least continuum, while H;(G) and Hy(G) can have arbitrary
cardinality.

Problem 8.5 What values can the cardinality of Hq,(G) take? In particular, does
there exist a group G such that Hqp(G) is nonempty and finite??

It would be also nice to characterize general type actions for which the strategy of
constructing smaller general type actions described after Theorem 2.5 actually works.
For example, it should work for actions considered in [11].

IThis problem has been solved in [7, Corollary 1.5].
2Partially solved in [7].
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Conjecture 8.6 Suppose that a group G acts on a hyperbolic space and there exist
two loxodromic elements of G which are nonequivalent in the sense of [11]. Prove
that H(F>) embeds in H(G) in this case.

It follows from Theorem 2.7 that H(F;,) and H(F,) embed in each other for all
m,n > 2. The same result is true for the posets of acylindrically hyperbolic structures.
However the following basic questions remain open:

Problem 8.7 (a) Is H(F>) = H(F3)?
(b) Is AH(F>) =~ AH(F3)?

Theorems 2.6 and 2.17 imply that there are at least four isomorphism types of posets
AH(G): the posets of cardinality 1 and 2 and two posets of infinite cardinality, one
with the largest element and one without it. However we do not know if the number of
possible isomorphism types of AH(G) is infinite for countable groups. Note that the
number of possible isomorphism types of 7(G) is infinite by Theorem 2.5.

Problem 8.8 How many isomorphism types of posets AH(G) are there for countable
groups G 7 What about finitely generated groups?

Problem 8.9 Does there exist a group G such that AH(G) contains a maximal
element, but no largest element? How many maximal elements can AH(G) have?

In particular, it would be interesting to understand if the acylindrically hyperbolic
structures A and B on the group N considered in the proof of Theorem 7.3 are
maximal.

Problem 8.10 Are H—accessibility and AH —accessibility invariant under passing to
subgroups of finite index and finite extensions?

It is worth noticing that the structure of H(G) can be very different for a group G and
its subgroup of finite index; even the cardinality on H(G) can be different. Indeed the
group G = Dgo has exactly three hyperbolic structures while the group Z2, which
is a subgroup of index 4 in G, has uncountably many; see the proof of Theorem 2.3
and Example 4.23. In contrast, Theorem 2.6 implies that the cardinality of AH(G) is
invariant under passing to finite-index subgroups and finite extensions.
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