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Formal contact categories

BENJAMIN COOPER

To each oriented surface †, we associate a differential graded category Ko.†/. The homotopy category
Ho.Ko.†// is a triangulated category which satisfies properties akin to those of the contact categories
studied by K Honda. These categories are also related to the algebraic contact categories of Y Tian and to
the bordered sutured categories of R Zarev.

53D10; 18G55

1. Introduction 2389

2. Algebraic constructions 2394

3. Formal contact categories 2404

4. Elementary properties of contact categories 2410

5. Symmetries and generators of contact categories 2417

6. Comparison between categories associated to disks 2424

7. Linear bordered Heegaard–Floer categories 2432

8. Comparison to geometric categories 2438

Appendix. Dg categories 2442

List of symbols 2444

References 2447

1 Introduction

Our purpose here is to associate a differential graded category Ko.†/ to each oriented surface †. This
category is used to study comparison problems between the categories associated to surfaces by Seiberg–
Witten-type manifold invariants. For example, we prove that the categories associated to the disk .D2; 2n/
with 2n marked points by each theory are equivalent, and there is a functorial relationship between the
categories associated to a surfaces with boundary when they can be defined.
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2390 Benjamin Cooper

1.1 The unicity of Floer-type invariants of 3–manifolds

In [42; 43] P Ozsváth and Z Szabó introduced invariants of 3–manifolds known as the Heegaard–Floer
homologies. Depending upon the setting of a parameter U , there are homology groups: HF�� .M/,
HFC� .M/ and HF1� .M/ which fit into a long exact sequence:

(1-1) � � � ! HF�� .M/! HF1� .M/! HFC� .M/! � � � :

When U D 0, there are simpler invariants cHF�.M/. The Heegaard–Floer theory has had a profound
effect on the study of 3–manifolds and 4–manifolds; see Juhász [23]. This is in part because it was
originally conceived of as a way to obtain information in the Seiberg–Witten invariants; see Donaldson [7],
Kronheimer and Mrowka [28] and Witten [61]. The relationship between the Heegaard–Floer homology
theory and the Seiberg–Witten Floer homology was recently articulated by two independent groups of
researchers: Ç Kutluhan, Y-J Lee and C H Taubes [29; 30; 31; 32; 33] and V Colin, P Ghiggini and
K Honda [3; 4; 5]. Both teams built upon the earlier work of Taubes [49; 50; 51; 52; 53], which identified
the Seiberg–Witten Floer homologies bHM�.M/ with the embedded contact homology ECH�.M/ due to
M Hutchings [20] and Hutchings and Taubes [21; 22]:

� W ECH�.M/ ��!bHM�.M/:

Using the embedded contact homology as an intermediary, both groups completed the diagram

HF�� .M/

ECH�.M/

bHM�.M/
�

in a fashion which preserved essential properties of the three homology theories. In particular, the maps
defined respect decompositions with respect to SpinC structures, carry invariants of contact structures
to invariants of contact structures, preserve the long exact sequence (1-1) and support reductions to the
simpler U D 0 theory:

(1-2) bECH�.M/Š cHF�.M/ŠeHM�.M/:

Intuitively, each component in the equation above corresponds to a codimension-1 piece of a 4–dimensional
topological field theory. It is evident that such a theory satisfies the following properties. In codimension 1,
a topological field theory associates a chain complex C.M/ to each oriented 3–manifold M . The
homology of this chain complex H�.C.M// is an invariant of the diffeomorphism type of the 3–manifold.
In codimension 2, a topological field theory associates a differential graded category C.†/ to each oriented
surface †. The derived category D.C.†// of right C.†/–modules (see Keller [25; 26]) is an invariant of
the diffeomorphism type of the surface, and reversing the orientation of the surface produces the opposite
dg category:

C.x†/Š C.†/op:

Algebraic & Geometric Topology, Volume 24 (2024)



Formal contact categories 2391

For each 3–manifold X with boundary @X D†, there is a right C.†/–module X�. When a 3–manifold
M is split along a surface M DX [† Y , the invariant C.M/ corresponding to M is quasi-isomorphic to
the tensor product,

C.M/ ��!X�˝
L
C.†/ .Y�/

op;

of the modules associated to each piece. If the identifications made by (1-2) result from an equivalence
between topological field theories, then the codimension-2 extensions of these topological field theories
must be equivalent as well.

Question 1.1 Is there an equivalence between codimension-2 extensions of Seiberg–Witten Floer ,
Heegaard–Floer and embedded contact homology?

We study the simpler question of establishing a relationship between the categories associated to oriented
surfaces † by Heegaard–Floer theory and contact topology.

The Heegaard–Floer homology cHF�.M/ was extended to surfaces and 3–manifolds with boundary, in
the manner described above, by Ozsváth, R Lipshitz and D Thurston [36]. The theory was further
developed by R Zarev [62; 63]. In particular, when an oriented surface † sports a handle decomposition,
determined by combinatorial data Z called an arc parametrization, there is a dg category A.�Z/ which
is associated to the surface †. The Morita homotopy class of the corresponding categories of dg modules
are independent of the handle decomposition Z .

On the contact side, Honda has conjectured the existence of a family of triangulated categories Co.†/
associated to oriented surfaces† called contact categories [15]. These categories might function as part of
a codimension-2 component of the embedded contact homology. The morphisms of contact categories are
isotopy classes of tight contact structures on a thickened surface †� Œ0; 1�. Maps in Co.†/ are composed
by gluing †� Œ0; 1� to †� Œ0; 1� and rescaling. The contact categories Co.†/ are conjectured to contain
distinguished triangles associated to special contact structures called bypass moves. Unfortunately, this
construction is not yet available in its full generality. For disks and annuli, algebraic analogues of these
categories were introduced and studied by Y Tian [54; 55].

1.2 Summary of main results

We associate a Z=2–linear dg category Ko.†/ to each oriented surface †. This category satisfies a
universal property which guarantees the existence of a unique map to a dg enhancement of any contact
category Co.†/, when it exists.

Universal property 1.2 Suppose X is a pretriangulated dg category for which there are choices of
maps � W  !  0 corresponding to bypass moves between dividing sets ;  0 �†, and these maps satisfy
four properties:

(1) Bypass moves are cycles.

(2) Trivial bypass moves are equal to the identity.

Algebraic & Geometric Topology, Volume 24 (2024)
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(3) Disjoint bypass moves commute.

(4) Associated to each bypass move is an exact triangle of the form

�A

�B�C

Then there is a unique map Ko.†/! X in the homotopy category of differential graded categories. See
Section 3 for details.

Section 2 contains algebraic background necessary to produce and study Ko.†/. The definition of
pretriangulated hull and a review of Drinfeld–Toën localization construction for dg categories is included.
A variation of this localization construction is introduced and related to the standard localization.

Section 3 contains a discussion of surface topology needed for the main construction. The construction of
the formal contact categories Ko.†/ follows immediately by combining these topological considerations
and the localization construction introduced in Section 2. The remainder of the paper is dedicated to the
study of formal contact categories.

In Section 4, we check that the categories satisfy several elementary properties which were outlined by
Honda. In particular, Corollary 4.10 shows that nontrivial boundary conditions are necessary for Giroux’s
tightness criterion to be satisfied. Theorem 4.14 shows that when such boundary conditions are present,
the triangulated structure allows one to simplify the category by writing dividing sets which do not interact
with the boundary in terms of those which do, up to homotopy equivalence. In Section 4.5, formal contact
categories Ko.†/ are split into a product of two isomorphic copies of a subcategory KoC.†/, called the
positive half of the formal contact category.

In Section 5, Theorem 5.2 shows that the mapping class group �.†/ of † acts naturally on the category
Ko.†/. Theorem 5.11 shows that when the surface † supports a handle decomposition, determined by
an arc parametrization Z, this produces a collection of generators Z.Z/ for the category Ko.†/. After
proving the second statement above, in Section 5.4 we study additive invariants of KoC.†g;1; 2/.

The remainder of the paper is dedicated to an investigation of the comparison problem between two
codimension-2 extensions: contact categories and Heegaard–Floer categories. The strategy pursued is
illustrated by the diagram

Ko.†/ A.�Z/–mod

Co.†/

When a reasonable candidate for the geometric contact category Co.†/ exists, the dashed lines should be
taken to be solid.

Algebraic & Geometric Topology, Volume 24 (2024)
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In Section 6, we study the relationship between three categories associated to the disk .D2; 2n/ with
2n points fixed along its boundary. In [54], Tian constructed a candidate Yn for Co.D2; 2n/, and we
introduce an arc parametrization Mn of the disk .D2; 2n/ which gives a dg category A.�Mn/ associated
to the Heegaard–Floer package; see Zarev [62]. The main result of this section is to prove that the three
dg categories are Morita equivalent:

(1-3) Co.D2; 2n/Š KoC.D2; 2n/ŠA.�Mn/:

The category A.�Mn/ is a k–linear category because the differential d is always equal to zero. There are
several other instances in which categories with this property can be associated to surfaces. In Section 7,
we show that functors from these categories to the homotopy categories of the appropriate formal contact
categories can be defined.

Section 8 applies the universal property, discussed above, in a much broader context. The section
begins with a discussion of the relationship between the formal contact categories Ko.†/ and the contact
categories Co.†/. The main theorem leverages the universal property to construct a map

KoC.†/!A.�Z/–mod

in the homotopy category of dg categories from the formal contact category associated to † to the
Heegaard–Floer category associated to †, when † is parametrized by Z , for any oriented surface † with
sufficient boundary conditions.
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2 Algebraic constructions

In this section, a discussion of localizations follows a review of pretriangulated hulls. Section 2.2 reviews
the standard localization procedure for dg categories. Section 2.3 introduces a form of localization which
creates formal extensions among objects in a dg category: rather than creating homotopy equivalences
amongst objects, this Postnikov localization introduces distinguished triangles. In Section 2.4, properties
of Postnikov localizations are discussed.

Most of the materials in this section are standard. Some review is found in the appendix. A review of
differential graded categories can be found in [26; 57] or [10, Section 1]; consult [46; 47; 56] for technical
details. The language of model categories is reviewed in [37, Section A.2]; more details can be found
in [19; 45].

2.1 Pretriangulated hull

This section contains a brief discussion of pretriangulated hulls of dg categories. The key ideas were
introduced in [2, Section 4]; see also [1; 8].

Definition 2.1 [8, Section 2.4] If C is a dg category then there exists a dg category Cpretr, called the
pretriangulated hull of C. The objects of Cpretr are one-sided twisted complexes, ie formal expressions

x D

� nM
iD1

xi Œri �; p

�
such that dpCp2 D 0

where n� 0, xi 2 Ob.C/[f0g and ri 2 Z. The map p D .pi;j / is a matrix such that jpi;j j D 1 and

pi;j D

�
xi Œri �! xj Œrj � if j > i;
0 if j � i:

If x; x0 2Ob.Cpretr/ with x D
�Ln

iD1 xi Œri �; p
�

and x0 D
�Ln

iD1 x
0
i Œr
0
i �; p

0
�
, then Hom.x; x0/ consists of

matrices f D .fi;j / for fi;j 2 Homr
0
j
�ri .xi ; x

0
j /, the composition is given by matrix multiplication and

the differential d W Hom.x; x0/! Hom.x; x0/ is determined by the formula

.df /i;j D .df /i;j C .p
0f /i;j � .�1/

jfi;j j.fp/i;j :

Remark 2.2 [8, Section 2.4] If x; y 2 Ob.C/ and f W x! y is a closed map of degree zero, then the
cone of f exists in Cpretr by construction: C.f /D .x˚yŒ�1�; p/ 2 Ob.C/ where p1;2 D f and p1;1 D
p2;1 D p2;2 D 0. The objects in Cpretr can be obtained by iterated applications of the cone construction.

A referee notes that the construction in Remark 2.2 is sometimes called a “cocone.”

By construction, the pretriangulated dg category Cpretr associated to a k–linear category C factors through
its additive closure Mat.C/:

Mat.C/pretr
Š Cpretr:

Algebraic & Geometric Topology, Volume 24 (2024)
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(Or set p D 0 in Definition 2.1.) The canonical inclusion C ,! Cpretr is fully faithful. A dg category C

is pretriangulated when the functor Ho.C/! Ho.Cpretr/ induced by inclusion between the associated
homotopy categories is an equivalence of categories. The category of pretriangulated dg categories will
be denoted by dgcatpretr

k
.

Unfamiliar readers may wish to recall that Ob.CqD/ WD Ob.C/tOb.D/ and

HomCqD.x; y/ WD

8<:
HomC.x; y/ if x; y 2 Ob.C/;
HomD.x; y/ if x; y 2 Ob.D/;
0 otherwise:

The proposition below shows how the pretriangulated hull operation distributes over coproducts of dg
categories. This is a p ¤ 0 generalization of the analogous statement about additive closures. It will be
used in Theorem 4.4.

Proposition 2.3 If C and D are k–linear then .CqD/pretr Š Cpretr…Dpretr.

Proof Since there are no nonzero maps between C and D, thought of as subcategories of CqD, a
twisted complex

�Ln
iD1 xi Œri �; p

�
2 .CqD/pretr splits into a direct sum of twisted complexes in Cpretr

and Dpretr. Likewise, matrices .fi;j / of maps between twisted complexes in .CqD/pretr consist of blocks.
It follows that there are functors �C W .CqD/pretr! Cpretr and �D W .CqD/pretr!Dpretr which satisfy
the universal property of the product.

The following proposition is well known; see [1, Section 1.5].

Many of the constructions to follow in this section use ideas which are touched on in the appendix.

Proposition 2.4 The pretriangulated hull �pretr W dgcatk! dgcatpretr
k

is left adjoint to the forgetful functor:

Homdgcatpretr
k
.Cpretr;D/Š Homdgcatk .C;Forget.D//:

If f W C ��!D is a quasiequivalence then f pretr W Cpretr!Dpretr is a quasiequivalence of dg categories.

The category Hqe is a localization of dgcatk in which quasiequivalences between dg categories are
isomorphisms. The Morita homotopy category Hmo is a localization of the homotopy category Hqe
of dg categories in which derived equivalences are isomorphisms. In Hmo, the homotopy idempotent
completion Cperf of the pretriangulated hull Cpretr is fibrant replacement; see [46].

2.2 Inverting maps in dg categories

This section contains a brief review of the localization construction for dg categories. Many authors have
studied this problem; see [8; 25; 26; 48; 56, Section 8.2].

Definition 2.5 The symbol I will be used to denote the dg category freely generated by a cycle f W 1! 2

of degree 0, and I 0 will be used to denote the dg category freely generated by cycles f W 1! 2 and
g W 2! 1 of degree 0:

I D 1
f
�! 2 and I 0 D 1� 2:

Algebraic & Geometric Topology, Volume 24 (2024)
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The symbol I denotes the dg category with a unique degree 0 isomorphism f W 1 ��! 2 with df D 0. There
are canonical inclusions

� W I ,! I and �0 W I 0 ,! I :

These maps are determined by the assignments �.f /D f , �0.f /D f and �0.g/D f �1.

Definition 2.6 Suppose that C is a dg category and R W
`
r2R I!C is a dg functor. Then the localization

of C with respect to R is a dg functor
P W C! LRC

which satisfies:

(1) The pullback map P � W HomHqe.LRC;X/! HomHqe.C;X/ is injective.

(2) The image of P � consists of maps f W C! X for which there is a map ˛ making the diagram
below commute: `

r2R Ho.I / Ho.X/

`
r2R Ho.I /

Ho.R�f /

Ho.�/ ˛

The image im.P �/ may be denoted by HomIHqe.C;X/.

Corollary 8.8 in [56] shows that for any dg category C and any functor R W
`
r2R I ! C, there exists a

functor P W C! LRC in the homotopy category Hqe of dg categories which satisfies the two properties
in Definition 2.6. The functor P W C! LRC is defined to be the homotopy pushout`

r2R I C

`
r2R I LRC

R

� P

When the category C is cofibrant, this homotopy pushout

LRCD

�a
r2R

I

�
q

L
R C

can be computed by replacing the inclusion � W I ,! I by a well-known cofibration I ,! QI . The dg
category QI appears in Drinfeld, where it is denoted by K [8, Section 3.7.1].

Definition 2.7 The category QI has two objects: 1 and 2. Its maps are generated by the elements
f 2 Hom0

QI
.1; 2/, g 2 Hom0

QI
.2; 1/, h1;1 2 Hom�1

QI
.1; 1/, h2;2 2 Hom�1

QI
.2; 2/ and h1;2 2 Hom�2

QI
.1; 2/:

1 2
f;h1;2

h1;1

g
h2;2

Algebraic & Geometric Topology, Volume 24 (2024)
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The differential is determined by the Leibniz rule together with the equations

df D 0; dg D 0; dh1;1 D gf � 11; dh2;2 D fg� 12 and dh1;2 D h2;2f �f h1;1;

and the maps are subject to no relations.

Remark 2.8 In Definition 2.6, the category I and the map � W I ,! I can be replaced by the category
I 0 and the map �0 W I 0 ,! I . Suppose that R W I ! C and a candidate R.f /�1 for the inverse of the
map R.f / already exists in the category C. Then R can be extended to a functor R0 W I 0! C such that
R0.f /DR.f / and R0.g/DR.f /�1 and there is an analogous localization

P W C! LR0C where LR0CD QI qL
R0 C:

2.3 Postnikov localization

A variation of the localization procedure discussed in the previous section is introduced. This Postnikov
localization introduces distinguished triangles rather than homotopy equivalences. In particular, given
a sequence

1! 2! 3! 1

of maps S in a dg category C, there is a dg category LSC in which this sequence forms a distinguished
triangle.

The dg categories considered in this section are Z=2–graded for simplicity. The equivalences discussed
below commute with the forgetful functor to the ungraded setting introduced in Section 2.5. On the
other hand, Z–graded lifts determined by grading conventions for distinguished triangles can be found in
[10, Section 2.4.1]. See also [57, Section 4.3].

Historically, Postnikov systems appear in the study of triangulated categories [12]. The name Postnikov
may be attached to that construction because it is a generalization of the Postnikov decomposition of
topological spaces to algebraic triangulated categories.

First we introduce a dg category D0 which corepresents triangles; see (2-1) and Proposition 2.11. Then
Definition 2.13 introduces dg categories D and zD which corepresent distinguished triangles. A dg functor
� WD0 ,! zD will be used to construct the Postnikov localization in Definition 2.15.

Definition 2.9 The symbol D0 will be used to denote the dg category freely generated by cycles
�1;2 W 1! 2, �2;3 W 2! 3 and �3;1 W 3! 1:

1 2

3

�1;2

�2;3�3;1

The degrees are determined by j�1;2j D 1, j�2;3j D 1 and j�3;1j D 1.

Algebraic & Geometric Topology, Volume 24 (2024)
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Since a dg functor f WD0! C is uniquely determined by where it maps the generators in the definition
above, there is a bijection between the set of such functors and (symmetric) triangles in C:

(2-1) Homdgcatk .D
0;C/ ��! fsymmetric triangles in Cg:

Definition 2.10 If f; g WD0! C are two triangles in C, then f is isomorphic to g when Ho.f /ŠHo.g/
as objects in the functor category Hom.Ho.D0/;Ho.C//.

The proposition below states that in the homotopy category Hqe of dg categories, the left-hand side of
(2-1) is in canonical bijection with isomorphism classes of triangles.

Proposition 2.11 [10, Proposition 2.4.7] For any dg category C, there is a one-to-one correspondence
between homotopy classes of functors f WD0! C and isomorphism classes of triangles in C:

HomHqe.D
0;C/$ fsymmetric triangles in Cg=iso:

Just as isomorphisms are distinguished types of maps, distinguished triangles are distinguished types of
triangles. A distinguished triangle is a recipe for constructing one of its objects in terms of the other two.

Definition 2.12 If S is a symmetric triangle 1 �1;2
��! 2

�2;3
��! 3

�3;1
��! 1 in a dg category C, then S

is a distinguished triangle if and only if S is isomorphic to the distinguished triangle S 0 given by
1
�1;2
��! 2! C.�1;2/! 1 in the homotopy category of Cpretr.

In keeping with Section 2.2, the distinguished property of triangles is formulated as a lifting problem.
An innocuous-looking dg category D which corepresents distinguished triangles and a quasiequivalent
cofibrant replacement zD ��!D are introduced below.

Definition 2.13 [10, Section 2.4.1] The dg category D consists of objects Ob.D/ D f1; 2; 3g. The
maps are generated by cycles: �1;2 W 1! 2, �2;3 W 2! 3 and �3;1 W 3! 1 of degree 1, and homotopies
h2;1 W 2! 1, h3;2 W 3! 2 and h1;3 W 1! 3 of degree 1,

1 2

3

�1;2

h1;3

�2;3

h2;1

�3;1

h3;2

with dh2;1 D �3;1�2;3, dh3;2 D �1;2�3;1 and dh1;3 D �2;3�1;2 and the relations

�2;3h3;2C h1;3�3;1 D 13; �1;2h2;1C h3;2�2;3 D 12 and �3;1h1;3C h2;1�1;2 D 11:
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The dg category zD consists of objects Ob. zD/ D f1; 2; 3g. The maps �i;j W i ! j in this category are
clockwise-oriented paths between vertices, from i to j , in the triangular graph featured in Definition 2.9.

The differential is zero on paths of length zero or one; when �i;i is a cycle, a path of topological degree
one (a loop),

d�i;i D 1i �
X
k

�k;i�i;k;

otherwise d�i;j is the sum over compositions of all possible factorizations of the path:

d�i;j D
X
k

�k;i�j;k :

The projection p W zD!D given by mapping cycles of length 1 to their respective �–maps is a quasiequiv-
alence [10, Proposition 2.4.13]. In the other direction, there is an inclusion �0 WD0 ,! zD given by sending
the �–maps to their respective length-1 cycles. There is also an inclusion �0 WD0 ,!D given by the same
formula. A Z–graded analogue of zD is discussed in [27]. This dg category is the cobar–bar construction
on the partially wrapped Fukaya category of the disk with three stops [41].

The proposition below states that the dg category zD corepresents distinguished triangles and satisfies the
key properties necessary for the localization construction.

Proposition 2.14 [10, Proposition 2.4.14] (1) For any dg category C, the set of homotopy classes
of dg functors from zD to C is in bijection with the set of isomorphism classes of distinguished
triangles in C:

HomHqe. zD;C/D f1
�1;2
��! 2

�2;3
��! C.�1;2/! 1g=iso:

(2) The image of the pullback induced by the map �0 appearing in Definition 2.13 coincides with the
subset of triangles which are distinguished :

.�0/� W HomHqe. zD;C/! HomHqe.D
0;C/:

(3) The set HomHqe. zD;C/ is equal to the set of maps f 2 HomHqe.D
0;C/ for which there is a map

˛ W Ho. zD/! Ho.C/ such that Ho.f /D ˛ ıHo.�0/.

We are now ready to discuss a generalization of the localization procedure presented earlier in Section 2.2.
Instead of inverting maps in the associated homotopy category, this new operation creates distinguished
triangles in the associated homotopy category.

Definition 2.15 Suppose that C is a dg category and S W
`
s2SD

0! C is a dg functor. Then the Postnikov
localization of C with respect to S is a dg functor

Q W C! LSC

such that for any dg category X the following properties are satisfied:

(1) The pullback map Q� W HomHqe.LSC;X/! HomHqe.C;X/ is injective.
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(2) The set of maps HomHqe.LSC;X/ in the image ofQ� is equal to the set of maps f 2HomHqe.C;X/

such that there is a map ˛ making the diagram below commute:`
s2S Ho.D0/ Ho.X/

`
s2S Ho. zD/

Ho.f ıS/

�0 ˛

The image im.Q�/ may also be denoted by HomTHqe.C;X/.

Recall from above that a functor from S WD0!C is determined by the choice of cycles f W 1! 2, g W 2! 3

and h W 3! 1. The Postnikov localization LSC associated to the functor S requires that the sequence

1
f
�! 2

g
�! 3 h�! 1

is a distinguished triangle in the sense of Definition 2.12. The category LSC is uniquely determined up
to homotopy by the property that a functor f W C!X factors through Q W C!LSC in Hqe when it maps
triangles in the image of S to distinguished triangles in the homotopy category Ho.X/ of X.

When C is a cofibrant dg category, the category LSC is a pushout, obtained by gluing a copy of zD along
the subcategory determined by the image of a functor S . If C is not cofibrant then LSC is a homotopy
pushout: the pushout of a cofibrant replacement zC ��! C of C [37, Section A.2.4.4].

The next proposition states that Postnikov localizations always exist.

Proposition 2.16 For any dg category C and any collection S W
`
s2SD

0 ! C, there is a Postnikov
localization Q W C! LSC in Hqe.

Proof It follows from Proposition 2.14 that the functor �0 WD0! zD is a Postnikov localization in the
sense of Definition 2.15. Therefore, any coproduct of inclusions

`
s2SD

0 !
`
s2S
zD is a Postnikov

localization. For any dg category C, the localization Q W C! LSC is given by the homotopy pushout:`
s2SD

0 C

`
s2S
zD LSC

S

Q

That LSC is a Postnikov localization follows Definition 2.15 and properties of homotopy pushouts [19].

2.4 Properties of Postnikov localization

In this section, we explore properties of the Postnikov localization procedure, establish a relationship
between it and the ordinary localization of dg categories, and introduce an analogue of Heller’s lemma
which facilitates the computation of additive invariants such as the Grothendieck group.
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Triangle insertion The appendix reviews relevant concepts such quasifully faithful embedding.

The proposition below assures us that, after having added a triangle, it persists in the pretriangulated hull.

Proposition 2.17 Suppose that S W D0 ! C, Q W C! LSC and R W LSC! X is a quasifully faithful
embedding of the Postnikov localization of C into a pretriangulated category X. If f D RQS.1! 2/ and
c D RQS.3/ then c is isomorphic to the cone C.f / of f in the homotopy category of X:

c Š C.f / in Ho.X/:

Proof For the sake of notation, everything to follow takes place inside of the category Ho.X/. By
the triangulated category axiom TR3, there is a map h in X which yields a map .1; 1; h; 1/ from the
triangle S.1/! S.2/! S.3/! S.1/ to the triangle S.1/! S.2/! C.f /! S.1/. For all x 2 X,
both triangles determine long exact sequences after applying the functor Hom.x;�/. By the five lemma,
h� W Hom�.x; c/! Hom�.x; C.f // is an isomorphism. Therefore Yoneda’s lemma implies the result.

Decategorification of localizations For references concerning short exact sequences of dg categories
see [26, Section 4.6].

Lemma 2.18 Suppose S WD0! C is a triangle , �1;2 D S.1! 2/ and c D S.3/ in a dg category C. Then
S is isomorphic to a distinguished triangle if and only if the double cone complexK DC.C.�1;2/

Q�2;3
��! c/

is contractible , where Q�2;3 is the extension of the map �2;3 W S.2/! c to the cone C.�1;2/.

Proof If S is distinguished, then the triangle S.1/! S.2/! S.3/! S.1/ is isomorphic to 1! 2!

C.�1;2/! 1 in the homotopy category via the map .1; 1; Q�2;3; 1Œ1�/, so Q�2;3 is a homotopy equivalence
and C. Q�2;3/ is contractible. Conversely, C. Q�2;3/ ' 0 implies Q�2;3 is a homotopy equivalence and the
map above determines an equivalence of triangles.

Recall that if a 2 Ob.C/, then Drinfeld’s dg quotient C=hai can be formed by adding a homotopy h
which satisfies dh D 1a to a cofibrant replacement of C; see [8]. This makes the object contractible
in the homotopy category of the Drinfeld quotient. (This can be reformulated as a homotopy pushout
[48, Theorem 4.0.1].)

The proposition below constructs a short exact sequence of dg categories by relating the Postnikov
localization LSC of a dg category C to a Drinfeld quotient C=hKi. The subcategory hKi is generated by
the object K in Lemma 2.18.

Proposition 2.19 Suppose that S WD0! C is a triangle , f D S.1! 2/ and c D S.3/ in a dg category C.
Then there is a short exact sequence of dg categories

hKi ! C! LS .C/

in the Morita homotopy category Hmo, where hKi is the dg category determined by the cone K D
C.C.f /! c/ of the natural map from the cone on f to c in Cpretr.
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Proof First assume thatK is represented by an object in C. By Definition 2.15, the Postnikov localization
LSC satisfies the universal property

(2-2) HomHqe.LSC;X/
��! HomTHqe.C;X/;

the set of homotopy classes of functors from LSC to any dg category X is in bijection with the set of
homotopy classes of functors f W C! X which map im.S/ to distinguished triangles in the homotopy
categories: Ho.f / W Ho.C/! Ho.X/. By the lemma above, the condition that Ho.f S/ W D0! Ho.X/
maps to a distinguished triangle is equivalent to the condition that a certain double cone complex K is
contractible. If Q�2;3 W C.�1;2/! 3 is given by Q�2;3 D .0; �2;3/, then set K D C. Q�2;3/ so that

K D C. Q�2;3/D .1Œ2�˚ 2Œ1�˚ 3; dK/ where dK D

0@d1 �1;2
�d2 �2;3

d3

1A
is contractible in X. So there is a bijection of sets

(2-3) HomTHqe.C;X/
��! HomhKiHqe .C;X/;

where HomhKi.C;X/ is the set of maps f W C! X which send K to a contractible object in X. Then

(2-4) HomHqe.C=hKi;X/
��! HomhKiHqe .C;X/:

See [48, Theorem 4.0.1]. The maps in (2-2), (2-3) and (2-4) combine to show that the Postnikov
localization satisfies the same universal property as the Drinfeld quotient. Therefore, C=hKi and LSC are
isomorphic in Hqe. Associated to any such Drinfeld quotient, there is a short exact sequence

hKi ,! C! C=hKi

in the Morita homotopy category Hmo [48, Remark 4.0.2]. Since Hmo is a quotient of Hqe, the
isomorphism C=hKi ŠLSC in Hqe implies the isomorphism C=hKi ŠLSC in Hmo, and there is a short
exact sequence of dg categories

hKi ,! C! LSC:

Now suppose that K is not representable by an object in C. In the Morita homotopy category Hmo, the
fibrant replacement Cperf of C is the category of perfect modules over C— an idempotent completion of
the pretriangulated hull. The object K is representable in Cperf (see Remark 2.2), and so, by the argument
above, there is a short exact sequence

hKi ! Cperf
! LS .C

perf/:

In the homotopy category of any model category, every object C is isomorphic to its fibrant replacement
ˇ WC ��!Cperf. Since cofibrations in Hmo and Hqe are identical, a homotopy pushout in Hqe is a homotopy
pushout in Hmo. The map ˇ determines an equivalence of pushout diagrams from zD 

`
sD
0! C to

zD 
`
sD
0! Cperf, from which it follows that the map LSˇ W LSC! LS .C

perf/ is an isomorphism
in Hmo.
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There is a commuting diagram extending the right-hand side of the short exact sequence in which both of
the vertical maps are isomorphisms in Hmo:

C LSC

Cperf LS .C
perf/

ˇ LSˇ

So there is a short exact sequence: E! C!LSC where E is a dg category Morita equivalent to hKi.

A short exact sequence of dg categories in Hmo induces a long exact sequence among additive invariants
of dg categories [26; 46]. The corollary below is the first part of the long exact sequence associated to
Hochschild homology.

Corollary 2.20 Suppose that S , hKi and C are as in the proposition above. Then there is an exact
sequence of abelian groups

HH0.hKi/!HH0.C/!HH0.LS .C//! 0

A Postnikov localization as a module In this section, we explain how Postnikov localizations inherit
the structure of a module category over End. zD/ in Hmo.

If CŠLSX is a Postnikov localization of a dg category X, then the map � W
`
s2S
zD!C from the proof of

Proposition 2.16 yields a map �pretr W
�`

s2S
zD
�pretr
! Cpretr. Therefore, by Proposition 2.3 there is a map

O�pretr W
Q
s2S
zDpretr!Cpretr. The pullback of the map O�pretr along the diagonal map�S W zD

pretr!
Q
s2S
zDpretr

is a functor j W zDpretr! Cpretr. The map j determines an action of End. zDpretr/ on Cpretr:

zDpretr Cpretr

zDpretr Cpretr

j

g Ng

j

The universal property in Definition 2.15 gives us a lift Ng of j ıg for each g 2End. zDpretr/, and uniqueness
of lifts implies that lifts commute with compositions.

2.5 Ungraded dg categories

The main body of the paper will use the trivial grading; a more sophisticated G–grading will be introduced
at a later time [6]. Here we require k to be a field of characteristic 2.

There is a category Komun
k

of ungraded chain complexes. In more detail, An ungraded chain complex is a
k–vector space C and a differential dC W C ! C which satisfies d2C D 0. A map f W C !D of ungraded
chain complexes is a map of vector spaces. If Hom.C;D/ denotes the vector space of such maps from C

to D, then there is an associative composition and for each C there is an identity map 1C W C ! C . This
determines the category Komun

k
.
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The monoidal structure in Komun
k

is the tensor product; the differential is defined by

dC˝D.x˝y/D dCx˝yC x˝ dDy:

If f 2Hom.C;D/ then the formula df DfdC�dDf defines a differential which makes .Hom.C;D/; d/
an ungraded chain complex, and Komun

k
is a category which is enriched over itself.

If KomZ=2
k

denotes the dg category of Z=2–graded chain complexes then there is an adjunction

� W Komun
k $ KomZ=2

k
W�

in which � maps .C; d/ to the chain complex .Cn; dn/n2Z=2 where CnDC and dnD d for each n2Z=2.
If .Cn; dn/n2Z=2 is a chain complex then C D

L
n Cn and d D

P
n dn determine a forgetful functor

� W KomZ=2
k
! Komun

k
.

An ungraded dg category C is a category which is enriched over Komun
k

. The adjunction above induces
an adjunction between the category dgcatun

k
of ungraded dg categories and the category dgcatZ=2

k
of Z=2–

graded categories. This extends to a Quillen adjunction which induces model structures corresponding to
Hqe and Hmo on dgcatun

k
; for analogous details see [9, Section 5.1].

3 Formal contact categories

In this section, a contact category Ko.†/ is associated to each oriented surface †. The remainder of the
paper will assume that k is a field of characteristic 2 and use the trivial grading.

3.1 Bypass moves

In what follows, surfaces will always be pointed in the sense defined below.

Definition 3.1 A pointed surface† is a compact connected surface† in which the connected components
of the boundary have been ordered and each boundary component @i† contains a marked point zi 2 @i†:

@†D @1†[ � � � [ @n†; z D fz1; : : : ; zng and zi 2 @i†:

Every closed surface is canonically pointed.

A pointed oriented surface † in which a collection of points m� @† satisfies the conditions

m\ z D∅ and jmj 2 2ZC

will be denoted by .†;m/. We write mD
S
i mi where mi � @i†. Often notation will be abused and m

will be used to denote both the set m and the cardinality jmj.

An orientation on a pointed surface † induces an orientation of each boundary component. The points
mi � @i† inherit an ordering by starting from the basepoint zi 2 @i† and traversing the boundary circle
in this direction. Combining the order on each mi � @i† with the ordering of the boundary components
f@1†; @2†; : : : ; @n†g produces a total ordering on the set m.
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Recall that an arc  is properly embedded in a pointed surface when @ � @† n z and int./\ @†D∅.
Arcs  are required to intersect the boundary transversely.

Definition 3.2 Let † be a pointed orientable surface possibly with boundary. Then a properly embedded
collection of smooth curves and arcs  on † is a multicurve.

If  is a multicurve on .†;m/ then we require that the set  \ @† coincides with the points m chosen on
the boundary @†.

Definition 3.3 A nonempty multicurve  is said to be a dividing set on the surface † when there are
disjoint subsurfaces RC and R� of † such that

† n  DRC[R� and as sets  D @RC n @†D @R� n @†:

If † is a surface with boundary, then we require that the intersection number i.; @†/ is a positive even
integer. In particular, when † has boundary we require that m� 2.

The subsets RC and R� of † are the positive region and the negative region of  on †, respectively.
These regions may be labeled by C and � signs in illustrations.

If a multicurve  is a dividing set, then for each boundary component @i†, the number of points  \ @i†
must be even.

Definition 3.4 For any dividing set  on †, there is a dual dividing set _ on † that is obtained by
exchanging the positive and negative regions.

The equator `D f.x; y/ W y D 0g �D2 D fx 2R2 W jxj< 1g of a disk is the line formed by the x–axis in
the standard embedding D2 �R2. The equator ` divides the disk D2 into two half-disks, a bottom B

and a top T :
D2 D B [T and B \T D `:

The boundary @T of the top half-disk T consists of the equator ` and the northern hemisphere � � @D2

of the boundary circle:
@T D `[ �:

Definition 3.5 Suppose that  is a dividing set on an oriented surface †. Then a bypass disk on  is a
smoothly embedded oriented half-disk .T; `/� .†� Œ0; 1�; †�0/ which satisfies the following properties:

(1) The equatorial arc ` intersects  at exactly three points, a, b and c, such that

`D Œa; b�[ Œb; c� and a < b < c;

where the order of the points is induced by the orientation.

(2) The boundary points of the arcs ` and � are the points a and c.

A dividing set ˇ of a bypass disk T is a properly embedded arc starting at a point x between a and b and
ending at a point y between b and c.

Algebraic & Geometric Topology, Volume 24 (2024)



2406 Benjamin Cooper

Definition 3.5 is illustrated below:

`

C �

a b c

x y

�

ˇ

This picture shows a bypass disk T embedded in a thickened surface †� Œ0; 1�. The boundary of the half-
disk consists of the dashed equatorial arc ` and the boundary of the northern hemisphere �. The dashed
curve ˇ is the dividing set for the bypass disk. The three straight lines at the bottom are part of a dividing
set  on the surface †. The labels a, b and c indicate the intersection points of the arc ` with the dividing
set  . The orientation of T is determined by fixing the direction of the equator ` and using the standard
orientation along the normal axis. The equator ` is drawn beyond the boundary of T for aesthetic reasons.

Remark 3.6 If †� .M; �/ is a convex surface in a contact 3–manifold, then � determines a dividing
set  on †. A bypass disk T , embedded into a regular neighborhood of †, determines an operation on
the dividing set called bypass attachment that changes the dividing set and the contact structure in a
well-understood way [16]. These operations generate the contact structures on M D†� Œ0; 1� in a sense
which has been made precise by Honda [17, Lemma 3.10 (isotopy discretization)].

If † is an oriented surface then the space †� Œ0; 1� will be always be oriented by appending the vertical
direction to the orientation of †.

Definition 3.7 A bypass disk .T; `/ in †� Œ0; 1� determines the product orientation on †� Œ0; 1�. In
more detail, if ` represents the direction of the equator and n is the direction of the disk normal to the
surface, then the three vectors .`; `� n; n/ determine this orientation of †� Œ0; 1�. If the orientation
induced by T agrees with that of †� Œ0; 1� then the bypass disk is said to be orientation preserving;
otherwise it is orientation reversing.

Definition 3.8 (bypass move) Suppose that  is a dividing set on an oriented surface †, T is a bypass
disk on  and N.T / is a regular neighborhood of the half-disk T � †� Œ0; 1�. The boundary @N.T /
contains two copies of the half-disk T , which we will call faces. Each face, being a parallel copy of the
half-disk T , contains a collection of points

a < x < b < y < c

ordered along an equator `, a dividing set ˇ and a northern hemisphere �. Moreover, there are three line
segments a, b and c from  , on either side, meeting the points a, b and c, respectively. The face in
the `�n direction of T �

˚
1
2

	
� T � Œ0; 1� is called the positive face; the other face is the negative face.
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There is a dividing set � on the surface †0D @.†[N.T //, which is constructed by regluing the segments
of  according to the prescription below:

(1) If T is orientation preserving, then on the positive face attach b to the point x of ˇ and attach c
to the point y of ˇ, and on the negative face attach a to the point x and attach b to the point y.

(2) If T is not orientation preserving, then on the positive face attach a to the point x of ˇ and attach
b to the point y of ˇ, and on the negative face attach b to the point x and attach c to the point y.

(3) Attach the curve a on the latter face to the curve c on the former face by an interval that crosses
over the � � Œ0; 1�� @N.T / boundary component along the diagonal.

After smoothing the corners, the surface †0 is diffeomorphic to † by a diffeomorphism  which is
isotopic to the identity. If  0 D  .�/ then the bypass move � W  !  0 is the tuple

 �
�!  0 D .T; ;  0/

given by the bypass disk T , the dividing set  and the curve  0 determined by the operation described above.

Remark 3.9 The definition of the bypass move requires a choice of smoothing. We fix one choice and
use it consistently. Any two such choices will produce equivalent categories.

The picture below shows the orientation-preserving bypass move defined above. On the left-hand side,
the dividing set  consists of three horizontal lines and the equator ` of the bypass disk T is indicated by
the vertical line. The rest of the bypass disk T is assumed to come out of the page. The positive and
negative regions on the right are determined by the positive and negative regions on the left.

�
�!

In the contact category, bypass moves are required to be orientation preserving. Since the orientation of a
bypass disk T is determined by the direction of the equator, we will always choose orientations which
are compatible with the ambient orientation of the surface. So it is not necessary to denote the orientation
in most illustrations.

Special types of bypass moves The two special types of bypass moves isolated below correspond
precisely to the relations (1) and (2) in Definition 3.15.

Definition 3.10 A bypass move � W  !  0 is capped when either the subset Œa; b� or the subset Œb; c� of
the associated equator ` is the equator � of an embedded half-disk .T; T n �/! .†; / which does not
intersect the equator at any other point.

T

Intercardinal directions will be used to locate caps. For instance, a bypass featuring a cap T in its
northeastern corner is pictured above.

Algebraic & Geometric Topology, Volume 24 (2024)



2408 Benjamin Cooper

Example 3.11 The picture below contains one cap T in the southeastern corner. The half-disk labeled S
is not a cap because it intersects the equator twice.

T S

Capped bypass moves are the least interesting bypass moves since, depending upon where the cap is found,
a capped bypass must be either nullhomotopic or equal to the identity map in the formal contact category.

Definition 3.12 Two distinct bypass moves � W  !  0 and � 0 W  !  00 are disjoint, up to isotopy with
endpoints fixed in the dividing set, when the equators of their bypass disks have geometric intersection
number zero.

If a collection of bypass moves f�ig1�i�n on a dividing set  is pairwise disjoint, then performing the
moves in any order produces the same result:  0. So the union

na
iD1

�i W  !  0

may be viewed as a kind of bypass combo move.

Isotopy of curves and disks

Definition 3.13 If  and  0 are dividing sets on a surface † then they are isotopic,  '  0, when they are
isotopic as multicurves on †. If † is a pointed surface then the isotopy is required to fix the basepoints
z � @†. If .†;m/ is a surface with points m on each boundary component then the isotopy is required to
fix the points at which the dividing sets attach to each boundary component.

Two bypass moves � D .T; ;  0/ and � 0D .S; ı; ı0/ are isotopic, � ' � 0, when the graph  [` is isotopic
to ı[ � where ` and � are equators of T and S , respectively.

Remark 3.14 If† is realized as a convex surface in the 3–manifoldM D†�Œ0; 1� and the dividing sets 
and  0 corresponding to two contact structures � and � 0 are isotopic, then � and � 0 are contactomorphic [16].
Since our motivation is to produce a category in which morphisms behave like contact structures up to
contactomorphism, isotopic dividing sets are identified in Definition 3.15.

3.2 The contact category

Definition 3.15 The preformal contact category Pre–Ko.†/ is the ungraded k–linear category with
objects corresponding to isotopy classes of dividing sets on † and maps generated by isotopy classes of
orientation-preserving bypass moves subject to the following relations:
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(1) If � is a capped bypass move then � D 1 when the cap can be found in the northwest or southeast:

D 1 and D 1:

(2) If � and � 0 are disjoint bypass moves then the maps that they determine commute:

�� 0 D � q � 0 D � 0�:

These relations are required for the formal contact category, defined below, to have any bearing on contact
geometry; see Remark 3.14. In Section 4.3, we will show that the first relation implies that � D 0 in the
associated homotopy category when the corresponding bypass is capped in the northeast or the southwest:

D 0 and D 0:

The next proposition shows that every bypass move determines a triple of composable morphisms. This
determines a functor from the category D0 in Definition 2.9 to the category Pre–Ko.†/. This proposition
is due to Honda and K Walker; see [15; 59].

Proposition 3.16 For each oriented surface † and each dividing set  on †, each bypass move � on 
determines a functor Q� WD0! Pre–Ko.†/.

Proof Set A D  and �A D � . By definition, a bypass move �A D .TA; A; B/ is locally modeled
on a bypass disk TA in † � Œ0; 1� which intersects A in three points. There is a bypass disk TB on
the dividing set B which results from the bypass move �A. The disk TB determines a bypass move
�B D .TB ; B ; C /, and there is a bypass disk TC on the dividing set C . The disk TC determines a
bypass move �C D .TC ; C ; A/; the result of the bypass TC is the original dividing set  D A. These
choices are unique up to isotopy.

The construction above is illustrated below. Each of the arrows in the diagram is a bypass move. The solid
lines represent dividing sets on the surface † and the dashed lines represent the equators of bypass disks:

�A

�B�C

The icon at the source of a given arrow represents a dividing set  on the surface †. The icon at the target
of the arrow represents the dividing set obtained by performing the bypass move with equator given by
the dashed line in the source.
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The proposition above allows us to associate a functor Q� W D0 ! Pre–Ko.†/ to each bypass move
� W !  0 between dividing sets on †. Composing the coproduct

`
�
Q� W
`
� D
0!

`
� Pre–Ko.†/ of all

such functors with the fold map
`
� Pre–Ko.†/! Pre–Ko.†/ yields the functor

(3-1) „ W
a
�

D0! Pre–Ko.†/:

Definition 3.17 The formal contact category Ko.†/ is the pretriangulated hull of the Postnikov localiza-
tion of the preformal contact category Pre–Ko.†/ along the functor „ above:

Ko.†/D L„Pre–Ko.†/pretr

By Proposition 2.17, the bypass triangles introduced by the Postnikov localization remain distinguished
triangles in the homotopy category of the hull. The formal contact category Ko.†/ is the universal
pretriangulated category generated by bypass moves, containing bypass triangles and satisfying the
relations .1/ and .2/.

Conjecture 3.18 A cofibrant–fibrant replacement for Ko.†/ can be constructed without homotopy
pushouts. Note that , before relations .1/ and .2/ are applied to the preformal contact category

Pre–Ko.†/D Pre–Pre-Ko.†/=h.1/; .2/i;

the “prepreformal contact category” is freely generated by bypass moves. Any freely generated category is
cofibrant as it can be obtained by a series of pushouts along generating cofibrations in Hqe. One can then
adjoin copies of Drinfeld’s category QI via pushout and copies of a resolution for the symmetric algebra
for each instance of relations .1/ and .2/, respectively. The result is cofibrant in Hqe, so the homotopy
pushout which underlies the Postnikov localization in Definition 3.17 is now an ordinary pushout and the
result of this pushout is both cofibrant and fibrant in Hqe. The idempotent completion L„Pre–Ko.†/perf

of Ko.†/ is cofibrant and fibrant in the Morita category Hmo.

4 Elementary properties of contact categories

In this section, many of the properties which should hold for the contact categories [15] are shown to hold
for the formal contact categories. The formal contact category associated to a surface decomposes into a
product of formal contact categories with fixed Euler invariant. The category with Euler invariant n is
equivalent to the category with Euler invariant �n. Reversing the orientation of the surface is equivalent
to forming the opposite category. A dividing set featuring a homotopically trivial curve is contractible
and dividing sets featuring regions which are disconnected from the boundary are shown to be homotopy
equivalent to convolutions of dividing sets which are connected to the boundary.
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4.1 Decompositions of contact categories

The contact categories Ko.†/ consist of noninteracting subcategories Kon.†;m/. Each subcategory is
determined by fixing some points m on each boundary component and the Euler number nD e./ of the
dividing sets  on †.

Euler decomposition If .†� Œ0; 1/; �/ is a contact 3–manifold and e.�/ is the Euler class of � , then the
Euler number of � is e.�/D he.�/; Œ†�i. This number can be computed from the dividing set  �†.

Definition 4.1 If  is a dividing set on an orientable surface † then the Euler number e./ of  is the
Euler characteristic of the positive region minus the Euler characteristic of the negative region:

e./D �.RC/��.R�/:

The proposition below shows that this is a reasonable thing to consider.

Proposition 4.2 The Euler number satisfies the following properties:

(1) If two dividing sets are isotopic then the corresponding Euler numbers are equal :

 '  0 implies that e./D e. 0/:

(2) If � W  !  0 is a bypass move then the Euler numbers of  and  0 must be equal.

Proof The first statement follows from the observation that  '  0 implies that RC'R0C and R�'R0�.

The second statement follows from computing each Euler characteristic as a union of the region in which
the bypass move is performed and its complement. Suppose that B �† is a small ball containing the
bypass moves. If X˙ DR˙ nB and Y˙ DR˙\B , then Y˙ is homeomorphic to the disjoint union of
two disks and X˙ \ Y˙ is homeomorphic to the disjoint union of three intervals. See the illustration
following Definition 3.8.

Remark 4.3 If  is a dividing set on a surface .†g;1; 2/ of genus g with one boundary component and
two points on the boundary, then �.RC\R�/D 1 because  consists of a disjoint union of circles and
one interval connecting the two points which are fixed on the boundary. So 2�2gD �.RC/C�.R�/. If
e./D 2.g� k/ then �.RC/D 1� k and �.R�/D 1� l , where kC l D 2g for 0� k � 2g.

Since the preformal contact category Pre–Ko.†;m/ in Definition 3.15 is generated by bypass moves,
the proposition above is equivalent to the statement that the Euler number yields a well-defined map
e W Ob.Pre–Ko.†;m//! Z which determines a decomposition

Pre–Ko.†;m/Š
a
n2Z

Pre–Kon.†;m/

in which Pre–Kon.†;m/ is the full subcategory of Pre–Ko.†;m/ such that e./ D n for all  2
Ob.Pre–Kon.†;m//. The theorem below shows that this decomposition extends to the formal contact
category Ko.†;m/.
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Theorem 4.4 The formal contact category Ko.†;m/ splits into a product of categories Kon.†;m/:

Ko.†;m/Š
Y
n2Z

Kon.†;m/:

Here Kon.†;m/ is the full subcategory of Ko.†;m/ with objects that satisfy e./D n.

Proof By the proposition above, „ W
`
D0 ! Pre–Ko.†;m/ splits into a union „ D

`
n„n where

„n W
`
D0 ! Pre–Kon.†;m/ corresponds to the bypass triangles contained in Pre–Kon.†;m/. The

localization functor Q W Pre–Ko.†;m/! L„Pre–Ko.†;m/ splits into a union of localizations:

Pre–Ko.†;m/Š
a
n

Pre–Kon.†;m/! L„
a
n

Pre–Kon.†;m/Š
a
n

L„n
Pre–Kon.†;m/:

The theorem follows from Proposition 2.3.

4.2 Dualities of contact categories

Two forms of duality are introduced, corresponding to switching the labelings of the regions and the
ambient orientation of the surface.

Euler duality Definition 3.4 introduced an operation  7! _ on dividing sets which exchanged the
positive and negative regions: RC$ R�. This reverses the sign of the Euler number: e._/D�e./.
Here this operation is extended to an involution

�
_
W Ko.†;m/! Ko.†;m/

of the formal contact category which exchanges Kon.†;m/ and Ko�n.†;m/ from Theorem 4.4.

Proposition 4.5 The Euler duality map on dividing sets: �_WOb.Pre–Kon.†;m//!Ob.Pre–Ko.†;m//
extends to an involution of dg categories:

�
_
W Kon.†;m/! Ko�n.†;m/ and .�_/_ Š 1:

Proof If  is a dividing set on †, then for any bypass move � W  !  0 the positive and negative regions
of  determine positive and negative regions of  0; see the illustration after Definition 3.8. Therefore, on
the generators � of Pre–Kon.†;m/:

� W  !  0 7! �_ W _!  0_:

This extends to an involution of Pre–Ko.†;m/ which takes triangles to triangles and so descends to a
functor �_ WKon.†;m/!Ko�n.†;m/. The uniqueness of this extension implies the relation .�_/_Š 1.
The map �_ is an equivalence as it is its own inverse.

Orientation reversal The formal contact category Ko.x†/ of a surface with reversed orientation is
identified with the opposite formal contact category Ko.†/op of the surface.

Proposition 4.6 There is an equivalence of formal contact categories

Kon.†;m/op ��! Kon.x†;m/:
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Proof It is a consequence Definition 3.8 that reversing the orientation of the surface is equivalent to
reversing the orientation of each bypass half-disk or equator. It suffices to analyze the correspondence
between bypass triangles. In the eyeglass-shaped diagram below, reversing the orientation of each bypass
disk � 7! N� in a triangle fixes the source and changes the sink of each map:

� N�

� 0 N�

x� 0

� 00 S� 00

Reversing the arrows on the left-hand side of the diagram produces the bypass triangle for Kon.†;m/op.
The assignment  7!  on objects and �op 7! N� 0 on maps determines a functor

N� W Pre–Kon.†;m/op
! Pre–Kon.x†;m/

because it preserves the cap relations and disjoint unions. Moreover, the relation �op 7! N� 0 implies that
.� 0/op 7! N� 00 and .� 00/op 7! N� , so that triangles are mapped to triangles and the functor N� descends to a map
between formal contact categories. By applying the same construction to the surface after reversing its
orientation again, one obtains an inverse functor, and so the functor N� , introduced above, is an isomorphism
of formal contact categories.

4.3 Relations for overtwisted contact structures

A theorem of E Giroux [13] states that a contact structure on †� Œ0; 1�, when †¤ S2, is overtwisted
if and only if its dividing set contains no homotopically trivial closed curves. When †D S2, a contact
structure is overtwisted if and only if the dividing set contains any two such curves. Corollary 4.10 states
that Giroux’s criterion is satisfied for surfaces with boundary. The surface † is assumed to be connected
in this section.

The lemma below shows that the local relations can be applied to parts of more complicated dividing sets.

Lemma 4.7 (local relations) Suppose that R and † are orientable surfaces and R � †. Then a
distinguished triangle in Ho.Ko.R// yields a distinguished triangle in Ho.Ko.†//.

Proof The embedding R � † determines a functor i W Pre–Ko.R/ ,! Pre–Ko.†/. A bypass triangle
Q� WD0! Pre–Ko.R/ determines a bypass triangle D0! Pre–Ko.†/ after composing with i .

Definition 4.8 If  is a dividing set then we write S1 �  when  contains a homotopically trivial closed
curve. All such curves are isotopic when † is connected. If  contains any collection of n 2 ZC such
curves then we write nS1 �  .
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Proposition 4.9 The object represented by the dividing set pictured below is contractible:

Š 0

Proof The formal contact category Ho.Ko.D2; 2// associated to the disk D2 with two boundary points
contains a bypass move with equator indicated by the dashed line below:

All of the objects in the distinguished triangle associated to the bypass move are isotopic, and the first
relation in Definition 3.15 implies two out of three of the maps are the identity.

Corollary 4.10 (1) If † is a surface with boundary, then for all dividing sets  on †,

S1 �  implies  Š 0 in Ho.Ko.†//:

(2) If † is a closed surface then for all dividing sets  on †,

S1 �  and  ¤ S1 implies  Š 0 in Ho.Ko.†//:

Proof The proposition above applies to surfaces with boundary as they are required to contain properly
embedded arcs.

Without further complicating the main construction, this corollary appears to be optimal: bypass moves
do not imply that S1 Š 0 in the disk category Ho.Ko.D2; 0//, and any such proof would contradict
Giroux’s theorem for †D S2.

Corollary 4.11 The relation in Proposition 4.9 implies that a bypass move is zero in the homotopy
category when it is capped in either the northeast or southwest :

D 0 and D 0:

Proof The dividing set  0 resulting from either bypass move � W  !  0 must contain a homotopically
trivial curve. So the isomorphism  0 Š 0 is obtained by applying Lemma 4.7 and Proposition 4.9. This
implies the relation � D 0 in the homotopy category of the formal contact category.

Remark 4.12 Two consecutive bypass moves occurring in a bypass triangle are disjoint:
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The second bypass is capped when it is performed before the first, so the commutativity of disjoint
bypasses and the corollary above suffice to imply that compositions of consecutive bypass moves must be
zero in the homotopy category.

4.4 Dividing sets containing disconnected regions are convolutions

Suppose  is a dividing set on a surface † with boundary and † n  contains a connected component B
which is disjoint from the boundary of †. We will show that  is homotopy equivalent to an iterated cone
construction on dividing sets which do not contain a region such as B .

Definition 4.13 A multicurve  on a surface † with boundary is boundary disconnected when there is a
connected component B of † n  which does not touch the boundary:

B �† n  and B \ @†D∅

A dividing set  is boundary connected when it is not boundary disconnected.

Theorem 4.14 In the homotopy category of the formal contact category Ko.†;m/ associated to a surface
.†;m/ with boundary , every boundary-disconnected dividing set  is isomorphic to an iterated extension
of dividing sets i which are boundary connected.

Proof Observe that boundary-disconnected regions can be nested. For example, an annulus can be
placed within the annulus illustrated below. For the purpose of this argument, the amount of nesting n./
is defined to be

n./ WDmax
B

min
a
ja\  j;

where a W .I; f0g; f1g/! .B; @†; int.B// is an arc from the boundary @† to an interior point of a connected
component B �† n  .

The proof is by induction on the amount of nesting in boundary-disconnected regions. Fix a dividing
set  . If n./ D 0 and there are no boundary-disconnected regions then there is nothing to show. So
assume that the statement of the theorem holds for all  with n./DN and suppose n./DN C 1.

There are innermost disconnected regions B and arcs a W I ! B in † which satisfy ja\  j DN C 1. Fix
such a disconnected region B .

If this disconnected region is a disk then  is isomorphic to zero because jmj � 2 by Proposition 4.9.
If  is a dividing set on a surface with boundary and † n  contains an annulus or a punctured torus
component, then there are bypass moves

or
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respectively. The first picture above shows two concentric homotopically nontrivial circles in the annulus
.S1 � Œ0; 1�; 2/. In the second picture above, the two small circles are identified by folding the page
to form a torus with one boundary component .T 2 nD2; 2/. In either case, the triangle associated to
the indicated bypass move results in two dividing sets which connect B to either the boundary, when
n./D 1, or a region outside of B , when n./ > 1. In either case this lowers n./ by 1.

In general, the innermost region B is an orientable surface with boundary. Any such surface is obtained
by attaching 1–handles to the boundary components of a disjoint union of punctured tori †1;1 and
annuli †0;2. If B has genus g and nC 1 boundary components, then B is abstractly homeomorphic to g
copies of †1;1 and n copies of †0;2 glued together in this fashion. In particular, there is a 1–handle H
which, when cut along its cocore I , produces a disjoint union of surfaces with lower genus or number of
boundary components. There is an interval ` in † which is obtained by connecting I to a point on the
boundary of the region outside of B (which is not in @B itself). By construction, this interval ` intersects
 at three points. The bypass move � determined by ` determines a distinguished triangle

 �
�!  0!  00! Œ1�

with objects  0 and  00 that must contain disconnected regions B and B 00 with lower genus or number of
boundary components. This procedure can be iterated until the result contains only annuli and tori, to
which one applies the bypasses in the previous paragraph.

Applying the procedure in the previous two paragraphs to each innermost disconnected region expresses
the result as an iterated extension of dividing sets for which n./ < N C 1. It follows by induction
that  can be further expressed as an iterated extension of dividing sets, for which n./D 0, which are
boundary connected.

4.5 The positive half of the contact category

The decomposition of the formal contact category introduced by the proposition below will clarify our
discussion later.

Proposition 4.15 The formal contact category Ko.†;m/ associated to a surface with boundary splits
into a product of two pieces ,

Ko.†;m/Š KoC.†;m/�Ko�.†;m/;

supported on the dividing sets  2 Ko.†;m/, in which the basepoint z1 2 @1† is contained in a positive
or negative region , respectively.

Proof If two dividing sets  and  0 are isotopic, then the signs of the regions containing the basepoint
must be equal. If � W  !  0 is a bypass move then it cannot change the sign of the region containing the
basepoint z1. The rest of the proof follows along the same lines of the proof of Theorem 4.4.
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By Proposition 4.5, the two pieces found in the decomposition above are equivalent:

�
_
W KonC.†;m/

��! Ko�n� .†;m/:

In Corollary 5.3, moving the basepoint z1 to an adjacent region is shown to yield an equivalence
r W Kon

C
.†;m/ ��! Kon�.†;m/. By composing the two maps we obtain an equivalence

KonC.†;m/
��! Ko�nC .†;m/:

See also Proposition 6.15.

5 Symmetries and generators of contact categories

The mapping class group of the surface † is shown to act naturally on the formal contact category Ko.†/.
After introducing arc diagrams and parametrizations of surfaces by arc diagrams, each parametrization of
† by an arc diagram is shown to yield a system of generators for the formal contact category. Section 5.4
contains a discussion of decategorification.

5.1 The mapping class group action

In this section, we show that the mapping class group �.†/ acts naturally on Ko.†/.

Definition 5.1 Suppose that † is an oriented surface. Then the mapping class group �.†/ is the group
of connected components of the group of orientation-preserving and boundary-fixing diffeomorphisms:

�.†/D �0 DiffC.†; @†/:

Recall that an action of a group G on a dg category C is a homomorphism from G to the group
Aut.C/� EndHmo.C/ of derived equivalences.

Theorem 5.2 The mapping class group �.†/ acts naturally on the formal contact category Ko.†/.

Proof The proof occurs in two steps: first we construct a natural �.†/–action on the preformal contact
category Pre–Ko.†/, and second this group action is extended to the formal contact category Ko.†/.

A diffeomorphism class g 2 �.†/ determines a functor fg W Pre–Ko.†/! Pre–Ko.†/ that is defined by
its action on dividing sets and bypass moves. If  is an isotopy class of dividing set on † then there is a
unique isotopy class of dividing set g , and if � D .T; ;  0/ is a bypass move then there is a unique bypass
disk gT and associated bypass move g� D .gT; g; g 0/. Since the category Pre–Ko.†/ is generated by
bypass moves and the assignment � 7! g� preserves disjointness of bypass moves and caps of bypass
moves, there is a functor

fg W Pre–Ko.†/! Pre–Ko.†/ such that fg./D g and fg.�/D g�:

Both the composition law fgg 0 D fg ıfg 0 and naturality follow directly from the definition. In particular,
since the identity diffeomorphism 1 2 �.†/ fixes both dividing sets and bypass moves, the functor f1 is
the identity functor 1Pre–Ko.†/.
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Suppose that fg W Pre–Ko.†/! Pre–Ko.†/ is a functor occurring in the construction above. Composing
with the localization functor Q W Pre–Ko.†/!L„Pre–Ko.†/ from (3-1) yields a functor Pre–Ko.†/!
L„Pre–Ko.†/. By Definition 2.15, the image of

Q� W HomHqe.L„Pre–Ko.†/; L„Pre–Ko.†//! HomHqe.Pre–Ko.†/; L„Pre–Ko.†//

is the subset of functors f W Pre–Ko.†/! L„Pre–Ko.†/ whose restriction to a bypass triangle extends
to a distinguished triangle in the localization L„Pre–Ko.†/.

If Q� WD0! Pre–Ko.†/ is the bypass triangle

 �
�!  0 �

0

�!  00 �
00

�! Œ1�

associated to a bypass move � D .T; ;  0/ on † by Proposition 3.16, then fg.�/D .gT; g; g 0/ and
fg. Q�/ corresponds to the bypass triangle

g g�
��! g 0 g�

0

��! g 00 g�
00

��! gŒ1�:

Since the criteria of Definition 2.15 are satisfied, there is a unique lift of the functor Q ıfg to a functor
Qfg W L„Pre–Ko.†/ ! L„Pre–Ko.†/. By Proposition 2.4, there is an induced functor between the

associated pretriangulated hulls:

hg W Ko.†/! Ko.†/ where hg D Qf
pretr
g :

Uniqueness of the lift and functoriality of �pretr imply that the stated group action is obtained.

The same argument as above allows us to define an automorphism r which moves the first basepoint
across the first adjacent boundary point. The corollary below records the existence of this map.

Corollary 5.3 There is a distinguished automorphism r of Ko.†;m/ which moves the first basepoint
z1 2 @1† on the first boundary component over the nearest boundary point in the direction of the
orientation.

The functor r induces functors r W Kon
˙
.†;m/ ! Kon

�
.†;m/ with respect to the decomposition of

Kon.†;m/ found in Proposition 4.15. See also Proposition 6.15.

5.2 Arc diagrams

An arc diagram is a combinatorial way to record a handle decomposition of a surface. The definitions
below are due to Zarev [62] and constitute generalizations of ideas which were used by Lipshitz, Ozsváth
and Thurston [36, Section 3.2].

Definition 5.4 An arc diagram Z consists of three things:

(1) an ordered collection Z D fZ1; : : : ;Zlg of l oriented line segments,

(2) a set aD fa1; : : : ; a2kg of distinct points in the line segments Z, and

(3) a two-to-one function M W a! f1; : : : ; kg called the matching.
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In order to apply to any version of the bordered Heegaard–Floer package, this data is required to be
nondegenerate: after performing surgery on Z at each 0–sphere M�1.j / for 1 � j � k, the resulting
1–manifold must have no closed components.

The set of points a receives a total ordering from the order on the set Z and the orientations of the line
segments. The numbers l and k are allowed to be zero. Each arc diagram Z determines a surface F.Z/.

Definition 5.5 The surface F.Z/ associated to an arc diagram Z is given by thickening each line segment
Zi to Zi � Œ0; 1� for 1� i � l and attaching oriented 1–handles D1�D1 along the normal bundles of the
0–spheres M�1.j /�f0g for 1� j � k. The surface F.Z/ is oriented by extending the orientation of the
line segment Z1 and its positive normal.

Remark 5.6 One can regard Zi as part of the boundary of Zi � Œ0; 1�. In Definition 5.10, an arc
parametrization will be used to construct dividing sets zC 2 KoC.F.Z// in which the positive regions
correspond to the handles of Z . In particular, Zi , when regarded as part of the boundary, will always be
contained in a positive region of zC 2 KoC.F.Z// (and a negative region of zC 2 Ko�.F.Z//.

Recall that the points m on a pointed oriented surface .†;m/ are also ordered by the ordering of the
boundary components, and the order on each boundary component is obtained by starting from each
basepoint and traveling in the direction of the orientation induced on the boundary.

Definition 5.7 Suppose that m � @† is the set of sutures or points fixed along the boundary of †.
An arc parametrization .Z; 'Z/ of a pointed oriented surface .†;m/ is an arc diagram Z and a proper
orientation-preserving diffeomorphism

'Z W

�
F.Z/;

l[
iD1

@Zi
�
! .†;m/

which preserves the total order on the points a and m.

Remark 5.8 An arc parametrization identifies
Sl
iD1 @Zi with m. The sets m and a play different roles,

but under this identification pairs in m partition the points of a.

Example 5.9 The annulus .S1 � Œ0; 1�; .2; 2// with two points fixed on each boundary component is
parametrized by the arc diagram Z pictured on the left:

This picture contains two oriented lines Z D fZ1;Z2g and four points aD fx; x0; y; y0g with Z1 D xyx0

and Z2D y0. The matching functionM W a!f1; 2g is determined by the assignmentsM.x/D 1DM.x0/
and M.y/D 2DM.y0/. The picture on the right shows the surface F.Z/ associated to Z .
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5.3 Generators from arc diagrams

In this section, we show that a parametrization P D .Z; 'Z/ of a pointed oriented surface .†;m/
determines a canonical collection Z.Z/ of generators for the associated contact category Ko.†;m/. This
material is motivated by a reading of Zarev [63].

Definition 5.10 Suppose that a pointed oriented surface .†;m/ is parametrized by an arc diagram Z.
Then for each subset C � f1; : : : ; kg of matched pairs, there is an elementary dividing set

zC D @RC on †;

where RC �† is the union of a thickening of the core of each 1–handle indexed by C with the collection
of thickened oriented arcs Zi � Œ0; 1�. The region RC is the positive region of zC and its complement
† nRC is the negative region of zC .

An elementary dividing set may be also be called a positive elementary dividing set. The set of positive
elementary dividing sets will be denoted by ZC.Z/. The set of negative elementary dividing sets Z�.Z/D
ZC.Z/_ is obtained by reversing the positive and negative regions. The set of elementary dividing sets is
the union

Z.Z/D ZC.Z/[Z�.Z/:

Theorem 5.11 Suppose .†;m/ is a pointed oriented surface with boundary and .†;m/ is parametrized
by an arc diagram Z. Then the elementary dividing sets Z.Z/ classically generate the contact category
Ko.†;m/: any dividing set  is homotopy equivalent to an iterated extension of dividing sets z 2 Z.Z/.

Proof Suppose that  is a dividing set on†. We will show that  can be expressed in terms of elementary
dividing sets. The proof will be divided into a number of steps.

First By Theorem 4.14 we can assume that  is boundary connected.

Second Here we simplify  within the 1–handles of F.Z/.

Let fc1; : : : ; ckg be the set of cocores of 1–handles of F.Z/. If ci is a cocore of a 1–handle in F.Z/
and the intersection number j \ ci j is greater than 2, then there is a bypass disk with equator parallel
to ci with associated bypass triangle  !  0

�B
��!  00! Œ1� with j 0\ ci j; j 00\ ci j< j \ ci j. So  is

isomorphic to a cone

 Š C.�B/ such that j 0\ ci j; j 00\ ci j< j \ ci j:

Since  bounds an orientable surface contained within the 1–handle, j \ ci j is even. In more detail, 
bounds R �† n  so R\ ci is a disjoint union of intervals. Since the cardinality of the boundary of an
interval is 2,  \ ci D @.R\ ci / is even.

Therefore, after iterating this procedure some number of times, we can assume that

(5-1) j \ ci j D 0 or j \ ci j D 2 for 1� i � k:
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If the intersection number is 0 then the i th 1–handle is unoccupied, and if the number is 2 then the i th

1–handle is occupied.

Third Here we simplify  within the 0–handles of F.Z/.

After removing the cocores from the surface, one obtains a disjoint union of disks

(5-2) F.Z/ n fc1; : : : ; ckg D
la
iD1

D2i :

The positive regions of a dividing set  produced by the second step intersects the boundary of each such
disk along intervals where occupied 1–handles are attached and the endpoints of the oriented line segment
Zi � Œ0; 1�� @D2i .

Let us formalize the situation which we will simplify in the remainder of the proof. Suppose R is a
positive region bounded by  , and Di is a disk from (5-2). Then R is disconnected in Di if R\@Di ¤∅
and .R\Di /\Zi � Œ0; 1�D∅. A region R is disconnected if R is disconnected in Di for some disk Di
in (5-2).

A dividing set  is elementary if and only if there is one positive region in each disk. So in order to
express  produced by step two in terms of elementary dividing sets, we must reduce the number of
disconnected regions. (This is just a version of Theorem 4.14 with the boundary components Zi � @†
treated separately.)

Let R1; : : : ; RN be the positive regions of  which are disconnected. Our complexity function is

n./ WD

NX
iD1

lX
jD1

j�0.Ri \ @Dj /j 2 Z�0;

the total number of 1–handles occupied by the disconnected regions. Notice that if N > 0 then there
exists an R such that R\ @Di ¤∅ and so n./ > 0. On the other hand, if n./D 0 then there are no
disconnected regions and N D 0.

We claim that any  which satisfies (5-1) with n./ > 0 can be expressed as a twisted complex in dividing
sets  0 which satisfy n. 0/D 0. Suppose n./ > 0. Then there is a disk Di which contains a disconnected
region. Let � be the positive region which contains Zi � Œ0; 1��Di . Now follow the orientation around
Di to the region R disconnected in Di which is adjacent to � and consider the bypass move illustrated
below:

�

R

@D2i

int.D2i /

This results in a triangle  !  0!  00 for which n. 0/; n. 00/ < n./.
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Lastly, our dividing sets may still contain some positive regions which do not intersect the boundary of
any disk. Such regions can be removed with Theorem 4.14.

Corollary 5.12 When a pointed oriented surface † is parametrized by an arc diagram Z , the positive
half of the formal contact category KoC.†/ is generated by the positive elementary dividing sets ZC.Z/.

5.4 Decategorification

In this section, we prove a variety of structural properties and conjecture a decategorification statement
for the formal contact category.

Proposition 5.13 A single bypass � W  !  which takes  to  is capped.

Proof One can make a small perturbation a (or b) above (or below) the equator ` of the bypass � , as
pictured on the left-hand side below. The bypasses associated to a (or b) are isotopic to � .

�
�!

Now by assumption the right-hand side, or the result of performing � , is isotopic to the left-hand side.
This isotopy takes the caps pictured on the right-hand side to caps of the bypasses on the left-hand side,
so a and b are capped. But a and b arose as perturbations of � , so � is capped.

Proposition 5.14 Let † be a surface with boundary together with a parametrization .Z; 'Z/. There is a
surjective map

� W F2hOb.KoC.†//i !ƒ�H1.F.Z/; F .@Z/IF2/;

where F.@Z/ WD
S
i Zi � @F.Z/. This map satisfies the following property: if

 !  0!  00

is a bypass triangle then �. 00/D �./C �. 0/.

Proof A dividing set  � † determines a collection of positive regions: if † n  D
F
i2I Ri then

the set of positive regions is given by R WD fi 2 I W Ri is positiveg. For each such region R 2 R, let
@CR WD @R\F.@Z/; the pair .R; @CR/ gives an inclusion

iR W .R; @CR/! .F.Z/; F .@Z//:

Let nR WD dimH1.R; @CRIF2/, so that ƒnRH1.R; @CRIF2/ is 1–dimensional and there is a unique
choice of nonzero vector vR 2ƒnRH1.R; @CRIF2/. Now tensoring gives a map

O{ W
O
R2R

ƒnRH1.R; @CRIF2/
N{
�!

O
R2R

ƒnRH1.F.Z/; F .@Z/IF2/ ,!ƒ�H1.F.Z/; F .@Z/IF2/;

where N{ WD
N
R2R ^

nR.iR/� and the last map is a composition of wedge products. The map � is defined as

�./ WD O{

� ^
R2R

vR

�
:
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The 1–handles in F.Z/ span H1.F.Z/; F .@Z/IF2/. If C corresponds to a subset of 1–handles, then
by construction �.zC / is the wedge product of these classes in ƒ�H1.F.Z/; F .@Z/IF2/. Since wedge
products of 1–handles span the exterior algebra, � is onto.

Additivity of � can be observed by examining how the bypass moves affect elements in the first homology.

In the picture above, the dashed arcs represent (local) choices of generators in a positive region. If the
�./DA^C and �. 0/DB^C are the wedge products of arcs depicted on the left and right, respectively,
then �. 00/D .ACB/^C . The other possible cases are handled similarly.

Corollary 5.15 For any bypass � W zC ! zC 0 between elementary dividing sets , the third dividing set  00

in the associated bypass triangle ,

(5-3) zC
�
�! zC 0 !  00;

is not an elementary dividing set.

Proof As above, elementary dividing sets zC determine basis vectors forƒ�H1.†; @†IF2/ in a canonical
way. Since �. 00/ in (5-3) must be a sum of the vectors determined by zC and zC 0 in this correspondence,
it cannot be an elementary generator.

Conjecture 5.16 For any parametrization Z of †, there is a map N�, induced by �, which is an isomor-
phism , as in the following diagram:

F2hOb.KoC.†//i

K0.KoC.†// ƒ�H1.F.Z/; F .@Z/IF2/

�
�

N�

Here � is the quotient map found in the definition of K0.

Relation to work of J Murakami and O Viro The representation theory of the quantum group Uq.sl2/
at q4 D 1 determines a degenerate instance of the Chern–Simons topological field theory that has been
related to the Alexander polynomial [40; 58]. The Jones–Wenzl projector p3 2 EndUq.sl2/.V

˝3/ takes
the form

p3 D �
d

d2� 1

�
C

�
C

1

d2� 1

�
C

�
;
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where d D qC q�1. Taking q D
p
�1 gives d D 0 and d2� 1D�1. This eliminates the middle term

above, leaving the bypass triangle
p3 D � � .

Since the right-hand side should be zero, there is only a relationship between the contact geometry and
representation theory after reducing by the Goodman–Wenzl ideal hp3i [14].

6 Comparison between categories associated to disks

In this section, we show that the categories associated to the disk .D2; 2n/with 2n points by the Heegaard–
Floer theory A.D2; 2n/, the contact topology Co.D2; 2n/ and the formal contact construction, are Morita
equivalent:

A.D2; 2n/Š Co.D2; 2n/Š KoC.D2; 2n/:

This is accomplished by choosing an arc parametrization Mn of the disk .D2; 2n/ so that the associated
Heegaard–Floer category A.D2; 2n/ŠA.�Mn/ has the same quiver presentation as the algebraic contact
category Co.D2; 2n/Š Yn studied by Tian. This equivalence is combined with Theorem 5.11 to show
that both categories are Morita equivalent to the positive half of the formal contact category KoC.D2; 2n/.
In this section n� 2.

6.1 The Heegaard–Floer categories associated to a disk

In this section, an arc diagram Mn and an arc parametrization of the disk .D2; 2n/ with 2n marked
points by Mn are introduced. The bordered sutured Floer theory developed by Zarev associates a dg
category A.Mn/ to this parametrization. In Section 6.3, we will find that this category is the same as
Tian’s quiver algebra Rn.

The disk will be oriented in the opposite direction of later sections. In this way the boundary of the disk
is oriented clockwise. When viewed from above, as in the illustration below, each interval Zi � @D has a
well-defined left direction (counterclockwise) and right direction (clockwise). This terminology is used
by the definition below.

Definition 6.1 The zigzag arc diagram Mn is defined inductively as follows:

(1) The arc diagram M2 consists of two lines Z D fZ1;Z2g and two points a D fa1; a
0
1g, where

a1 2 Z1, a01 2 Z2 and M.a1/DM.a01/.

(2) If n is odd then Mn is obtained from Mn�1 by adding a new line Zn, containing the point an�1, to
the right of the line Zn�2 and adding the point a0n�1 to the line Zn�1 immediately to the left of a0n�2.

(3) If n is even then Mn is obtained from Mn�1 by adding a new line Zn, containing the point a0n�1,
to the left of Zn�2 and then adding the point an�1 to Zn�1 to the right of the point an�2.
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If we imagine the line segments fZigniD1 to be embedded sequentially along the real line R, then an
orientation on each line segment is induced by choosing an orientation of R; they all point either to the
left or to the right. The name zigzag becomes clear after rearranging the line segments into a zigzag
pattern:

Z5 Z3 Z1

Z4 Z2

h1h2h3h4

The arc diagram for M5 is pictured above. The line labeled Zi is the i th line segment in the construction
from Definition 6.1. The lines hi connect the matched pairs fai ; a0ig. If the illustration above is understood
to specify an embedding of the arc diagram into the plane, then thickening each of the components
produces the parametrization of the disk .D2; 2 � 5/ with 10 points, pictured below:

Giving the plane the standard hx; yi orientation induces an orientation on .D2; 2n/ in which the boundary
is oriented clockwise.

The proposition below may be clear to readers who are more familiar with the algebras involved.

Proposition 6.2 The dg category A.�Mn/ has trivial differential d D 0.

Proof This follows from the definition of the differential. In more detail, by construction, as an algebra
with idempotents, the dg category A.Mn/ is a subalgebra of a tensor product of copies of strands algebras
A.1/ and A.2/. Neither of these algebras have differentials. Any tensor product of algebras without
differentials does not have a differential. Any subalgebra of an algebra without differential does not have
a differential; see also [62, Proposition 9.2].

Without a differential, the dg category A.�Mn/ is a category. The definition below comes from
[62, Section 2.3]. It is summarized in Definition 6.3.

First note that the idempotents in this construction correspond to the objects of the category A.�Mn/.
The idempotents are indexed by a choice of a subset

S � fh1; : : : ; hn�1g

of the 1–handles which identify matched pairs in the arc diagram Mn [62, Definition 2.5].
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In the definition of Mn above, there are n line segments fZ1; : : : ;Zng. On the segment Z1, there is only
one point a1. If n is even then Zn contains only one point a0n�1. If n is odd then Zn contains only the
point an�1. The line segment Zk 2 fZ2; : : : ;Zn�1g contains the two points

(6-1) a0ka
0
k�1 for k even or akakC1 for k odd:

Since the algebra A.1/ only contains the identity element, the nonidentity elements in the parts of
A.�Mn/�A.1/˝A.2/˝n�2˝A.1/ correspond to the A.2/–tensor factors. Each such factor contains
a Reeb chord �k;kC1 or �kC1;k . If the line segment contains the points a0

kC1
a0
k

then the Reeb chord
�k;kC1 connects ��

k;kC1
D a0

k
to �C

kC1;k
D a0

kC1
. If the line segment contains the points akakC1 then

the Reeb chord �kC1;k connects ��
kC1;k

D akC1 to �C
kC1;k

D ak . Since the kth 1–handle hk corresponds
to the matching of the pair ak and a0

k
, the Reeb chords �k;kC1 and �kC1;k correspond to maps

(6-2) �k;kC1 W hk! hkC1 and �kC1;k W hkC1! hk

Translating (6-1) into the language of (6-2) tells us when such maps can be found in the category A.�Mn/.
If n is even then there are maps

hn�1
�n�1;n�2
������! hn�2

�n�3;n�2
 ������ hn�3! � � �  h3

�3;2
��! h2

�1;2
 �� h1

and if n is odd then there are maps

hn�1
�n�2;n�1
 ������ hn�2

�n�2;n�3
������! hn�3 � � �  h3

�3;2
��! h2

�1;2
 �� h1:

Increasing the number n by one has the effect of adding one new Reeb chord.

The generators of the full category A.�Mn/ are obtained by extending each Reeb chord by identity
in all possible ways [62, Definition 2.9]. In more detail, if S D hi1hi2 � � � hij � � � hik�1

hik is a subset of
1–handles which have been ordered so that ij < ijC1, then there is a generator

(6-3) hi1hi2 � � � hij � � � hik�1
hik ! hi1hi2 � � � hij˙1 � � � hik�1

hik

in A.�Mn/ when there is a Reeb chord �ij ;ij˙1 W hij ! hij˙1 as above and the 1–handle hij˙1
isn’t

contained in set S :
ij˙1 … fi1; i2; : : : ; ikg:

None of the relations satisfied by the strands algebras apply in our context because the Reeb chords
are contained in independent strands algebras A.2/ of order two. There is only one relevant family of
relations, stemming from the observation that maps applied to independent tensor factors commute:

(6-4)

� � � hij˙1 � � � hil � � �

� � � hij � � � hil � � � � � � hij˙1 � � � hil˙1 � � �

� � � hij � � � hil˙1 � � �

Said differently, whenever generators can be applied out-of-order to form a square, as pictured above, this
square must commute.
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The definition below summarizes the discussion above.

Definition 6.3 A.�Mn/ is the dg category with d D 0. The objects

Ob.A.�Mn/D fS W S � fh1; : : : ; hn�1gg

are subsets of the set of arcs in Definition 6.1. We write S D
Q
hik
2S hik for any S 2 Ob.A.�Mn//.

The category A.�Mn/ is generated by maps of the form (6-3) subject to relations in (6-4).

The examples below will be compared to Examples 6.9 and 6.10 in Section 6.3.

Example 6.4 The structure of A.�M3/ can be pictured in the following way:

∅ h1
�1;2
��! h2 h1h2

Example 6.5 The structure of A.�M4/ is illustrated by the diagram below:

h2h3 h1

∅ h1h3 h2 h1h2h3

h1h2 h3

�1;2�1;2

�3;2 �3;2

Remark 6.6 Bordered sutured theory usually associates different algebras to different parametrizations
of a surface. The categories of modules associated to these algebras are equivalent. In this sense, the
algebras associated to surfaces are Morita equivalent; see the appendix. In order to understand why this
is the case, consider that the mapping cylinder 3–manifolds associated to a diffeomorphism between
parametrizations and its inverse determine a pair of bimodules [62, Section 8]. Product with a bimodule
determines a functor between modules over algebras. The composition of functors gives the bimodule
associated to the identity, which is algebraically the identity [62, Section 8.6]. See also [63].

In particular, there is an arc parametrization Wn [62, Example 9.1] for which there is an isomorphism
of dg categories A.Wn/ Š A.n � 1/op [62, Proposition 9.1], where A.n � 1/ is the strands algebra
[36, Section 3.1]. Therefore A.�Mn/ŠA.n� 1/op in Hmo.

6.2 The contact category associated to a disk

Here we introduce the category Yn that Tian associates to the disk with 2n boundary points [54]. We will
not discuss gradings.

6.2.1 Indexing multicurves with nil-Temperley–Lieb notation Monomials in the nil-Temperley–Lieb
algebra will be used to denote multicurves  � .D2; 2n/ in the disk. In particular, multicurves determined
by monomials ei1ei2 � � � eik , which have been ordered so as to satisfy i1 < i2 < � � �< ik , correspond to the
objects in Tian’s construction; see Definition 6.8.
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Definition 6.7 The nil-Temperley–Lieb algebra Nn is the k–algebra on generators ei for 1 � i < n,
subject to the relations

(1) e2i D 0 for 1� i < n,

(2) eiej D ej ei for ji � j j> 2, and

(3) eiei˙1ei D ei .

If the ground ring k is changed to ZŒq; q�1� and the first relation is changed from e2i D 0 to e2i D qCq
�1,

then the algebra Nn introduced above becomes the well-known Temperley–Lieb algebra T Ln; see [24].

The relationship between the Temperley–Lieb algebra and the planar algebra of multicurves extends to
the nil-variant Nn introduced above. There is a basis for the algebra Nn consisting of monomials which
is in one-to-one correspondence with isotopy classes of boundary-connected multicurves in a pointed
oriented disk .D2; 2n/. This can be seen after each generator ei is identified with a multicurve .ei /,

ei 7! .ei /:

If the disk is pictured so that the first n points are situated on the top of the disk and the last n points
are situated on the bottom of the disk, then all of the strands of .ei / are vertical except for two which
connect the i th and .iC1/st points in each collection. The products, .eiej /D .ei /.ej /, of generators
correspond to vertically stacking the multicurves. For instance, when nD 3 we have the following pictures:

.1/D ; .e1/D or .e1e2/D :

In the image of the map  , the second and third relations in Definition 6.7 correspond to isotopy, and the
first relation implies that any multicurve containing a homotopically trivial component is zero.

This observation can be used to construct a set map  from the monomials of the nil-Temperley–Lieb
algebra Nn to positive dividing sets on .D2; 2n/. Since all of the defining relations for Nn preserve
monomiality, the product of monomials is a monomial and each monomial x 2 Nn corresponds to a
multicurve .x/. After signing the regions of D2 n .x/, this determines a dividing set on the disk.
Knowledge of the map  is assumed throughout the next section.

6.2.2 Tian’s disk category Tian’s category Yn is introduced by the sequence of definitions below. The
construction presented here is equivalent to the original [54]. However, we will use the algebra Nn to
express the presentation in more familiar notation.

Definition 6.8 The quiver Qn has vertices V WD fS WSDfi1<i2< � � �<ik W1� ij <n for j D1; : : : ; kgg
and edges

E.S; T / WD

�
f�pg if jT j D jS jC 2 and T D S [fp; pC 1g;
∅ otherwise:

In more detail, the vertices S of the quiver Qn are the ordered monomials

eS D ei1ei2 � � � eik 2Nn where S D fi1 < i2 < � � �< ikg

Algebraic & Geometric Topology, Volume 24 (2024)



Formal contact categories 2429

and 1� ij < n for j D 1; : : : ; k in the nil-Temperley–Lieb algebra. There is an edge �p W eS ! eT from
eS to eT when the set T can be obtained from the set S by adjoining the disjoint subset fp; pC 1g.

Before introducing the category Yn we illustrate this definition:

Example 6.9 When nD 3, the quiver Q3 assumes a rather unassuming form:

e1 1 �1�! e1e2 e2

Example 6.10 When nD 4, the quiver Q4 is more complicated:

e1e2 e1

e1e3 1 e1e2e3 e2

e2e3 e3

�2�1

�2 �1

Each arrow �p W eS ! eT corresponds to a bypass move .eS /! .eT / between the multicurves .eS /
and .eT /, involving the pth and .pC1/st regions in the disk; see (6-5).

The disk category Rn is the category generated by the graph Qn, modulo the relation that compositions
of disjoint bypass moves commute.

Definition 6.11 The disk category Rn is the k–linear category generated by the graph Qn subject to the
relations

�p�q D �q�p for each pair of arrows �p�q; �q�p W eS ! eT in Qn:

The disk category Rn can be viewed as a dg category with d D 0. Recall the notion of a pretriangulated
hull from Section 2.1.

Definition 6.12 The category Yn associated to the disk .D2; 2n/ is the pretriangulated hull of the disk
category Rn:

Yn DRpretr
n :

6.3 Relationship between the contact category and the Heegaard–Floer category

Here we show that the category A.�Mn/ found in Section 6.1 is isomorphic to Tian’s disk category Rn
from Section 6.2.2.

Theorem 6.13 Rn ��!A.�Mn/:

Proof The similarities between Examples 6.4 and 6.9 and Examples 6.5 and 6.10 are suggestive. We will
discuss the case when n is even; the case when n is odd is similar. We first give a bijective correspondence
between the objects in either category. After this, the generators in either category are related to one
another by representing each by geometric bypass moves.

There is a one-to-one correspondence between the objects in each category. Recall that for Rn, the
objects are Ob.Rn/D V.Qn/D feS W S D fi1 < i2 < � � �< ikgg, which correspond to multicurves in the
disk determined by the product eS D ei1 � � � eik in the nil-Temperley–Lieb algebra. For A.�Mn/, the
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objects are Ob.A.�Mn//D fS W S � fh1; h2; : : : ; hn�1gg, which correspond to a selection of 1–handles
in the zigzag diagram. The maps in the next two paragraphs are constructed using these two topological
interpretations for S .

First we construct a map ˆ W Ob.Rn/! Ob.A.�Mn//. In this correspondence, the identity diagram
1 2 Nn corresponds to selecting all of the odd 1–handles, ˆ.1/ D h1h3 � � � hn�1. Suppose that eS D
ei1ei2 � � � eik 2Nn is an ordered monomial. Then to construct the selection of 1–handles in Ob.A.�Mn//

associated to eS we perform surgery on this identity surface h1h3 � � � hn�1 along the arcs pictured below
for each eik appearing in eS :

e1 e2
e3 e4

e5

After performing this surgery, there is a uniquely determined set S � fh1; : : : ; hn�1g of 1–handles in the
arc diagram Mn corresponding to this surface; this is the map from ordered monomials to subsets S of
the set of 1–handles.

Now we construct an inverse map ‰ W Ob.A.�Mn//! Ob.Rn/. The empty set of 1–handles ∅ cor-
responds to the product of the odd generators, ‰.∅/ D e1e3 � � � en�1. If hi1hi2 � � � hik is an arbitrary
selection of 1–handles, then gluing each 1–handle hij into the picture below, in the indicated fashion,
uniquely determines a multicurve associated to a positive monomial:

h5
h4 h3 h2

h1

The maps introduced above are inverse. There is a bijection between the objects of either category.
Observe that performing the odd ei surgeries in the first illustration above produces the picture below it.
From this observation the following two rules can be deduced:

(1) If i is odd then the effect of choosing or not choosing ei corresponds to removing or adding hn�i .

(2) If i is even then the effect of choosing or not choosing ei corresponds to adding or removing hn�i .

Here it is in algebraic notation:

ˆ.ei1ei2 � � � eik /D fhn�s W 9r; s D ir and s eveng[ fhn�s W 8r; s ¤ ir and s oddg;

‰.fhi1 ; hi2 ; : : : ; hikg/D fen�s W 9r; s D ir and s eveng[ fen�s W 8r; s ¤ ir and s oddg:

The variable r is restricted to the relevant subset of indices and the subscripts of a word ei1ei2 � � � eik are
placed in order so as to coincide with conventions. These rules determine a bijection.
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If w;w0 2Nn are ordered monomials, then an arrow �p Www0!wepepC1w
0 in the graph Qn corresponds

to the bypass move �p W .ww0/! .wepepC1w
0/ pictured below:

(6-5) �p D

For example, after a rotation the only arrow in the quiver Q3 corresponds to the bypass illustrated before
Definition 3.12. Conversely, the basic Reeb chords �k;kC1 W hk! hkC1 and �kC2;kC1 W hkC2! hkC1

from Section 6.1 correspond to the pictures

(6-6) and

so that the two combinatorial notions perform the same function between multicurves in the correspondence
between the objects.

There are no relations in either category besides the commutativity of (6-4) and Definition 6.11.

6.4 Relationship between the disk category and the formal contact category

In this section, we will construct a Morita equivalence between the Heegaard–Floer category A.�Mn/

considered in Section 6.1 and the formal contact category KoC.D2; 2n/.

The discussion in prior sections suffices to define a functor

� WA.�Mn/! KoC.D2; 2n/:

To each collection of 1–handles C D hi1hi2 � � � hik we associate the elementary generator

zC 2 Ob.Pre–KoC.D2; 2n//:

The basic Reeb chords correspond to the bypass moves pictured in (6-6). Composing this functor with
the quotient map Q W Pre–KoC.D2; 2n/! KoC.D2; 2n/ yields � above.

Theorem 6.14 The functor � WA.�Mn/! KoC.D2; 2n/ determines a Morita equivalence.

The proof of the theorem will use the fact that if A and C are small dg categories then A is Morita
equivalent to C when C is quasiequivalent to a full dg subcategory B of the category of A whose objects
form a set of small generators. This is a special case of a more general statement [25, Theorem 8.2].

Proof Using Theorem 5.11, it suffices to check that for each pair of collections of 1–handles C and C 0,

�C;C 0 W HomA.�Mn/.C; C
0/! HomKoC.D2;2n/.zC ; zC 0/

is a quasi-isomorphism Since the trivial bypasses must bound caps and are removed by Definition 3.15(1),
the only bypasses zC ! z0C between elementary generators are those that appear in (6-6). These bypasses
and their compositions are the cycles in Pre–KoC.D2; 2n/. It suffices to show that they remain cycles in
the quotient.
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The remainder follows from the commutativity of pushouts,

LSLS 0CŠ LSqS 0CŠ LS 0LSC;

and the observation that the maps QC;C 0 W HomC.C; C
0/! HomLSC.C; C

0/ are quasi-isomorphisms for
any single Postnikov localization. This can be seen by identifying a single Postnikov localization as
an instance of Drinfeld localization under the Yoneda embedding; see Proposition 2.19. The Drinfeld
localization modifies the homological structure of the morphisms by adding a single map h which is a
boundary dhD 1K , where K is as in the proof of Proposition 2.19. This makes any cycle to or from K

into a boundary, but does not create any other boundaries. Since K is not an elementary generator zC for
some C , the result follows.

6.5 Dualities

Our discussion concludes with some mention of dualities. In Examples 6.9 and 6.10, duality is found in
the lateral symmetry of the graph Qn. If Œn� denotes an ordered set f1 < 2< � � �<ng, then the assignment

e
y
S D eŒn�nS

determines a contravariant involution:
�
y
W Yop
n ! Yn:

In Yn there are no signed regions and the lateral symmetry is contravariant. So the functor �y cannot
directly correspond to a functor, such as �_, between formal contact categories. The proposition records
the correct formulation. The proof is left to the reader.

Proposition 6.15 The diagram
Yop
n KoC.D2; 2n/op

Yn KoC.D2; 2n/

i
op
C

�y ˛

iC

commutes , where the functor ˛ D .�/_ ı S.�/ ı .r�1/op is the composition of three equivalences: r is the
element of the mapping class group which rotates the basepoint z by one region clockwise (Corollary 5.3),
S.�/ reverses the orientation of the disk (Proposition 4.6) and .�/_ changes the signs of the regions

(Proposition 4.5).

7 Linear bordered Heegaard–Floer categories

Within the framework of the bordered Heegaard–Floer theory, a differential graded category A.Z/ is
associated to each arc diagram Z. For some choices this category satisfies d D 0 and it is possible to
write down a quiver presentation. In this section, these categories are related to the corresponding formal
contact categories. We define functors

A.�Z0;n; 1�n/ �n�! Ho.Ko2n�4C .†0;n; n � 2// and A.�Zg;1; 2g� 1/
�g
�! Ho.Ko2g�2

C
.†g;1; 2//;
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where Z0;n and Zg;1 are arc diagrams which parametrize surfaces †0;n and †g;1 of genus zero with n
boundary components, and of genus g with one boundary component, respectively. We fix two points on
every boundary component and require that n > 1 and g > 0.

The bordered algebras studied in this section are the “one moving strand” algebras corresponding to the
second-largest weight; see [62, Section 2], [34, Section 2] or [36, Section 3].

7.1 A surface †0;n of genus 0 with several boundary components

When n disks are removed from the 2–sphere,

†0;n D S
2
n

na
iD1

D2 for n > 1;

and two points are fixed on each of its boundary components, the resulting surface can be parametrized
by the arc diagram Z0;n found in the definition below.

Definition 7.1 The arc diagram Z0;n consists of n oriented line segments Z D fZ1;Z2; : : : ;Zng. On
the first line segment Z1 there are 3n� 3 points, and there is one point on each of the remaining line
segments fZ2 : : :Zng:

Z1 D a1b1a01a2b2a
0
2 � � � an�1bn�1a

0
n�1 and Zi D b0i�1 for 2� i � n:

The set of points is given by aD fai ; a
0
i ; bi ; b

0
i W 1� i < ng. The line Z1 is oriented so that the subscripts

of the points increase in value. The matching function is determined by the rules M.ai /DM.a0i / and
M.bi /DM.b

0
i /.

The annulus †0;2 and its parametrization by Z0;2 are pictured in Example 5.9.

Example 7.2 When nD 4, the definition above is illustrated by the picture below:

Definition 7.3 The category A.�Z0;n; 1�n/ associated to the arc diagram Z0;n is the k–linear category
determined by a quiver with vertices Ii and Ji corresponding to the pairs fai ; a0ig and fbi ; b0ig for 1� i <n,
respectively. There are arrows ˛i W Ii ! Ji , i W Ji ! Ii and �i;iC1 W Ii ! IiC1 subject to the relations

(1) ˛ii D 0 W Ji ! Ji , and

(2) �iC1;iC2�i;iC1 D 0 W Ii ! IiC2.

Example 7.4 We illustrate quiver underlying the category A.�Z0;4;�2/ in the definition above:

J1 J2 J3

I1 I2 I3

˛1 ˛2 ˛31

�1;2

2

�2;3

3
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The construction of the functor �n WA.Z0;n; 1�n/! Ho.Ko2n�4
C

.†0;n; n � 2// will occur in two stages.

First note that the parametrization of †0;n by the arc diagram allows us to associate to each object Ii or
Ji for 1� i < n a dividing set contained in an annulus. In fact, Theorem 5.11 states that these dividing
sets generate the contact category. In each annulus we will describe bypass moves corresponding to the
arrows ˛i W Ii ! Ji and i W Ji ! Ii . We will check that these bypass moves satisfy the first collection of
relations in the definition above. After this has been done, bypass moves corresponding to the lateral
arrows �i;iC1 W Ii ! IiC1 will be introduced and shown to satisfy the second collection of relations.

Step 1 For each annulus, the dividing sets Ji and Ii , and the bypass moves corresponding to the maps
i W Ji ! Ii and ˛i W Ii ! Ji can be depicted by the curves

�

The dividing set associated to Ji is featured on the left-hand side and the dividing set associated to Ii is
shown on the right-hand side. The map i runs from left to right and the map ˛i runs from right to left.
The equators of i and ˛i are determined by the dashed lines in the dividing sets corresponding to Ji
and Ii , respectively.

Proposition 7.5 The relation ˛ii D 0 holds in the formal contact category Ho.KoC.S1� Œ0; 1�; .2; 2///.

Proof The map ˛ii W Ji ! Ji is a composition of two disjoint bypass moves. This is illustrated below:

˛i

i

Relation .2/ in the definition of the formal contact category (Definition 3.17) implies that applying the
two bypass moves in either order must commute:

Ji Ii

0 Ji

i

˛i

But performing the bypass move ˛i before the bypass move i must be zero since ˛i is capped.

The same argument shows that one of the terms in the commutative diagram associated to the other
composition i˛i is a capped bypass equivalent to the identity.

Step 2 As pictured above, the idempotents Ii correspond to the boundaries of regular neighborhoods
of loops about each boundary component of †0;n. Here we think of †0;n as a subset of the plane
D2 n

`n�1
iD1 D

2 � R2 with n� 1 disks removed from its interior. The arc parametrization orders the
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boundary components and the associated idempotents. When two of them are adjacent, Ii and IiC1, there
is a bypass move �i;iC1 W Ii! IiC1 determined by the equator of the bypass disk in the illustration below:

Ii �i;iC1

Proposition 7.6 In the formal contact category Ho.KoC.†0;n; n � 2//, the relation �iC1;iC2�i;iC1 D 0
holds.

Proof The proof is analogous to the proof of Proposition 7.5. The bypass moves representing �i;iC1 and
�iC1;iC2 are disjoint. Considering them simultaneously produces the visual aid below:

The curve on the far right represents the equator of the bypass �iC1;iC2. Since this bypass move is capped,
the composition factors through zero.

Tian’s annulus As in Section 6, in Tian’s work [55, Section 2.2] the category associated to an annulus
with two points on each boundary component is the pretriangulated hull on the free k–linear category
associated to a quiver with five vertices: I , E, F and EF. The dividing sets associated to E and F are
Euler dual and are neither the source nor the target of any nontrivial edges. There are two dividing sets I
and EF generating the subcategory with Euler number zero via maps  W I ! EF and ˛ W EF! I which
are required to satisfy the relation

˛ D 0:

This description is summarized by the illustration below:

F  W I � EF W˛ E

The quiver in the center is precisely A.�Z0;2; 0/ above.

Remark 7.7 It is natural to ask about surfaces †0;n with n > 2. There are presently two constructions in
the literature. In [55], the category associated to †0;n is a bordered Heegaard–Floer category by definition.
Precisely the same can be said for the categories considered by Petkova and V Vértesi [44]. While the
former chooses an arc parametrization which yields a heart encoding contact geometry, the latter chooses
an arc parametrization which yields an extension [60] of the strands algebra [36]. In both cases the arc
parametrizations are degenerate, so the bordered Heegaard–Floer construction does not suffice to imply
an equivalence between the two, and the materials here do not necessarily apply.
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7.2 A surface †g;1 of genus g with one boundary component

Definition 7.8 The arc diagram Zg;1 consists of 4g points aD fai ; a
0
i ; bi ; b

0
i W 1 � i � gg on one line

segment Z D fZ1g,
Z1 D a1b1a01b

0
1a2b2a

0
2b
0
2 � � � agbga

0
gb
0
g ;

which is oriented so that the indices above are increasing. The matching function is determined by the
rules M.ai /DM.a0i / and M.bi /DM.b0i / for 1� i � g.

Example 7.9 The arc diagram Z2;1 is illustrated below:

Definition 7.10 The category A.�Zg;1; 2g � 1/ associated to the arc diagram Zg;1 is the k–linear
category determined by a quiver with vertices: Ii and Ji corresponding to the pairs fai ; a0ig and fbi ; b0ig
for 1� i � g, respectively. There are arrows

˛i ; ˇi W Ii ! Ji ; i W Ji ! Ii and �i;iC1 W Ii ! JiC1;

the compositions of which satisfy the relations

(1) ˛ii D 0 W Ji ! Ji and iˇi D 0 W Ii ! Ii , and

(2) �i;iC1˛i D 0 W Ii ! IiC1 and ˇiC1�i;iC1 D 0 W Ji ! JiC1.

Note that �i;iC1 W Ii ! JiC1 is not the same as �i;iC1 W Ii ! IiC1 in the previous section.

Example 7.11 The quiver underlying the construction of the category A.�Z2;1; 3/ is illustrated below:

I1 J1 I2 J2

˛1;ˇ1
�1;2

1

˛2;ˇ2

2

The construction of the functor �g WA.�Zg;1; 2g� 1/! Ko2g�2.†g;1; 2/ will occur in two stages.

First note that the parametrization of†g;1 by the arc diagram allows us to associate to each i , for 1� i �g,
a pair of dividing sets Ii and Ji contained in a torus †1;1 �†g;1 with one boundary component. In fact,
Theorem 5.11 states that these dividing sets generate the category. In each torus, we will describe bypass
moves corresponding to the arrows ˛i ; ˇi W Ii ! Ji and i W Ji ! Ii , and check that these bypass moves
satisfy the first collection of relations in the definition above.

After this has been done, bypass moves corresponding to the lateral arrows �i;iC1 will be introduced and
shown to satisfy the second collection of relations.
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Step 1 For each torus, the dividing sets Ii and Ji , and the bypass moves corresponding to the maps
˛i ; ˇi W Ii ! Ji and i W Ji ! Ii , can be depicted by the following curves:

�

On either side of the arrows in the picture above, the two small circles are identified by folding the page to
form the surface .T 2 nD2; 2/. The dividing set associated to Ii is featured on the left-hand side and the
dividing set associated to Ji is featured on the right-hand side. The maps ˛i and ˇi run from left to right
and the map i runs from right to left. The equator of the map ˛i is dotted and the equator of ˇi is dashed.

Proposition 7.12 In the formal contact category Ho.KoC.†1;1; 2//, the relations ˇii D 0 and i˛i D 0
hold.

Proof The logic is analogous to the proof of Proposition 7.5. The map ˇii is a composition of two
disjoint bypass moves. When performed in the opposite order the bypass i is capped, implying that the
composition ˇii factors through zero. This is illustrated below:

i

ˇi

The map i˛i is a composition of two disjoint bypass moves. When performed in the opposite order the
bypass ˛i is capped, implying that the composition ˇii factors through zero. This illustrated below:

˛i

i

Step 2 As pictured above, the idempotents Ii correspond to the boundaries of regular neighborhoods
of loops about the first 1–handle and the idempotents Ji to the boundaries of regular neighborhoods
of loops about the second 1–handle in the i th torus †1;1 �†g;1. The tori †1;1 are ordered by the arc
parametrization and, when two tori are adjacent, there is a bypass move �i;iC1 W Ji ! IiC1 from the
dividing set about the second 1–handle of the first torus to the dividing set about the first 1–handle of the
second torus. The map �i;iC1 is pictured below:

�i;iC1
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Here the first two and the second two smaller circles are connected by annuli S1 � Œ0; 1� to form the kth

and .kC1/st tori †1;1 �†g;1.

Proposition 7.13 The relations: �i;iC1˛i D 0 W Ii ! IiC1 and ˇiC1�i;iC1 D 0 W Ji ! JiC1 hold in the
formal contact category Ho.KoC.†g;1; 2//.

Proof The logic is analogous to the proof of Proposition 7.12. The map �i;iC1˛i is a composition of
two disjoint bypass moves. When performed in the opposite order the bypass �i;iC1 is capped, implying
that the composition factors through zero. This is illustrated below:

˛i

�i;iC1

The map ˇiC1�i;iC1 is a composition of two disjoint bypass moves. When performed in the opposite order
the bypass ˇiC1 is capped, implying that the composition factors through zero. This is illustrated below:

ˇiC1�i;iC1

8 Comparison to geometric categories

One of the appealing qualities of the formal contact category Ko.†/ is that it has a universal property with
respect to other dg categories, by construction. Although there is no underlying Floer theory or contact
geometry, this property allows us compare Ko.†/ to other constructions which stem from observations
involving either. In this section, we will discuss why the universal property of Ko.†/ implies the existence
of maps

Ko.†/

Co.†/ A.�Z/–mod

in the homotopy category of dg categories which relate contact categories Co.†/ with the corresponding
component of the bordered Heegaard–Floer theory. See Sections 8.1 and 8.2 for precise statements.

8.1 Relation to the contact category

Much of the material in this paper was inspired by Honda’s proposed contact category Co.†/ [15].
Although a full account of this construction is in preparation, in this section a modest comparison is
drawn between the formal and geometric contact categories.

Algebraic & Geometric Topology, Volume 24 (2024)



Formal contact categories 2439

The morphisms in the contact category Co.†/ are tight contact structures on †� Œ0; 1�. More precisely,
Co.†/ is the additivization [38, Section 1.1.2.1] of a category with objects given by dividing sets 
on the surface † and morphisms � W  !  0 given by contactomorphism classes of contact structures
on †� Œ0; 1�, which induce  and  0 on @†� Œ0; 1�, subject to the relation that an overtwisted contact
structure is zero. The composition is induced by the pullback of contact plane fields along the rescaling
diffeomorphism: †� Œ0; 1� ��!†� Œ0; 1�[††� Œ0; 1�.

The contact category Co.†/ plainly exists. The maps in the contact category Co.†/ are generated by
bypass moves between dividing sets [17, Lemma 3.10 (isotopy discretization)]. Since the bypass moves
satisfy the elementary relations .1/ and .2/ in Definition 3.15, there is a functor: � W Pre–Ko.†/! Co.†/.
When .†;m/ is a surface with boundary then the discussion in Section 4.3 suggests that these categories
are very closely related.

For the purposes of comparison, we must make the nontrivial assumption below:

Assumption 8.1 The contact category Co.†/ has pretriangulated dg enhancement Codg.†/ in which
bypass triangles are distinguished triangles.

If this assumption is correct then there is a canonical lift

Q� W Ko.†/! Codg.†/

of the dg functor � to a functor from the formal contact category to the dg category Codg.†/.

Remark 8.2 In the formal contact category Ko.†/, the bypass “an” involving the annulus in the proof
of Theorem 4.14 determines a distinguished triangle

 an
�!  0 an0

��!  00 an00
��! Œ1�:

The map an0 is not necessarily zero. However, in the geometric setting an0 D 0, making the convolution
 ' C.an0/ isomorphic to a direct sum (Tian, personal communication, 2015). As �.an0/ D 0, it is
possible to view Ho.Ko.†// as a deformation.

8.2 Relation to the bordered sutured Floer categories

In this section, we construct a functor fKoC.†;m/!A.�Z/–mod from a cofibrant replacement of the
positive part of the formal contact category to the category of left dg modules over an arc algebra of
an arc diagram Z that parametrizes †. Assume that .†;m/ has at least one boundary component, and
every boundary component @i† contains a positive even number of points mi . The ground ring k of
KoC.†;m/ is fixed to be the field F2. We will not discuss gradings here. The cofibrant replacement
is a slightly larger but quasiequivalent category; see Conjecture 3.18. In particular, there is a functor
KoC.†;m/!A.�Z/–mod in Hqe.

If  is a dividing set on † then Zarev associates a bordered sutured manifold [62, Section 3.2] called the
cap W to  . The cap W is the 3–manifold †� Œ0; 1� in which the surface †� f0g is parametrized by
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the arc diagram Z, the sutures m are the m boundary points, the dividing set  appears on †� f1g and
the two sides are connected by straight lines segments in @†� Œ0; 1�:

W D .†� Œ0; 1�;  � f1g[ƒ� Œ0; 1�; .�†� f0g;�ƒ� f0g//:

For details concerning this definition consult [63, Definition 2.5].

Associated to each bordered sutured manifold Y , there is a Heegaard diagram H.Y / [62, Section 4].
Associated to each Heegaard diagram H.Y /, there is a left dg A.�Z/–module bBSD.Y / [62, Section 7.3].
Notation for the module does not include the intermediate Heegaard diagram because the homotopy type
of the module is independent of this choice.

If  is a dividing set on † such that the basepoint z1 is contained in the positive region RC � † n  ,
then  determines an object  2 Ob.KoC.†;m//. To each such  we associate the left dg module
bBSD./D bBSD.W / associated to the cap for some choice of Heegaard diagram:

(8-1)  7! bBSD./ where bBSD./D bBSD.W /:

The disk .D2; 6/ can be parametrized by an arc diagram W3 pictured below:

The diagram W3 consists of three oriented line segments Z D fZ1;Z2;Z3g containing the points
fag, fa0 < bg and fb0g, respectively. The matching function M is determined by M.a/ DM.a0/ and
M.b/DM.b0/.

As discussed in Proposition 3.16, the three important dividing sets A, B and C in .D2; 6/ can be
connected by three bypass moves

A
�A
�! B

�B
��! C

�C
��! C Œ1� or �A

�!
�B
��!

�C
��! Œ1�:

(The signs of the regions are fixed by requiring that the region containing the basepoint is positive.)
Associated to these three dividing sets, there are three left A.�W3/–modules bBSD.A/, bBSD.B/ and
bBSD.C / corresponding to the bordered sutured diagrams given by the caps WA

, WB
and WA

.

In [11, Section 6.2], the authors J B Etnyre, D S Vela-Vick and Zarev made a fundamental computation:
after choosing Heegaard diagrams for the caps WA

, WB
and WC

, they found that there are chain maps
�A W bBSD.A/! bBSD.B/, �B W bBSD.B/! bBSD.C / and �C W bBSD.C /! bBSD.A/ such that

bBSD.A/
�A
��! bBSD.B/

�B
��! bBSD.C /

�C
��! bBSD.A/Œ1�

is a distinguished triangle. They show explicitly that

(1) bBSD.A/D C.�B/,

(2) �A is projection, and

(3) �C is inclusion.
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(Alternatively, this follows from Section 6 and the Morita invariance of the category associated to the
disk by bordered sutured Floer theory.) Our functor is defined using the pairing theorem to extend the
assignments �A 7! �A, �B 7! �B and �C 7! �C to all of the other bypass moves between dividing sets.

Throughout the remainder of this section we will make repeated use of the pairing theorem. Suppose that 
is a dividing set on† and the first basepoint z1 is contained in a positive region. Then ifDD .D2; 2m/�†
is an embedded disk with 2m points on the boundary such that ı D  n .D \ / is a dividing set on
† nD, then the pairing theorem [62, Theorem 8.7] gives a homotopy equivalence

bBSD./ ��! 1BSDA.ı/� bBSD. \D/ where  D ı[\@D . \D/;

and where \@DD2m, bBSD./D bBSD.W / is the left dg A.�Z/–module assigned to the dividing set  ,
1BSDA.ı/ D 1BSDA.Wı/ is a left A.�Z/–module and right A1 A.�W3/–module, bBSD. \D/ D
bBSD.W\D/ is the left A.�W3/–module determined by  in the interior of the disk D, and the box

product � is an analogue of the derived tensor product; see [36, Section 2.4].

Definition 8.3 If � W  ! � is a bypass move then the map �� W bBSD./ ! bBSD.�/ of dg modules
associated to � is determined by the commutative diagram

bBSD./ 1BSDA.ı/� bBSD.A/

bBSD.�/ 1BSDA.ı/� bBSD.B/

�

�� 1��A

�

where ı D  nD, introduced above, denotes the dividing set minus the region containing the equator of
the bypass disk associated to � .

In order for the maps chosen above to yield a functor from the preformal contact category, we must
check that relations (1) and (2) in Definition 3.15 above are satisfied. Since these relations hold up
to homotopy in the category A.�Z/–mod, this determines a functor from the cofibrant replacement
of the preformal contact category. Lastly we will show that this functor factors through the Postnikov
localization introduced by Proposition 3.16.

Relation (1) If � is capped in the northwest or southeast then relation, (1) must hold up to homotopy by
the invariance of the bordered sutured theory [62, Section 7].

In more detail, suppose that � W  ! � is a bypass move and D is a neighborhood of the equator of the
underlying bypass disk. Then when there is a cap, the region D can be enlarged to a region zD which
contains the cap disk in †. Two applications of the pairing theorem give

bBSD./ 1BSDA.ı/� bBSD.A/ 1BSDA. Qı/� bBSD. QA/

bBSD.�/ 1BSDA.ı/� bBSD.B/ 1BSDA. Qı/� bBSD. QB/

�

��

�

1��A 1� Q�A

� �
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where ı D  nD and Qı D  n zD. The dividing sets QA and QB , on the right-hand side above, are
identical when the cap is either northwestern or southeastern. They are both represented by the same
Heegaard diagram and the map Q�A is the identity. It follows that �� is homotopic to the identity.

Relation (2) In order to see that disjoint bypass moves � q � 0 W  ! � commute, we must cut the
dividing set  along the two disjointly embedded disks corresponding to neighborhoods of the equators
of our bypass moves to form ıı D  n .D qD0/. The arc algebra associated to a disjoint union
splits, ' WA.�.W3qW3//

��!A.�W3/˝k A.�W3/, the module bBSD.A/˝k bBSD.A/ appears in the
pairing theorem,

bBSD./ ��! 1BSDA.ıı/� ŒbBSD.A/˝k bBSD.A/�;

and the disjoint union of Heegaard diagrams splits as a tensor product compatible with the isomorphism
' above. Under this identification, the maps �� and � 0� induced by � and � 0 correspond to different tensor
factors and must commute by the standard algebraic fact that

.1ıı � Œ1A˝ �
0
��/.1ıı � Œ��˝ 1A�/D .1ıı � Œ��˝ 1A�/.1ıı � Œ1A˝ �

0
��/;

where 1ıı and 1A are used to denote the identity maps 1bBSDA.ıı/
and 1bBSD.A/

, respectively.

Triangles Finally, it is necessary to see that the objects and the maps assigned by (8-1) and Definition 8.3
factor through the Postnikov localization constructed in Proposition 3.16.

These choices form distinguished triangles because

bBSD./D bBSD.[A/' 1BSDA.ı/� bBSD.A/' 1BSDA.ı/�C.�B/'C.1bBSDA.ı/
��B/'C.� 0�/;

where the last equivalence corresponds to the commutative diagram in Definition 8.3 after rotating the
triangle. An analogue of this argument appears in [35, Theorem 4.1].

Appendix Dg categories

This section contains some materials about dg categories and the model structures. All of the definitions
are from the literature. More information about differential graded categories can be found in [26; 57] or
[10, Section 1]; consult [46; 47; 56] for technical details. The language of model categories is reviewed
in [37, Section A.2]; more details can be found in [19; 45].

Definition A.1 A dg category C over A is a category enriched in the monoidal category of chain
complexes,

HomC.x; y/ 2 Komk.A/ for all x; y 2 Ob.C/;

such that composition in C is a map in Komk.A/. A functor f W C!D between two such dg categories
is required to consist of maps in Komk.A/:

(A-2) fx;y W HomC.x; y/! HomD.f .x/; f .y// 2 Komk.A/:
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A dg functor f W C! D is fully faithful when, for any pair x; y 2 Ob.C/, the map fx;y in (A-2) is an
isomorphism of chain complexes. If the homology H�.fx;y/ induces an isomorphism for all pairs, then
fx;y is called quasifully faithful. A functor f W C! D is a quasi-isomorphism of dg categories when
H�.f / WH�.C/!H�.D/ induces an equivalence of graded k–linear categories.

Example A.2 The category of chain complexes Komk.A/ is a subcategory Komk.A/� Kom�
k
.A/ of a

dg category. The objects of Kom�
k
.A/ are the chain complexes .C; @C / 2 Komk.A/. The maps are now

given by the chain complex .Hom�..C; @C /; .D; @D//; ı/, where

Homn..C; @C /; .D; @D// WD
Y
m2Z

Hom.Cm;DnCm/;

with differential ı.f / WD dDf C .�1/nC1fdC for f of degree n.

When A is Vectk , the category of dg categories will be denoted by dgcatk . Important for this paper is a
sequence of localizations obtained by different model category structures on dgcatk:

(A-3) dgcatk
.1/
��! Hqe .2/

��! Hmo:

Hqe The first category Hqe WD dgcatkŒW
�1� is obtained by requiring quasi-isomorphisms f 2W to

be isomorphisms. In this model structure, cofibrations are determined by the left lifting property with
respect to fibrations, and fibrations are dg functors f W C!D for which fx;y in (A-2) are surjective and

� for x 2 Ob.C/ and any homotopy equivalence ˇ W f .x/! y in D there is a homotopy equivalence
˛ W x! z in C such that f .˛/D ˇ.

The initial object is the empty category ∅ with no objects and the final object 0 is the zero dg category
consisting of one object with no endomorphisms. In Hqe nontrivial dg categories are fibrant, and cofibrant
resolutions are can be obtained from cobar–bar construction.

Modules For any dg category there are associated categories of modules over that dg category.

A right dg module M over a dg category C is a dg functor Cop ! Kom�
k
.Vectk/. The dg category of

such functors will be denoted by ModC. The homology H�.M/ W Cop! VectZ
k

of a dg module M is the
functor c 7!H�.M.c// taking values in graded vector spaces. A quasi-isomorphism g WM !N of dg
modules is a map inducing an isomorphism between their respective homologies. The derived category
D.C/ of dg modules over a dg category C is obtained by inverting the quasi-isomorphisms Q:

D.C/ WDModCŒQ�1�:

This is a triangulated category [25]. If f W C! D is a dg functor then there is a pushforward functor
fŠ W ModC ! ModD which is left adjoint to the pullback f � W ModD ! ModC. These functors induce
functors between derived categories

fŠ WD.C/$D.D/ Wf �:

A dg functor f WC!D is a Morita equivalence when f � WD.D/!D.C/ is an equivalence of triangulated
categories.
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Hmo The category Hmo is obtained by inverting Morita equivalences M :

Hmo WD HqeŒM�1�:

The category Hmo is pointed: the dg category 1 consisting of a single object and a single morphism is
both initial and terminal. The cofibrant objects of Hmo and Hqe remain the same. Fibrant objects become
pretriangulated dg categories, as discussed in the next paragraph.

There is a full subcategory Cperf �ModC consisting of modules M which are compact in D.C/. Since
representable modules are compact, the Yoneda embedding factors through the subcategory of perfect
modules, giving a dg functor

 W C! Cperf:

A dg category C is called perfect when  is a quasiequivalence. A dg category C in Hmo is fibrant if and
only if it is perfect. So  is fibrant replacement. An explicit model for Cperf is given by the idempotent
completion of the category of one-sided twisted complexes over C [8, Section 2.4].

Maps Toën’s theorem shows that maps C ! D in Hqe and are given by bimodules C ˝ Dop !

Kom�
k
.Vectk/ satisfying certain cofibrancy and representability conditions [56]. If D is fibrant then these

are also the maps in Hmo. Dg functors described above define maps in each of these settings.

Constructions in Hqe vs Hmo If C!D and C! E are in Hqe, then the homotopy pushout DthCE can
be constructed by using the coproduct of dg categories on the associated pushout of cofibrant replacements.
Since cofibrant objects in Hqe and Hmo agree, the quotient Hqe! Hmo commutes with homotopy
pushout.

Since all of our localization constructions are homotopy pushouts, they are indifferent to the distinction
between Hqe and Hmo in the manner described above.

List of symbols

After Section 2, dg categories are ungraded over a field of characteristic 2. The homotopy category
of dg categories Ho.dgcatk/ over k will be denoted by Hqe or Hmo when the equivalence relation is
quasiequivalence or Morita equivalence, respectively. All surfaces denoted by † are connected unless
otherwise mentioned. †g;n is the orientable surface of genus g with n boundary components.

�_ Proposition 4.5
�op opposite category
a points fa1; : : : ; a2kg in arc diagram, Definition 5.4
ak; a

0
k

points in an arc diagram, Definition 5.4
A.Z/ arc algebra [36; 62]
B bottom of D2
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B B �†, Definition 4.13
bBSD./ (8-1)
C dg category, after Section 2 ungraded; see Section 2.5
ci cocore of 1–handle
Co.†/ geometric contact category or Tian algebraic contact category
d differential, d2 D 0
dgcatk category of dg categories [8; 57]
D0;D; zD Definitions 2.9 and 2.13
D2 unit disk
ek generator of Nn, Definition 6.7
e./ Definition 4.1
F.Z/ surface of arc diagram, Definition 5.5
F.@Z/ Proposition 5.14
 dividing set, Definition 3.3
.�i / dividing set associated to ei , Section 6.2.1
A; B ; C bypass triangle, Proposition 3.16 and Section 8.2
_ dual dividing set, Definition 3.4 and Proposition 4.5�Ln

iD1 i ; p
�

convolution of dividing sets, Definition 2.1
�.†/ mapping class group, Section 5.1
hk 1–handle in F.Mn/

Ho.C/ ŒC� or H 0.C/ [57]
HomI Definition 2.6
HomT Definition 2.15
HomhKi Proposition 2.19
Hmo Morita homotopy category [46]
Hqe homotopy category [47]
i.x; y/ geometric intersection number
int.X/ interior of X
I; I 0; I Definitions 2.5 and 2.7
k ground field; after Section 2 char.k/D 2
�; �0 Definitions 2.5 and 2.13
hKi Proposition 2.19
K0.C/ Grothendieck group [46]
Ko.†/ Definition 3.17
Kon.†;m/ Theorem 4.4
Kon
˙
.†;m/ ˙–halves of Kon.†;m/, Section 4.5

LRC Definition 2.5
LSC Proposition 2.16
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m boundary points m� @†, Section 3.1
M a matching M W a! f1; : : : ; kg in arc diagram, Definition 5.4
� Section 6.3
Mn zigzag diagram for .D2; 2n/, Definition 6.1
Mat.C/ the additive closure, Section 2.1
Nn nil-Temperley–Lieb algebra, Definition 6.7
N N D f0g[ZC
nS1 Definition 4.8
N.T / neighborhood of disk, Definition 3.8
Pre–Ko.†/ Definition 3.15
Pre–Pre-Ko.†/ Conjecture 3.18
Qn Tian quiver, Definition 6.8
r basepoint automorphism, Corollary 5.3
�k;k˙1 (6-2)
Rn Tian disk category, Definition 6.11
R˙ positive and negative regions, Definition 3.3
S2 the 2–sphere
†g;n connected surface of genus g with n boundary components
.†;m/ pointed oriented surface, Definition 3.1
x† orientation reversal, Proposition 4.6
@i† i th boundary component of †, Definition 3.1
� W  !  0 bypass move, Definition 3.8
�i;j Definitions 2.9 and 2.13
T top of D2

.T; ;  0/ bypass attachment, Definition 3.8
W cap associated to  [63, Definition 2.5], Section 8.2
„ (3-1) and Definition 3.17
Yn Rpretr

n , Definition 6.12
z basepoints z D fz1; : : : ; zng for zi 2 @i†, Definition 3.1
zC zC 2 Z.Z/, Definition 5.10
ZC f1; 2; 3; : : :g � Z

Z=2 Z=2Z

Z ordered set of lines, Definition 5.4
Z arc diagram, Definition 5.4
Zi arc in arc diagram, Definition 5.4
Z0;n arc diagram for †0;n, Definition 7.1
Zg;1 arc diagram for †g;1, Definition 7.8
Z.Z/ set of elementary dividing sets, Definition 5.10
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Comparison of period coordinates and Teichmüller distances

IAN FRANKEL

We show that when two unit-area quadratic differentials are �–close with respect to good systems of
period coordinates and lie over a compact subset K of the moduli space of Riemann surfaces Mg;n, then
their underlying Riemann surfaces are C�˛–close in the Teichmüller metric. Here, ˛ depends only on the
genus g and the number of marked points, while C depends on K.
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1 Introduction and statement of main result

1.1 Preliminaries

The moduli space of compact Riemann surfaces of genus g with n unlabeled marked points (or n deleted
points), Mg;n, is a complex variety and orbifold of dimension 3g � 3C n, with each point of Mg;n

representing a biholomorphism class a of compact genus Riemann surface with n points deleted (or
with n marked points). The topology of Mg;n is induced by the Kobayashi metric. (The Kobayashi
pseudometric on a complex analytic X space is the largest pseudometric for which all holomorphic maps
of the hyperbolic disk into X are nonexpanding, and it is a nondegenerate metric in all cases we will
consider.) Teichmüller constructed a metric whereby aK–quasiconformal homeomorphism (see Section 3)
between X and Y exists if and only if the distance between .X Ip1; : : : ; pn/ and .Y I q1; : : : ; qn/ is at
mostK. Royden [1971] showed that this is the same as the Kobayashi metric. The orbifold universal cover
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of Mg;n, the Teichmüller space Tg;n, is a contractible complex manifold of dimension 3g� 3Cn when
3g� 3Cn > 0. In the same paper, Royden showed that the biholomorphism group of Tg;n is naturally
isomorphic to the Teichmüller modular group, or mapping class group Mod.Sg;n/, of the surface Sg;n,
and the quotient by this action is Mg;n.

Even though the Teichmüller–Kobayashi metric on Tg;n is not Riemannian, it has a geodesic flow, which
is usually described as a dynamical system on the unit cotangent bundle. For X 2 Tg;n, the cotangent
space to Tg;n at X consists of those meromorphic sections of the tensor square of the cotangent bundle
to the complete Riemann surface corresponding to X for which the only poles are simple and occur at
the marked points of X . We refer to such sections as quadratic differentials. We will write QD.Tg;n/ to
denote the space of nonzero quadratic differentials on surfaces of genus g with n marked points.

Many analogies have been made between the geodesic flow for this metric and the geodesic flow on a
closed negatively curved Riemannian manifold. Euclidean geometry is the main tool in the study of the
Teichmüller geodesic flow; we describe briefly the connection here. Given a nonzero quadratic differential
q on X , there is an associated flat (Gaussian curvature = 0) metric on X with a finite number of cone-type
singularities, which we will call the q–metric. The metric can be defined locally by taking the integral of
the holomorphic 1–form

p
q to give an isometric chart to C, ie

z 7!

Z z

z0

p
q

gives an isometry between a neighborhood of z0 2X with the q–metric and an open set in C DR2 with
the standard Euclidean metric, for each point z0 where q is holomorphic and nonvanishing.

Singularities of the q–metric occur at points where such charts cannot be defined — at zeros and poles
of q. At these points, we have cone-type singularities with cone angle .nC 2/� at each zero of order
n� �1. (If we allowed q to have poles of higher order, they would be an infinite distance away, so the
metric cannot extend.) It should be noted that, since

p
q is only defined up to sign, these charts to C are

unique up to the group fz 7! C ˙ z W C 2Cg. We will refer to a surface equipped with such a metric as a
half-translation surface. We note that it is also possible to take a surface with charts and transition maps
lying in fz 7! C ˙ z W C 2 Cg, and give it a metric for which those charts are isometric and recover a
complex structure and a quadratic differential which is dz˝ dz in local coordinates for the system of
charts. If, in addition, the resulting metric space can be completed by adding only finitely many points
with cone-type singularities, the complex structure extends uniquely to the completion and the quadratic
differential extends meromorphically. We also establish the following convention:

Convention 1.1 Given .X Ip1; : : : ; pnI q/ a Riemann surface with n marked points p1; : : : ; pn and a
nonzero meromorphic quadratic differential q on X whose only poles are simple and occur at a subset
of fp1; : : : ; png, the set of singularities of .X Ip1; : : : ; pnI q/ are the zeros of q on X together with the
collection of all marked points, regardless of whether or not q has poles at those points.

Algebraic & Geometric Topology, Volume 24 (2024)
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1.2 Period coordinates and the main theorem

We can integrate
p
q along q–geodesic arcs i W Œ0; 1�!X chosen so that i ..0; 1// contains no singularities

and i is injective on .0; 1/, but .0/ and .1/ are (not necessarily distinct) singularities. Such arcs are
called saddle connections. A collection of such integrals forms a local holomorphic coordinate chart for
QD.Tg;n/ in a neighborhood of .X; q/, provided that q has 4g� 4Cn simple zeros and n simple poles.
We call such charts period coordinate charts. A period coordinate chart can be extended to the boundary
of any open precompact subset of QD.Tg;n/ on which it is well defined, and embeds into C6g�6C2n as a
convex set. QD.Tg;n/ is locally finitely covered by the closures of such sets by Corollary A.7.

If a set S �QD.Tg;n/ is homeomorphic to a compact convex set with nonempty interior K �C6g�6C2n

via a homeomorphism f W S!K whose restriction to the interior of S is a period coordinate embedding,
we say S is a compact convex period coordinate patch. In Appendix A we show that QD.Tg;n/ is locally
finitely covered by compact convex period coordinate patches.

We will define a Mod.Sg;n/–invariant path metric dEuclidean (see Definition 3.2) that has the property
that every compact convex period coordinate patch is locally bi-Lipschitz to the corresponding subset of
C6g�6C2n.

We now state our main theorem:

Theorem 1.2 Let g and n be nonnegative integers such that 3g� 3Cn > 0. Let an D 1 if nD 0 and 2
if n > 0. Let K be a compact subset of Tg;n. Then for any unit-area quadratic differentials .X1; q1/ and
.X2; q2/ with in X1; X2 2K, there is a constant CK such that

dTeich.X1; X2/ < CKdEuclidean.q1; q2/
2=Œ2Can.4g�4Cn/�:

Remark Theorem 1.2 is true whether we restrict dEuclidean to unit-area quadratic differentials intrinsically
or extrinsically (whether or not we consider paths that leave the space of unit-area differentials). The
reason for this is that kqk, the area of the q–metric, is locally Lipschitz as a function of .X; q/ with
respect to the metric dEuclidean. Therefore if .X1; q1/ and .X2; q2/ are unit area and sufficiently close, the
shortest path between them stays near the set of unit-area quadratic differentials. A path in QD.Tg;n/ that
starts and ends in K can be projected onto the unit-area subspace, and if the path stays sufficiently close
to K this projection will only increase its length by a bounded factor.

The real content of the theorem is that it remains valid even when zeros of the quadratic differential are
allowed to coincide with each other, or with marked points. If we required K to be a compact subset
of the principal stratum of quadratic differentials, ie the space of quadratic differentials with n simple
poles and 4g� 4Cn simple zeros, then we could replace the Hölder exponent 2=Œ2Can.4g� 4Cn/� in
Theorem 1.2 with 1, by finding a common triangulation of .X1; q1/ and .X2; q2/ by saddle connections
and mapping triangles to triangles.

Algebraic & Geometric Topology, Volume 24 (2024)
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We further remark that no inequality in the other direction is possible, since two quadratic differentials
q1 ¤ q2 may have the same underlying Riemann surface X DX1 DX2.

The strongly stable leaves for the Teichmüller geodesic flow are the collections of unit-area quadratic
differentials that, on each chart given by period coordinates, can be obtained from each other by changing
only the imaginary parts of period coordinates and changing systems of period coordinates. One might
hope for a converse inequality if we make the additional assumption that .X1; q1/ and .X2; q2/ are on
the same strongly stable leaf or strongly unstable leaf of the Teichmüller geodesic flow, for in such cases
X1 and X2 are known to be different points in Tg;n, by the main result of [Hubbard and Masur 1979].

Before we proceed toward the proof, we would like to make a remark about the optimal Hölder exponent.
We do not make any claim that the exponent we produce is sharp, but we do claim that, asymptotically, it
can only be improved by a factor of 2, at least when n� 1.

The reason for this is the following example:

Let .Xt ; qt / be a family of quadratic differentials that are all isometric to some .X; q/, but on which
one marked point moves according to a holomorphic parameter t . Moreover, assume that the quadratic
differential q has the form zk dz2 in some local coordinate z on the underlying Riemann surface. The
q–metric is then given by ds2jzjkjdzj2, and we take the parameter t to be the location of the marked
point in the coordinate z, so t varies over a neighborhood of zero.

For t near 0, we have that C�1jt j � dTeich.Xt ; X0/ < C jt j since t is a coordinate in a holomorphic
coordinate system for Teichmüller space, and the Teichmüller metric is Finsler with respect to this
complex structure.

On the other hand, the Euclidean distance between q0 and qt is comparable to the q–distance between
the points z D 0 and z D t , which equals

R jt j
0 xk=2 dx.

Thus C�1t .2Ck/=2 < dEuclidean.q0; qt / < C jt j
.2Ck/=2.

(The actually behavior of the Euclidean metric near q0 is treated more carefully in the appendices, but the
intuition is that one of our period coordinates comes from a saddle connection joining 0 to t , and this
coordinate accounts for the Euclidean distance from q0 to qt .)

The largest possible k is 4g� 4Cn, so the best possible Hölder exponent is then 2=Œ4g� 2Cn�.
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2 Sketch of proof

The proof is by construction of a quasiconformal map between nearby surfaces. The easiest way to build
a quasiconformal map between .X1; q1/ and .X2; q2/ is by finding a common triangulation by saddle
connections and applying a piecewise linear (PL) map. Then one can simply estimate the dilatation (the
best possible constant K such that the map is K–quasiconformal) on each triangle, and in so doing obtain
a bound for the dilatation of the entire map.

Unfortunately, this strategy yields poor estimates unless all of the edge lengths and angles of the triangles
can be bounded away from zero, and usually can’t be used to build maps between surfaces in different strata.

Our solution to this problem is to find a system of disks, which we call nearly regular right polygons or
NRRPs, that isolate clusters of singularities. We can triangulate the remainder of each of the surfaces,
and build a PL map in the complement of these disks. As for the disks themselves, we need to find a
quasiconformal extension of the boundary map to the NRRP, and estimate its dilatation. For this we use a
Beurling–Ahlfors extension, which requires as input an estimate of the quasisymmetry of the boundary
map. This is carried out Section 6.

The boundary maps between disks are fixed since the map is PL outside of the disks. However, we need
to understand the uniformization of these disks to the upper half-plane in order to estimate its dilatation.
Our disks will be chosen so that, when doubled along the boundary, they have the isometry type of
half-translation surfaces coming from conjugation-invariant quadratic differentials on yC. Almost all of the
work consists of bounding the changes in the locations of the singularities as a function of the changes in
period coordinates. Since the quadratic differentials are actually of the form f .z/ dz2 for some rational
function f 2 R.z/, it is actually easier to give a lower bound for the changes in period coordinates in
terms of the changes of locations of the zeros and poles, for a sequence of perturbations tending to 0.
This is most of the work, and it is carried out in Section 5.

The key to finding a lower bound is finding a scale on which perturbations do not have canceling effects
on period coordinates. For this we use a partial compactification of strata similar to the compactification
used in [Bainbridge et al. 2019] to handle collisions of singularities. For us, the most important organizing
information is which collections of singularities are colliding faster than others. The limit of a differential
in this compactification is a stable curve with one component for each such cluster, and a meromorphic
quadratic differential on each component. A colliding cluster of singularities will correspond to a
component with a quadratic differential that has a higher-order pole on1. The partial compactification
is described in Definition 4.35, and a convergent sequence is defined in Notation 5.3.

When a cluster of colliding singularities moves mostly in the same direction, we show that it essentially
behaves as a point, and shadows a perturbation in a lower-dimensional stratum. This is the content of
Proposition 5.4. When a cluster of singularities move in what would appear to be canceling directions
according to Proposition 5.4, we find a leading-order approximation for how the perturbation affects
saddle connections in this cluster. If there are subclusters the leading term may again be zero, but we
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can break the perturbation into components, at least one of which must be detectable on some cluster.
Appendix B is dedicated to showing that these kinds of perturbations do not cancel out. The end result of
this argument is the key estimate, Lemma 5.11, which bounds the change in the location of the singularities
as a function of the change in the periods. (More precisely, we prove the contrapositive.) We finish
Section 5 by converting Lemma 5.11 to the form we need to apply to the specific disks, Lemma 5.12.

3 Teichmüller spaces and quadratic differentials

In this section, we assemble basic facts about Teichmüller spaces and coordinate systems on strata.

3.1 Flat metrics and period coordinates

On a half-translation surface, the slope of a tangent vector at any nonsingular point is well defined; in
particular, vertical and horizontal are well-defined notions. Length and area are also well defined in the
q–metric, since the change of charts preserves them. It is also evident that if X has the q–metric, then
geodesics are polygonal arcs and only change direction at cone points, and when they do they turn by
an angle of at least � measured either way around the cone point. If q is given in local coordinates by
.dxC i dy/˝2, then the area of X with the q metric, given by jqj D

R
X dx ^ dy, is the norm of q in the

Teichmüller cometric. (Note that this area form does not depend on which square root of q is picked.)

The collection of all quadratic differentials whose associated metrics have finite area is a vector bundle
over Tg;n (if we include the zero section), and the set of nonzero quadratic differentials admits a
holomorphic stratification whereby each stratum consists of differentials whose metrics have the same
number of singularities of each type; two singularities have the same type if they are both marked points
and have the same cone angle, or they are both unmarked points and have the same cone angle. Two
different strata can have the same underlying Riemann surfaces and quadratic differentials, but differ in
which points are marked. The principal stratum consists of those quadratic differentials with a simple
pole at each of the n marked points and 4g�4Cn simple zeros. The complement of the principal stratum
is an analytic subvariety, so the principal stratum sits inside QD.Tg;n/ as a dense set of full measure (with
respect to Lebesgue measure class).

Definition 3.1 The universal half-translation surface is a surface bundle over T �Tg;n with fiber Sg , and
where the fiber over .X; q/ is a copy of X equipped with the q–metric.

We will give a more explicit description of the topology of this bundle later in this section.

With our convention, the set of all singularities of q–metrics is an incidence subvariety of the universal
half-translation surface. Locally they define a collection of sections of the universal half-translation
surface, at least in a neighborhood of each point in the principal stratum. If p1; : : : ; pr are the singularities
at a point .X; q/ in the principal stratum, any nearby .X 0; q0/ will have singularities p01; : : : ; p

0
r , and each

p0i varies holomorphically with .X 0; q0/ in a bundle over T �Mg;n whose fibers are the Riemann surfaces
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represented. It is thus meaningful to talk about points being the same singularity on different surfaces. We
may pick homotopy classes of arcs whose endpoints are the singularities, and the integrals

R p0
j

p0
i

p
q0 over

such arcs will vary holomorphically. When the arcs are represented by saddle connections, we call the
integrals

R p0
j

p0
i

p
q0 period coordinates. In a neighborhood of any point in the principal stratum, some such

collection of period coordinates associated to saddle connections will form a holomorphic coordinate
chart to C6g�6C2n. On a dense subset of such coordinate charts, we can paste together Euclidean metrics
to form a path metric on the moduli space of quadratic differentials, described in the next section.

3.2 The Euclidean metric on QD.Tg;n/

A choice of norm on a vector space is equivalent to a choice of the closed unit ball, ie a compact convex
set with nonempty interior which is symmetric about the origin. Given a finite collection of norms we can
simply take the convex hull of the union of their unit balls to be the unit ball of the pasted metric. The
resulting norm is of course equivalent (bi-Lipschitz) to any of the original Euclidean norms at each point.
Call this the union convex hull operation. It produces the largest norm that is less than or equal to a given
set of norms. If we have an arc in a stratum, at each point of which some system of period coordinates has
locally constant derivative, we describe a norm which is the speed of the arc at almost every point. For
each real L>0, there are locally only finitely many coordinate systems represented by saddle connections
of length � L (see Appendix A) in the following sense: for any point .X; q/ 2 QD.Tg;n/ with q ¤ 0,
there is a neighborhood of .X; q/ in which only finitely many such systems exist, even if .X; q/ is not in
the principal stratum.

Recall the definition of compact convex period coordinate patch in the discussion immediately before
Theorem 1.2. At each point .X; q/, we consider all good embeddings of sets containing .X; q/ in which
.X; q/ maps to fz W jzj � ‚.X; q/gn for some continuous proper function ‚ which is large enough to
ensure that the set of such good embeddings is not empty for any .X; q/. From Appendix A it is clear
such a function exists. For example, 4 times the q–diameter of .X; q/ is such a function.

Definition 3.2 Fix a continuous function ‚ W QD.Mg;n/! .0;1/ as above. We define the Euclidean
metric dEuclidean on the space of half-translation surfaces to be the path metric obtained by applying
the union convex hull operation to the norms coming from compact convex period coordinate patches
containing .X; q/, whose defining saddle connections have length less than ‚..X; q//.

It should be clear from the definition that dEuclidean is the largest path metric such that, for all .X; q/, all
compact convex period coordinate patches containing .X; q/ that take it into fv W jvj1<‚.X; q/g6g�6C2n

are noncontracting in a neighborhood of .X; q/.

Remark The local Lipschitz class of the metric dEuclidean depends only on the fact that it comes from a
locally finite collection of systems of period coordinates. It does not depend on the specific coordinate
systems chosen. Theorem 1.2 and any other statements that depend only on the local Lipschitz class
remain true if we define dEuclidean differently, for instance by applying the union convex hull operation on
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a different locally finite collection of period coordinate systems that is rich enough to cover quadratic
differential space.

We note that the Euclidean metric extends to a path metric on the whole of QD.Tg;n/, but in the absence
of the lower bound for the area, arbitrarily short paths with the Euclidean metric move arbitrarily far in
Teichmüller space. For this reason, and for the reason that the Teichmüller flow is usually studied on
unit-area differentials, we find it prudent to restrict to the unit-area locus.

Also, when we are referring to a particular stratum or stratum closure, the Euclidean metric is understood
to be the intrinsic metric on the stratum or stratum closure, rather than the Euclidean metric in the ambient
moduli space.

3.3 Teichmüller’s metric

The Teichmüller space of Riemann surfaces of genus g with n marked points is the set of marked complex
structures on a Riemann surface of genus g with n points deleted. One way to define this more precisely is,
given a smooth oriented surface S diffeomorphic to a surface of genus g with n points deleted, to look
at all orientation-preserving homeomorphisms of complete finite volume hyperbolic Riemann surfaces
into S , subject to the following equivalence relation: for f1 WM1! S and f2 WM2! S , we say .M1; f1/

and .M2; f2/ are equivalent if f �11 ıf2 is homotopic to a biholomorphism. The set of equivalence classes
of pairs .M; f / is the Teichmüller space of genus g surfaces with n punctures, which we will call Tg;n.
When it is convenient, we will sometimes view the punctures as marked points on a compact surface
instead of deleted points.

Tg;n carries several metrics; the one we will be concerned with is the Teichmüller metric. We will briefly
summarize the geometric properties of this metric by characterizing its geodesics. Proofs of these can be
found in, for instance, [Hubbard 2006] or [Farb and Margalit 2012].

� Start with any nonzero holomorphic quadratic differential ˛, ie a nonzero holomorphic section of the
tensor square of the cotangent bundle of a Riemann surface. If z is a local coordinate on a Riemann
surface, then locally ˛ D f .z/ dz2, with f holomorphic in z; at each point at which f does not vanish
we can find a holomorphic coordinate z for which ˛ D dz2.

� In any simply connected region on such a chart, the level sets of the real and imaginary parts of z give a
pair of transverse measured foliations, that is to say, foliations equipped with a transverse measure on the
local leaf space, and the transverse measure is invariant under transition maps of a system of charts defining
the foliation. (See [Fathi et al. 2012, Section 1.3] for a precise construction of the space of measured
foliations.) Given any local coordinates z D xC iy, the integrals

R
C jdxj and

R
C jdyj are well defined

for any smooth contour of integration C . There is also an invariant volume form, and in the case that our
surface has punctures we will only consider those quadratic differentials for which the area form dx˝dy

assigns finite measure. This is equivalent to assuming the quadratic differential extends meromorphically
to a compact Riemann surface with at most simple poles at each of finitely many new points.
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� Now, fix a Riemann surfaceM0 and a pair of transverse measured foliations associated to a holomorphic
quadratic differential ˛ with finite area. Then for each � 2 R there is a Riemann surface M� with a
homeomorphism f WM0!M�, smooth away from the zeros of ˛, with holomorphic charts such that the
pushforwards of jdxj and jdyj are je� dxj and je�� dyj, and � 7!M� is a unit-speed geodesic. The map
f is called a Teichmüller map.

� All geodesics in Tg;n arise in this way, and the length of a geodesic between two points in Tg;n is
equal to the distance between those points in the Teichmüller metric. Any two distinct points in Tg;n lie
on a unique geodesic.

Suppose f W U ! V is an almost-everywhere differentiable orientation-preserving homeomorphism of
bounded domains in C, with first-order distributional derivatives in L2.U /. Then the partial derivatives

fz WD
1
2
.fx � ify/ and f Nz WD

1
2
.fxC ify/

are defined for almost all z and jf Nzj< jf .z/j for almost all z 2 U .

Definition 3.3 If
Kz0

.f / WD

ˇ̌̌̌
jfz.z0/jC jf Nz.z0/j

jfz.z0/j � jf Nz.z0/j

ˇ̌̌̌
satisfies Kz0

.f /�K for almost all z0, with respect to the Lebesgue measure class, then we say that f is
K–quasiconformal.

Since the quantity Kz0
.f / is invariant under holomorphic changes of coordinates on U and V , we say

that a homeomorphism between Riemann surfaces is K–quasiconformal if it is K–quasiconformal with
respect to a choice of holomorphic coordinate charts; by the above discussion the choice of charts does
not matter. It is a theorem that 1–quasiconformal maps are actually conformal.

The Teichmüller metric also has the following characterization:

Theorem 3.4 (Teichmüller) If .Y1; f1/ and .Y2; f2/ represent two points in Tg;n, then their distance
is at most 1

2
log.K/ if and only if there is a K–quasiconformal homeomorphism g W Y1! Y2 such that

f2 ıg ı f
�1
1 is homotopic to the identity on S . Teichmüller maps are the unique dilatation-minimizing

maps in their homotopy classes (that is , they are K–quasiconformal for the smallest possible K).

With this metric, Tg;n is homeomorphic to R6g�6C2n. This manifold admits a complex structure, and
QD.Tg;n/ is a holomorphic vector bundle over Tg;n with the zero section deleted (as we have defined it).
However we will not need to use this complex structure.

In addition to quadratic differentials that we used to characterize the Teichmüller metric, we will sometimes
consider quadratic differentials on C of the form f .z/ dz2, where f is a polynomial or a rational function
with at most one pole in C, which is simple. They extend to yC with a higher-order pole at 1. The
induced flat metrics on C have infinite area, and the distance to1 is infinite in such metrics.
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We can use Teichmüller maps to create various bundles over Teichmüller space. We will pick a basepoint
X 2Tg;n. If q is a quadratic differential over the Riemann surfaceX , we can associate to q the Teichmüller
map �q that moves X along the geodesic described by q by a distance equal to the area of .X; q/. This
identifies Teichmüller space with the space of quadratic differentials over X , and we can use coordinates
.x; q/ to refer to the point �q.x/.

We can also trivialize the bundles of quadratic differentials and half-translation surface structures using
Teichmüller maps. To do so, we need the following definition from [Fathi et al. 2012] and theorem from
[Hubbard and Masur 1979]. In the definition below, our base surface Sg;n and all Riemann surfaces are
understood to have n points deleted.

Definition 3.5 Let q1 and q2 be vertical foliations of quadratic differentials on two Riemann surfaces
X1; X2 2 Tg;n, with vertical measured foliations Fv.q1/ and Fv.q2/, respectively. For a simple closed
curve C on the base surface Sg;n with the n points deleted, let i.Fv.qj /; C / denote the infimum of the
transverse measure evaluated on curves homotopic to C in the qj –metric. If i.Fv.q1/; C /D i.Fv.q2/; C /
for all C , we say that Fv.q1/ and Fv.q2/ are equivalent and we write Fv.q1/D Fv.q2/.

Definition 3.6 The set of all equivalence classes of measured foliations is the space MF . Its quotient
by the action of R>0 by scalars is PMF.

The values of the numbers i.F ; C /, where C ranges over all (homotopy classes of) essential simple closed
curves, give a weak-� topology on the set of measured foliations, which gives MF the homeomorphism
type of the product of R6g�6C2n n f0g; see exposé 6 of [Fathi et al. 2012]. Moreover, if we quotient by
the obvious R>0 action by scalars, the result is homeomorphic to a sphere of dimension 6g� 7C 2n.

Theorem 3.7 [Hubbard and Masur 1979] The map from QD.Tg;n/ to Tg;n �MF defined by

.X; q/ 7! .X;Fv.q//
is a homeomorphism.

Theorem 3.8 [Hubbard and Masur 1979] The map from the set of unit-area quadratic differentials in
QD.Tg;n/ to Tg;n �PMF defined by

.X; q/ 7! .X;R>0Fv.q//
is a homeomorphism.

Corollary 3.9 [Hubbard and Masur 1979] Pick .X; q/ 2 QD.Tg;n/. For each Y in Tg;n, there is a
unique q0 2 T �Y Tg;n such that Fv.q/ D Fv.q0/. Moreover , given any basepoint Y 2 Tg;n, there is a
trivialization of the vector bundle T �QD.Tg;n/ over QD.Tg;n/ that sends each .X; q/ to .X; q0/, where
q0 is the unique quadratic differential on Y whose vertical foliation is equivalent to that of q.

We note that the foliation of QD.Tg;n/ whose leaves are the sets of quadratic differentials with equivalent
vertical foliations have the following property: if we fix a system of period coordinates, then moving
along a leaf of this foliation only changes the imaginary parts of the period coordinates.
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Now, we describe a trivialization of another bundle. Let q be a quadratic differential over the basepoint
surface X , let q0 be a nonzero quadratic differential over X , and let x 2 X , the completion of X . We
can use coordinates .x; q; q0/ to refer to the point �q.x/ on the surface �q.X/ equipped with the metric
given by the unit-area quadratic differential on �q.X/ whose vertical foliation is equivalent to Fv.q0/.
The union of all such points .x; q; q0/ is the universal half-translation surface of type Sg;n. Similarly,
we can take the universal cover of this bundle, which results in replacing each fiber with its universal
cover in our coordinates (Teichmüller maps lift to universal covers). The coordinates are not particularly
important, but the induced manifold topologies will be used for various compactness statements — for
instance, we may refer to a sequence of saddle connections on quadratic differentials .Xi ; qi / converging
to a saddle connection on .X; q/. This means that the convergence is in the Hausdorff metric on the
space of compact subsets of the bundle. In the case when the surfaces in question have genus 0 and are
explicitly uniformized to yC, we have an alternative but topologically equivalent trivialization of the same
bundles, so the notion of Hausdorff convergence is the same.

Definition 3.10 Given a quadratic differential .X; q/, we may form a branched double cover as follows:
Let . zX; Qq/ be the metric completion of a metric double cover of the set of nonsingular points of X
given by f.X; v/ W v is a vertical unit vector with respect to qg. We call this the orienting double cover
of .X; q/, and it admits a degree-2 map to X that is branched over all points where the cone angle is of
the form .2n� 1/� for n 2N.

The orienting double cover is the square of a holomorphic one-form on zX , and zX is connected only if q
is not the square of a holomorphic one-form. We can see that the orienting double cover comes with a flat
metric and a unit vertical vector field at all nonsingular points. Moreover, the map i W X ! X defined
by .x; v/ 7! .x;�v/ is an involution fixing the ramification points. If † is the set of singular points
of X , then z† is the preimage of the set of singular points in the double cover. Now, on zX we can find a
holomorphic 1–form ˛ such that f �q D ˛˝2, and ˛ is unique up to sign.

3.4 Triangulations and degenerations

Every nonzero quadratic differential admits a cellular decomposition whose 1–cells are saddle connections
and whose open 2–cells are isometric to the interiors of triangles in Euclidean space. We shall refer to
such decompositions as triangulations, even though not every edge has distinct vertices.

There is one triangulation, due to [Masur and Smillie 1991], which can be constructed as follows: If
we delete all the poles of a nonzero meromorphic quadratic differential .X; ˛/, we can take the metric
universal cover of X n fx1; : : : ; xng where the xi are the marked points; let � be the deck group of this
covering map. This makes sense because on X n fx1; : : : ; xng the flat metric associated to ˛ is still a path
metric. Then complete the resulting space zX . (The new points added will be points of cone angle1.)
Then, for each point in zX , we consider the set of singularities and cone points of angle1 that are closest
to X . If for some point p there are three or more such points distance Rp from p, then there is an
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embedded Euclidean disk of radius R > 0 around p. Since the length of the shortest saddle connection is
nonzero, there are only finitely many singularities on the boundary of this disk, and they have a cyclic
ordering. For each such p draw the chords that are the boundary of the convex hull of these points in the
disk, and label them as 1–cells. We now have a �–invariant cell decomposition. Now quotient by � . The
result is a cell decomposition in which the 0–cells are singularities, the 1–cells are saddle connections,
and the 2–cells are convex polygons, which can then be triangulated by diagonals.

Definition 3.11 We refer to the above construction as the Delaunay triangulation.

The Delaunay triangulation has a number of useful properties. It is invariant under scaling the quadratic
differential by nonzero complex numbers, and for a typical surface it does not involve a choice — if it
does, only finitely many choices are possible. (By a typical surface, we mean a full-measure set with
respect to a Lebesgue measure, described below.) One of them is that the lengths of the saddle connections
are bounded by twice the diameter of the flat metric, and another is that all of the angles of the triangles
are bounded away from zero given an upper bound on the diameter of the surface and a lower bound on
the length of the shortest saddle connection.

A triangulation by saddle connections, together with the collection of cone angles, imposes relations
between the periods of the saddle connections. Given a triangulation, there is some number of periods
that determines all of the others.

In [Masur 1982] the following complex manifold structure on strata in QD.Tg;n/ was described, using
the homology of the orienting double cover:

Definition 3.12 Let .X; q/ be a quadratic differential with double cover . zX; Qq/, let † be the set of
singularities of X with inverse image z†, and let � be the involution of zX . Then

H odd
1 . zX; z†IC/ WD f' 2H1. zX; z†IC/ W ��.'/D�'g;

H 1
odd.
zX; z†IC/ WD f˛ 2H 1. zX; z†IC/ W ��.˛/D�˛g:

Similarly, define H even
1 and H 1

even to be the eigenspaces of �� and �� with eigenvalue 1.

Since �2, �2� and .��/2 are the identity map on their domains, we have

H odd
1 . zX; z†;C/˚H even

1 . zX; z†IC/DH1. zX; z†IC/

and
H 1

odd.
zX; z†IC/˚H 1

even.
zX; z†IC/DH1. zX; z†IC/:

We also have the usual duality between homology and cohomology groups since we are using field
coefficients.

Fix a subset S of a stratum of QD.Tg;n/ sharing a triangulation T by saddle connections in fixed homotopy
classes relative to the singularities; each saddle connection  on any .X; q/ 2 S has two lifts  0 and  00

to zX . Fix T as an oriented graph, and assume the edges have names. On the orienting double cover
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of a .X; q/, there is a triangulation zT that maps to T as an oriented graph. For each  , fix a choice of
 0 and  00. Then zT comes equipped with this choice of names as well. In other words, if we say two
surfaces have the same triangulation, then an isomorphism of the two as simplicial complexes determines
a name-preserving isomorphism of their orienting double covers as simplicial complexes, which is unique
up to composition with the involution. We require that one of the two possible isomorphisms of the
double cover preserves the edge names.

Definition 3.13 A triangulation T by saddle connections degenerates to a cell decomposition T 0 if there
is a sequence of unit-area half-translation surfaces fXig1iD1, all with the same marked triangulation T ,
that converges in the Hausdorff topology in the universal curve, and each cell of T in the sequence of
surfaces Xi converges in the Hausdorff topology to a cell or union of cells of a surface X with the cell
decomposition T 0. If v is a vertex of T in each Xi , we say that v limits to v0. If a collection of vertices
all limit to the same v 2 v0 in X , we say that those vertices collide.

Definition 3.14 Let T be a triangulation of Sg , together with a prescribed cone angle for each vertex
of T . Assume T has 4g� 4Cn vertices with prescribed cone angle 3� (the zeros of T ) and n vertices
with cone angle � (the poles of T ). We say a simply connected subset A of QD.Tg;n/ is T –convex if each
.X; q/ 2 A has a triangulation by saddle connections isotopic to T or a degeneration T 0 of T such that:

� The order of vanishing of q at each vertex v of T 0 is the sum of the orders of vanishing of all vertices
vk of a sequence .Xi ; qi / triangulated by T and degenerating to v in .X; q/. (Given a maximal collection
D of vertices joined by degenerate edges of T whose union is connected and contains only nullhomotopic
closed curves, the order of vanishing of q at the degenerate singularity is equal to the number of zeros
minus the number of poles in D.)

� For each oriented edge  of T there is a half-plane H �C not containing 0 in its interior such that if
we vary .X; q/ continuously, we always haveZ

 0

p
Qq 2H :

� For .X; q/ let v.X; q/ be the vector of periods of saddle connections of .X; q/ that belong to T , such
that for each edge  the coordinate is in H . Then for any t 2 .0; 1/ and .X1; q1/; .X2; q2/ 2 A, there is
some .X3; q3/ 2 A such that

v.X3; q3/D tv.X1; q1/C .1� t /v.X2; q2/:

We will show in Appendix A that there is a locally finite collection of triangulations Ti on QD.Tg;n/ such
that QD.Tg;n/ is a locally finite union of Ti–convex sets, and the sets are invariant under scaling by R>0.
The purpose of this definition is to allow us to analyze collisions of singularities while letting them retain
their individual identities.
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A T –convex subset of a stratum admits an embedding into H 1
odd.
zX; z†IC/ by integrating a choice of

square root of Qq along relative cycles in H 1
odd.
zX; z†IC/. We always choose the square root so thatZ
 0

p
Qq 2H :

The choice of triangulation gives a local trivialization of the vector space H 1
odd.
zX; z†IC/, so this gives

us a system of charts into Cn, where n is the dimension of H 1
odd.
zX; z†IC/; in fact they form an atlas of

charts, and the dimension of the connected component of a stratum is the dimension of H 1
odd.
zX; z†IC/.

There is a canonical identification

H 1
odd.
zX; z†IC/D Hom.H odd

1 . zX; z†IZ/;C/

which gives rise to a natural Lebesgue measure on each stratum, by picking a basis for the free Z–module
H odd
1 . zX; z†IZ/; we can write any quadratic differential in terms of this basis as an element of Cd for some

d by taking the integral over this basis, and the natural Lebesgue measure on Cd DR2d is invariant under
the adjoint action by GLn.Z/. We refer to this measure on any stratum of QD.Tg;n/ as the Masur–Veech
measure. We can obtain a measure on the space of unit-area differentials by a standard cone construction;
the coned measure of a set of unit-area differentials is defined to be the measure of the union of their
multiples by scalars in .0; 1/.

It is well known that these measures are finite on the whole stratum, and invariant under the Teichmüller
geodesic flow. They were constructed by Masur [1982] and Veech [1986] in order to apply ergodic theory
to the study of the Teichmüller flow. It is of use to us that the condition of having a vertical or horizontal
saddle connection is Masur–Veech measure 0. If � and � are strata and � � N�, then � is nowhere dense
and measure 0 with respect to the Masur–Veech measure on N�, in the sense that there are neighborhoods
of � whose intersections with � have arbitrarily small measure.

4 Quadratic differentials on the sphere

In this section, we collect basic facts about collisions of singularities in quadratic differentials. We show
that every cluster of singularities is biholomorphic to a cluster of singularities on a meromorphic quadratic
differential on yC, and describe a partial compactification of strata in terms of this uniformization.

4.1 Singularities and ı–clusters

Notation 4.1 Let A and B be two positive real quantities that depend on a common variable. We write
A P� B or B P� A if there is a positive constant c such that A� cB . We write A P� B if A P� B P� A.

We will use the following version of Mumford’s compactness criterion:
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Theorem 4.2 Let K be a closed set in the moduli space of unit-area quadratic differentials QD1.Mg;n/.
For .X; q/ 2K, let S.q/ denote the infimum of the q–lengths of simple closed curves in X which are not
nullhomotopic or homotopic to a loop around a puncture. Then S.q/ P� 1 as .X; q/ ranges over K if and
only if K is compact.

This is really a combination of Mumford’s original theorem [1971], which was about lengths of the
curves in hyperbolic metrics, with any of several other works that can be used to compare q–metrics to
hyperbolic metrics. See for instance [Rafi 2007] or [Maskit 1985].

There are two concrete equivalent descriptions of complex manifold structures on strata of QD.T0;n/.
Given a quadratic differential, we may assume three of its poles are at 0, 1, and1, since it necessarily
has four more poles than zeros (counted with multiplicity) and all of the poles are simple. Once this
is fixed, it follows that each stratum can be represented locally as a space of differentials of the form
P.z/=.z.z � 1/Q.z// dz2, where the roots of P have prescribed multiplicities, the roots of Q do not
repeat and are distinct from 0 and 1, and the number of roots of P of each multiplicity that are also roots
of Q is fixed. The locations of the roots of P and Q, together with the ratio of leading coefficients, give
local coordinate charts.

It follows easily that, once we restrict to any fixed triangulation, the periods are defined by holomorphic
functions of the coefficients on each stratum, or equivalently, by the locations of the singularities in
C nf0; 1g. Periods vary holomorphically with respect to these coordinates. If the locations of singularities
vary holomorphically in the plane, we can assume that the endpoints of any saddle connection remain
fixed at a and b, and one other singularity remains fixed at 1 by applying a holomorphic choice of
Möbius transformation. Along a saddle connection,

p
q varies in a 1–parameter family ht . We can

compute the derivative as

d

dt

Z b

a

ht .z/ dz;

which we can simply differentiate under the integral over a fixed contour of integration. In fact, even if
the endpoints do not remain fixed, differentiation under the integral remains valid when the endpoints are
zeros of the differential. If we never allow our singularities to come close to colliding, this is an effective
way to estimate the order of magnitude of dEuclidean as a function of the change of the locations of the
singularities. When collections of singularities collide or come close, we can make estimates from two
perspectives: one, that they never really collided (we zoom in) or two, that they stay together (we zoom
out). To aid us in analyzing these clusters of singularities we make the following definition:

Definition 4.3 Given 0 < ı < 1, a metric space X , and a discrete set S � X , we say that D � S is a
ı–cluster in S if D contains at least two points, and the distance between any two points in D is at most
ı times the distance from any point in D to any point in S nD.
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We will first show that when a subset of the singularities forms a ı–cluster D, and the diameter of D is
small compared to the lengths of all nontrivial simple closed curves, there are enough saddle connections
connecting singularities in D.

Definition 4.4 Given a graph G and a subset W of the vertices, the induced subgraph with respect to W
is the maximal subgraph whose vertex set is W .

The Delaunay triangulation has the following property:

Lemma 4.5 Suppose .X; .x1; : : : ; xn/; q/ 2 QD.Tg;n/ or QD.Mg;n/. Let S.q/ denote the infimum
length of simple closed curves on X n .x1; : : : ; xn/ that are not homotopic to punctures or constant maps ,
where lengths are taken in the q–metric , and let �.q/ be the diameter of X in the q–metric. Then for
each � > 0 there is a number ı0 > 0 such that whenever S.q/=�.q/ > � and ı < ı0, for every ı–clusterD
in the singularity set of q, the induced subgraph on the vertex set D from the Delaunay triangulation is a
connected graph. Moreover , D contains at most one marked point and all cycles in this induced subgraph
are nullhomotopic in X .

Proof We may scale the metric by a real number so that �.q/D 1, and we may pick ı to be less than
1
8
S.q/. We may also assume ı < 1

8
. We note that the distance between two distinct poles is at least half

of S.q/, so no ı–cluster contains two distinct marked points.

Now suppose that T1 and T2 are disjoint subsets of T with no edges between them in the Delaunay
triangulation, and T1 [ T2 D T . We may consider the completion of the metric universal cover of
X nfx1; : : : ; xng. Let v be a saddle connection connecting points that project into T1 and T2 whose length
is minimal. Indeed, the shortest path from T1 to T2 must be a single saddle connection, since if it were a
sequence of more than one saddle connection, any intermediate singularity would be closer to the start
and end than the start and end are to each other, and must therefore belong to any ı–cluster containing
the start and end. Pick a lift of this saddle connection and, starting at its midpoint, move along the locus
of points equidistant from its ends until a point is reached that is equidistant from a third singularity. It
may be the case that we do not have to move at all. We eventually meet a point p which is equidistant
from our two original singularities plus some more, which is the center of a 2–cell in the decomposition
into convex polygons, a triangulation of which forms the Delaunay triangulation. Moving around the
boundary of the circle in one direction or the other, it must be the case that all singularities we hit are at
least as close to one of the ends of the saddle connection we started on the midpoint of as to each other,
and therefore they are edges in the Delaunay triangulation (no matter how it is chosen). Thus they are in
the original ı–cluster, and the sequence of chords connecting them projects down to sequence of edges in
the Delaunay triangulation that connect T1 and T2, all of which have both ends in T .

Notation 4.6 Let .X; q/ be a quadratic differential, and let  be an (oriented) arc such that the endpoints
of  are the only singularities of the q–metric contained in  . Let Q1 and Q2 be the two oriented lifts of
 in the orienting double cover . zX; Qq/.
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Lemma 4.7 Given a quadratic differential .X; q/ 2 QD.T0;n/ with a simple pole at 1 and a collection
of saddle connections forming a tree B whose vertex set is the set of singularities of .X; q/ that are not 1,
let 1; : : : ; r be oriented saddle connections in X and let  00i and  0i be the lifts of i in the orienting
double cover of .X; q/. Then fŒ2i �� Œ

1
i � W 1� i � rg is a basis for H odd

1 . zX; z†IC/.

Proof In zX , the inverse image of B is a graph zB , and zX n zB is a ramified double cover of yC n B
whose only branching is of order 2 over 1; call the ramification point �1. This is biholomorphic to
a disk. Thus zB is the 1–skeleton of a CW decomposition of zX with a unique 2–cell, which we may
call U . The boundary of U is zero (which can be seen since H 2.X;Z/¤ 0 and there is only one 2–cell,
or alternatively because its boundary wraps twice around the graph, on opposite sheets, and hence @U
traverses each 1–cell twice in each direction). So zB ,!X induces isomorphisms Hi . zBIC/!Hi . zX IC/

for i � 1. Since zB is invariant with respect to the involution, the isomorphism on the first homology
respects the even–odd decomposition. So all absolute cycles in H odd

1 . zX; z†IC/ are homologous to cycles
in H odd

1 . zB; z† n f�1gIC/. It is clear that all of the absolute cycles are in the odd part, for both zB and zX ,
since yC and B have no homology in dimension 1.

From the long exact sequences of the pairs . zX; z†/ and . zB; z† n f�1g/ we get natural inclusions

H1. zX IC/ ,!H1. zX; z†IC/ and H1. zBIC/ ,!H1. zB;† n f�1gIC/:
An element of either quotient group is exactly determined by the image of any cycle representing it under
the connecting map into H0.z†/ or H0.z† n f�1g/. If such an element is odd, it must be the case that its
boundary is a linear combination terms of the form fpi � �.pi /g for pi 2†. Since �1 is invariant under �,
the exact same relative cycle classes are realizable as well.

Corollary 4.8 The periods of B form a holomorphic coordinate chart.

A similar argument shows that, when Q� denotes the preimage of � in the orienting double cover:

Corollary 4.9 If  is a simple closed curve containing no singularities which bounds a disk D �X , and
the singularities in D form a set S , then the periods of any tree with vertex set S and all edges saddle
connections contained in D form a basis for H 1.zD; zS IC/ as a vector space over C.

Lemma 4.10 Let .X; q/ 2 QD.T0;n/. If † is its singularity set and p is a pole in †, then any Delaunay
triangulation has a connected induced subgraph with respect to † n fpg.

Remark This property is shared with the L1 Delaunay triangulations considered in Appendix A.

Proof There is only one ray of each slope emanating from p, so there cannot be a saddle connection
that starts and ends at p. The edges emanating from p are cyclically ordered counterclockwise, and there
is an edge connecting each consecutive pair of them, so for any pair of neighbors of p there is a path in
the graph avoiding p. Therefore p is not a cut vertex of the 1–skeleton.
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On compact sets, any two holomorphic coordinate systems are bi-Lipschitz, so the main difficulty will be
in dealing with degenerations to lower-dimensional strata. Our main object will be to examine periods of
clusters of singularities close to 0.

In the sequel, we will often have to deal with a meromorphic quadratic differential q defined on C, and
we will often have to speak of distances between points, diameters of sets, etc in two different metrics:
the usual Euclidean metric on CDR2 (which does not depend on the choice of q) and the singular metric
that depends on q.

Notation 4.11 We use dC and diamC to denote the distance and diameter in the usual metric on C, and
dq and diamq to denote the distance and diameter in the singular metric defined by q. We use perimC

and perimq to denote perimeters of regions, and rdsC.A/ and rdsq.A/ will denote the maximum radius
of a ball contained entirely in A with respect to dC and dq .

We now discuss a certain class of quadratic differential on C which we use to model clusters of singularities.
These differentials will extend meromorphically to yC, but will have higher-order poles at1.

Definition 4.12 We say q is a cluster differential if is a quadratic differential on X DC which takes one
of the following forms: q D p.z/ dz2, where p is a monic polynomial of degree at least 2 whose roots
sum to 0, or q D p.z/=z dz2. If p is of the second type, we say that 0 is a marked point.

We consider two cluster differentials to be distinct if one has a marked point and the other does not, even
though they may have the same underlying quadratic differential on C. That is to say, 0 is allowed to be
a root of p.

The sets of cluster differentials with a fixed degree and number of marked points are complex manifolds,
with the coefficients of the polynomial as coordinates. The complex dimension of the space of cluster
differentials is deg.p/� 1 if the differentials are of the form p.z/ and there is no marked point, and
deg.p/ if there is a marked point.

Spaces of cluster differentials are also stratified by the numbers and types of singularities, and the periods
of any spanning tree of saddle connections forms a local holomorphic coordinate system.

In fact, the periods of the saddle connections in the tree and the cone angles determine the q–metric
entirely, since the metric has constant curvature 0 away from the tree. This determines .C; q/ as a metric
space, from which the conformal structure can be recovered; this determines the differential and the
locations of its singularities up to a Möbius transformation fixing1. Since we know that p is monic and
we know which direction is vertical, we can recover p up to multiplying all of its singularities by a root
of unity. If the singularities have names, then locally there is a unique correct choice. We may write q
as q.z1; : : : ; zn; w/ where n is the number of zeros of q and w is the marked point. We are of course
constrained to the hyperplane

P
.zi /D 0 if there is no marked point.
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If a cluster differential has no poles, then its infinitesimal metric is locally nonpositively curved in the
sense of Alexandrov. If a quadratic differential induces a complete Alexandrov nonpositively curved
metric on a simply connected Riemann surface, then there is a unique length-minimizing geodesic between
every pair of points. In particular, a cluster differential has only finitely many saddle connections if it
has no poles. We also see that if we take a branched double cover of a cluster differential branched only
over the pole and pull back the differential, we get a cluster differential with no poles and a marked point.
All saddle connections on our original cluster differential lift to one of finitely many saddle connections
upstairs so there were only finitely many saddle connections on the original cluster differential, and the
number of saddle connections is bounded by the number of pairs of singularities in the double cover.

There is an analogous definition of T –convex for cluster differentials: we may say that a set A is �–convex
if � is the graph whose vertices are singularities and whose edges are saddle connections, the periods of
each saddle connection that is an edge of � vary continuously in a half-plane, and we can take convex
combinations in period coordinates without leaving A.

Proposition 4.13 The effect of multiplying the zeros and poles of a cluster differential q by t is to
scale all periods by t .mC2/=2, where m is the rational function degree of q, and angles between saddle
connections meeting at a singularity are preserved.

Proof We give the proof for q D p.z/ dz2 without the marked point since the proof with a marked point
is identical. The first statement is a straightforward change of variables:Z tb

ta

Œtmp.z=t/�1=2 dz D

Z b

a

tm=2Œp.z/�1=2t dz:

The two sides are the values of the two periods in question, which clearly differ by t .mC2/=2. The only
way that the cone angles can differ is by integral multiples of � , but they don’t differ at all since we can
vary t continuously and cone angles vary continuously with t .

A similar change of variables tells us the following:

Proposition 4.14 Fix a stratum Q of quadratic differential with n singularities in C, and let m be the
total number of zeros minus the number of poles (counted with multiplicity). For an n–tuple p of distinct
points in C which can be the singularity set of an element in Q, let qp be the cluster differential with
those singularities (it is assumed that for each coordinate the singularity has a prescribed type). Then for
any v 2Cn and any period Pi of any saddle connection , we have

d

dt
Pi .qspCtv/

ˇ̌̌
tD0
D sm=2

d

dt
Pi .qpCtv/

ˇ̌̌
tD0

:

Corollary 4.15 Let q be a cluster differential of rational function degree m. Let † be the set of
singularities of q. Then

diamq.†/ P� diamC.†/
.2Cm/=2:
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Proof By Proposition 4.13 this reduces to the following claim: if diamC.†/D 1, then diamq.†/ P� 1.

We will only deal with the case in which there is a marked point since that is more difficult. What we will
do is prove an upper bound on the q–diameter of the dC ball of radius 1 about the marked point and a lower
bound on the q–length of an arc whose endpoints belong to † and are distance 1 apart with respect to dC .

Indeed, suppose that the marked point is 0. We will give an upper bound for the q–length of any radius of
the unit circle jzj D 1, since any two points in † can be joined by a path contained in a pair of two such
radii. By rotating our coordinate system, we may assume that the radius is the interval Œ0; 1��R.

If qD f .z/=z dz2 and f has degree mC1, then for all points x 2 Œ0; 1� we have jf .x/=xj � .xC1/n=x.
Therefore, the q–length of the line segment Œ0; 1� is bounded by

dq.0; 1/�

Z 1

0

x�1=2 dx:

This gives us the upper bound.

For a lower bound, note that a rectifiable arc  from a to b with dC.a; b/ D 1 must travel Euclidean
distance at least 1

2
outside of the following union of mC 2 disks:[

zi2†

n
z W jz� zi j<

1

4.mC2/

o
:

As before, assume that q D Œf .z/=z� dz2 and z1; : : : ; zmC1 are the roots of f . Thenˇ̌̌̌
f .z/

z

ˇ̌̌̌
�

ˇ̌̌̌
z� zmC1

z

ˇ̌̌̌ mY
jD1

jz� zj j �
jz� zmC1j

1Cjz� zmC1j

mY
jD1

jz� zj j �
1=.4mC 8/

1C 1=.4mC 8/

1

.4mC 8/m
:

The length of  is therefore bounded below byZ


j
p
qj �

1

2

ˇ̌̌̌
1=.4mC 8/

1C 1=.4mC 8/

1

.4mC 8/m

ˇ̌̌̌1=2
:

Proposition 4.16 Let f be a monic polynomial of degree d with f .z/ ¤ 0 whenever jzj < 1, and
assume r < 1. Then there is a constant Cr;d , depending on r and d but not on f , such that on the disk
fjz < r jg we have C�1

r;d
� jf .z/=f .0/j � Cr;d . Moreover , if r is small enough we may take C arbitrarily

close to 1.

Proof For a monic polynomial z�w, this follows from the fact that whenever jwj � 1 and jz1j; jz2j< r ,
we have ˇ̌̌̌

z1�w

z2�w
� 1

ˇ̌̌̌
�
jz1jC jz2j

jwj � r
�

2r

1� r
:

Notation 4.17 For the purpose of Corollary 4.18, let Bs denote the disk fz W z < sg.

Corollary 4.18 Let r < 1
4

. Let p.z/ dz2 be a cluster differential with a pole of order mC 4 at1 and no
singularities in C outside Br . Let f and g be polynomials with fixed degrees and no zeros in B1, and let
q D .f .z/=g.z//p.z/ dz2.
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Then

dq.0; @Br/ P�

ˇ̌̌̌
f .0/

g.0/

ˇ̌̌̌1=2
r.2Cm/=2; rdsq.Br/ P�

ˇ̌̌̌
f .0/

g.0/

ˇ̌̌̌1=2
r.2Cm/=2;

diamq.Br/ P�
ˇ̌̌̌
f .0/

g.0/

ˇ̌̌̌1=2
r.2Cm/=2; perimq.Br/ P�

ˇ̌̌̌
f .0/

g.0/

ˇ̌̌̌1=2
r.2Cm/=2:

The implied constants depend on m and the degrees of f and g.

Proof For the base case where f and g are both constant, we can apply Corollary 4.15. For other cases,
we may simply apply Proposition 4.16.

Corollary 4.19 Let q be as in Corollary 4.18. Then for each C 2 .0; 1/ there is a constant c > 0 such that
if all zeros and poles of p are contained in BcR, any length-minimizing path in the dq–metric between
points in Bcr is contained in BCr .

Proof By the estimates in Corollary 4.18, if c=C is small enough, then the diameter of Bcr is less than
the dq distance from @Bcr to @BCr .

The following lemma says that while a faraway singularity may change the size of a ı–cluster, it does
little to change the shape:

Lemma 4.20 Let f , g, and Bs be as in Corollary 4.18. Let q D p.z/ dz2 be a cluster differential with
all singularities in Br , and let q0 D .f .z/=g.z//p.z/ dz2. Then for each � > 0 there is some r0 > 0 such
that whenever r < r0 and a; b; c; d 2 Br ,

1� � <
dq.a; b/dq0.c; d/

dq.c; d/dq0.a; b/
< 1C �:

Moreover , if � is a tree whose vertices are the singularities of p and whose edges are saddle connections
whose lengths with respect to dq are as small as possible , then there is a tree � 0 whose endpoints are
saddle connections of q0 and whose edges are homotopic (rel endpoints) to those of � whenever r < r0 is
sufficiently small , and angles between corresponding edges differ by less than �.

Proof The first claim is immediate from the pointwise estimates (Proposition 4.16), since the metric is
scaled pointwise by a near constant.

For the second claim, we need to show that if we start with our embedding of the graph � � C and
modify it by making its edges geodesic with respect to dq0 , the edges remain saddle connections. � is
obtained by a greedy algorithm: pick saddle connections one at a time, repeatedly picking the shortest
saddle connection that does not join two vertices belonging to the same connected component of the
graph with edges already picked. (This is because for any saddle connection e not used, the fundamental
cycle of � [ e with e must consist of edges no longer than e.) Therefore, whenever an edge e is drawn, it
must be the case that there is no singularity of distance less than the length of e away from both ends
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of e, and there are two equilateral triangles sharing the edge e with no singularities in the interior of
either triangle. Also there are no other singularities on e. It follows that the angle formed by e and any
previously drawn edge is at least 1

3
� .

The estimate of Proposition 4.16 then implies that the lengths and angles of all tangent vectors are scaled
by nearly the same constant, so for any points a and b joined by a q–geodesic with no singularities,
we have R b

a

p
q0R b

a

p
q
D
p
f .0/=g.0/Œ1C o.1/� as r0! 0:

We may scale the entire differential by a constant without changing the geodesics, so we may assumep
f .0/=g.0/D 1. Now, if we have a map from a region bounded by the union of two equilateral triangles

into R2 sharing an edge, and its derivative is close enough to
�
1
0
0
1

�
, then the geodesic in R2 joining the

endpoints is contained in the image of the region.

Proposition 4.21 Let f and g be polynomials such that g has no repeated roots , and deg.f /�deg.g/�3.
Let qD .f .z/=g.z// dz2 be a meromorphic quadratic differential on yC whose poles are all simple , except
perhaps for a higher-order pole at 1. Assume that the roots of f and g are all contained in Br0

for some
r0 > 0. Then for each r > 0 there is a number R depending only on r , r0, and the degrees of f and g,
such that the shortest path between any points in Br with respect to the metric dq is contained in BR.

Proof We will assume f and g are monic, since scaling the metric by a constant doesn’t change
whether or not a path is length-minimizing. Let m D deg.f / � deg.g/. As jzj ! 1, we have
jf .z/=g.z/j1=2=jzm=2j ! 1 uniformly for all q satisfying our hypotheses. Integrating this pointwise
bound gives us the following:

The distance from the circle of radius r to the circle of radius r2 has asymptoticsZ r2

r

j
p
qj �

Z r2

r

jzm=2 dzj �

8<:
2r�1=2 if mD�3;
log.r/ if mD�2;
2rmC2=.mC 2/ if m� �1:

As r !1, the ratio between the actual q–distance between @Br and @Br2 and the asymptotic value
converges to 1 at a rate that depends only on r0, and the degrees of f and g.

The q–lengths of semicircles on @Br are asymptotic to �r � rm=2. Thus, the distance between two points
on @Br is at most Œ1C o.1/��

4
times the distance from @Br to @Br2 and back when mD �3, and o.1/

times the distance from @Br to @Br2 and back for m� �3.

We could have used Bcr in place of Br2 and gotten the same conclusion in the case mD �3, for any
sufficiently large C . By performing the change of coordinates z 7! 1=zand c D 1=C , we conclude
the following:
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Proposition 4.22 If a quadratic differential q on yC has only simple poles , one occurring at z D 0, and
no other poles or zeros in the ball Br , then there is some c 2 .0; 1/, depending only the number of zeros
and poles of q of each multiplicity, such that no length-minimizing path from two points outside of Br
passes through Bcr .

Proposition 4.23 Fix integers e1; : : : ; ek � �1 with
Pk
iD1 ei � �3. Let q.˛; z1; : : : ; zk/ denote the

quadratic differential
�Qk

iD1.z� zi /
ei
�
dz2 on C. (It will be meromorphic on the Riemann sphere with a

pole at 1 which is simple if and only if
P
ei D�3.) Assume the set of tuples .˛; z1; : : : ; zk/ is restricted

to the set where zi ¤ zj if ei D ej D�1. Then for all i; j 2 f1; : : : ; kg, we have that dq.˛;z1;:::;zk/.zi ; zj /

varies continuously with respect to .˛; z1; : : : ; zk/.

Proof Let � > 0. By the estimates of Corollary 4.18, the q–diameter, radius, perimeter, and distance
from the boundary to the point zi of

Bri
.zi / WD fz W jz� zi j< rig

are all O.r1=2i / as r! 0. We pick around all singularities a ball small enough that each has diameter less
than �, and also a ball B1 about1 such that no length-minimizing path between zi and zj can enter.
We can pick the balls much smaller than the distance between any two points zi and zj unless zi D zj .
In this case we pick ri D rj in a neighborhood of .˛; z1; : : : ; zk/. We can fix r1; : : : ; rk and ˛ so that
each of these balls has diameter, radius, and perimeter less than � in the q–metric in a neighborhood
of .˛; z1; : : : ; zk/. Then, as .ˇ; y1; : : : ; yk/ converges to .˛; z1; : : : ; zk/, the sizes of the balls Bi .zi /
still satisfy

diamq.ˇ;y1;:::;yk/.Bri
.zi // P� �:

The distances dq.ˇ;y1;:::;yk/.Bri
.zi /; Brj .zj // vary continuously since the metric varies smoothly on

yC n
�
B1[

Sk
iD1Bri

.zi /
�
. Since length-minimizing paths from Bri

.zi / to Brj .zj / stay in this region,
it follows that dq.ˇ;y1;:::;yk/.yi ; yj /, viewed as a function of .ˇ; y1; : : : ; yk; /, can be written as a sum
of a continuous function and a function taking values in Œ��; ��. Since � was arbitrary, the proposition
follows.

Definition 4.24 A Möbius normalization of T0;n or QD.T0;n/ is a collection of uniformization maps of
the underlying Riemann surfaces to yC such that the points mapped to 0; 1, and1 define three continuous
sections of the universal curve or universal half-translation surface, and all each of these three sections
intersects each fiber at a marked point. A Möbius normalized collectionA of quadratic differentials on T0;n
is the set of quadratic differentials on yC that pull back to elements of A across the uniformization maps.

Proposition 4.25 The distance dq.˛;z1;:::;zk/.a; b/ is jointly continuous in .˛; z1; : : : ; zk; a; b/.

Proof We can just pretend a and b are singularities zkC1 and zkC2 with ekC1 D ekC2 D 0 and apply
Proposition 4.23.
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Corollary 4.26 Fix a Möbius normalization of QD.T0;n/ and a compact set K � QD.T0;n/ for which
1 is always a pole. Then for any compact subset V �C and any � > 0, there is a number ı > 0 such that
for all q 2K, dq.x; y/ < � whenever x; y 2 V and dC.x; y/ < ı. The same is true if we allow K to vary
over a compact set of cluster differentials.

Proof The set f.x; y; q/ W x; y 2 V and dq.x; y/� �g is compact so dC.x; y/ attains a minimum there,
which we can take to be ı.

Corollary 4.27 Suppose ftmg ! t1 and fumg ! u1 are convergent sequences in C and fqmg ! q1

is a Möbius-normalized convergent sequence in QD.T0;n/ or a space of cluster differentials. Then any
sequence m W Œ0; 1�!C of dqm

–geodesics from tm to um which are length minimizing has a subsequence
that converges uniformly (as C–valued functions) to a constant-speed length-minimizing geodesic in qm
along a subsequence.

Proof By Proposition 4.25 it is clear that any subsequential limit of constant-speed length-minimizing
geodesics must be a constant-speed length-minimizing geodesic. By a diagonalization argument, we can
pass to a subsequence such that m.t/ converges for all t 2 Œ0; 1�\Q. Uniform convergence follows from
Corollary 4.26.

Corollary 4.28 Suppose that qn! q1 in QD.Tg;n/ or a space of cluster differentials. Let n W Œ0; 1�!C

be a geodesic arc for the qn–metric , parametrized to be constant speed , such that the n converge to a
geodesic arc 1 in the q1–metric that does not pass through any singularities. Then the sequence of
maps n converges to 1 in the C 1 topology on C 1.Œ0; 1�/.

Proof We already know that the lengths converge. It is easy to see that the directions converge as well,
since the arcs formed by concatenating the q1 geodesic from 1.0/ to n.0/, the n–geodesic from
n.a/ to n.b/, and the q1–geodesic from n.1/ to 1.1/ are homotopic rel endpoints, via homotopies
that pass through no singularities, to 1 for all sufficiently large n. The integrands of

p
qn converge to

p
q1 on an open set containing all of these arcs. It thus follows that, if we take the correct branch of the

square root, Z n.1/

n.0/

p
qn!

Z 1.1/

1.0/

p
q1:

This implies that the complex lengths `n of the segments n.Œ0; 1�/ converge to some `1. By Corollary 4.27
and the fact that the tangent vector that maps

p
q to 1 varies continuously in .q; z/ away from singularities,

we conclude that `i=
p
q, the lengths and directions of the tangent vectors f 0n.t/ W t 2 Œ0; 1�g converge

uniformly in TC.

Fix a space of cluster differentials, or else fix c > 0 and a compact subset K of QD.T0;n/, and assume
that for each .X; q/ 2K, we pick a marking such that1 is a pole and such that for all singularities p,
we have dq.p;1/ > c�.q/. (Recall that �.q/ is the diameter of the q–metric.) This choice is invariant
under the group of Möbius transformations fixing1. Then we have the following:
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Proposition 4.29 The notions of ı–cluster with respect to C–metric and q–metric are comparable on K
in the following sense:

� For each sufficiently small ı > 0 there exists ı0>0, depending only on ı and K, such that whenever
S is a ı–cluster of the singularity set of q 2K with respect to the C–metric , S is a ı0–cluster of
singularities with respect to the q–metric.

� Conversely , for each sufficiently small ı > 0 we can find ı0 > 0, depending only on ı and K, such
that whenever S is a ı–cluster of the singularity set of q 2K with respect to the q–metric , S is a
ı0–cluster of singularities with respect to the C–metric.

� The two statements above are true for strata of cluster differentials in place of differentials in
QD.T0;n/.

In other words, we can tell when a collection of singularities is collapsing strictly faster than any proper
superset using either metric.

Proof By scale invariance of the ratios of distances in both metrics, we will assume all quadratic
differentials in K are of the form .P.z/=Q.z// dz2 with P and Q monic of fixed degrees. P is allowed
to have multiple roots and Q is not, and P and Q may have roots in common. By applying Möbius
translations fixing1, we can also assume that the set † of singularities of each q is contained in a ball
of radius R about 0 but not in a ball of radius r , for some R > r > 0. A closed subset of the space of
differentials with these restrictions is compact if and only if there is a lower bound on the distance between
any two roots of Q; conversely, for any K we can find some R and r constraining the singularities of q
for all q 2K, after a Möbius transformation.

Let fqng1nD1 be a sequence in K, uniformized to yC so as to satisfy the constraints in the above paragraph,
and let Sn be a collection of singularities in the qn–metrics. Then by Corollary 4.18, diamC.Sn/! 0

if and only if diamqn
.Sn/! 0. We may rephrase this as diamqn

.Sn/=�.qn/! 0 if for each ı > 0, Sn
is eventually contained in a ı–cluster with respect to dC , if and only if for each ı > 0, Sn is eventually
contained in a ı–cluster with respect to dqn

.

Now let Sn ¨ S 0n be sets of singularities such that S 0n is a ın cluster in qn, and diamqn
.Sn/! 0. By

Lemma 4.20 we can ignore all singularities outside of S 0n and use the above argument to deduce that
diamC.Sn/=diamC.S

0
n/! 0 if and only if diamqn

.Sn/=diamqn
.S 0n/! 0.

The proposition then follows by induction on the total number of singularities.

Definition 4.30 Let ı < 1
10

. We say that a saddle connection is internal to a ı–cluster D in the q–metric
if it stays in the 2 diamq.D/–neighborhood of D (in the q–metric). (In particular, this includes any saddle
connection that is the shortest path from one endpoint to the other.)

Definition 4.31 Given a meromorphic quadratic differential .P.z/=Q.z// dz2 on C whose poles are all
simple, we say that a ı–cluster of singularities (where ı–cluster is with respect to the flat metric) is shrunk

Algebraic & Geometric Topology, Volume 24 (2024)



2476 Ian Frankel

if it contains more zeros than poles (counted with multiplicity). Given a shrunk ı–cluster of singularities,
we say that the center of the ı–cluster is the weighted average of the singularities, where each point is
counted with weight equal to the order of vanishing of P.z/=Q.z/ at that point (simple poles count as �1.)

These definitions are motivated by the fact that the diameter in the singular q–metric shrinks much faster
than the diameter in the nonsingular metric as a cluster converges to a point and all other singularities
remain fixed, and all other periods in a good coordinate system are well approximated by the periods of
the quadratic differential that is obtained when we replace the ı–cluster with a single singularity at its
center, which is a zero of order equal to the sum of the orders of vanishing of P=Q at the singularities
being replaced.

The equivalence of complex coordinate systems then follows because a holomorphic local homeomorphism
of complex manifolds is a local biholomorphism — that is, the locations of the singularities in C are
holomorphic functions of the periods.

4.2 Modeling collisions of singularities by cluster differentials

We claim that cluster differentials form a model for a neighborhood of any disk without poles:

Proposition 4.32 If .X; q/ is a simply connected Riemann surface equipped with a holomorphic quadratic
differential with finitely many zeros and the metric dq is complete , then .X; q/ is determined up to isometry
by the isometry type of the geodesic convex hull of its zeros and the exterior angles at the vertices of the
convex hull.

Proof Assume that a ball of radius r about a singularity p contains all singularities. By Alexandrov
nonpositive curvature, there is a unique geodesic between any pair of points. Moreover, geodesic rays from
a fixed point p have a circular order from their initial direction, and the directions they exit singularities
if they enter the same singularity. We can therefore construct all geodesic rays from p, and reconstruct
the complement of the geodesic convex hull of the zeros as a union of sectors of disks of infinite radii.

Proposition 4.33 If .X; q/ is a (noncompact) simply connected Riemann surface with a complete metric
dq coming from a holomorphic quadratic differential q, and q has finitely many zeros and no poles , then
.X; q/ is a cluster differential.

Proof Given .X; q/ we will construct a sequence of quadratic meromorphic differentials fqng on yC
that converge to a holomorphic quadratic differential q1 on every compact subset of C. Consider the
balls BR.p/ in .X; q/ for some fixed singularity p 2X . Now, the circle cR.p/ of radius R about p has
geodesic curvature 1=.R � s/ at z if the geodesic from p to z last changed direction at a cone point
distance s from z. In particular, the geodesic curvature of cR.p/ is between 1=R and 1=.R� r/ if Br.p/
contains all singularities of dq , except at finitely many points where the curvature is undefined, and never
changes sign where the curvature is discontinuous.
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Step 1 (construction of fqng) There are geodesic tangent lines to cR.p/, and a finite number of these
lines are vertical or horizontal. For largeR, the number of such lines remains fixed, their points of tangency
vary continuously in R, and they alternate vertical and horizontal. If V.R/ and H.R/ are consecutive
vertical and horizontal tangent lines with respect to the circular order, then V intersects H . The convex
hull of all such intersection points is a piecewise geodesic arc with right-angles at its singularities, and
it bounds a disk DR. We will take .Xn; qn/, a sequence of quadratic differentials, to be the union of
disks DRn

with their Schwarz reflections about the boundary (as metric spaces). Note that this Schwarz
reflection gives us a canonical way to extend the vertical and horizontal foliations, and creates cone points
of angle � at the corners of @DR. However, we have not yet described the sequence of uniformization
maps on Xn that makes qn convergent on compact sets.

Step 2 (picking coordinates for fXng) We note that if we rescale qn to have unit area, then the dq
distances between poles remain bounded below. (The area of DR is a quadratic polynomial in R for
large R, and the distances between poles grow linearly.) Thus we can apply Mumford’s compactness
criterion. By the equivalence of ı–clusters in dqn

and dC , for any sufficiently small positive ı there
is an N <1 such that set of zeros on DRn

forms a ı–cluster in C for all n > N in both dC and dq .
However, it is also true that for any sufficiently small ı > 0 no proper subset of the zeros in DRn

forms a
ı–cluster, for any sufficiently small ı and large n. Fix any pair of vertical and horizontal tangent lines
V and H to have intersection equal to1 under choice of uniformizations Xn! yC. Then, there is a
sequence of Möbius transformations Tn.z/D anzC bn such that the collection of zeros converges in the
configuration space Confn.C/, along a subsequence, since ratios of C–distances between zeros in DRn

remain bounded above and below. Moreover, the locations of all other singularities go to1.

Step 3 (proving uniform convergence on compact sets) It follows that on C, each qn takes the form
pn.z/hn.z/ dz

2, where we may assume (passing to a subsequence if necessary) that pn.z/ has convergent
coefficients, and hn is a rational function whose zeros and poles tend to1 uniformly in n. Therefore, there
are numbers Cn such that hn.z/D Cn.1C o.1// on any ball as n!1. Moreover, since the periods of
saddle connections converge, hn must converge uniformly to a fixed constant on each compact subset of C.
Moreover, judicious choices of an and bn allow us to assume that pn is monic and its roots sum to 0.

Corollary 4.34 Let B be the closed ball of dq–radius 1 in a quadratic differential .X; q/ about a point
p 2X . If B has compact closure in X and is homeomorphic to a closed disk , and q has no poles except
possibly at p, then the interior of B is isometric to a ball in a cluster differential.

Proof The case of no poles is obvious, and the case of one pole follows from taking a double cover
branched only over the pole.

Definition 4.35 Let � be a set whose elements correspond to singularities of a quadratic differential
in Tg;n or a space of cluster differentials. To each element of � we associate an integer no less than �1,
corresponding to order of vanishing, and a boolean variable which is 1 or 0 for marked or unmarked points,
respectively. Let Q.�/ be the corresponding stratum in the Teichmüller space of half-translation surfaces.
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For each stratum Q.�/ of quadratic differential or cluster differential with at least one zero and at least
two singularities, there is a partial compactification Q.�/, each of whose elements consist of the following
data, up to an equivalence relation:

� S` is a collection of subsets of � of size at least 2, such that each S` contains at most one singularity
corresponding to a marked point. We require that any two subsets in this collection are either nested or
disjoint. We also require S0 D � to be one of the subsets. Let m` be the sum of the orders of vanishing
of singularities in S` (poles count as �1).

� T is a directed tree whose vertices consist of the sets S`. Let the edges be such that there is a directed
path from v`1

to v`2
if and only if S`1

� S`2
. For each vertex S` ¤ S0, let �.`/ be the unique subset

of � such that there is a directed edge from S` to S�.`/.

� .X`; q`/ is a quadratic differential with one singularity for each element p of � in S` not in any Sj ¨S`,
and one singularity for each Sj ¨ S`. Each p not in any S` corresponds to the same type of singularity
as p in �, and for each Sj there is a singularity whose order of vanishing is the sum mj of orders of
vanishing of the singularities in Sj , and which is a marked point if and only if Sj contains a marked point.

� We require that .X0; q0/ have genus g with n marked points. For `¤ 0 we require that .X`; q`/ be a
cluster differential with a pole of order m`C 4 at1, with a marked point if and only if S` has a marked
point. We also require that the dC–diameter of the set of singularities of S` is 1.

� To each oriented saddle connection i of the quadratic differential corresponding to vertex �.S`/ that
starts at the singularity corresponding to S`, we associate an angle �.i / 2R=2�Z such that the direction
of i is counterclockwise from the direction of any other such saddle connection k by a (cone) angle of
Œ�.i /� �.k/� �

1
2
.m`C 2/.

The equivalence relation is generated by the condition that if q` D f .z/ dz2 with the collection of
angles �.k/, it is equivalent to Af .ei˛z/Œd.ei˛z/�2 and the collection of angles �.k/�Re˛ for A 2R

and ˛ 2C.

This equivalence relation is simply because we can’t distinguish isometric cluster differentials under
coordinate changes on C or scaling by real constant.

This is similar to the compactification of strata in [Bainbridge et al. 2019], except that we do not consider
quadratic differentials that escape to1 in the moduli space of quadratic differentials, and we consider the
limiting objects to be different if their components are rotated relative to each other but are less specific
with regard to the relative sizes of different components.

We will not need to construct the topology of Q.�/, though it can be constructed real analytically by
repeatedly taking blowups (over R) of the closure of Q.�/ in QD.Tg;n/ along the loci where singularities
collide and taking finite branched covers of the blown up subspace. Such a construction would go beyond
our scope here. However, for our purposes it is enough describe when a sequence in Q.�/ converges to
an element of Q.�/.
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Definition 4.36 Let f.YN ; qN /g1ND1 be a sequence of quadratic differentials in Q.�/. We say the
sequence converges to a given element of Q.�/ if for every ı 2 .0; 1/ there exists some M <1 such that:

� dEuclidean..YN ; qN /; .X0; q0// < ı whenever N >M .

� ı–clusters in the set of singularities of .Ym; qm/ correspond exactly to the sets S` whenever M >N .
That is, they have the same number of singularities of each type, same nesting, same graph of inclusions, etc.
Call these clusters S`.N /. For each ` we will refer to the sequence S`.N / as a vanishing cluster.

� For each S`, `¤ 0, there is a disk D`.N /� YN containing only the singularities in S`.N /. For some
�N 2C�, .D`.N /; d�N qN

/ is locally isometric to the disk fz W z < 1=ıg in the q0
`
–metric on C, for some

cluster differential .C; qN
`
/, where dEuclidean.X

0
`
; qN
`
/ < ı.

� For each oriented saddle connection k , if we pick a sequence of saddle connections N
k

converging to
k in the universal half-translation surface containing q�.`/, and the choice of disks and isometries above,
the dqN

i
ray in C that has the same initial location and direction as the image of k , when parametrized

by arc length, is of the form R.t/ei˛.t/ for t 2 Œ0;1/ and j�.k/� limt!1 ˛.t/j< � .mod 2�=Z/.

Proposition 4.37 Every convergent sequence in QD.Tg;n/ consisting of elements of Q.�/ has a sub-
sequence that converges to an element of Q.�/.

Proof This is just a simple matter of extracting subsequences, since the space of cluster differentials
with diamC D 1 is compact for each stratum of cluster differentials, as well as the fact that the space of
directions � is compact.

We remark that there is an equivalent characterization of the convergence to an element of Q.�/ when
the underlying Riemann surface is yC and the differentials are Möbius normalized. In this case, there
is a sequence of Möbius transformations Ti .N /, all fixing1, such that the images of singularities in
S`.N / under Ti .N / converge to those of a suitable cluster differential. By Propositions 4.13 and 4.16,
and Lemma 4.20, it follows that this sequence of cluster differentials can be rescaled to converge in the
Euclidean metric so that the limit is isometric to .C; dqi

/. It should also be noted that if qi has no poles,
then for some numbers �N 2 C, f�N .T �N /

�1.qN / dz
�2g1ND1 is a uniformly convergent sequence of

holomorphic functions on each compact subset of C. For each vanishing cluster, let zj;N be a sequence of
elements corresponding to a singularity in S`.N /. After possibly permuting singularities of the same type,
we conclude that there are sequences of numbers aN 2R and bN 2C such that TN .z/D aN .z/C bN ,
with aN !1, such that the singularities TN .zj;N / all converge to the singularities of the differential qi .
In summary, we have the following:

Proposition 4.38 Let fqN g1ND1 be a Möbius normalized sequence of quadratic differentials on yC in a
stratum of cluster differentials or in QD.T0;n/, converging to an element of Q.�/ with a pole at 1. If
S` is a vanishing cluster , then after permuting singularities zj;N of the same type in S`.N /, there exist
Möbius transformations TN .z/ D aN zC bN for aN 2 RC and bN 2 C with aN !1, such that the
singularities TN .zj;N / converge to the singularities of the differential qi . There are scalars �N 2C such
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that �N ..TN /�/�1 converges uniformly on compact subsets of C if S` does not contain a pole , and on
compact subsets of C n f0g if S` contains a pole.

Because of the convergence of the rescaled quadratic differentials, we may also conclude the following
version of Corollaries 4.27 and 4.28:

Corollary 4.39 Let �N , Tn, qN , and S`.N / be as in Proposition 4.38. If N W Œ0; 1�!C is a sequence
of constant-speed saddle connections internal to S`.N /, then TN .N / has a Hausdorff convergent subse-
quence. If the limit is a saddle connection in q` then the convergence is C 1 on compact subsets of .0; 1/.

We conclude this section by collecting several simple facts about cluster differentials, whose proofs we
defer to Appendix B. These results are needed for the proof of Lemma 5.11.

Definition 4.40 Let ı 2 .0; 1/. A possibly collapsed ı–cluster is a ı–cluster or a single point.

Proposition 4.41 Let K be a compact subset of QD1.Tg;n/ and let .X; q/ 2K have singularity set †.
Let  W Œ0; 1�! QD.Tg;n/ be a rectifiable path with respect to the Euclidean metric on QD.Tg;n/ starting
at .0/D .X; q/ 2K. We write .t/D .X.t/; q.t//, and we let †.t/ be the singularity set of .t/.

Let †0 � †, let †0.t/ be a finite subset of X.t/ that varies continuously in the Hausdorff topology
along .t/, and assume that †0.0/ is a possibly collapsed ı–cluster for some ı > 1.

Then for any ı1 2 .0; 1/ there are positive real numbers C; ı2 > 0, depending only on K and ı1, such that
the following holds: if †0.0/ is a ı2–cluster of Euclidean length at most C diamq.†/=ı2 in QD.Tg;n/,
there is a unique way to choose †0.t/ for all t such that the number of marked points in †.t/ and the
number of zeros minus poles (counted with multiplicity) remain constant along  , even if the cardinality
of †0.t/ does not remain constant.

Proposition 4.42 Let K �QD.Tg;n/ be compact. Let U be a contractible open subset of QD.Tg;n/ with
closure in K. Suppose that there is a continuous choice of possibly collapsed ı–cluster in U , that is to
say, a continuous function h from U to the space of compact sets in the universal half-translation surface
of type g; n (endowed with the topology of the Hausdorff metric) that maps each element .X; q/ 2 U
to a finite collection of singularities of .X; q/, such that h.X; q/ is a possibly collapsed ı–cluster in the
singularity set of .X; q/, and moreover the number of marked points and sum of the orders of vanishing of
quadratic differentials at points in the image of h.X; q/ are constant. (By Proposition 4.41, if ı is small
enough and the diameter of U is small enough , then any such function h is uniquely determined by its
value at any point in U .)

Let M be the moduli space of cluster differentials with the same number of marked points and total order
of vanishing as h.X; q/. Then there is a number ıK such that if ı < ıK and U and M are given Euclidean
metrics in the sense of Definition 3.2, there is a Lipschitz map F W U !M with the following property: a
disk containing all of the singularities of F.X; q/ maps isometrically into .X; q/ so that singularities of
F.X; q/ map to h.X; q/ and the vertical foliation is preserved. The Lipschitz constant depends only on K.
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Proof This is immediate from local finiteness of period coordinate systems coming from bounded length
saddle connections, ie from Proposition A.1.

Lemma 4.43 Let fqN g be a sequence in QD.T0;n/ that converges to an element of Q, and fix a vanishing
cluster fS`.N /g for the sequence qN . Assume qN is given the normalization such that one pole , which is
not part of a vanishing cluster , is at 1, the center of S`.N / is always 0, and q.z/ dz�2 is a quotient of
monic polynomials. Assume the sum of the orders of vanishing of qN on S`.N / is m.

Let zj;N range over the noninfinite singularities of qN , with qN vanishing at zj;N to order ej;N , and let

tN D
Y

zj;N…S`.N/

.�zj;N /
ej;N and ˛N D

Y
zj;N2S`.N/

.z� t
1=.mC2/
N zj;N /

ej dz2:

Let the map FN be the locally defined map F for the cluster S`.N / to the space of cluster differentials
associated to S`.N /, as defined in Proposition 4.42. Then , for an appropriate choice of the .mC2/nd root
of tN , dEuclidean.˛N ; FN .qN //D o.diamqN

.S`.N ///.

The following proposition says that if we perturb a quadratic differential but preserve the isometry type
of all ı–clusters for some sufficiently small ı, then for a reasonable period coordinate chart the change in
the periods is comparable to the Euclidean distance.

Proposition 4.44 Let K be a compact subset of QD.Tg;n/ or a space of cluster differentials , let L> 0,
and assume that onK the systems of saddle connections associated to the Euclidean metric onK consist of
saddle connections of length less than L. Then there is some ı0 > 0 such that for all ı < ı0, the following
holds: As X varies in K with singularity set † and orienting double cover . zX; z†/, let H 1

ı
. zX; z†IC/

denote the subspace of H 1. zX;†;C/ that vanishes on all saddle connections internal to ı–clusters of
singularities.

If fXmg1mD1 is a convergent sequence in K with singularities f†mg, Ym is another such sequence
lying on a common convex T –convex period coordinate chart U � Cn with Xm for some T , U
is generated by periods of saddle connections of length less than L, Xm is connected to Ym by a
line segment of length �m ! 0 in U , and Xm and Ym are such that , in local period coordinates ,
Xm�Ym 2H

1
ı
. zXm; z†mIC/\H 1

odd.
zXm; †m;C/, then dEuclidean.Xm; Ym/ P� �m.

5 Perturbing quadratic differentials on the sphere

We now establish a setup to discuss saddle connections in convergent sequences of quadratic differentials
on yC. We will consider all strata of quadratic differentials with a pole fixed at1, and such that all poles
in C are simple. We simply want to know that our quadratic differentials have enough saddle connections
for us to apply Corollary 4.9. The construction in Definition 4.35 also applies to such differentials.
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5.1 Derivatives of period coordinates

Notation 5.1 Fix integers e1; : : : ; er ��1. Assume
Pr
mD0 em��3. For any r–tuple of distinct complex

numbers .z1; : : : ; zr/, let q.z1; : : : ; zr/D
Qr
jD1.z� zj /

ej dz2.

Given a finite system of saddle connections i for q.w1; : : : ; wr/ with i having endpoints wi1 and wi2 ,
there is a neighborhood U of .w1; : : : ; wr/ such that for all .z1; : : : ; zr/ 2 U the saddle connection in
.C; q.z1; : : : ; zr// with endpoints zi1 and zi2 can be chosen Hausdorff continuously for all ` 2 I , such
that i is the collection of saddle connections at .w1; : : : ; wr/. The periods vary holomorphically with
respect to .z1; : : : ; zr/; call these periods Pi , and their partial derivatives @Pi=@zj .

Differentiation under the integral gives us the following basic formula:

Proposition 5.2 If i is a saddle connection of the quadratic differential q.z/D f .z/ dz2 with period Pi ,
and either ej � 1 or vj is not an endpoint of i , then

@Pi

@zj
D

Z
i

ej
p
q.z/

2.zj � z/
:

In all other cases we can recover the partial derivative @Pi=@zj by performing a 1–parameter family
of Möbius transformations so that the endpoints of i remain fixed , pushing forward the family of
differentials , and differentiating under the integral.

Proof The only cases in which the formula for @Pi=@zj is not the immediate result of differentiation
under the integral are those in which one endpoint of i is zj and ej � 1. Suppose a and b are the
endpoints of i and b D zj . Assume qh.z/D q.z/..z� b� h/=.z� b//ej . Fix a contour of integration
from a to b to be the saddle connection i for the q–metric. Then

1

h

�Z bCh

a

p
qh.z/�

Z b

a

p
q.z/

�
D

Z b

a

1

h
Œ
p
qh.z/�

p
q �C

Z bCh

b

1

h
qh.z/:

We claim that the last integral on the right-hand side is O.hej =2/ because we can take our contour of
integration from b to bC h to have length h, and the integrand is O.hej / along the entire contour. The
remaining term limits to the desired formula.

In other cases, the integrals need not converge. To prove our remaining claim, we simply note that any
holomorphic 1–parameter family of quadratic differentials

Q
.z � zj .t//

ei dz2 admits a holomorphic
1–parameter family of Möbius transformations sending zj1

.t/, zj2
.t/ and1 to zj1

.0/ and zj2
.0/. The

pushforwards of q.t/ will be of the form .z� zj1
/.

5.2 The limit of the matrix @Pi=@zj

Notation 5.3 Fix a sequence of quadratic differentials qN D q.z1;N ; : : : ; zr;N / that converge to an
element of the partial compactification of Definition 4.35. Assume that the length-minimizing spanning
trees of saddle connections are isomorphic to some fixed � as ribbon graphs, where each zj;N corresponds
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to a fixed vertex vj of � for allN . Also assume that for each vanishing cluster S` with zj;N 2S`.N /, there
is some sequence Tn as in Proposition 4.38 such that TN .zj;N / converges for all j , where zj;N 2 S`.N /,
to the corresponding singularity of the cluster differential q` corresponding to S`.

For this sequence, let i vary over the edges of � and have period Pi . Let �i;N be the saddle connection
corresponding to  in .C; qN /. Assume we have picked

p
qN so that, for some sequence of positive real

numbers tN , the sequence
R
i;N

tN
p
qN converges to a nonzero value, and let Pi be the holomorphic

function associated to i .

Finally, let MN be the matrix .MN /ij D @Pi=@zj j.z1;:::;zr /D.z1;N ;:::;zr;N /. Finally, let M 0N be obtained
fromMN by the following operation: for each maximal vanishing cluster S`, delete the rows corresponding
to the saddle connections internal to vanishing clusters, and replace the columns corresponding to
singularities in vanishing clusters by a single column that is the sum of the columns corresponding to
singularities in S`.N /.

Proposition 5.4 Let fqN g1ND1 D fq.z1;N ; : : : ; zr;N /g
1
ND1 be a sequence satisfying the hypotheses of

Notation 5.3, and suppose that the root of the associated tree is q0. Let m be such that q has a pole of
order mC 4 at 1. Assume no vanishing cluster contains a pole , and there is at most one singularity of
cone angle 2� in each vanishing cluster. Then we have the following:

(1) For each i , Pi .z1;N ; : : : ; zr;N / converges as N !1.

(2) MN converges to a matrix M1.

(3) If .zj /1 D .zk/1, then ej .M1/ik D ek.M1/ij .

(4) M 0N converges to a matrix M 01
(5) The kernel of M 01 has dimension 1 and it is spanned by the all-1 vector.

(6) M 01 is the matrix of partial derivatives for the periods of the saddle connections and vertices of the
degeneration of T that occurs as qn! q1.

(7) If i corresponds to a sequence of saddle connections internal to a vanishing cluster , then
@Pi=@zj ! 0 for all j .

More concisely, if �0 denotes the object that � degenerates to as N !1, then

@Pi

@zj
!
ej

e0j

@P 0i
@z0j

:

If ej D e0j D 0 then ej =e0j D 1. (In particular , the period of a saddle connection that degenerates to a point
has partial derivatives tending to 0.)

Proof The first claim follows easily from Corollaries 4.27, 4.28, and 4.18.

Items (2)–(7) determine the value of M , up to the value of the derivative of the saddle connection of a
nonshrunk vanishing cluster.
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Suppose there are no vanishing clusters. Then the period coordinates Pi are a holomorphic coordinate
system for our stratum of cluster differentials in a neighborhood of q0. Indeed, the periods of the r � 1
edges of � form a local coordinate system for the stratum of the differentials q.z1;N ; : : : ; zr;N /. It is also
true that the values of r �1 elements of fz1; : : : ; zrg determine a local coordinate system if the remaining
zj are fixed, since q.z1; : : : ; zr/ is biholomorphically equivalent to q.z1C˛; : : : ; zr C˛/ for any ˛ 2C

(each is the pullback of the other via translation). Since any injective holomorphic map from a domain
in Cn to a domain in Cn is a biholomorphism onto its image, it follows that the kernel of M consists
only of perturbations of .z0; : : : ; zr/ that preserve the isomorphism type of the quadratic differential q0.
This subspace is precisely the span of the all-1 vector. In this case, the dimension of the stratum of the
limiting dimension equals the claimed rank of M . It follows that all claims hold in this case.

Now, recall that the sequences of saddle connections i;N W Œ0; 1�! C each have the property that for
some sequence of Möbius transformations Ti;N .z/ D ti;N .z/C ui;N fixing1 as in Proposition 4.38,
Ti;N ı i;N converges uniformly and c1 on compact subsets of .0; 1/ to a saddle connection in some
cluster differential q`.

Assume that Ti;N .z/D ti;N zCui;N is chosen so that Ti;N .z/i .qN / converges to the saddle connection
corresponding to i on one of the quadratic differentials q` associated to the limit of the sequence fqN g.

Now, we would like to apply Proposition 5.2 with the change of coordinates Ti;N .z/D �, so let

˛i;N .�/D t
.mC2/
i;N

rY
jD1

.� � �j /
ej d�2 D .Ti;N /�.qN /:

If i;N has endpoints ai;N and bi;N for the differential qN , we then have

@Qi

@zj

ˇ̌̌̌
.z1;:::;zr /D.z1;N ;:::;zr;N /

D

Z bi;N

ai;N

1
2
ej

p
qN .z/

zj;N � z
D

Z Ti;N .bi;N /

Ti;N .ai;N /

t
�m=2
i;N �

1
2
ej

p
˛i;N .�/

�j;N � �
:

We would like to apply the Lebesgue dominated convergence theorem to the right-hand side, parametrizing
the integrals to be constant-speed d.Ti;N /�.qN /–geodesic maps from Œ0; 1� to C. To do this, we need
the following:

Claim 5.5 A dominating function for the sequence
R Ti;N .bi;N /

Ti;N .ai;N /
t
�m=2
i;N �

1
2
ej
p
˛i;N .�/=.�j;N � �/, where

the contours are parametrized as constant-speed geodesics from Œ0; 1� to C with respect to dT�qN
, exists

whenever zj;N is a zero of qN or not an endpoint of i;N .

Proof Suppose that fi;N g is not internal to a vanishing cluster.

Since we are assuming that our contours of integration belong to length-minimizing spanning trees, for
each z on our contour of integration, we have

dqN
.z; .zj;N /�min.dqn

.z; .ai;N //; dqN
.z; bi;N //:

Algebraic & Geometric Topology, Volume 24 (2024)



Comparison of period coordinates and Teichmüller distances 2485

If this were not the case, we would have

dqN
.ai;N ; bi;N / >min.dqN

.ai;N ; zj;N /; dqN
.bi;N ; zj;N /;

and a saddle connection from ai;N to bi;N could not belong to a length-minimizing spanning tree.

All singularities of qN remain bounded, the poles are all bounded away from zj;N , and zj;N is a zero
of qN , so

dqN
.z; zj;N / P�

Z jz�zj;N j

0

t1=2 dt D 2
3
jz� zj;N j

3=2:

We thus have, along our contour of integration,

jz� zj;N j
�1
P� dqN

.z; zj;N /
�2=3

�min.dqN
.z; Ti;N .ai;N //; dqN

.z; Ti;N .bi;N ///
�2=3:

We have parametrized our arcs to be dqN
geodesics instead of d˛n

geodesics, but applying Lemma 4.20 to
the proofs of Corollaries 4.27 and 4.28 tells us that the contours of integration converge (Hausdorff, in total
length, and C 1 on compact subsets of .0; 1/) to geodesics with respect to d˛1 , where ˛1 D limn!1 ˛n.
Therefore, for some C > 0, our sequence of integrals is dominated by

R 1
0 C Œx.1� x/�

�2=3 dx. This
completes the proof of the claim in this case.

5.3 The derivative of period coordinates, rescaled

We may do the same for the case of a saddle connection internal to a vanishing cluster. By translating
our original sequence qN so that one endpoint of i;N is 0 and not equal to zj , we can assume that
� D Ti;N .z/ D ti;N z with ti;N !1. If fS`.N /g1ND1 is the minimal vanishing cluster to which i;N
is internal, write qN D fi;N .z/gi;N .z/ dz2 with g.z/ D

Q
j2S`.N/

.z � z
ej
j;N /. Then the sequence of

integrals becomes

@Pi

@zj

ˇ̌̌̌
.z1;:::;zr /D.z1;N ;:::;zr;N /

D

Z bi;N

ai;N

p
f .z/g.z/

ej dz

2.z� zj;N /

D

Z ˇi;N

˛i;N

ŒfN .�=ti;N /�
1=2ŒgN .�=ti;N /�

1=2 ejd�

2.� � �j;N /
:

Now, the contour of integration converges, and fN .�=ti;N /D fN .z/ converges to a constant, possibly
zero. If m` is the degree of g.z/ then Œt�mi;N hN .�/� converges as a function of �. By Lemma 4.20 and the
argument for the saddle connections not internal to vanishing clusters, for x 2 Œ0; 1� we haveˇ̌̌̌

hN .�/

� � �j;N
ıTi;N i;N .x/

ˇ̌̌̌
� C Œx.1� x/��2=3:

We therefore see that not only does a dominating function exist, but we can take the dominating function
to be t�m=2i;N C Œx.1� x/��2=3 for m > 0, if we are willing to start the sequence at some large N . This
proves item (7). The rest of the claims follow from Proposition 5.2 and the dominated convergence
theorem.
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Corollary 5.6 Let qN D
Qs
jD1.z � zj;N /

ej dz2 be a sequence of cluster differentials with no poles
satisfying the hypotheses of Proposition 5.4, and assume that at least one of the sequences fzj;N g does
not converge to 0. Fix integers esC1; : : : ; er and let .zsC1;N ; : : : ; zr;N / be a sequence of .s�r/–tuples
of complex numbers converging to .1;1; : : : ;1/ in yCr�s . Assume fi;N g is a sequence of saddle
connections of the differential qN that converges (Hausdorff ), and its period Pi is locally a holomorphic
function of .z1; : : : ; zs/. Let Qi;N be the periods of a sequence saddle connections in the metric associated
to the quadratic differential

Qr
jD1.z � zj;N /

ej which converge (Hausdorff ) to same limit as i;N , which
are locally given by the holomorphic function Qi .z1; : : : ; zr/.

If i;N does not converge to a point , for 1� j � s the following limits exist and are equal :

lim
N!1

@Qi;N

@zj
D
@ logQi;N

@zj
D lim
N!1

@ logPi
@zj

:

If i;N converges to a point , then let i 0;N be another convergent sequence of saddle connections that
does not converge to a point , and let them have periods Pi 0;N and Qi 0;N . Then

0D lim
N!1

@Qi;N

@zj
D
@Qi;N

@zj

1

Qi 0;N
D lim
N!1

@Pi

@zj

1

Pi 0;N
:

For sC 1� j � r ,

lim
N!1

@Qi;N

@zj
D
@ logQi;N

@zj
D 0:

Proof We use an identical dominated convergence argument. We can treat the faraway singularities
(those outside S`N ) as scalars in the limit, and by Lemma 4.20 we can use the same system of saddle
connections i we would if there were no finite singularities outside of S`.N /.

Corollary 5.7 Given a sequence fqN g converging as in Proposition 5.4, let M`;N be the submatrix of
MN corresponding to saddle connections internal to the vanishing cluster fS`.N /g. Then we have the
following as N !1:

� @Pi=@zj j.z1;:::;zr /D.z1;N ;:::;zr;N / D o.jM`;N j/ if j … S`.

� If i;N corresponds to a row of M`;N then
P
j2S`

@Pi=@zj j.z1;:::;zr /D.z1;N ;:::;zr;N / D o.jM`;N j/.

� If Sl ¨ S` is a vanishing cluster and
P
j2Sl

aj ej D 0, thenX
j2Sl

aj
@Pi

@zj

ˇ̌̌̌
.z1;:::;zr /D.z1;N ;:::;zr;N /

D o.jM`;N j/:

Proof This is immediate from Corollary 5.6 and Proposition 4.14.

Corollary 5.8 Let fqN g and M`;N be as above , and assume the center of S`;N is 0 for all N .
Letting tN D

Q
zj;N…S`.N/

zj .�zj;N /
ej;N , we have that jM`;N j P� jtN j

1=2 diamC.S`.N //
m=2, where

m is the number of zeros in S`.N /, counted with multiplicity. In fact , the sequence of matrices
t
�1=2
N diamC.S`.N //

m=2M`;N converges to a matrix whose cokernel corresponds to the space spanned
by periods of saddle connections internal to proper vanishing subclusters of fS`.N /g.
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Proof We are free to consider the same system of saddle connections we would use in the absence of
faraway singularities by Lemma 4.20.

Assume zj is a zero of order ej that degenerates to zj 0 , a zero of order ej 0 times the corresponding column
of the matrix of partial derivatives for the limiting differential q`. If we change coordinates on C by the
positive real scalar diamC.S`.N // so that S`.N / has diameter 1, then Propositions 4.16, 4.14 and 5.4
imply that column j of the matrix jtN j�1=2 diamC.S`.N //

�m=2M`;N converges to ej =ej 0 , together with
additional zeros for the saddle connections internal to proper subclusters of q`. Since the matrix of
partial derivatives for q` has a nonzero limit, so does jtN j�1=2 diamC.S`.N //

�m=2M`;N , and the result
follows.

We would have liked to extend Proposition 5.4 and its corollaries to clusters that include a single pole.
Unfortunately, the partial derivatives of a period need not remain bounded when a zero collides with a
pole. Consider the family of quadratic differentials .z.z�1/ dz2/=.zC t / where t varies. If t is a negative
real number, then the segment Œ0; 1� of the real line is a vertical saddle connection; call its period P.t/.
Then, by Proposition 5.2, we have

P 0.t/D
1

2

Z 1

0

s
x.x� 1/

.xC t /3
dx:

The integrand is purely imaginary and does not change sign. Thus, by the monotone convergence theorem,

lim
t!0�

jP 0.t/j D

Z 1

0

.1� x/1=2

x
dx �

Z 1=2

0

dx

2x
DC1:

However, for the estimates we need, it is possible to take a double cover branched over the pole and pull
back the quadratic differential; this converts the pole into a singularity with cone angle 2� at the cost of
duplicating other singularities.

5.4 The main estimate

Notation 5.9 Fix a stratum of quadratic differentials in QD.M0;n/ with no zeros of order 2 or higher.
Assume all quadratic differentials are normalized to have simple poles at1 and two other fixed points A
and B . Then each has the form �qŒ.z �A/.z �B/�

�1
Qs
jD1.z � zj /

ej dz2. Fix integers fej gsjD1 with
�1� ej � 1 for all j and e1C � � �C es D�1, and denote such a differential by q.�; z1; : : : ; zr/. Let

dSym.q1; q2/D inf
�

X
w

j�.w/�wjC j�q1
��q2

j;

where w ranges over all noninfinite singularities of q1, and � ranges over all bijections between the
singularities of q1 and q2 that preserve the type of singularity.

Proposition 5.10 Suppose that fqN g and frN g are sequences converging to possibly distinct elements of
the partial compactification Q, but such that dSym.qN ; rN /! 0 with respect to a common Möbius normal-
ization. Let �N be the type-preserving bijection between the singularities of qN and the singularities of
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rN that minimizes
P
j�.zj;N /� zj;N j for this Möbius normalization. Let fS`.N /g be a vanishing cluster

for the sequence fqN g. Suppose that as N !1, dSym.qN ; rN /=diamC.Sm.N //! 0 for every vanishing
cluster fSm.N /g in qN with Sm.N /© S`.N / for all N . Then �N .S`.N // is a vanishing cluster for rN .

Proof It suffices to consider the minimal Sm that properly contains S`. It is clear from the definition
of vanishing cluster that for any sequence of sets of singularities S.N / with Sm.N /� S.N /© S`.N /,
we must have diamC.T .N // P� diamC.Sm.N //, since otherwise we could pass to a subsequence along
which T .N / belonged to a vanishing cluster with Sm.N /© S.N /© S`.N /. By minimality of Sm this
can’t happen, since the nesting of the vanishing clusters is determined by the limit in Q.

Lemma 5.11 Suppose fqN g1ND1 D fq..�N ; z1;N ; : : : ; zr;N /g
1
ND1 is a sequence in QD.T0;n/, normal-

ized in the sense of Notation 5.9 that converges in the sense of Definition 4.35, such that no vanishing
cluster contains a pole and every vanishing cluster contains a zero. Suppose that in addition , no vanishing
cluster for the sequence fqN g has more than k zeros (counted with multiplicity) for k � 0. Let frN g be
another sequence with the same Möbius normalization , converging to a point in the partial compactification
of Definition 4.35, and assume that for each singularity typem and each p 2C, the number of singularities
of type m that limit to p along the sequences fqN g and frN g is the same. (In particular , fqN g and frN g
have the same limit in QD.T0;n/.) Then

dEuclidean.qN ; rN / P� dSym.qN ; rN /
2=.2Ck/ as N !1:

Proof The proof is divided into two steps. In the first we fix a subsequence of potential counterexamples
with specified combinatorics of the singularities belonging to vanishing clusters, and isolate some piece
of the difference between qN and rN . In the second we show that this piece causes a nontrivial change in
period coordinates that is not canceled by any other components.

Step 1 Each maximal vanishing cluster of fqN g is also a maximal vanishing cluster for frN g, and we
will only consider bijections that preserve maximal vanishing clusters since dSym is only realized by such
a bijection for large N . In fact, we can take this further. For each vanishing cluster fS`.N /g of fqN g we
can pass to a subsequence whereby for each vanishing cluster S`.N /,

dSym.qN ; rN / P?` diamC.S`.N //;

where P?` depends the choice of ` but is one of P�, P�, or P�.

Assume

qN D
�N

.z�A/.z�B/

rY
jD1

.z� zj;N /
ej dz2 and rN D

�N

.z�A/.z�B/

rY
jD1

.z�wj;N /
ej dz2;

and let �N be the bijection realizing dSym.qN ; rN / that takes zj to wj for all j . We will describe how to
break the perturbation realized by �N into components, which we will call v`;N and define below.

Let fS`.N /g be either a vanishing cluster of the sequence fqN g or the entire set of singularities (besides1).
Let the sequences fvN g and fv`;N g satisfy the following:
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� v`;N is an .rC1/–tuple of complex numbers, corresponding to the coordinates .�; z1; : : : ; zr/ and
.�;w1; : : : ; wr/.

� If fS`.N /g is a vanishing cluster of fqN g, then the support of v`;N is in the entries corresponding to
singularities in S`.

� If Sk ¨ S` is a vanishing cluster of fqN g, then v`;N is constant on the entries corresponding to
singularities in D0. (All points in each proper subcluster move the same distance and in the same
direction.)

� For each N ,
P
` v`;N D .���;w1� z1; : : : ; ws � zs/DW vN .

� If S` is a vanishing cluster and v`;N D .0; a1; : : : ; as/ then
Ps
jD1 aj ej D 0. (Together with other

conditions, this means that v`;N does not move the center of S`;N .)

The purpose of this notation, and the idea of the rest of the proof, is that for some `, the component v`;N
can be detected either by the periods of saddle connections internal to S`.N /, or by periods internal to the
largest Sk.N /� S`.N / with diamC.Sk.N // P� kv`;N k. Then we show that this does not get canceled
by other components of the perturbation.

We may pass to a subsequence with the following property: for any Sk and S`, not necessarily distinct,
the following converge (possibly to 0 or1):

diamC.S`.N //

diamC.Sk.N ///
;

kv`;N k

diamC Sk;N
;

v`;N

kvN k
:

In other words, the relative sizes of the various clusters and components of vN converge, and if v`;N
is not vanishingly small relative to any vk;N , the direction of v`;N converges. Moreover, the sizes of
perturbations of vanishing clusters converge relative to the sizes of all vanishing clusters.

Now pick maximal S`, subject to the following condition: either jv`;N j P� jvN j, or
P
Sl�S`

jvl;N j P� jvN j

and
P
Sl�S`

jv`;N j P� diamC.S`.N //.

In particular, this means that either S`.N / is always the entire set of singularities, or S`.N / and
�N .S`.N // are both vanishing clusters of the sequence frN g, by Proposition 5.10.

In both cases, let TN .z/D aN zCbN be a sequence of Möbius transformations fixing1 with the property
that TN .S`.N // converges (Hausdorff) to the limiting differential associated to S`; we may assume aN 2R.
Then TN .�N .S`.N /// also converges to the singularity set of a cluster differential along a subsequence.

Step 2 (estimating the perturbation in period coordinates) Now we have two cases. In both, we can
detect a change in Euclidean distance from the periods internal to S`.N / by Proposition 4.42.

Case 1 (jvN j=diamC.qN / P� 1) Here, for all large N we can define the projection map F associated
to the clusters S`.N / and �N .S`.N // in Proposition 4.42 on a connected open set containing both, by
Proposition 5.10. By Lemma 4.43 and Corollary 4.15 it follows that

dEuclidean.qN ; rN / P� dEuclidean.FN .qn/; FN .rN // P�maxfdiamqN
.S`.N //; diamrN

�N .S`.N //g:
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The last inequality can be justified as follows: First, the ratios between the factors tN in Lemma 4.43 for
qN and rN differ by a ratio of 1C o.1/. Now, if two cluster differentials q and r have dC–diameter at
most 1, one has diameter 1, and their distance with respect to dC is bounded below, then dEuclidean.q; r/

is also bounded below by compactness. Our last inequality then comes from Lemma 4.43 and the fact
that scalars induce similarities on spaces of cluster differentials.

Now by Corollary 4.15 and Lemma 4.43, if maxfdiamC.qN /; diamC.rN /g D �N then

maxfdiamqN
.S`.N //; diamrN

.�N .S`.N ///g P� �
.mC2/=2
N ;

maxfdiamqN
.S`.N //; diamrN

.�N .S`.N ///g P� �
.mC2/=2
N ;

only if qN contains all m singularities.

Case 2 (jvN j=diamC.qN /!0) Here jv`;N j P�jvN j. Again we choose FN to be the Lipschitz projection
associated to S`.N /. Assume the center of jv`;N j is always zero and let tN D

Q
zj;N…S`.M/.�zj;N /

ej;N .
Assume m is the number of zeros in S`N (each zero has multiplicity 1, so we don’t need to specify that
we are counting with multiplicity).

If M`;N is as in Corollary 5.6, then the sequence of matrices

ft
�1=2
N diamC.S`;N /

�m=2M`;N g
1
ND1

converges (by Corollary 5.7 and Proposition 4.14), and its kernel is the span of those vectors that are
allowed to be vk;N with k ¤ `. What we mean by this is that when we defined vk;N , we required that it
belong to a certain subspace of CrC1, and all vectors in this subspace are in the kernel of the limiting
matrix. The periods of saddle connections internal to proper subclusters of S`.N / span the cokernel of
the limiting matrix. The limiting matrix

lim
N!1

t
�1=2
N diamC.S`;N /

�m=2M`;N

has full rank when restricted to the space of vectors that are allowed to be v`;N .

We may move from qN to rN along a piecewise-smooth path ˇN , so that the motion of each of the
singularities zj;N to �.zj;N / is a straight line segment with constant speed along each of two segments
of ˇN . On the first piece of ˇN the total displacement of the vectors .�N ; z1;N ; : : : ; zr;N / will be v`;N ,
and on the second piece the total displacement will be the remainder.

The singularities starting at S`.N / will be in the stratum of S`.N / for all but finitely many points
along each segment. For any such sequence of paths, if we pick sN to be one point in this stratum
along each ˇN and construct the matrix yM`;N analogously to the matrix M`;N at sN , we can pass
to a subsequence that converges in the sense of Notation 5.3. We also note that @Pi=@� D o.M`;N /,
since @ logPi=@zj is not bounded for all j but @Pi=@� is. The limit of the sequence of matrices must
be the same, since it only depended on the limiting differential for S`, which is the same for any
subsequence of the sequence fsN g. We therefore conclude that the matrices M`;N converge uniformly
after rescaling by constants cN along ˇN in the sense that the matrix yM`;N differs from M`;N at qN by
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o.jM`; N j/. In particular, this does not depend on which choices of saddle connections that degenerate to
the proper edges of the limiting differential for S` we picked at each s`. Moreover, the displacement of
periods of S` is M`;N .v`;N /C o.jM`;N .vN /j/ along the first segment of ˇN and the displacement is
o.jM`;N .vN � v`;N /j/ along the second segment of ˇN .

This, combined with Proposition 4.44 tells us that dEuclidean.FN .qN /; FN .rN // is comparable to the size
of the leading-order approximation M`;N v`;N . By Corollary 5.8 we have

jM`;N vN j P� jtN j
1=2
jsN j

m=2
jv`;N j P� diamC.S`;N /

.k�m/=2ŒdiamC.S`.N //�
m=2
jvN j � jvN j

.2Ck/=2:

We explain the sources of the inequalities: The size of tN is at least comparable to the product of
the zeros outside of S`.N /, since all poles remain bounded away from 0. Since we only care about
a multiplicative constant, we may ignore all zeros and poles that do not belong to a vanishing cluster
containing fS`.N /g, and there are at most k �m additional zeros inside any such vanishing cluster, each
of which is larger than diamC.S`/. Hence jtN j P� jvN j.k�m/=2. The remaining inequalities are clear from
diamC.S`.N // P� jv`; N j P� jvN j.

Then by Proposition 4.42 we get

dEuclidean.qN ; rN / P� dEuclidean.FN .qN /; FN .rN // P� jvN j
.kC2/=2:

Lemma 5.12 Fix a compact subset H in the open upper half-plane H. Fix a real number C > 1 and an
integer m� 0. Consider the space K of quadratic differentials in T0;2m with the following restrictions:

� They are of the form .F.z/=G.z// dz2 with F;G 2RŒz�, deg.F /D 2m�4, and deg.G/D 2m�1.

� G may have simple roots at i and �i , but all other roots of G are real. (Either way, G has real
coefficients.) The roots of G and 1 are the marked points of the underlying Riemann surface.

� G has no repeated roots , and the distance between any two consecutive real roots of G is between
1=C and C .

� G has a root in Œ�C;C � if i and �i are roots of G; otherwise , 0 and 1 are roots of G.

� No root of F.z/ is real , and one root from each conjugate pair belongs to H .

� The ratio of the leading coefficients of F and G is between 1=C and C .

Assume q1 D .F1.z/=G1.z// dz2 and q2 D .F2.z/=G2.z// dz2 are elements of K. Let � range over all
conjugation-invariant bijections of the roots of F1 with the roots of F2 that fix i if i is a root of G, and
let  be the bijection of the roots of G1 with the roots of G2 that preserves the order of the real roots and
fixes i and �i if they are roots of G1 and G2. Let

� Dmin
�

maxf�.w/�w W F1.w/D 0g[ f .w/�w WG1.w/D 0g:

Then there are constants M , �0 > 0 depending only on K such that the following hold :

� If ˙i are not roots of G, then dEuclidean.q1; q2/ P� �
.mC2/=2.

� If ˙i are roots of G, then dEuclidean.q1; q2/ P� �
mC1.
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Proof First we will explain how both conclusions follow from Lemma 5.11. If ˙i are roots of G1
and G2, then we can take a double cover of each that preserves the real line and is branched at ˙i
via z D h.w/ D .w2 � 1/=.2w/. Then ˙i are marked points, but not poles on the pullbacks h�.q1/
and h�.q2/. Then ��.q/ is a conjugation-invariant quadratic differential on yC whose poles are all simple
and occur on the projective real line. There are uniform upper and lower bounds on the distance between
real poles, and the zeros with positive real part are in a fixed compact part of the upper half-plane.

Now, suppose that z1 is a root of F1, z2 is a root of F2, and jz1 � z2j D �. Then if h.w1/ D z1 and
h.w2/D z2, we have

jw1�w2j D jh.w1/� h.w2/j �
ˇ̌̌ 2w1w2
1Cw1w2

ˇ̌̌
P� �:

We have a similar estimate for the inverse images of the roots of G1.

We can apply Lemma 5.11 to both.

6 Building the quasiconformal map

In this section, we build a quasiconformal map with the desired properties to prove Theorem 1.2. Note
that for us it will suffice to consider the case when our two quadratic differentials lie in the principal
stratum, since the principal stratum is dense in QD1.Tg;n/.

6.1 Cutting into triangles and nearly regular right polygons

Definition 6.1 A nearly regular right polygon, or NRRP, is a subset P of a half-translation surface
.X; q/ with the following properties:

� P is homeomorphic to a closed disk.

� P has at least one singularity in its interior, and at most one pole, but has no singularities on its boundary.

� @P is piecewise geodesic, and all pieces are vertical or horizontal segments.

� Every interior angle of @P is �
2

.

� If P is doubled along its boundary to form a sphere P [P , where P is the Schwarz reflection of P ,
then there is a choice of holomorphic coordinate z on P [P for which @P is the real projective line,
and the quadratic differential on P [ @P is of the form .F.z/=G.z// dz2 where F and G satisfy the
conditions of Lemma 5.12. (That is, they have real coefficients, and G is normalized to have two roots at
i and �i , or to have roots at 0 and 1, etc.)

Let R be the minimum q–distance from @P to a singularity in P n@P . We call R the radius of the NRRP.

On a quadratic differential it is always possible to find an NRRP around each singularity with all sides
of the same length. If we change the differential by a small enough amount, and in so doing break up
such a singularity into multiple singularities, we can still find an NRRP that stays Hausdorff close to
our original NRRP. The motivation for this definition is that if one wants to build a quasiconformal map
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between two half-translation surfaces, piecewise-affine maps which are affine on some triangulation will
tend to have large dilatation even when two Riemann surfaces are nearly conformal, if the triangulation is
nearly degenerate. Given an edgewise-linear map between boundaries of similarly shaped NRRPs in two
quadratic differentials that are close in QD.Tg;n/, we can extend to a quasiconformal map of NRRPs, and
explicitly estimate its quasiconformal dilatation.

Proposition 6.2 On any compact subset K of QD.Tg;n/ there are constants C DC.K/>0 and ıD ı.K/
such that for every surface X in K we can partition the set of singularities of X into ı–clusters and
singletons (for some ı 2 .0; 1/), and associate to each ı–cluster or singleton an NRRP containing it such
that the following hold :

� Each NRRP contains only the singularities associated to it.

� Each NRRP has radius and all boundary side lengths at least C.K/.

� If we consider all lifts of the NRRPs in the universal cover of the underlying compact Riemann
surface , the distance between any two NRRPs is more than twice as large as the side length of
any NRRP.

Proof It is clearly possible to choose a constant C.X/ at each X 2 K such that the properties hold
for C.X/ by picking a small NRRP around each singularity. (NRRPs of a given radius persist under
sufficiently small perturbation.) For each X , we can find a neighborhood of X where the conditions all
hold with the constant 1

2
C.X/ instead of C.X/, and K is finitely covered by such neighborhoods. It

follows that we can take C.K/ to be half the minimum value of C.X/ used in a finite subcover.

Let Y be the closure of the complement of the union of a system of NRRPs satisfying the hypotheses
of Proposition 6.2 in a half-translation surface X , and assume every singularity of X is contained in
some NRRP. If we double Y along @Y , the foliations by vertical and horizontal segments extend by
reflection, and Y acquires the structure of a quadratic differential, with singularities of cone angle 3� at
the vertices of @Y .

Moreover, if we take the Delaunay triangulation of the resulting surface, the midpoint of any boundary
edge is strictly closer to the endpoints of that edge than to any other singularity, so all edges of @Y belong
to the Delaunay triangulation of the double cover.

Therefore, it makes sense simply to speak of the Delaunay triangulation of Y . That is to say, if † is the
set of vertices of Y (which are all on the boundary of Y ), then we have proved:

Proposition 6.3 Y has a triangulation with the property that the circumcenter of each triangle is the
boundary of a standard Euclidean disk of radius equal to the distance to any vertex of the triangle. The
boundary edges of Y are all edges.

Now, we describe how to build a quasiconformal map between two nearby quadratic differentials, provided
they are within some distance c.K/ that depends only on K.
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Let X1 and X2 be two such Riemann surfaces, and let Y1 be the complement of a system of NRRPs for
X1 satisfying the hypotheses of Proposition 6.2.

The circumradii of Delaunay triangles on any half-translation surface are bounded above by twice the
diameter of the surface, which is bounded on K. The side lengths of Y1 are bounded below by C.K/.
Thus by the law of sines, the angles of Delaunay triangles are bounded below. So we could have picked
c.K/ small enough that when we change all of the period coordinates by at most c.K/, all angles of
the Delaunay triangulation remain bounded away from zero. So the Delaunay triangulation for Y is
uniformly bounded away from degeneration, ie all of the side lengths and angles are uniformly bounded
away from 0. If dEuclidean.X1; X2/ < c.K/, then along a path from X1 to X2 we can make a choice of
NRRP decomposition so that the radii, edges of NRRPs, and edges of Delaunay triangles that start as
edges of Y1 vary in a Lipschitz manner with respect to arc length, and the Lipschitz constant depends
only on K. Let Y2 be the complement of the NRRPs in X2, as chosen along the path.

By Proposition B.2 the triangulation of Y1 persists to a triangulation Y2, and this determines an affine map
on triangles of Y1 to a triangulation of Y2. Since no edge gets too short and no angle gets too close to 0, it
follows that if the length of the path is �, then as �! 0 this part of the map is .1CO.�//–quasiconformal
on these triangles, and the implied constants in the O.�/ depend only on K.

6.2 The Beurling–Ahlfors extension

The final step is to show how to build a quasiconformal map between NRRPs, and to estimate its
dilatation. We will do this by means of a Beurling–Ahlfors extension. Given an orientation-preserving
self-homeomorphism h of RC, we have the following:

Definition 6.4 The Beurling–Ahlfors extension of h to the upper half-plane with parameter r > 0 is the
function fr given by

fr.xC iy/D
1

2

Z 1

0

Œh.xCyt/C h.x�yt/� dt C
ir

2

Z 1

0

Œh.xCyt/� h.x�yt/� dt:

Definition 6.5 Let � 2 Œ1;1/. We say that an orientation-preserving homeomorphism h W R! R is
�–quasisymmetric on R if for all x 2R; t > 0 we have

1

�
�
h.xC t /� h.x/

h.x/� h.x� t /
� �:

Theorem 6.6 [Beurling and Ahlfors 1956] If h is �–quasisymmetric , then for some explicit choice of
r the Beurling–Ahlfors extension fr is �2–quasiconformal. Moreover , r D 2CO.�� 1/ as �! 1C.

Note that r D 2 extends a Möbius transformation of RP1 to a Möbius transformation of CP1. Any
choice of r yields a quasiconformal extension, but possibly with worse dilatation.
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In the event that an NRRP does not contain a marked point, the Beurling–Ahlfors extension, together
with the piecewise-affine maps with compatible boundary conditions, completes our construction of a
quasiconformal map. In the case with marked points, we will have to compose with a quasiconformal
map on each NRRP which is trivial on the boundary and moves the marked point to the correct location.
For this we will uniformize our map to the upper half-plane and apply the unique R–linear map on the
complex plane fixing the real line pointwise and taking our marked point to its desired location.

We have established uniform control over the NRRPs. If the only interior singularity is a pole, then our
map of NRRPs is in fact already an isometry in the singular metric, and hence conformal. In all other
cases we have at least four poles on the boundary, and we can assume three of them are 0, 1, and1.
Subject to this normalization, if we double each NRRP along its boundary, the singularities in the interior
of each NRRP can be chosen to belong to some fixed compact subset of the upper half-plane.

This motivates the following:

Lemma 6.7 Suppose that P1 and P2 are NRRPs. Let hq W @P1! @P2 be a piecewise-affine identification
of sides with respect to the singular metrics on P1 and P2, and affine on each pair of corresponding sides.
Assume that when we uniformize each of P1 and P2 to the upper half-plane , three pairs of corresponding
corners are sent to 0, 1, and 1, the distance between any two finite singularities on the boundary is
between 1=B and B for B > 1, and all interior singularities belong to some fixed compact subset K of the
open upper half-plane. For all sufficiently small �, if the singularities of P1 and P2 can be put in bijection
so that corresponding singularities are distance at most � apart in the plane when uniformized , then the
quasisymmetry constant � of the boundary map h WR!R induced by hq and our chosen uniformizations
is at most 1CC�, for some C depending only on K, the number of sides of P1 and P2, and B .

Proof The boundary map h is continuous, and it is differentiable except possibly at points corresponding to
vertices of the NRRP. It is enough to show that the derivative of the boundary map satisfies h0.x/�1DO.�/
uniformly on the complement of these points.

Suppose that one pair of corresponding sides is h.Œa1; b1�/D Œa2; b2�, where a1, a2, b1, and b2 are all
finite. (We will deal with the intervals with an endpoint at1 later.) Assume the quadratic differentials are
.pi .z/=..z� ai /.z� bi /qi .z/// dz

2 on Œai ; bi � where pi and qi are polynomials. Then for a1 < c < b1,
our boundary map h is defined so thatR c

a1

� p1.z/
.z�a1/.z�b1/q1.z/

�1=2
dzR b1

a1

� pi .z/
.z�ai /.z�bi /qi .z/

�1=2
dz
D

R h.c/
a2

� p2.z/
.z�a2/.z�b2/q2.z/

�1=2
dzR b2

a2

� p2.z/
.z�a2/.z�b2/q2.z/

�1=2
dz

:

We differentiate both sides of the above equation in c and solve for h0.c/:

h0.c/D

R b2

a2

� p2.z/
.z�a2/.z�b2/q2.z/

�1=2
dzR b1

a1

� p1.z/
.z�a1/.z�b1/q1.z/

�1=2
dz

�
p1.c/q2.h.c//.h.c/� a2/.h.c/� b2/

p2.h.c//q1.c/.c � a1/.c � b1/

�1=2
:
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By applying changes of coordinates consisting of translations by real numbers to each NRRP, we can
make a few simplifying assumptions: at the cost of increasing � to 2� we can do a translation to assume
a1 D a2 D 0. After this simplifying assumption, our argument can be rephrased. Let

fi .z/D

� pi .z/
z.z�bi /qi .z/

�1=2R bi

0

� pi .t/
t.t�bi /qi .t/

�1=2
dt
:

Then h0.c/D f1.c/=f2.h.c//. So we need to show logŒf1.c/=f2.h.c//�DO.�/.

We will actually do this under the assumption that 0 < c � 2
3
bi . A basically identical argument will cover

the cases 1
3
bi < c < b, and a final argument will extend this to cover the two pairs of sides of P1 and P2

that have1 as an endpoint after we uniformize.

In what follows, C will be used to denote various positive constants that depend only on choices we have
already made — its meaning may vary from one line to the next. The following will be immediate from
our compactness assumptions. To simplify matters, we first prove:

Claim 6.8 jlog.h.c/=c/j � C�.

The idea is that the fi are equal to z�1=2 times two very similar functions. Recall that h is defined so
that

R c
0 f1.z/ dz D

R h.c/
0 f2.z/ dz.

Define gi .z/D z1=2fi .z/.

We know the following:

� The gi are either both purely imaginary or both purely real, and never change sign.

� �C � log jgi .z/j � C and jg0i .z/j � C for z 2
�
0; 3
4
bi
�
.

� jlog.f1.z/=f2.z//j D jlog.g1.z/=g2.z//j< C� for z 2
�
0; 3
4
bi
�
.

� �C � log
�
z1=2

R z
0 fi .t/ dt

�
� C .

�
d
dz

log
ˇ̌R z
0 t
�1=2gi .t/ dt

ˇ̌
� z�1=2=.Cz1=2/D 1=.Cz/ for z 2

�
0; 3
4
bi
�
.

From the last observation we see that the amount that we need to perturb z to change the value of
log

R z
0 t
�1=2gi .t/ dt by � is at most Cz�, for all sufficiently small �. In particular, for i D 2 we can start

with
R c
0 f2.t/ dt , and by moving the upper limit of integration most C�c away from c we can adjust the

value of the integral of f2 by a factor of at least 1CC�. The intermediate value theorem implies that the
adjustment of the upper limit of integration needed to get from c to h.c/ is at most C�c. This establishes
the claim.

Now that we have the claim, the main case of the lemma follows quite easily: the logarithmic derivatives of
all factors of fi are bounded by some constantC on Œc; h.c/� or Œh.c/; c�, and log.f1=f2/ is uniformly close
to
�
0; 3
4
b
�
. So the claim, plus boundedness of logarithmic derivatives of the remaining factors, gives us

g1.c/=g2.h.c//D1CO.�/, and by the claim, c=h.c/D1CO.�/. This proves the main case of the lemma.
Interchanging the roles of a1 and b1 handles the case in which c is in the right half of the interval Œa1; b1�.
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Now we must handle the infinite intervals. For 1 < c <1, we can conjugate h.z/ by the map z! 1=z

to a function H.c/ satisfying an estimate of the type we originally had. The lemma and its proof hold
for H ; in particular H.1=c/=.1=c/D 1CO.�/. Finally, we have

h0.c/D
d

dc

�
1

H.1=c/

�
DH 0.1=c/

1

c2H.1=c/2
D 1CO.�/:

Proof of Theorem 1.2 We describe how to build a quasiconformal map between two nearby quadratic
differentials, provided they are within some distance c.K/ depending only on a compact setK�QD.Tg;n/.

Let X1 and X2 be two such Riemann surfaces, and let Y1 be the complement of a system of NRRPs for
X1 satisfying the hypotheses of Proposition 6.2.

The circumradii of Delaunay triangles on any half-translation surface are bounded above by twice the
diameter of the surface, which is bounded on K. The side lengths of Y1 are bounded below by C.K/.
Thus by the law of sines, the angles of Delaunay triangles are bounded below. So we could have picked
c.K/ small enough that when we change all of the period coordinates by at most c.K/, all angles of
the Delaunay triangulation remain bounded away from zero. So the Delaunay triangulation for Y is
uniformly bounded away from degeneration, ie all of the side lengths and angles are uniformly bounded
away from 0. If dEuclidean.X1; X2/ < c.K/, then along a path from X1 to X2 we can make a choice of
NRRP decomposition so that the radii, edges of NRRPs, and edges of Delaunay triangles that start as
edges of Y1 vary in a Lipschitz manner with respect to arc length, and the Lipschitz constant depends
only on K. Let Y2 be the complement of the NRRPs in X2, as chosen along the path.

Since the triangulation persists, this determines an affine map on triangles of Y1 to a triangulation of Y2.
Since no edge gets too short, and no angle gets too close to 0, it follows that if the length of the path
is �, then as �! 0 this part of the map is .1CO.�//–quasiconformal on these triangles, and the implied
constants in the O.�/ depend only on K. We need only extend this map to the interiors of the disks,
which are pairs of NRRPs in Y1 and Y2.

The NRRPs themselves are represented by quadratic differentials on disks, which can be uniformized to
the closure of the upper half-plane in yC, and the metrics induce quadratic differentials on these close disks.

We may assume three pairs of corresponding vertices map to 0, 1, and1 under this uniformization if
the NRRPs do not contain marked points; we may assume that one vertex is1 and the marked point
is sent to i if there is a marked point. The quadratic differentials on corresponding pairs of NRRPs are
Euclidean distance O.�/ in the moduli spaces of quadratic differentials in Lemma 5.12.

Thus, the locations of the zeros and poles in uniformized coordinates differ by O.�˛g;n/, where ˛g;n D
2=Œ2C an.4g� 4Cn/�, by Lemma 5.11. This allows us to use Lemma 6.7 to estimate the dilatation of
the map on the NRRPs as 1CO.�˛g;n/.

We have now produced a quasiconformal map f between the compact Riemann surfaces that are the
completions of X1 and X2 with dilatation 1CO.�˛g;n/. Unfortunately, it might not send marked points
on X1 to marked points on X2, and this problem occurs precisely when the marked points are in NRRPs.
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However, if we can find another quasiconformal map � WX2!X2 with dilatation 1CO.�˛g;n/ that fixes
the complement of each NRRP inX2, but such that �.f .p1//Dp2 whenever p1 and p2 are corresponding
pairs of marked points in X1 and X2, respectively, then the log of the dilatation of � ıf is O.�˛g;n/, ie
the Teichmüller distance between X1 and X2 is O.�˛g;n/.

In uniformized coordinates, the map from the boundary of each NRRP in X1 to the corresponding NRRP
of X2 is nearly the identity on any compact subset of the real line. More precisely, if S is a compact
subset of the real line, then for all x 2 S we have

f .x/� x DO.�˛g;n/:

It follows that for any compact K �H the Beurling–Ahlfors extension moves points in K by O.�˛g;n/

as well.

We therefore pick � to be the R–linear map that is the identity on @H and moves the marked point in K
from f .i/ to i , which is a distance of O.�˛g;n/. Then on the interior of each NRRP, � also has constant
dilatation that is 1CO.�˛g;n/.

We have constructed a homeomorphism that satisfies the dilatation bound at almost every point, as
its first partial derivatives are defined off of a measure 0 set, and these partial derivatives are clearly
bounded away from every point except possibly the singularities and vertices of the NRRPs since there is
a conformal metric in which the partial derivatives converge piecewise. This shows that if we delete a
finite set, the first partial derivatives are in L2loc. To finish, we simply recall that a homeomorphism which
is M–quasiconformal on the complement of a finite set is M–quasiconformal; see eg [Hubbard 2006].

Appendix A Local finiteness of period coordinate systems

In this appendix we show the following, leaving the proof to the end of the section:

Proposition A.1 There are only finitely many systems of period coordinates represented by saddle
connections of length at most D in any compact subset K of QD1.Tg;n/.

To this end, we will show that every such period coordinate system is related to a basis of the edges of
the Delaunay triangulation by one of finitely many transition matrices, and there are only finitely many
choices of Delaunay triangulation on K. We will always assume that our triangulations are labeled and
marked, that is, the vertices and edges are distinguishable, we know which marked points (if any) on the
base surface correspond to which singularities, and we know which homotopy classes of curves on the
surface are represented by which homotopy classes of curves on the graph. Finally, we will also include
in the data of the Delaunay triangulation the sign of the slope of each saddle connection.

Proposition A.2 Up to the action of the mapping class group , there are only finitely many triangulations
that can occur as Delaunay triangulations in QD1.Tg;n/.
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Proof The number of triangles is a function only of the stratum, since the sum of the angles of a triangle
is � and the sum of the angles of all triangles is the sum of the cone angles of the singularities. (There is
one triangle for each vertical separatrix emanating from a singularity.)

Proposition A.3 Only finitely many Delaunay triangulations occur in any compact K � QD1.Tg;n/.

Proof If not, then infinitely many such triangulations occur in a single orbit of the Mod.Sg;n/. Given
a fixed Delaunay triangulation T , the space of complex lengths we can assign to the edges and still
have a unit-area quadratic differential with systole > � and such that the triangulation remains Delaunay
(but possibly becomes degenerate) is compact. (If there are no short simple closed curves, Mumford’s
compactness criterion implies the diameter of the surface, and hence the diameter of each Delaunay
triangle, is bounded. The inequalities that guarantee that the triangulation is a Delaunay triangulation are
closed conditions.) This contradicts the proper discontinuity of the action of Mod.Sg ; n/ on QD1.Tg;n/.

Proposition A.4 There is a uniform bound on the number of geodesic concatenations of saddle con-
nections of length at most D on K. In particular , there is a uniform bound on the number of saddle
connections of length at most D on K.

Proof We first reduce to the case in which .X; q/2K has no poles. If q has marked points, we simply find
q0 belonging to a compact K 0 in a moduli space of higher-genus surfaces by taking a pole-free degree-2
branched cover that is branched over all poles such that any geodesic concatenation of saddle connections
on .X; q/ can be lifted to a saddle connection or geodesic concatenation of saddle connections on .X 0; q0/;
we then bound the number of geodesic segments joining cone points and marked points on .X 0; q0/.

To form .X 0; q0/ in a way that guarantees that X 0 stays in a compact K 0, the branching will be over all
marked points, and, if the number of marked points is odd, one additional point. We pick this extra branch
point to be as far away as possible from the marked points of X . To this double cover we give the metric
associated to the quadratic differential that is 1=

p
2 times the pullback of q (this is so that the area is 1).

Because we have a lower bound on the distance between branch points in .X; q/ in K, the space K 0 of
double covers has a lower bound on the injectivity radius, ie it satisfies Mumford’s compactness criterion.
Thus we have reduced to the case of dealing with a compact subset of a moduli space without poles.

To deal with surfaces without poles, we fix a word metric on �1.Sg/. We first claim that there exist real
numbers k; c > 0 such that whenever .X; q/ 2 K, the fundamental group of Sg in this word metric is
equivariantly .k; c/–quasi-isometric to the universal cover . zX; Qq/ of .X; q/2K via a .k; c/ quasi-isometry
�.X;q/ that sends h 2 �1.K/ to h.x; q/, where x 2X is chosen in a continuous section of the universal
disk bundle over QD1.Tg/, ie the universal cover of the surface bundle over QD.Tg;n/. The uniformity
of quasi-isometries then follows from finiteness of fh� �1.Sg/ W d Qq.x; hx/ < R for some x 2Kg.

Now, for each Delaunay triangulation T that appears in K, we make the quasi-isometries between the
universal covers of surfaces with triangulation T more explicit by picking the basepoint to be a vertex p.
By virtue of the quasi-isometry constants between the fundamental group of X and the universal cover
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of X , there is a constantM depending onK andD such a ball of radiusD in the universal cover of .X; q/
can contain at most M lifts of any point in X distance less than D from any fixed lift of the basepoint.

If this were not the case, then there would be no upper bound on the number of closed geodesics in X
with basepoint p of length at most DCmax.X;q/2K diamq.X/ as X varies over K; this would contradict
the existence of the uniform quasi-isometry constants between the fundamental group and the universal
cover of .X; q/.

In particular, we conclude that for any Delaunay vertices v1 and v2, and a fixed lift w of v1, there are at
most M lifts of geodesic paths of length at most D that start at w and end at lifts of v2, and therefore at
most M geodesics from v1 to v2 on X of length at most D.

Since we may have chosen T to be any Delaunay triangulation and p to be any vertex, and the number of
vertices is obviously bounded in K, this means that there is an upper bound on the number of geodesics
of length at most D whose endpoints are singularities of q–metrics for all .X; q/.

Proposition A.5 If qn 2 K all have the same Delaunay triangulation and qn! q, then the common
Delaunay triangulation of the qn is a possibly degenerate Delaunay triangulation of q.

Proof The conditions for a triangulation to be Delaunay are nonstrict inequalities in the absolute values
of period coordinates, which persist under taking limits.

Corollary A.6 For any D > 0 and any compact K � QD1.Tg;n/ there are only finitely many period
coordinate systems consisting of saddle connections of length less than D.

Proof There are only finitely many period coordinate systems that can be Delaunay triangulations in a
neighborhood of each point inK because there are only finitely many Delaunay triangulations at each point,
and only finitely many Delaunay triangulations that can degenerate to a triangulation T without changing
the topology. Thus each point in K has a neighborhood with a uniformly bounded number of possible
Delaunay triangulations, and a simple compactness argument tells us that there are only finitely many
Delaunay triangulations of surfaces in K. For each subset of K sharing a common Delaunay triangulation
we can fix a basis of period coordinates coming from edges of the triangulation, and we can write the
period of every homotopy class of geodesic arc whose endpoints are singularities in terms of this basis.

Finally, we claim that the saddle connections in a fixed homotopy class can only have finitely many
representations in terms of any fixed basis for H odd

1 . zX; z†/ consisting of saddle connections that are edges
of the Delaunay triangulation, if we force .X; q/ to remain inK. Indeed, by uniform quasi-isometry of the
fundamental group with zX (endowed with the pulled back q metric), such a saddle connection can only
pass through a fixed finite list of Delaunay triangles, and it cannot leave and then enter a triangle since
triangles are geodesically convex in the q–metrics. Thus there is a finite list of sequences of triangles a
saddle connection can pass through, and by developing this chain of triangles in the plane, we can write
its period as one of finitely many sums of sides of periods of the edges of the triangles.

Algebraic & Geometric Topology, Volume 24 (2024)



Comparison of period coordinates and Teichmüller distances 2501

Corollary A.7 For each compact K � Tg;n there is a finite set of triangulations fTigi 2 I such that all
quadratic differentials lying over K belong to a Ti–convex set for some i 2 I .

Proof the q–metric on .X; q/ is obtained by pulling back the Euclidean metric on R2 from a collection of
charts, but one could just as easily have pulled back theL1–metric d.aCbi; cCdi/Dmax.ja�cj; jb�d j/
to form an L1 q–metric on X . We may consider Delaunay triangulations with respect to the L1 flat
metric, following [Guéritaud 2016]. Every triangle in the L1 Delaunay triangulation has its vertices
on the boundary of an open square that is maximal with respect to the conditions that its lifts to the
universal cover are embedded and that its edges be vertical and horizontal. If a triangulation is the L1

triangulation for a set of surfaces in QD.Tg;n/ that has nonzero Masur–Veech measure, then no edge of
the triangulation is always horizontal or always vertical. So we may further restrict each saddle connection
in the triangulation to have nonpositive slope or nonnegative slope, and include that in the combinatorial
data of the triangulation. We may also disregard any triangulations that arise only on sets of measure zero.

We may now claim the conditions that a triangulation be L1 Delaunay are given by (nonstrict) linear
inequalities in the period coordinates. Moreover, no triangle can have three edges of positive slope or three
edges of negative slope. Hence, if we orient all edges so that the imaginary parts of periods are nonnegative,
then for each L1 triangulation T the space of surfaces for which T is an L1 triangulation is T –convex.

Moreover, for each triangle there is a point p that is equidistant from the three vertices in the L1–metric,
and those three vertices are the nearest three vertices to p in the L1 metric (possibly along with some
others, if the L1 triangulation is not unique). If this distance is d then they do not all have positive
slope or all negative slope, since they touch at least three sides of a 2d � 2d square with vertical and
horizontal sides centered at p. This imposes a uniform bound on the lengths of saddle connections in the
L1 Delaunay triangulation of 2

p
2 times the diameter of the surface. Since it is obviously enough to

consider unit-area surfaces lying over K, which have bounded diameter, this imposes a bound on the
number of possible L1 Delaunay triangulations.

Proof of Proposition A.1 There are locally finitely many L1–Delaunay triangulations; for each such
triangulation we can locally fix names of the singularities. The collection of all singularities in the
universal cover of .X; q/ is quasi-isometric to the fundamental group of the compact surface X , uniformly
for all .X; q/ 2K. In particular, there are finitely many ways to choose the names of the endpoints of a
saddle connection of length at most L in the metric universal cover of .X; q/, up to the action of �1.X/,
and therefore only finitely many systems of saddle connections of length at most L for each L1 Delaunay
triangulation that occurs in K.

Appendix B ı–clusters and the Euclidean metric

First, we would like to establish a basic fact about systems of period coordinates persisting under
perturbation. This will be useful throughout:
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Proposition B.1 Let Q.�/ be a stratum of cluster differentials. Then there is a constant � > 0, depending
only on �, such that whenever � is a length-minimizing system of saddle connections on the vertex set
of singularities of q 2Q.�/ there is a holomorphic coordinate system U �Cr given by the logs of the
periods .log.P1/; : : : ; log.Pr// of saddle connections in � , and moreover U contains an �–ball about q
in which the coordinates are logarithms of periods of saddle connections.

Proof First we reduce to the case in which the stratum has no poles, except for a higher-order pole at1.
In the case of a cluster differential there is a length-minimizing tree of saddle connections � , and we
claim that the length-minimizing tree z� for the double cover . zX; Qq/ of .X; q/ branched only over the pole
contains the lifts of all the edges of the base graph � . Therefore a small perturbation of the logs of the
periods of � arises as the quotient of a perturbation of the logs of the periods of z� which descends. The
proof is by following the greedy algorithm for length-minimizing spanning trees: repeatedly pick the
shortest edge that does not form a cycle with previous edges. Every saddle connection of . zX; Qq/ is a lift
of a saddle connection of .X; q/. Following the greedy algorithm to build z� will thus start with a lift of
the shortest edge of � and then the other lift; this does not form a cycle because the double cover of the
graph � branched over the pole is still a tree. Now, continuing inductively, assume that the first 2k edges
of z� are the lifts of the first k edges of � . The shortest saddle connection of � that has not been picked
has lifts which do not form cycles with the previously picked edges of z� , because the double cover of �
is a tree. However, any shorter edge would project down to an edge e, which, when added to the first k
edges of � , creates a cycle. Adding the two lifts of e to � and � 0 would therefore produce a graph with
first homology group of rank 2, since it would be obtained by taking two disjoint copies of a graph with
first integral homology group Z and identifying a pair of vertices. Since deleting one edge of a graph can
only decrease the rank of the first homology group by 1, it follows that adding just one lift of e would
create a cycle with the first 2k edges of � . Therefore the lift of the saddle connection e is not available to
pick as the next edge of z� . Hence the two lifts of the .kC1/st edge of � can be chosen by the greedy
algorithm, and it is possible to choose one and then the other as the next two edges of z� while following
the greedy algorithm. By induction, our claim follows, as does the reduction to the case with no poles.

Now suppose the proposition is false. We can find a sequence of counterexamples fqmg that would
converge in the sense of Definition 4.35, and the graph � , as well as which collections of vertices
correspond to vanishing clusters, are the same for all m. There would be perturbation vectors hm of the
logs of periods with khmk ! 0 such that f.logP1.qm/; : : : ; logPr.qm//C thm W t 2 Œ0; 1/g represents
log-period coordinates of saddle connections with the graph � , but .logP1.qm/; : : : ; logPr.qm//C hm
does not. If the sequence fqmg has no vanishing clusters, this follows easily from the fact that logPi is a
system of period coordinates. So we induct on the number of nested clusters.

First, we note that the edges of � contain a spanning tree for each vanishing cluster of fqmg, ie there
are n� 1 edges that are internal to each vanishing cluster with n singularities. Otherwise there would be
a trivial improvement of � by adding an edge joining two singularities in the same vanishing cluster that
were not connected by a path in � that does not go outside the cluster, and deleting some other edge. In fact,
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the edge set of � is naturally in bijection with the disjoint union of the edge sets of length-minimizing trees
of saddle connections on the quadratic differentials corresponding the various cluster differentials .X`; q`/
associated to the limit of the sequence fqmg in the compactification of Definition 4.35. To obtain the saddle
connections corresponding to a length-minimizing tree in .X`; q`/, simply delete all singularities outside S`
and contract all edges belonging to each Sj ¨S`; the remaining graph will have edges corresponding to S`.

We will show that for large enough m, each singularity is bounded away from each edge of � of which it
is not a vertex along m.Œ0; 1// WD f.logP1.qm/; : : : ; logPr.qm//C thm W t 2 Œ0; 1/g, contradicting the
fact that the coordinate system does not extend the point where t D 1.

Step 1 For any two singularities a and b, dqm
.a; b/ and the distance between a and b along the metric

graph � is uniformly comparable as m!1, ie dqm
.a; b/ P� dqm

j�.a; b/. The implied constants in P�
depend on the sequence but not on m. Moreover, both of these distances are comparable to . P�/ the
qm–diameter of the smallest vanishing cluster S`.a; b/ containing a and b, or the entire singularity set if
no such vanishing cluster exists, and comparable to the length of any saddle connection that is internal to
S`.a; b/ but not to a proper vanishing subcluster.

Proof This is clear from the definitions and Proposition 4.29, since any saddle connection whose limit is
less than every positive multiple of diamq.S`.a; b// would belong to a proper subcluster.

Step 2 Let dqmCthm
denote the metric at time t along m. For any two singularities a and b,

.d=dt/ log dqmCthm
.a; b/ is defined for almost every t , and converges to 0 uniformly along points

of definition as m!1. Moreover, log dqmCthm
.a; b/ is locally absolutely continuous, so the integral of

this derivative represents the change in length.

Proof Since the angle formed by two saddle connections varies real-analytically, the set of times at
which the configuration of saddle connections on the geodesic from a to b changes is discrete, consisting
only of isolated times at which two of the saddle connections form an angle of � . This establishes the
final claim, so we must now bound the logarithmic derivatives of distances. This is done by induction on
the nesting of the cluster containing a and b.

First, we note that the distance from a to b is the sum of the lengths of finitely many saddle connections,
and a saddle connection from c to d has period equal to the sum of the periods of saddle connections of
the path from c to d in � with appropriate signs. There are therefore only finitely many ways to express
the periods of saddle connections comprising the geodesic from a to b as linear combinations of periods
from � , and since the geodesic does not revisit an edge, there is a bound on how many saddle connections
are in the geodesic. So the derivatives (but not necessarily logarithmic derivatives) of distances are all
uniformly bounded and tend to 0. In particular, this means that for each ı > 0, every maximal vanishing
cluster remains a ı–cluster along m for almost every m.

Now, by induction, assume that some vanishing cluster S` is, for each ı > 0, a ı–cluster in the singularity
set of each point in m for all sufficiently large m. Moreover assume that for all proper subclusters
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Sk © S`, the conclusion holds for any singularities that belong to Sk but not to a common subcluster
of Sk . Then along all but finitely many m, the unique geodesic joining each pair of singularities in Sk
consists entirely of saddle connections that are internal to Sk . We can then rescale each qm to assume Sk
has qm–diameter 1, and ignore all singularities outside of Sk . By the same arguments, the conclusion
holds for all pairs of singularities in Sk that are not in any proper vanishing subcluster. By induction, the
conclusion holds for all vertices a and b of � .

Step 3 By Step 2, no singularities collide along m as t! 1 and m may be extended to all Œ0; 1�, but with
the possibility that some edges of � may degenerate to concatenations of saddle connections rather than
saddle connections at .1/. Moreover, for each pair of singularities a and b, the direction of the geodesic
from a to b varies almost everywhere differentiably, locally absolutely continuously, and with derivative
uniformly tending to 0 on points of definition asm!0. In particular, for each saddle connection that exists
along  , the angle changes absolutely continuously, and differentiably with uniformly bounded derivative.

Proof It is sufficient to show that the imaginary part of the logarithmic derivative of the period of every
saddle connection goes to 0 as m!1. If a and b are joined by a saddle connection at some point
along m and m is sufficiently large, let S`.a; b/ be the minimal vanishing cluster containing a and b.
For all points qmC thm on  we have dqmCthm

.a; b/ P� diamqm
.S`.a; b//. The period of the saddle

connection joining a and b is a bounded linear combination of periods of saddle connections of � internal
to S`.a; b/, all of which are at most a bounded multiple of dqmCthm

.a; b/, and each of these periods
has logarithmic derivative going to 0 as m!1. It follows that the logarithmic derivative of the saddle
connection joining a to b goes to 0.

Step 4 By Step 2 no singularities collide along m as t ! 1, so it must be the case that the distance
from some singularity a to an edge of � joining two vertices b; c ¤ a goes to 0 along m as t ! 1. The
only way this can happen is if dqm

.a; b/=dqm
.b; c/! 0 or dqm

.a; c/=dqm
.b; c/! 0.

Proof By the length-minimizing property, each saddle connection of � is a side of two equilateral
singularity-free triangles in qm. Then d.a; b/Cd.a; c/! d.b; c/ along m as t! 1, but since distances
are preserved up to a small multiplicative error, limm!1.dqm

.a; b/C dqm
.a; c//=dqm

.b; c/! 1. Now,
if b and c belong to a vanishing cluster not containing a this is impossible, and if the only vanishing
clusters containing a and one of b or c contains all three, then a is not on the geodesic joining b and c in
the cluster differential associated to this vanishing cluster.

Step 5 Assume that as t ! 1 along infinitely many m, the singularities a and b belong to a vanishing
cluster S`, and b is joined to a vertex c … S` by an edge of � . Then the angle formed at b by the geodesic
from b to c and the geodesic from b to a remains bounded away from 0 along m.

Proof This is obvious from Step 3, since the geodesic joining a to b is a concatenation of saddle
connections. This completes the proof, since as t ! 1, the distance between a and any saddle connection
in � not containing a does not tend to 0 along m as t ! 1.
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Proposition B.2 Let K be a compact subset of Mg;n or a moduli space of cluster differentials. Then
there is some �.K/ > 0 such that for all half-translation surfaces .X; q;†/, length-minimizing systems
of saddle connections whose pairs of lifts added with opposite signs form a basis for H 1

odd.
zX; z†/ persist

when the logs of their periods all change by at most �.K/.

Proof The first thing we observe is that given a sequence that converges in the sense of Definition 4.35,
the collection of saddle connections that belong to saddle connections internal to vanishing clusters is
either linearly independent or has exactly one dependence relation, which we will describe. Cutting zX
along this system of saddle connections produces either one connected component or two, and if produces
two components the relation is that the sum of the lifts of the edges that divide the length-minimizing tree
into two components, each of which contains an odd number of cone points of cone angle an odd multiple
of � , taken with appropriate signs, is the shared boundary of two surfaces. Therefore all but the longest
such edge will be included in any length-minimizing system of saddle connections. By Proposition B.2
all of the saddle connections in the length-minimizing system internal to vanishing clusters will persist,
since a perturbation that changes the log-periods of all k of the remaining saddle connections by at most
� changes the log-period of the longest one by O.k�/. The proof that saddle connections that are not
internal to vanishing clusters persist is essentially the same as in the cluster differential case, since . zX; Qq/
admits a cover branched only over the poles, and the universal cover of this is complete and nonpositively
curved, so there is a unique geodesic joining each pair of points.

Proof of Lemma 4.43 This is immediate from Lemma 4.20, and Propositions 4.13 and B.2.

Definition B.3 A length-minimizing period-coordinate system for .X; q/ is persistent for .X 0; q0/ if for
each coordinate, the change in the log-period is less than the quantity �.K/ for some compact set K
containing .X; q/ in its interior.

Proof of Proposition 4.41 First, we note that there is an upper bound on the systole of .X; q/ and a
lower bound on the diameter of .X; q/ coming from K. We can fix a compact set K 0 � QD1.Mg;n/

which contains the projection of K to the moduli space Mg;n, defined to be all surfaces .X; q/ with some
fixed lower bound on the dq–systole and some fixed upper bound on the dq–diameter. For all period
coordinate systems on K 0 with upper bound L on the length of the saddle connections used, as .X; q/
varies, the q–distances between pairs of singularities, the systole, and the diameter of .X; q/ are uniformly
Lipschitz with respect to the path metric dEuclidean, since there are locally finitely many period coordinate
systems by Proposition A.1. Since there is a neighborhood of K which projects to K 0, and the path  can
be assumed to lie entirely in K 0, the proposition follows easily from the Lipschitz property.

Proof of Proposition 4.44 Clearly the only way a sequence of counterexamples is possible is if

dEuclidean.Xm; Ym/

�m
! 0:
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Obviously a sequence of counterexamples contains a subsequence in which fXmg converges in the sense
of Notation 5.3 by passing to a subsequence. Moreover, we can assume that for every vanishing cluster
D of fXmg, the ratio diamqm

.D/=�m converges in Œ0;1�.

Moreover, we can pick a system of period coordinates that consists of a maximal set of saddle connections
internal to vanishing clusters whose periods are linearly independent in H 1. zX; z†IC/, and a length-
minimizing set of complementary geodesic arcs in Xm whose endpoints are singularities, that complete
the system of period coordinates. Note that the saddle connections defining coordinate system are internal
to vanishing clusters if and only if their lengths go to 0. Then, in these systems of period coordinates, we
make the following claim:

Claim B.4 The complementary geodesic arcs can be chosen (Hausdorff ) continuously on the straight
line-segment path from Xm to Ym, and the change in their periods is P� �m as m!1.

Proof The only periods that change are those whose lengths are bounded away from zero, and the
perturbations are close to zero. Thus the length-minimizing coordinate system is persistent. The claim is
thus immediate from Proposition B.2 and the fact that distance in each of the finite permissible coordinate
systems is uniformly comparable to distance in the length-minimizing system.

If a sequence of counterexamples exists then we can of course choose them to lie in the principal stratum,
since the principal stratum is dense on each coordinate chart.

Now, we assume that we have a counterexample sequence f.Xm; Ym/g1mD1 with

dEuclidean.Xm; Ym/ < �
0
m D o.�m/;

ie limm!1 �0m=�mD0. Then we will show that pairs of corresponding complementary saddle connections
of Xm and Ym in the persistent coordinate chart have periods differing by o.�m/.

Consider a path m.t/ from Xm to Ym that is rectifiable, parametrized by arc length, and of length �0m
with respect to dEuclidean. For 1� j � 4g� 4C 2n, make Hausdorff continuous choices of singularities
a
j
m.t/ with the property that for each t , the collection of cone points ajm.t/, counted with multiplicity,

are the singularities of m.t/, where ajm.t/ for 1� j � n correspond to the marked points and ajm.t/ for
nC 1� j � 4g� 4Cn correspond to the zeros with multiplicity (or multiplicity �1 if they collide with
marked points). These choices are not unique, but they are unique up to a permutation of the singularities
that preserves maximal vanishing clusters, since all nonuniqueness is caused by collisions of singularities,
and this can only happen to two singularities in the same vanishing cluster. For a proof that it is possible
to continuously choose a root along the path  , see eg [Armstrong 1968, Lemma 1].

Then t runs from 0 to �0m, and let `m.t/ be a continuous choice of a simple (non-self-intersecting) geodesic
joining ajm.t/ and akm.t/ such that `m.0/ is one of the complementary saddle connections that is part of
the length-minimizing system for Xm. We note that this simple geodesic is not quite determined by its
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endpoints and homotopy class because there may be poles, but there are at most two choices for each
pair of endpoints and they can be chosen continuously by passing to an appropriate finite branched cover
branched only over marked points and branched over all marked points, if such exist. (In particular, this
operation is defined over the base surface, so this finite cover varies in a Lipschitz manner over QD.Tg;n).)
In fact, we may assume that we picked the functions arm.t/ to be projections of continuous choices of
singularities in this branched double cover; each such choice determines a unique choice of `m.t/. For
the remainder of the proof we may assume `m.t/ is chosen continuously in the universal cover of some
branched cover.

In particular, the length of `m.t/ is bounded above and bounded away from 0. Then, by the definition of
the Euclidean path metric, the following are uniformly Lipschitz in t , ie Lipschitz with a constant that
holds for all sufficiently large m:

(1) the length of `m.t/,

(2) the distance between any two choices of ˛rm.t/ and ˇrm.t/, if these are two possible ways of
choosing arm.t/, for each r ,

(3) the diameter of the maximal vanishing cluster containing arm along m.t/, for each r ,

(4) the distance from any singularity arm.t/ to `m.t/, and

(5) the slope of the longest segment of `m.t/, measured as an angle in R=�Z.

Let bjm be the singularity that corresponds to ajm.0/ in the persistent coordinate system for Xm that
extends to Ym. In order for us to get a contradiction it must be the case that for some choice of aj and ak
the singularity ajm.�m/ in Ym is not equal to bjm, since otherwise the length and angle of `m.�m/, and
hence also the period of the corresponding saddle connection, would each differ by O.�m/ from `m.0/.
In fact, it must be the case that for some j , �0m=dY .bm; a

j
m.�
0
m//! 0. Otherwise, we could move the

endpoints of the geodesic joining ajm.t/ and akm.t/ to bjm and bkm, and so the length of the geodesic, and
the slope of the longest segment, would vary in a manner that is Lipschitz in the change of the endpoints.
The resulting geodesic joining bjm and bkm would be a single saddle connection, whose length and angle
are o.�m/ away from the period of the saddle connection joining am.0/ and bm.0/.

Finally, we show that ajm.�0m/ and akm.�
0
m/ are O.�0m/ away from the singularities bjm and bkm in Ym,

which makes this contradiction impossible. If we vary the endpoints in Ym along rectifiable curves, the
distance and angle of the longest segment again vary in a uniformly Lipschitz manner with respect to the
endpoints. So we can therefore move the endpoints to the singularities corresponding to am and bm, and
conclude that their lengths and angles have changed by o.�m/. However, this is also impossible, since a
singularity that is not an endpoint of a saddle connection of length M in a length-minimizing system
and is distance d away from both ends of the saddle connection is distance at least min

�p
3
2
d;M

�
away

from the saddle connection. (This is due to the fact that the original saddle connection is a side of two
singularity-free equilateral triangles). This gives a contradiction to item (4) above.
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Topological Hochschild homology of truncated Brown–Peterson spectra, I

GABRIEL ANGELINI-KNOLL

DOMINIC LEON CULVER

EVA HÖNING

We compute the topological Hochschild homology of sufficiently structured forms of truncated Brown–
Peterson spectra with coefficients. In particular, we compute THH�.BhniIHZ.p// for all n, where Bhni

is an E3 form of BPhni for certain primes p, and THH�.Bh2iIM / for M 2 fk.1/; k.2/g. For example,
this gives a computation of THH.tafD

IM / for M 2 fHZ.3/; k.1/; k.2/g where tafD is the E1 form of
BPh2i constructed by Hill and Lawson.

16E40, 19D55, 55N22, 55P43, 55Q51; 55P42, 55Q10, 55T99

1 Introduction

Topological Hochschild homology and cohomology are rich invariants of rings, or more generally ring
spectra, with applications to such fields as string topology [Cohen and Jones 2002], deformation theory
of A1 algebras [Angeltveit 2008], and integral p–adic Hodge theory [Bhatt et al. 2019]. Topological
Hochschild homology is also a first order approximation to algebraic K–theory in a sense made precise
using Goodwillie calculus by [Dundas and McCarthy 1994].

Algebraic K–theory of ring spectra that arise in chromatic stable homotopy theory are of particular interest
because of the program of Ausoni and Rognes [2002], which suggests that algebraic K–theory shifts
chromatic complexity up by one, a higher chromatic height analogue of conjectures of Lichtenbaum [1973]
and Quillen [1975]. A higher chromatic height analogue of one of the Lichtenbaum–Quillen conjectures
was recently proven for truncated Brown–Peterson spectra BPhni by [Hahn and Wilson 2018]. However,
it is still desirable to have a more explicit computational understanding of algebraic K–theory of BPhni
in order to understand the étale cohomology of BPhni as suggested by Rognes [2014, Sections 5 and 6].

One of the most fundamental objects in chromatic stable homotopy theory is the Brown–Peterson
spectrum BP, which is a complex oriented cohomology theory that carries the universal p–typical formal
group. The coefficients of BP are the symmetric algebra over Z.p/ on generators vi for i � 1, and we may
form truncated versions of BP, denoted by BPhni, by coning off the regular sequence .vnC1; vnC2; : : : /.
More generally, we consider forms of BPhni, in the spirit of [Morava 1989], which are constructed
by coning off some sequence .v0

nC1
; v0

nC2
; : : : / of indecomposable algebra generators in BP� where

jv0
k
j D jvk j (see Definition 2.1 for a precise definition). We will be most interested in working with forms
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of BPhni that are Em–ring spectra for sufficiently large m. We will refer to such spectra as Em forms
of BPhni. For example, the spectrum HZ.p/ is an E1 form of BPh0i, and ` is an E1 form of BPh1i at
all primes by [Baker and Richter 2008].

In the last decade E1 forms of BPh2i were constructed at the prime p D 2 by [Lawson and Naumann
2012] and p D 3 by [Hill and Lawson 2010]. Lawson and Naumann [2012] used the moduli stack
of formal groups with a �1.3/–structure to construct an E1 form of BPh2i at the prime 2 denoted by
tmf1.3/. Hill and Lawson [2010] used a quaternion algebra D of discriminant 14 and its associated
Shimura curve XD to construct an E1 form of BPh2i at the prime p D 3, denoted by tafD . Even more
recently, Hahn and Wilson [2022] constructed an E3 form of BPhni at all primes and for all n, which
we denote by BPhni0. This is especially interesting since no E2.p2C2/ form of BPhni exists for n � 4

by Lawson [2018] at the prime p D 2 and Senger [2017] at primes p > 2. Highly structured models for
truncated Brown–Peterson spectra make computations of invariants of these truncated Brown–Peterson
spectra more tractable, and therefore they will be important for our calculations.

For small values of n, the calculations of THH�.BPhni/ are known and of fundamental importance.
The first known computations of topological Hochschild homology are those of Bökstedt [1985] for
THH�.HFp/ and THH�.HZ.p//. To illustrate how fundamental these computations are, we point out
that the computation THH�.HFp/ Š P .�0/ where j�0j D 2 is the linchpin for a new proof of Bott
periodicity [Hesselholt and Nikolaus 2020]. McClure and Staffeldt [1993] computed the Bockstein
spectral sequence

THH�.`IHFp/Œv1�) THH�.`I k.1//;

which was extended by Angeltveit, Hill, and Lawson [Angeltveit et al. 2010] to compute the square of
spectral sequences

THH�.BPh1iIHFp/Œv0; v1� +3

��

THH�.BPh1iIHZ.p//p Œv1�

��
THH�.BPh1iI k.1//Œv0� +3 THH�.BPh1iIBPh1i/p

This gives a complete computation of THH�.BPh1i/.

Let Bhni denote an E3 form of BPhni (see Definition 2.1).1 In Proposition 2.7 we compute

THH�.BhniIHFp/ŠE.�1; : : : ; �nC1/˝P .�nC1/;

where j�i j D 2pi � 1 and j�nC1j D 2pnC1, as a consequence of work of [Angeltveit and Rognes 2005].
Hahn and Wilson [2018] calculated the groups THH�.Bhni=MU/, but working over MU significantly
simplifies the calculation. Ausoni and Richter [2020] computed THH�.E.2// under the assumption that
E.2/D BPh2iŒv�1

2
� has an E1–ring structure and gave a conjectural answer for THH�.E.n//, which is

consistent with our calculations. These are currently the only known results for n� 2.

1Note that there is a spectrum commonly denoted by B.n/D v�1
n P .n/ in other references (eg [Ravenel 1986]) and our notation

and meaning is distinct.
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The main three results of this paper are computations of the Bockstein spectral sequences

THH�.BhniIHFp/Œv0�) THH�.BhniIHZ.p//p;(1-1)

THH�.Bh2iIHFp/Œv1�) THH�.Bh2iI k.1//;(1-2)

THH�.Bh2iIHFp/Œv2�) THH�.Bh2iI k.2//;(1-3)

where Bhni is an E3 form of BP hni and we assume p � 3 for our computation of the spectral se-
quence (1-2). The Bockstein spectral sequences (1-2) and (1-3) are of similar computational complexity
to the main result of McClure and Staffeldt [1993] and we were inspired by their work.

We summarize our three main results as follows: First, we compute the topological Hochschild homology
of an E3 form of BPhni with HZ.p/ coefficients.

Theorem A (Theorem 3.8) Let Bhni be an E3 form of BPhni and at p > 2 assume the error term (3-7)
vanishes. Then there is an isomorphism of graded Z.p/–modules

THH�.BhniIHZ.p//ŠEZ.p/.�1; : : : ; �n/˝ .Z.p/˚T n
0 /

where T n
0

is an explicit torsion Z.p/–module defined in (3-11).

In particular, the error term (3-7) vanishes for any E4 form of BPhni such as Bh2iD tafD . It is possible that
the error term (3-7) also vanishes for Bhni D BPhni0 where BPhni0 is the E3 form of BPhni constructed
by Hahn and Wilson [2022] at odd primes, but it is not known to the authors. Theorem 3.8 also holds for
Bh2i D tmf1.3/ and Bhni D BPhni0, where BPhni0 is the E3 form of BPhni at the prime 2 constructed
by Hahn and Wilson [2022].

Second, we compute the topological Hochschild homology of an E3 form Bh2i of BPh2i at p � 3 with
k.1/ coefficients.

Theorem B (Theorem 4.6) Let Bh2i denote an E3 form of BPh2i at an odd prime p. There is an
isomorphism of P .v1/–modules

THH�.Bh2iI k.1//ŠE.�1/˝ .P .v1/˚T 2
1 /

where T 2
1

is an explicit v1–torsion P .v1/–module defined in (4-3).

In particular, this result holds for Bh2i D tafD and BPh2i0 at odd primes.

Finally, we compute topological Hochschild homology of any E3 form of BPh2i with k.2/ coefficients.

Theorem C (Theorem 5.5) Let Bh2i be an E3 form of BPh2i. There is an isomorphism of P .v2/–
modules

THH�.Bh2iI k.2//Š P .v2/˚T 2
2 ;

where T 2
2

is an explicit v2–torsion P .v2/–module defined in (5-2).
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In particular, this result holds for Bh2i D tafD , Bh2i D tmf1.3/, and BP h2i0 at any prime. We end with
a conjectural answer (see Conjecture 5.6) for THH�.BhniI k.m// for all integers 1�m� n and any E3

form of Bhni at a prime p.

We now outline our approach to computing THH�.tafD/ in the sequels to this paper. There is a cube of
Bockstein spectral sequences

(1-4)

HF3

!)

��

+3 HZ.3/
#+

��

k.1/

��

+3 Bh2i=v2

��

k.2/

!)

+3 Bh2i=v1

#+
Bh2i=3 +3 Bh2i

where we use the abbreviation M=x)M for the Bockstein spectral sequence with signature

THH�.tafD
IM=x/Œx�) THH�.tafD

IM /;

where M 2 fHZ.3/; k.1/; k.2/; tafD=3; tafD=v1; tafD=v2; tafD
g. Here we write tafD=x for the cofiber

of a representative of an element x 2 �2k tafD regarded as a tafD–module map †2k tafD
! tafD . In

the sequels to this paper, we plan to compute THH�.tafD
IM / for M D tafD=3 and M D tafD=v1

by comparing the edges of the cube of Bockstein spectral sequences to the Hochschild–May spectral
sequence [Angelini-Knoll and Salch 2018] and the Brun spectral sequence [Höning 2020], which compute
the diagonals of the faces of the cube directly. Finally, we plan to compute THH�.tafD/ by again
comparing the Hochschild–May spectral sequence to the relevant Bockstein spectral sequences in addition
to cosimplicial descent techniques.

Conventions We write F�X for ��.F ^X / for any spectra F and X . We also use the shorthand H�.X /

for .HFp/�X for any spectrum X . We write PD to mean that an equality holds up to multiplication by a unit.
The dual Steenrod algebra H�.HFp/ will be denoted by A� with coproduct � WA�!A�˝A�. Given
a left A�–comodule M , its left coaction will be denoted by � WA�!A�˝M , where the comodule M

is understood from the context. The antipode � WA�!A� will not play a role except that we will write
N�i WD �.�i/ and N�i WD �.�i/.

When not otherwise specified, tensor products will be taken over Fp and HH�.A/ denotes the Hochschild
homology of a graded Fp–algebra relative to Fp. We will let PR.x/, ER.x/ and �R.x/ denote a
polynomial algebra, exterior algebra, and divided power algebra over R on a generator x. When RD Fp ,
we omit it from the notation. Let Pi.x/ denote the truncated polynomial algebra P .x/=.xi/.
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2 Topological Hochschild homology mod .p; : : : ; vn/

We begin by giving a precise definition of an Em form Bhni of BPhni. We then compute topological
Hochschild homology of an E3 form Bhni of BPhni at an arbitrary prime p with coefficients in HFp.
First, recall that there is an isomorphism BP� Š Z.p/Œvi j i � 1� and an isomorphism

BP�BPŠ Z.p/Œvi j i � 1�Œti j i � 1�

where the degrees of the generators are jvi j D jti j D 2pi � 2 for i � 1. The generators ti are determined
by the canonical strict isomorphism f from the universal p–typical formal group law to itself given by
the power series

f �1.x/D

FX
i�0

tix
pi

where F is the universal p–typical formal group law [Ravenel 1986, Lemma A2.1.26]. We let vi be the
Araki generators. Note that the Araki generators agree with Hazewinkel generators mod p [Ravenel 1986,
Theorem A2.2.3].

2.1 Forms of BPhni

We fix a precise notion of a form of the truncated Brown–Peterson spectrum in the spirit of [Morava
1989] below.

Definition 2.1 (cf [Lawson and Naumann 2014, Definition 4.1]) Fix integers m� 1 and n� 0. By an
Em form of BPhni (at the prime p), we mean a p–local Em–ring spectrum R equipped with a complex
orientation MU.p/!R such that the composite

Z.p/Œv1; : : : ; vn�! BP�! ��MU.p/! ��R

is an isomorphism.

Remark 2.2 Note that we do not assume that an Em form of BPhni at the prime p is an Em MU–algebra,
and therefore Definition 2.1 differs slightly from the definition of an Em MU–algebra form of BPhni
appearing in work of Hahn and Wilson [2022, Definition 2.0.1]. An Em MU–algebra form of BPhni in
the sense of [Hahn and Wilson 2022, Definition 2.0.1] is an Em form of BPhni at the prime p in the sense
of Definition 2.1. The distinction arises because, for example, tafD is an E1 form of BP h2i; however it
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is not known, at least to the authors, whether the complex orientation MU! tafD can be elevated to an
E1–ring spectrum map. Nonetheless, we know that the map MU! tafD is an E2–ring spectrum map
by [Chadwick and Mandell 2015, Theorem 1.2], which is sufficient for our purposes.

Notation 2.3 Throughout, we let Bhni denote an E3 form of BPhni at the prime p in the sense of
Definition 2.1 for n� 0.

We collect some consequences of Definition 2.1.

Proposition 2.4 Since Bhni is an E3 form of BPhni at the prime p for m� 3, the following hold :

(1) There are indecomposable algebra generators v0i with v0i D vi for 1� i � n such that

BP�=.v0k j k � nC 1/Š ��Bhni:

(2) The orientation MU.p/!Bhni lifts to an E2–ring spectrum map and consequently there is an E2–
ring spectrum map BP!Bhni realizing the canonical quotient map BP�! BP�=.v0k j k � nC1/

on homotopy groups.

(3) There is an E3–ring spectrum map Bhni !HZ.p/ and the map induced by the composite

(2-1) Bhni !HZ.p/!HFp

in mod p homology provides an isomorphism

H�.Bhni/ŠA==E.n/� �A�

of A�–comodule Fp–algebras onto its image in the dual Steenrod algebra.

(4) If Bhni is E3 and x1; : : : ;xn is a regular sequence of elements in Bhni�, then one can construct
the spectrum Bhni=.x1;x2; : : : ;xn/ as an E1 Bhni–algebra.

(5) The p–completion of Bhni is weakly equivalent to the p–completion of any other Em form of
BPhni at the prime p in the category of spectra.

Proof For part (1) set v0i WD vi � fi.v1; : : : ; vn/ for i � nC 1, where fi.v1; : : : ; vn/ is the image of
vi under BP� ! BPhni� Š Z.p/Œv1; : : : ; vn�. Part (2) follows by applying [Chadwick and Mandell
2015, Theorem 1.2]. Part (3) is [Lawson and Naumann 2014, Theorem 4.4]. Part (4) follows from
[Angeltveit 2008, Section 3] (cf [Hahn and Wilson 2018, Theorem A]). Part (5) is [Angeltveit and Lind
2017, Theorem A].

Example 2.5 The Eilenberg–Mac Lane spectrum HZ.p/ is an E1 form of BPh0i. The Adams summand
` is an E1 form of BPh1i by [Baker and Richter 2008, Corollary 1.4].

Notation 2.6 Let tmf1.3/ denote the E1 form of BPh2i constructed by Lawson and Naumann [2012]
at p D 2. Let tafD denote the E1 form of BPh2i constructed by Hill and Lawson [2010] at p D 3. Let
BPhni0 denote the E3 form of BPhni constructed by Hahn and Wilson [2022] at all primes.
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2.2 Topological Hochschild homology mod .p; : : : ; vn/

The mod p homology of THH.BPhni/ has been calculated by Angeltveit and Rognes [2005, Theorem 5.12]
assuming that BPhni is an E3–ring spectrum. Their argument also applies to topological Hochschild
homology of any E3 form Bhni of BPhni at a prime p, as we now explain. By Proposition 2.4, the
linearization map (2-1) induces an isomorphism

H�.Bhni/Š

�
P . N�1; N�2; : : : /˝E. N�nC1; N�nC2; : : : / if p � 3;

P . N�2
1
; : : : ; N�2

nC1
; N�nC2; : : : / if p D 2;

with its image in A� as an A�–subcomodule algebra of A�. By [Brun et al. 2007, Theorem 3.4], the
spectrum THH.BhniIHFp/ is an E2–ring spectrum and the unit map

HFp! THH.BhniIHFp/

is a map of E2–ring spectra. Using [Brun et al. 2007, Section 3.3], the proof of [Angeltveit and Rognes
2005, Proposition 4.3] carries over mutatis mutandis and implies that the Bökstedt spectral sequence with
signature

E2
�;� D HH�;�.H�.Bhni/IA�/)H�.THH.BhniIHFp//

is a spectral sequence of A�–comodule algebras. As in [Angeltveit and Rognes 2005, Section 5.2], the
spectral sequence collapses at the E2–page if p D 2. If p � 3, one can use the map to the Bökstedt
spectral sequence with signature

E2
�;� D HH�;�.A�/)H�.THH.HFp//

to determine the differentials (cf [Angeltveit and Rognes 2005, Section 5.4]). Since Bhni is an E3–ring
spectrum, Dyer–Lashof operations are defined on H�.Bhni/ and H�.THH.BhniIHFp// in a range
that is sufficient to resolve the multiplicative extensions (see [Angeltveit and Rognes 2005, Proof of
Theorem 5.12]). We get an isomorphism of A�–comodule A�–algebras

(2-2) H�.THH.BhniIHFp//Š

�
A�˝E.� N�1; : : : ; � N�nC1/˝P .� N�nC1/ if p � 3;

A�˝E.� N�2
1
; : : : ; � N�2

nC1
/˝P .� N�nC2/ if p D 2:

Since � W H�.Bhni/ ! H�C1.THH.Bhni// ! H�C1.THH.BhniIHFp// is a comodule map and a
derivation, the A�–coaction of

H�.THH.BhniIHFp//

can be deduced from that of H�.Bhni/�A� (cf [Angeltveit and Rognes 2005, Proof of Theorem 5.12]):
for p � 3 the classes � N�i for 1� i � nC 1 are A�–comodule primitives and we have

(2-3) �.� N�nC1/D 1˝ � N�nC1C N�0˝ � N�nC1:

For p D 2 the classes � N�2
i for 1� i � nC 1 are A�–comodule primitives and we have

(2-4) �.� N�nC2/D 1˝ � N�nC2C
N�1˝ � N�

2
nC1:

Algebraic & Geometric Topology, Volume 24 (2024)



2516 Gabriel Angelini-Knoll, Dominic Leon Culver and Eva Höning

Proposition 2.7 Let Bhni be an E3 form of BPhni. There is an isomorphism of graded Fp–algebras

(2-5) THH�.BhniIHFp/ŠE.�1; : : : ; �nC1/˝P .�nC1/;

where the degrees of the algebra generators are j�i j D 2pi � 1 for 1� i � nC 1 and j�nC1j D 2pnC1.

Proof Since THH.BhniIHFp/ is an HFp–module, the Hurewicz homomorphism induces an isomor-
phism between THH�.BhniIHFp/ and the subalgebra of comodule primitives in H�.THH.BhniIHFp//.
For 1� i � nC 1 we write �i WD � N�i if p � 3 and �i WD � N�

2
i if p D 2. We also define

�nC1 WD

�
� N�nC1� N�0� N�nC1 if p � 3;

� N�nC2�
N�1� N�

2
nC1

if p D 2:

Then it is clear that the subalgebra of H�.THH.BhniIHFp// consisting of comodule primitives is as
claimed.

3 Topological Hochschild homology mod .v1; : : : ; vn/

We begin by setting up the Bockstein spectral sequence. In order to ensure that this spectral sequence is
multiplicative, we compare it with the Adams spectral sequence.

3.1 Bockstein and Adams spectral sequences

Let Bhni be an E3 form of BPhni at the prime p which is equipped with a choice of generators vi in
degrees jvi j D 2pi � 2 for 0< i � n such that Bhni� DZ.p/Œv1; : : : ; vn�. Let v0 D p by convention. Let

k.i/D Bhni=.p; : : : ; vi�1; viC1; : : : ; vn/

be the E1 Bhni–algebra constructed in Proposition 2.4 (4) where k.0/DHZ.p/. We regard k.i/ as a
right Bhni ^Bhniop–module by restriction along the map

Bhni ^Bhniop
! Bhni ! k.i/:

For 0� i � n we have cofiber sequences of right Bhni ^Bhniop–modules

†jvi jk.i/
�vi
�! k.i/!HFp:

Applying the functor �^Bhni^Bhniop Bhni produces the cofiber sequence

†jvi j THH.BhniI k.i//! THH.BhniI k.i//! THH.BhniIHFp/:

Iterating this, we produce the tower

(3-1)

� � � // †2jvi jT .k.i//
�vi

//

��

†jvi jT .k.i//

��

�vi
// T .k.i//

��

†2jvi jT .HFp/ †jvi jT .HFp/ T .HFp/

where T .k.i// WD THH.BhniI k.i// and T .HFp/ WD THH.BhniIHFp/.
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This yields an exact couple after applying homotopy groups and it produces the vi–Bockstein spectral
sequence with E1–page

(3-2) E
�;�
1
D THH.BhniIHFp/Œvi �:

Note that the fact that Bhni and k.i/ are connective and have homotopy groups that are degreewise
finitely generated Z.p/–modules implies that the homotopy groups of THH.BhniI k.i// are degreewise
finitely generated Z.p/–modules, too. It follows that THH�.BhniI k.i// has the form

THH�.BhniI k.i//Š
M

l

P .vi/f˛lg˚

M
k

Prk
.vi/fˇkg

for some classes ˛l and ˇk . Here, for i D 0, P .vi/ is defined to be Z.p/ and Pr .vi/ is Z=pi . We get that

THH�.BhniIHFp/Š
M

l

Fpfalg˚

M
k

Fpfbkg˚

M
k

Fpfckg;

where al and bk are the images of ˛l and ˇk under the map THH�.BhniI k.i//! THH�.BhniIHFp/,
and ck is a preimage of vrk�1

i ˇk under the map THH�.BhniIHFp/!†jvi jC1 THH�.Bh2iI k.i//. The
differentials in the spectral sequence are given as follows: The classes al and bk are infinite cycles. The
class ck survives to the Erk

–page and we have

drk
.ck/D v

rk

i bk :

The spectral sequence converges strongly to THH�.BhniIk.i// for 0< i�n and��.THH.BhniIHZ.p//p/

for i D 0. The cofibers in the tower (3-1) are HFp–module spectra.

We now relate the Bockstein spectral sequence to the Adams spectral sequence. In order to do this, we
show that the tower (3-1) is also an Adams resolution. For the definition of an Adams resolution, the
reader is referred to [Ravenel 1986, Definition 2.1.3]. In order to show that this tower is an Adams
resolution, it must be shown that the vertical morphisms

(3-3) †mjvi j THH.BhniI k.i//!†mjvi j THH.BhniIHFp/

induce monomorphisms in mod p homology. We have equivalences of spectra

THH.BhniIM /'M ^Bhni THH.Bhni/

for M 2 fHFp; k.i/ j 0� i � ng by [Hahn and Wilson 2022, Remark 6.1.4] and consequently there is an
Eilenberg–Moore spectral sequence

TorH�Bhni
�;� .H�.M /;H�.THH.Bhni///)H�.THH.BhniIM //

for each M 2 fHFp; k.i/ j 0� i �ng. Since H�.THH.Bhni// is a free H�.Bhni/–module by [Angeltveit
and Rognes 2005, Theorem 5.12], the Eilenberg–Moore spectral sequence collapses at the E2–page
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without room for differentials. Furthermore, the morphism (3-3) induces a morphism of Eilenberg–Moore
spectral sequences. Thus, we observe that the morphism (3-3) induces the map

(3-4) H�.k.i//˝H�.Bhni/H�.THH.Bhni//!A�˝H�.Bhni/H�.THH.Bhni//

in mod p homology where the map on the first factor is induced by the linearization map k.i/!HFp.
The map (3-4) is an injection. Since H�.THH.Bhni// is a free H�.Bhni/–module, the map (3-3) induces
an injection on mod p homology. Thus, we have shown the following proposition.

Proposition 3.1 The tower (3-1) is an Adams resolution.

Thus, the Adams spectral sequence for THH.BhniI k.i// agrees with the Bockstein spectral sequence
for 0 � i � n. By [Ravenel 1986, Theorem 2.3.3], we know that the Adams spectral sequence for
THH.BhniI k.i//, and consequently the Bockstein spectral sequence, is multiplicative for 0 � i � n

from the E2–page onwards. To see that the Adams spectral sequence is in fact multiplicative from the
E1–page onwards, we prove explicitly in the case i D 0 that the d1 differential satisfies the Leibniz rule
in Lemma 3.4. In the case i > 0, we can apply a change of rings isomorphism and compute explicitly
that the E2–page is

Ext�;�
E.Qi /�

.Fp;E.�1; : : : ; �nC1/˝P .�nC1//D P .vi/˝E.�1; : : : ; �nC1/˝P .�nC1/

using the coactions discussed previously on �i and �nC1. Consequently, when i > 0 there are no nontrivial
d1 differentials. Altogether, this proves the following corollary.

Corollary 3.2 The vi–Bockstein spectral sequence computing THH�.BhniI k.i// in the case i � 1 and
�� THH.BhniIHZ.p//p in the case i D 0 is multiplicative from the E1–page onwards.

3.2 Rational topological Hochschild homology

We use the HQ–based Bökstedt spectral sequence to compute

��.L0 THH.Bhni//DHQ� THH.Bhni/D �� THH.Bhni/˝Q

for 0 � n � 1 where Bh1i D BP and L0 D LH Q is the Bousfield localization at HQ. Since BP
and Bhni are E3–ring spectra, the HQ–based Bökstedt spectral sequences are strongly convergent
multiplicative spectral sequence with signature

E2
�� D HHQ

�;�.HQ�Bhni/)HQ� THH.Bhni/

for 0� n�1. Recall that the rational homology of Bhni is

HQ�Bhni Š PQ.v1; : : : ; vn/

with jvi j D 2pi � 2 for 1� i � n�1. Thus, the E2–term of the Bökstedt spectral sequence is

E2
�;� D PQ.v1; : : : ; vn/˝Q EQ.�v1; : : : ; �vn/
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where the bidegree of �vi is .1; 2.pi � 1// for 1 � i � n � 1. Since the E2–page is generated as a
Q–algebra by classes in Bökstedt filtration degree 0 and 1, the first quadrant spectral sequence collapses
at the E2–page and E2

�;� D E1�;�. There are no multiplicative extensions, because the E1–pages are
free graded-commutative Q–algebras. Therefore, we produce isomorphisms of graded Q–algebras

THH�.Bhni/˝QŠ PQ.v1; : : : ; vn/˝Q EQ.�v1; : : : ; �vn/

with j�vi j D 2pi � 1 for 1� i � n�1. It follows that there is an equivalence

L0 THH.Bhni/'
_

x2Bn

†jxjL0Bhni;

where Bn is a graded basis for EQ.�v1; : : : ; �vn/ as a graded Q–vector space, since L0 is a smashing
localization. We may also let n D 1 and in this case Bh1i D BP and B1 is a graded basis for
EQ.�v1; �v2; : : : / as a graded Q–vector space.

By Proposition 2.4, the linearization map BPhni ! HZ.p/ is an E3–ring spectrum map. Since the
localization map HZ.p/!HQ is an E1–ring spectrum map, we may infer that the Bökstedt spectral
sequence

E2
�� D HHQ

�;�.HQ�BhniIQ/)HQ� THH.BhniIHQ/

is a spectral sequence of Q–algebras by using [Brun et al. 2007, Section 3.3] to adapt the proof of
[Angeltveit and Rognes 2005, Proposition 4.3]. This spectral sequence collapses without extensions by
the same argument as before. All of these computations are functorial with respect to the map of E2–ring
spectra BP! Bhni from Proposition 2.4. This proves the following result.

Proposition 3.3 There is an isomorphism of graded Q–algebras

(3-5) THH�.BhniIHQ/ŠEQ.�v1; : : : ; �vn/

for all 0� n�1. The map

THH�.BPIHQ/! THH�.BhniIHQ/

sends �vi to �vi for 0� i � n.

3.3 The v0–Bockstein spectral sequence

In this section, we compute the v0–Bockstein spectral sequence with signature

(3-6) E
�;�
1
D THH�.BhniIHFp/Œv0�) THH�.BhniIHZ.p//p

where Bhni is an E3 form of BPhni. At odd primes, we must assume that a certain error term (3-7)
vanishes. This error term vanishes for any E4 form of BPhni at odd primes, for example tafD .

Lemma 3.4 There is a differential
d1.�nC1/ PD v0�nC1

in the v0–Bockstein spectral sequence (3-6) and the d1 differential satisfies the Leibniz rule.
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Proof We just give the argument for p � 3 to simplify the discussion since the argument for p D 2

is the same up to a change of symbols. Recall that the classes �nC1 and �nC1 in THH�.BhniIHFp/

correspond to the comodule primitives � N�nC1 � N�0� N�nC1 and � N�nC1 in H�.THH.BhniIHFp//. We
therefore have to show that � N�nC1� N�0� N�nC1 maps to � N�nC1 under the map ˇ1 that is given by applying
H�.�/ to

†�1 THH.BhniIHFp/! THH.BhniIHZ.p//! THH.BhniIHFp/:

As above, one sees that

H�.THH.BhniIHZ.p///ŠH�.HZ.p//˝E.� N�1; : : : ; � N�nC1/˝P .� N�nC1/:

The map
H�.THH.BhniIHZ.p///!H�.THH.BhniIHFp//

is induced by the inclusion H�.HZ.p//!H�.HFp/. Since the elements � N�nC1 and � N�nC1 are in the
image of this map, they map to zero under ˇ1. Since N�0 is not in the image, it maps to 1 under ˇ1 (up
to a unit). Since ˇ1 is a derivation, we get ˇ1.� N�nC1 � N�0� N�nC1/

:
D � N�nC1.2 Finally, we observe that

the d1–differential satisfies the Leibniz rule because the Hurewicz map is a ring map and the Bockstein
operator ˇ1 is a derivation.

To compute the differentials dr for r > 1 we use [May 1970, Proposition 6.8].

Lemma 3.5 [May 1970, Proposition 6.8] If dr�1.x/¤ 0 in the v0–Bockstein spectral sequence (3-6)
and jxj D 2q, then

dr .x
p/ PD v0xp�1dr�1.x/

if r > 2. If r D 2 and p D 2, then

dr .x
p/ PD v0xp�1dr�1.x/CQjxj.d1.x//:

If r D 2 and p > 2, then
dr .x

p/ PD v0xp�1dr�1.x/CE;

where

(3-7) ED

.p�1/=2X
jD1

j Œd1.x/x
j�1; d1.x/x

p�j�1�1

and Œ�;��1 denotes the Browder bracket.

Remark 3.6 The result above also appears in [Bruner 1977] in the context of the Adams spectral
sequence for an H1–ring spectrum (cf [Bruner et al. 1986, Chapter VI Theorems 1.1 and 1.2]).

We note that in order to apply [May 1970, Proposition 6.8], we need the[1–product on THH.BhniIHZ.p//

to satisfy the Hirsch formula, which states that �[1 c is a derivation. We observe that the [1–product is

2Note that the Bockstein operator ˇ1 is defined for any HZ–algebra R and it is a derivation at this level of generality by
[Browder 1961; Shipley 2007].
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a chain homotopy from x �y to y cof x, which corresponds to a braiding in a braided monoidal category.
From this perspective, the Hirsch formula corresponds to the first Hexagon axiom in the definition of a
braided monoidal category [Joyal and Street 1985, Section 1, B1]. It is well documented that there is
an E2–operad in small categories with the property that algebras over this operad are braided monoidal
categories [Dunn 1997]. The nth category in this operad is the translation groupoid Brn

R
†n of the

action of the pure Artin braid group Brn on †n via the canonical inclusion Brn ! †n. We consider
the corresponding operad B2 in HZ–modules by applying the nerve of the category Brn

R
†n and then

applying the functor HZ.p/^�. In other words, the nth chain complex in the operad in chain complexes
is B2.n/DHZ.p/^N.Brn

R
†n/C. The fact that THH.BhniIHZ.p// satisfies the Hirsch formula now

follows from two facts:

(1) algebras over the operad B2 in chain complexes satisfy the Hirsch formula (cf [Dunn 1997,
Theorem 1.6]), and

(2) using [May 1972, Construction 9.6], we replace the E2 HZ.p/–algebra THH.BhniIZ.p// with an
B2 algebra without changing the underlying spectrum.

We therefore tacitly replace our E2–ring spectrum THH.BhniIHZ.p// in HZ.p/–modules with an
algebra over the operad B2 throughout the remainder of the section. The authors thank T Lawson for
suggesting this argument.

We can consequently prove the following differential pattern.

Corollary 3.7 In the spectral sequence (3-6), there are differentials

(3-8) drC1.�
pr

nC1
/ PD vrC1

0
�

pr�1
nC1

�nC1

when p D 2 under the assumption that Bhni is an E3 form. Consequently, there are differentials

d�p.k/C1.�
k
nC1/ PD v

�p.k/C1

0
�k�1

nC1�nC1

where �p.k/ denotes the p–adic valuation of k. The same formulas hold for p � 3 when the error term
(3-7) vanishes , for example when Bhni is an E4 form of BPhni.

Proof There is a differential
d1.�nC1/ PD v0�nC1

by Lemma 3.4 for any prime p. We will argue that this differential implies the differentials (3-8) for
r � 1 by applying Lemma 3.5 and observing that the obstructions vanish.

When r D 1 and p > 2, the formula (3-8) holds whenever the error term (3-7) vanishes by Lemma 3.5.
The Browder bracket Œ�;��1 vanishes by [May 1970, Proposition 6.3(iii)] when Bhni is an E4 form
of BPhni since in that case THH.BhniIHZ.p// is an E3–ring spectrum. This completes the base step in
the induction for p > 2.
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If p D 2 and r D 1, Lemma 3.4 implies that the error term for d2.�
2
nC1

/ is Q2nC2

�nC1. At p D 2,

(3-9) Q2nC2

�nC1 DQ2nC2

.� N�2
nC1/D �.Q

2nC2

. N�2
nC1//D �..Q

2nC1
N�nC1/

2/D �. N�2
nC2/D 0

as we now explain. First, the operation Q2nC2

is defined on �nC1 because 2nC2 D j�nC1j C 1 and
Bhni is an E3 form of BPhni by assumption. The first equality in (3-9) holds by definition of �3, the
second equality holds because � commutes with Dyer–Lashof operations by [Angeltveit and Rognes
2005, Proposition 5.9], the third equality holds by [Bruner et al. 1986, Chapter III, Theorem 2.2], and
the last equality holds because � is a derivation in mod p homology, by [Angeltveit and Rognes 2005,
Proposition 5.10]. This completes the base step in the induction at p D 2.

Now let ˛ D �p.k/ and let p be any prime. We have that k D p˛j where p does not divide j . So, by
the Leibniz rule,

d˛C1.�
k
nC1/D d˛C1..�

p˛

nC1
/j /D j�

p˛.j�1/
nC1

d˛C1.�
p˛

nC1
/

D j v˛C1
0

�
p˛.j�1/
nC1

�
p˛�1
nC1

�nC1 D v
˛C1
0

�k�1
nC1�nC1

since j is not divisible by p and therefore is a unit in Fp.

We now argue that the classes �i for 1 � i � n are not p–torsion in THH.BhniIHZ.p//. Recall from
Proposition 3.3 that there is an isomorphism

THH�.BhniIHQ/ŠEQ.�v1; : : : ; �vn/:

We claim that the map
THH�.BhniIHZ.p//! THH�.BhniIHQ/

sends �i to p�1�vi 1� i � n. To see this, we note that there is a map of E2–ring spectra BP!Bhni by
Proposition 2.4 and this produces a commutative diagram

THH.BP/

��

// THH.BPIHQ/

��

THH.BhniIHZ.p// // THH.BhniIHQ/

of E1–ring spectra by [Brun et al. 2007]. By Proposition 3.3, we know �vi maps to �vi for 1� i � n

under the left vertical map. By [Rognes 2020, Theorem 1.1], we know that

�vi � p Q�i mod .vi j i � 1/

up to a unit for some classes Q�iD� ti . Note that the choice of generators vi in [Rognes 2020, Theorem 1.1]
differ from ours, but they are the same up to a unit and modulo decomposables. Therefore there isn’t a
difference up to a unit modulo .vi j i � 1/ after applying the derivation � . There is an isomorphism

THH�.BP/ŠEBP�.
Q�k j k � 1/

and we know that Q�i maps to �i under the map

THH�.BP/! THH�.BhniIZ.p//
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for 1� i � n by Zahler [1971] and this does not depend on our choice of E3 form of BPhni. Therefore,
the elements �1; : : : ; �n are not p–torsion and there are no further differentials in the v0–Bockstein
spectral sequence (3-6). We define

(3-10) �s WD

�
�s if 1� s � nC 1;

�s�1�
ps�.nC2/.p�1/
nC1

if s > nC 1:

Note that THH�.BhniIZ.p// is finite type so we can compute THH�.BhniIZ.p// from THH�.BhniIQ/
and THH�.BhniIQp/ using the arithmetic fracture square

THH�.BhniIZ.p// //

��

Q
p THH�.BhniIZp/

��

THH�.BhniIQ/ //
Q

p THH�.BhniIQp/

This proves the following theorem.

Theorem 3.8 Let Bhni be an arbitrary E3 form of BPhni and at p > 2 assume the error term (3-7)
vanishes. Then there is an isomorphism of graded Z.p/–modules

THH�.BhniIHZ.p//ŠEZ.p/.�1; : : : ; �n/˝ .Z.p/˚T n
0 /;

where T n
0

is a torsion Z.p/–module defined by

(3-11) T n
0 D

M
s�1

Z=ps
˝PZ.p/.�

ps

nC1
/˝Z.p/f�nCs�

jps�1

nC1
j 0� j � p� 2g:

4 Topological Hochschild homology mod .p; v2/

In this section, we compute topological Hochschild homology of Bh2i with coefficients in k.1/. First we
compute topological Hochschild homology with coefficients in K.1/.

4.1 K.1/–local topological Hochschild homology

In this section we assume that p� 3 and write Bh2i for an E3 form of BPh2i. Write k.1/DBh2i=.p; v2/

for the E1 Bh2i–algebra constructed as in Proposition 2.4 and let K.1/Dk.1/Œv�1
1
�. In order to determine

the topological Hochschild homology of Bh2i with coefficients in k.1/, we first determine

THH.Bh2iIK.1//D THH.Bh2iIK.1//:

To compute the multiplicative Bökstedt spectral sequence

E2
�;� D HHK.1/�

�;� .K.1/�Bh2i/)K.1/� THH.Bh2i/;

we first need to compute K.1/�Bh2i. To compute K.1/�Bh2i we first relate it to BP�BP. Recall that

BP�BPD BP�Œt1; t2; : : : �
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with jti j D 2pi � 2. By [Ravenel 1986, Theorem A2.2.6], the right unit �R is determined by

(4-1)
FX

i;j�0

ti�R.vj /
pi

D

FX
i;j�0

vi t
pi

j

where t0 D 1 and v0 D p.

Lemma 4.1 The composite map

K.1/�˝BP� BP�BP˝BP� Bh2i�! ��.K.1/^BP .BP^BP/^BP Bh2i/ŠK.1/�Bh2i

is an isomorphism.

Proof Consider the commutative diagram

(4-2)

��.K.1/^Bh2i/ // ��.K.1/^Bh2iŒv�1
1
�/

��.K.1/^BP .BP^BP/^BP Bh2i/ //

Š

OO

��.K.1/^BP .BP^BP/^BP Bh2iŒv�1
1
�/

Š

OO

K.1/�˝BP� BP�BP˝BP� Bh2i� //

OO

��.K.1//˝BP� BP�BP˝BP� Bh2i�Œv
�1
1
�

OO

Since Bh2iŒv�1
1
� is Landweber exact, the right-hand vertical map is an isomorphism. In (4-1) the F–

summands in degree � 2p� 2 are �R.v0/, t1�R.v0/
p, �R.v1/, v0, v1 and v0t1. Thus, �R.v1/D v1 in

K.1/�˝BP� BP�BPDK.1/�Œti j i � 1�, because p D 0 in this ring. In K.1/�˝BP� BP�BP˝BP� Bh2i�,

v1˝ 1˝ 1D 1˝ v1˝ 1D 1˝ �R.v1/˝ 1D 1˝ 1˝ v1

holds. This implies that the upper and lower horizontal map in the diagram are isomorphisms. It follows
that the left vertical map is an isomorphism too.

Notation 4.2 Let fi.v1; v2/ 2 Bh2i� D Z.p/Œv1; v2� be the image of vi under BP�! Bh2i�. Define

v0i WD vi �fi.v1; v2/ 2 BP�:

Then v0i is in the kernel of BP�! Bh2i� and BP� D Z.p/Œv1; v2; v
0
3
; : : : �.

By Lemma 4.1,

K.1/�Bh2i D .K.1/�˝BP� BP�Œt1; : : : �/˝Z.p/Œv1;v2;v
0
3
;:::�Z.p/Œv1; v2�

DK.1/�Œti j i � 1�=.�R.v
0
3/; : : : /:

Lemma 4.3 For i � 0 the element �R.viC1/ 2K.1/�Œti j i � 1� actually lies in K.1/�Œt1; : : : ; ti �. In fact ,

�R.viC1/D viC1C v1t
p
i � v

pi

1
ti Cgi ;

where gi 2K.1/�Œt1; : : : ; ti�1�.

Proof We will prove the claim in k.1/�Œti j i � 1�; from this the result will follow. The reason we do
this is because we will want to make degree arguments, and hence will want to avoid negative gradings.
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In BP�BP=.p/, we have �R.v1/D v1. It also follows from (4-1) that, for i � 0,

�R.viC1/� viC1C v1t
p
i � v

pi

1
ti mod .t1; t2; : : : ; ti�1/

in BP�BP=.p/. Thus, this congruence also holds in k.1/�Œti j i � 1�. Since �R.viC1/ lifts to BP�BP=.p/
we may make our degree arguments in k.1/�Œti j i � 1�. In the ring k.1/�Œti j i � 1�, we therefore have

�R.viC1/D viC1C v1t
p
i � v

pi

1
ti Cgi ;

where gi is a polynomial in the ideal generated by t1; t2; : : : ; ti�1. Thus far we have not excluded the
possibility that a monomial divisible by tj with j � i occurs as a summand of gi .

For j > i C 1, we can exclude this possibility for degree reasons. Indeed, �R.viC1/ is homogenous of
degree 2.piC1� 1/, and when j > i C 1 the element tj has degree greater than 2.piC1� 1/. Consider
the case when j D i C 1. To exclude this case, suppose there exists a monomial m in k.1/�Œt1; : : : ; ti �

which is a summand of gi and is divisible by tiC1. Then as the degrees of tiC1 and �R.viC1/ are the
same, it follows that mD atiC1 for some a 2 Fp . If a¤ 0, then this contradicts the assumption that gi is
in the ideal .t1; : : : ; ti�1/. This shows that gi 2 k.1/�Œt1; : : : ; ti �.

We now exclude the possibility that a monomial divisible by ti occurs as a summand of gi . Note that
the summands tk�R.vj /

pk

and vk t
pk

j in (4-1) both have degree 2.pkCj � 1/. Cross terms in (4-1) from
those summands with degree less than or equal than 2.piC1� 1/ could potentially produce a ti divisible
monomial as a summand of gi . On the right-hand side of (4-1), the possible summands are those of the
form vj t

pj

i . As this must have degree at most 2.piC1� 1/, we must have j D 0; 1. These correspond,
respectively, to v0ti D pti and v1t

p
i . But p D 0 in k.1/�, so the only one to consider is v1t

p
i . This has

degree exactly 2.piC1� 1/, and so a monomial divisible by this element does not occur in gi . In fact, it
has already been accounted for.

For the left-hand side, we similarly find that the only summand which could potentially produce a ti

divisible monomial as a summand of �R.viC1/ is

ti�R.v1/
pi

D tiv
pi

1
:

As this has exactly degree 2.piC1� 1/, it does not occur in gi because it cannot be written as an element
in the ideal .t1; : : : ; ti�1/ for degree reasons. In fact, this element has already been accounted for. Thus
there are no ti divisible monomials appearing as summands of gi . Consequently, we have shown that
gi 2 k.1/�Œt1; : : : ; ti�1� as desired.

Recall from the proof of Proposition 2.4 that

v0i D vi �fi.v1; v2/

for some fi 2 Z.p/Œx;y�. In light of the previous lemma, we conclude that the class

�R.v
0
i/D �R.vi/�fi.�R.v1/; �R.v2// 2K.1/�Œti j i � 1�

also lies in K.1/�Œt1; : : : ; ti�1� for each i � 3.
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Lemma 4.4 The maps of commutative K.1/�–algebras

K.1/�Œt1; : : : ; ti�1�=.�R.v
0
3/; : : : ; �R.v

0
i//!K.1/�Œt1; : : : ; ti �=.�R.v

0
3/; : : : ; �R.v

0
iC1//

induced by precomposing the canonical quotient map with the canonical inclusion map are étale for i � 2.

Proof For ease of notation, set

Ai WDK.1/�Œt1; : : : ; ti�1�=.�R.v
0
3/; : : : ; �R.v

0
i//

for i �2. Note that Lemma 4.3 allows us to make this definition. Note also that AiC1DAi Œti �=.�R.v
0
iC1

//.
We wish to show that the map

Ai!AiC1

is an étale morphism. To do this, it is enough to show that the partial derivative of �R.v
0
iC1

/ with respect
to ti is a unit in Ai . Write @i for the partial derivative with respect to ti . Since

v0iC1 D viC1�fiC1.v1; v2/

for some fiC1 2 Z.p/Œx;y�, we can infer that

�R.v
0
iC1/D �R.viC1/�fiC1.�R.v1/; �R.v2//:

In K.1/�Œt1; t2; : : : �, we know �R.v1/D v1 since p D 0 in K.1/�, and we have

�R.v2/D v1t
p
1
� v

p
1

t1:

Thus,
@i�R.v

0
iC1/D @i�R.viC1/

for i � 2 and it suffices to show that @i�R.viC1/ is a unit in Ai .

By Lemma 4.3, we have the formula

�R.viC1/D viC1C v1t
p
i � v

pi

1
ti Cgi ;

where gi 2K.1/�Œt1; : : : ; ti�1�. Thus, we conclude that

@i�R.viC1/D�v
pi

1
2K.1/�Œt1; : : : ; ti�1�:

Since vpi

1
is a unit in K.1/�, this shows that @i�R.viC1/ is a unit in Ai .

We continue to use the notation from the proof of the previous lemma. Since each map Ai !AiC1 is
étale, we may apply [Weibel and Geller 1991, Theorem 0.1] to conclude that

HHK.1/�
�;� .K.1/�Bh2i/D colim HHK.1/�

�;� .Ai/

D colim HHK.1/�
�;� .A2/˝A2

Ai

D HHK.1/�
�;� .A2/˝A2

K.1/�Bh2i

DE.� t1/˝K.1/�Bh2i:
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Since this is concentrated in Bökstedt filtration 0 and 1, the Bökstedt spectral sequence collapses, yielding

E.� t1/˝K.1/�Bh2i ŠK.1/� THH.Bh2i/:

In the Hopf algebroid .BP�;BP�BP/, we have the formula

FX
i�0

�.ti/D

FX
i;j�0

ti ˝ t
pi

j

by [Ravenel 1986, Theorem A2.1.27]. Since the BP�BP–coaction on ti agrees with the coproduct, it is
determined by the formula

�.t1/D 1˝ t1C t1˝ 1:

Note that .K.1/�;K.1/�K.1// is a flat Hopf algebroid and K.1/�.X / is a left K.1/�K.1/–comodule
for every spectrum X . By naturality, we observe that t1 2 K.1/�Bh2i has the K.1/�K.1/–coaction
1˝ t1C t1˝ 1. Let

� WK.1/�Bh2i !K.1/�C1 THH.Bh2i/

be the usual � operator analogous to the one defined in [McClure and Staffeldt 1993]. By [Angeltveit and
Rognes 2005, Proposition 5.10], which also applies to our setting because the Hopf element �D 02K.1/�,
the operator � is a derivation. It is also clear that � is compatible with the K.1/�K.1/–comodule action
in the sense that

 .�x/D .1˝ �/. .x//;

where
 WK.1/� THH.Bh2i/!K.1/�K.1/˝K.1/� THH.Bh2i/:

It follows that � t1 2 K.1/� THH.Bh2i/ is a comodule primitive. Since there is a weak equivalence
THH.Bh2i;K.1//'K.1/^Bh2i THH.Bh2i/ by [Hahn and Wilson 2022, Remark 6.1.4], we may infer
from the Künneth isomorphism that there is an isomorphism of K.1/�–modules

K.1/� THH.Bh2iIK.1//ŠK.1/�K.1/˝E.� t1/;

where � t1 is a comodule primitive. Since THH.Bh2iIK.1// is a K.1/–module spectrum and K.1/� is a
graded field, we have that it splits as a sum of suspensions of K.1/ and that its homotopy is isomorphic to
the comodule primitives in K.1/� THH.Bh2iIK.1//. Thus, there is an isomorphism of K.1/�–modules

THH�.Bh2iIK.1//DK.1/�˝E.� t1/:

Since � t1 lifts to a class in Q�1 2 THH�.Bh2iI k.1// which projects onto �1 via the map

THH�.Bh2iI k.1//! THH�.Bh2iIHFp/

induced by the linearization map k.1/!HFp by [Zahler 1971], we simply rename this class �1.

In summary, we have proven the following theorem.
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Theorem 4.5 For Bh2i an E3 form of BPh2i and p � 3, the following hold :

(1) There is a weak equivalence

K.1/_†2p�1K.1/' THH.Bh2iIK.1//:

(2) The P .v1/–module THH�.Bh2iI k.1//, modulo v1–torsion , is freely generated by 1 and �1.

4.2 The v1–Bockstein spectral sequence

We compute THH�.Bh2iI k.1// using the spectral sequence (3-2) for nD 2 and i D 1. For s � 4, we
recursively define

�s WD �s�2�
ps�4.p�1/
3

:

For s � 1, we define

r.s; 1/ WD

�
psC1Cps�1C � � �Cp2 if s � 1 mod 2;

psC1Cps�1C � � �Cp3 if s � 0 mod 2:

Theorem 4.6 Let Bh2i be an E3 form of BPh2i and let p � 3. There is an isomorphism of P .v1/–
modules

THH�.Bh2iI k.1//ŠE.�1/˝ .P .v1/˚T 2
1 /;

where

(4-3) T 2
1 D

M
s�1

Pr.s;1/.v1/˝E.�sC2/˝P .�
ps

3
/˝Fpf�sC1�

jps�1

3
j 0� j � p� 2g:

Proof We prove by induction on s � 1 that

E
�;�
r.s;1/

DE.�1/˝
�
P .v1/˝E.�sC1; �sC2/˝P .�

ps�1

3
/˚Ms

�
with

Ms D

s�1M
tD1

Pr.t;1/.v1/˝E.�tC2/˝P .�
pt

3
/˝Fpf�tC1�

jpt�1

3
j 0� j � p� 2g;

that we have a differential dr.s;1/.�
ps�1

3
/ PD v

r.s;1/
1

�sC1, and that the classes �sC1 and �sC2 are infinite
cycles. This implies the statement.

By Theorem 4.5, the elements vs
1

are permanent cycles for every s, so the classes �2 and �3 cannot
support differentials and thus are infinite cycles. Note that we use p � 3 here; for pD 2 we would have a
possible differential d2.�3/ PD v

2
1
�1�2. Since the classes vn

1
�1 survive by Theorem 4.5, the only possible

differential on �3 is
dp2.�3/ PD v

p2

1
�2

for bidegree reasons. This differential must exist because otherwise the spectral sequence would collapse
at the E2–page by multiplicativity which would contradict Theorem 4.5. This proves the base step s D 1

of the induction. Now, assume that the statement holds for some s � 1. We then get

E
�;�
r.s;1/C1

DE.�1/˝ .P .v1/˝E.�sC2; �sC1�
ps�1.p�1/
3

/˝P .�
ps

3
/˚MsC1;
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and it suffices to show that �sC3 D �sC1�
ps�1.p�1/
3

is an infinite cycle and that

dr.sC1;1/.�
ps

3
/ PD v

r.sC1;1/
1

�sC2:

Note that the class �sC2 is an infinite cycle by the induction hypothesis. The class �sC3 is an infinite
cycle for bidegree reasons and because the classes vs

1
are permanent cycles. Note that we use p � 3 here;

for p D 2 and s even we would have a possible differential dr.s;1/Cp.�sC3/ PD v
r.s;1/Cp
1

�1�sC2. The
class �ps

3
must support a differential because otherwise the spectral sequence would collapse at this stage

which would contradict Theorem 4.5. Since the classes vn
1
�1 are permanent cycles,

dr.sC1;1/.�
ps

3
/ PD v

r.sC1;1/
1

�sC2

for bidegree reasons. Here note that vr.s;1/
1

�sC3 has the right topological degree, but the filtration degree
is too low for it to be the target of a differential on �ps

3
at the E`–page for ` > r.s; 1/. This completes

the induction step.

5 Topological Hochschild homology mod .p; v1/

In this section Bh2i is again an E3 form of BPh2i, eg tmf1.3/ at p D 2, tafD at p D 3, or BPhni0 at an
arbitrary prime p. We let k.2/ WDBh2i=.p; v1/ be the E1 Bh2i–algebra constructed in Proposition 2.4 and
let K.2/D k.2/Œv�1

2
�. The goal of this section is to compute the homotopy groups of THH.Bh2iIK.2//.

In Section 5.1, we first show that the unit map

K.2/! THH�.Bh2iIK.2//

is an equivalence. This implies that in the abutment of the v2–Bockstein spectral sequence

THH�.Bh2iIHFp/Œv2�) THH�.Bh2iI k.2//

all classes are v2–torsion besides the powers of v2. This allows us to compute this spectral sequence in
Section 5.2.

5.1 K.2/–local topological Hochschild homology

Considering a diagram analogous to (4-2), one sees that we have an isomorphism

K.2/�˝BP� BP�BP˝BP� Bh2i�! ��.K.2/^Bh2i/:

For this, note that

�R.v1/D v1 D 0 2K.2/�˝BP� BP�BPDK.2/�Œti j i � 1�

and therefore �R.v2/D v2. This implies that the equality

v2˝ 1˝ 1D 1˝ 1˝ v2

holds in the tensor product
K.2/�˝BP� BP�BP˝BP� Bh2i�:
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From this, we determine that

K.2/�Bh2i DK.2/�Œti j i � 1�=.�R.v
0
3/; : : : /:

In particular, this is a graded commutative K.2/�–algebra even at p D 2 where K.2/ is not homotopy
commutative (cf [Angeltveit and Rognes 2005, Lemma 8.9]).

Lemma 5.1 In K.2/�Œt1 j i � 1�,

�R.viC2/D viC2C v2t
p2

i � v
pi

2
ti Cgi

where gi 2K.2/�Œt1; : : : ; ti�1�.

Proof We argue similarly to Lemma 4.3 and make our arguments in the ring k.2/�Œti j i � 1�. The result
will follow from this. We have that

�R.viC2/� viC2C v2t
p2

i � v
pi

2
ti mod .t1; t2; : : : ; ti�1/;

in BP�BP=.p; v1/ (see [Ravenel 1986, Proof of Theorem 4.3.2]). Consequently, this formula also holds
in k.2/�Œti j i � 1�. This shows that in k.2/�Œti j i � 1�,

�R.viC2/D viC2C v2t
p2

i � v
pi

2
ti Cgi

for some gi in the ideal .t1; t2; : : : ; ti�1/. Since �R.viC2/ lifts to the graded abelian group BP�BP=.p; v1/,
we may also make degree arguments in k.2/�Œti j i � 1�.

Note that for degree reasons, there can be no instance of a tj with j > iC2 dividing a monomial summand
of gi . We can also exclude the possibility of tiC2 dividing a monomial in gi . Indeed, a monomial in gi

divisible by tiC2 would necessarily be just tiC2 itself, contradicting that gi is in the ideal .t1; : : : ; ti�1/.
This shows that

�R.viC2/ 2 k.2/�Œt1; : : : ; tiC1�:

for all i � 0.

We now exclude the possibility that tiC1 divides a monomial in �R.viC2/. To do this, we note that a
tiC1 divisible monomial in gi could arise from cross terms involving the universal p–typical formal
group law and the formula (4-1). Note that the only terms to consider on the right-hand side are v0tiC1

and v1t
p
iC1

, which are 0 since p D v1 D 0 2 k.2/�. On the left-hand side, we only need to consider the
terms tk�R.vjC2/

pk

of degree less than or equal to 2.piC2�1/. This immediately implies that j � i . For
k D i C 1, the term of smallest degree is tiC1�R.v2/

piC1

. The degree of this term is 2.piC3� 1/, which
is too large. Thus we can exclude the possibility that k D i C 1. Now as j � i and since we have shown
that �R.vjC2/ 2 k.2/�Œt1; : : : ; tjC1�, we see that none of the relevant terms on the left-hand side can
contribute a tiC1 divisible monomial summand to �R.viC2/. Thus we have that gi 2K.2/�Œt1; : : : ; ti �.

We are left to consider whether a ti divisible monomial could occur as a summand of gi via the cross
terms coming from the formal group law F in (4-1). On the right-hand side, we only need to consider the
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term v2t
p2

i . Here we use the fact that v1 D 0 2 k.2/�. This term has already been accounted for and is
not in gi . On the left-hand side, since we have shown that �R.vjC2/ 2 k.2/�Œt1; : : : ; tj �, the only term
we need to consider is tiv

pi

2
. Again, we have already considered this term. We can therefore conclude

that gi 2 k.2/�Œt1; : : : ; ti�1�.

Definition 5.2 We define commutative K.2/�–algebras

C0 WDK.2/�;

Ci WD Ci�1Œti �=�R.v
0
iC2/; i � 1;

and write hi W Ci�1! Ci for the map of commutative K.2/�–algebras defined as the composite of the
canonical inclusion map Ci�1!Ci�1Œti � with the canonical quotient map Ci�1Œti �!Ci�1Œti �=�R.v

0
iC2

/.

Thus we have
Ci DK.2/�Œt1; : : : ; ti �=.�R.v

0
3/; : : : ; �R.v

0
iC2//

for i � 1 and
K.2/�Bh2i D colim

i
Ci :

We proceed in the same fashion as in Section 4.1 and argue that hi W Ci�1! Ci is étale by examining the
derivative of �R.v

0
iC2

/ with respect to ti .

Lemma 5.3 The map of commutative rings hi W Ci�1! Ci from Definition 5.2 is étale.

Proof We have that
v0iC2 D viC2�fiC2.v1; v2/D viC2�fiC2.0; v2/:

Hence,
�R.v

0
iC2/D �R.viC2/�fiC2.0; v2/:

Let @i denote the partial derivative with respect to ti . Since Ci D Ci�1Œti �=.�R.v
0
iC2

//, to show the
morphism Ci�1! Ci is étale, it is enough to show that @i�R.v

0
iC2

/ is a unit. We have

@i�R.v
0
iC2/D @i�R.viC2/� @ifiC2.0; v2/D @i�R.viC2/:

From Lemma 5.1, we find that @igi D 0, and hence

@i�R.viC2/D @i.viC2C v2t
p2

i � v
pi

2
ti Cgi/D�v

pi

2

which is a unit.

Since each map Ci ! CiC1 is étale, we may apply [Weibel and Geller 1991, Theorem 0.1] to conclude
that the unit map

(5-1) K.2/�Bh2i ! HHK.2/�
�;� .K.2/�Bh2i/
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is an isomorphism of graded commutative Fp–algebras (even at p D 2). The unit map

K.2/�Bh2i !K.2/� THH.Bh2i/

is the edge homomorphism in the Bökstedt spectral sequence

E2
�;� D HHK.2/�

�;� .K.2/�Bh2i/)K.2/� THH.Bh2i/

and the input is concentrated in Bökstedt filtration zero by (5-1), so the spectral sequence collapses
without extensions yielding an isomorphism

K.2/�Bh2i ŠK.2/� THH.Bh2i/

of graded commutative Fp–algebras (even at the prime p D 2).

By the Künneth isomorphism, the map

K.2/�K.2/!K.2/� THH.Bh2i;K.2//

is an isomorphism as well. Since both K.2/ and THH.Bh2iIK.2// are K.2/–local, we obtain the
following result.

Corollary 5.4 The unit map
� WK.2/! THH.Bh2iIK.2//

is an equivalence. Consequently , the P .v2/–module THH�.Bh2iI k.2// modulo v2–torsion is freely
generated by 1.

5.2 The v2–Bockstein spectral sequence

Recall from Section 3.1 that the tower of spectra used to build the Bockstein spectral sequence (3-1) can
be identified as an Adams tower and therefore the Bockstein spectral sequence is multiplicative.

For s � 4, recursively define
�s WD �s�3�

ps�4.p�1/
3

:

For s � 1, set

r.s; 2/D

8<:
psCps�3C � � �Cp4Cp if s � 1 mod 3;

psCps�3C � � �Cp5Cp2 if s � 2 mod 3;

psCps�3C � � �Cp6Cp3 if s � 0 mod 3:

Theorem 5.5 Let Bh2i be an E3 form of BPh2i. There is an isomorphism of P .v2/–modules

THH�.Bh2iI k.2//Š P .v2/˚T 2
2 ;

where

(5-2) T 2
2 Š

M
s�1

Pr.s;2/.v2/˝E.�sC1; �sC2/˝P .�
ps

3
/˝Fpf�s�

jps�1

3
j 0� j � p� 2g:
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Proof We prove by induction on s � 1 that

E
�;�
r.s;2/

D P .v2/˝E.�s; �sC1; �sC2/˝P .�
ps�1

3
/˚Ms

with

Ms D

s�1M
tD1

Pr.t;2/.v2/˝E.�tC1; �tC2/˝P .�
pt

3
/˝Fpf�t�

jpt�1

3
j 0� j � p� 2g;

that �s , �sC1 and �sC2 are infinite cycles, and that dr.s;2/.�
ps�1

3
/ PD v

r.s;2/
2

�s . This implies the statement.

Since the vn
2

survive to the E1–page by Corollary 5.4, the classes �1, �2 and �3 are infinite cycles. The
class �3 needs to support a differential, because otherwise the spectral sequence would collapse at the
E2–page by multiplicativity, which is a contradiction to Corollary 5.4. For bidegree reasons the only
possibility is

dp.�3/ PD v
p
2
�1:

This proves the base step s D 1 of the induction. We now assume that the statement holds for some s � 1.
We then get

E
�;�
r.s;2/C1

D P .v2/˝E.�sC1; �sC2; �s�
ps�1.p�1/
3

/˝P .�
ps

3
/˚MsC1:

It now suffices to show that �sC3 D �s�
ps�1.p�1/
3

is an infinite cycle and that we have a differential
dr.sC1;2/.�

ps

3
/ PD v

r.sC1;2/
2

�sC1. We cannot have a differential of the form

dr .�sC3/ PD v
n
2�sC1�sC2

for degree reasons, so �sC3 is an infinite cycle. The class �ps

3
must support a differential, because

otherwise the spectral sequence would collapse at this stage, which is a contradiction to Corollary 5.4.
For bidegree reasons the only possibility is

dr.sC1;2/.�
ps

3
/ PD v

r.sC1;2/
2

�sC1:

Note that vr.s;2/
2

�sC3 has the right topological degree, but a too small filtration degree to be the target of
a differential on �ps

3
. This completes the inductive step.

We end with a conjectural answer for THH.BPhniI k.m// for all 1�m� n.

Conjecture 5.6 Suppose 1�m� n. Let Bhni be an E3 form of BPhni. There is an isomorphism

THH�.BhniI k.m//ŠE.�1; : : : ; �n�m/˝ .P .vm/˚T n
m/;

where

T n
m D

M
s�1

Prn.s;m/.vm/˝E.�n�mCsC1; : : : ; �nCs/˝P .�
ps

nC1
/˝Fpf�n�mCs�

p`ps�1

nC1
j 0� `� p�2g

and by convention E.�1; : : : ; �n�m/D Fp when nDm. The sequence of integers rn.s;m/ is defined by

rn.s;m/D pn�mCs
Cpn�mCs�.mC1/

C � � �CpnCj�m;

where j is the unique element in f1; : : : ;mC 1g such that s � j mod mC 1.
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Here the class �s is defined recursively by the formula

�s WD �s�.mC1/�
ps�.nC2/.p�1/
nC1

for s � nC 2 and we name the classes in the abutment that are not divisible by vn by their projection to
THH�.BhniIHFp/.

Remark 5.7 When m D 1 and n D 2, we observe that this is consistent with Theorem 4.6 where
r2.s; 1/D r.s; 1/. When mD 2 and nD 2, we observe that this is consistent with Theorem 5.5 where
r2.s; 2/D r.s; 2/.
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Points of quantum SLn coming from quantum snakes

DANIEL C DOUGLAS

We show that the quantized Fock–Goncharov monodromy matrices satisfy the relations of the quantum
special linear group SLqn. The proof employs a quantum version of the technology of Fock and Goncharov,
called snakes. This relationship between higher Teichmüller theory and quantum group theory is integral
to the construction of an SLn–quantum trace map for knots in thickened surfaces, partially developed in
previous work of the author.

20G42, 32G15, 57K31

Introduction

For a finitely generated group � and a suitable Lie group G, a primary object of study in low-dimensional
geometry and topology is the G–character variety

RG.�/D f� W �!Gg ==G

consisting of group homomorphisms � from � to G, considered up to conjugation. Here the quotient
is taken in the algebraic geometric sense of geometric invariant theory; see Mumford, Fogarty, and
Kirwan [25]. Character varieties can be explored using a wide variety of mathematical skill sets. Some
examples include the Higgs bundle approach of Hitchin [18], the dynamics approach of Labourie [23],
and the representation theory approach of Fock and Goncharov [9].

In the case where the group � D �1.S/ is the fundamental group of a punctured surface S of finite
topological type, and where the Lie group G D SLn.C/ is the special linear group, we are interested
in studying a relationship between two competing deformation quantizations of the character variety
RSLn.C/.S/ WDRSLn.C/.�1.S//. Here a deformation quantization fRqgq of a Poisson space R is a family
of noncommutative algebras Rq parametrized by a nonzero complex parameter q D e2�i„, such that the
lack of commutativity in Rq is infinitesimally measured in the classical limit „! 0 by the Poisson bracket
of the space R. In the case where RDRSLn.C/.S/ is the character variety, the bracket is provided by the
Goldman Poisson structure on RSLn.C/.S/ [15; 16].

The first quantization of the character variety is the SLn.C/–skein algebra S
q
n.S/ of the surface S; see

Bullock, Frohman, and Kania-Bartoszyńska [3], Kuperberg [22], Przytycki [27], Sikora [30], Turaev [32],
and Witten [33]. The skein algebra is motivated by the classical algebraic geometric approach to studying
the character variety RSLn.C/.S/ via its algebra of regular functions CŒRSLn.C/.S/�. An example of

© 2024 MSP (Mathematical Sciences Publishers). Distributed under the Creative Commons Attribution License 4.0 (CC BY).
Open Access made possible by subscribing institutions via Subscribe to Open.
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2538 Daniel C Douglas

a regular function is the trace function Tr W RSLn.C/.S/! C associated to a closed curve  2 �1.S/
sending a representation � W �1.S/! SLn.C/ to the trace Tr.�.// 2C of the matrix �./ 2 SLn.C/. A
theorem of classical invariant theory, due to Procesi [26], implies that the trace functions Tr generate the
algebra of functions CŒRSLn.C/.S/� as an algebra. According to the philosophy of Turaev and Witten,
quantizations of the character variety should be of a 3–dimensional nature. Indeed, knots (or links) K in
the thickened surface S� .0; 1/ represent elements of the skein algebra S

q
n.S/. The skein algebra S

q
n.S/

has the advantage of being natural, but can be difficult to study directly.

The second quantization of the SLn.C/–character variety is the Fock–Goncharov quantum space T
q
n .S/;

see Fock and Goncharov [12], Fock and Chekhov [7], and Kashaev [20]. At the classical level, Fock
and Goncharov [9] introduced a framed version RPSLn.C/.S/fr (called the X–space) of the PSLn.C/–
character variety, which, roughly speaking, consists of representations � W �1.S/! PSLn.C/ equipped
with additional linear algebraic data attached to the punctures of S. Associated to each ideal triangulation
� of the punctured surface S is a �–coordinate chart U� for RPSLn.C/.S/fr parametrized by N nonzero
complex coordinates X1; X2; : : : ; XN where the integer N depends only on the topology of the surface S
and the rank of the Lie group SLn.C/. These coordinates Xi are computed by taking various generalized
cross-ratios of configurations of n–dimensional flags attached to the punctures of S. When written in
terms of these coordinates Xi , the trace functions Tr D Tr .X

˙1=n
i / associated to closed curves 

take the form of Laurent polynomials in n–roots of the variables Xi . At the quantum level, there are
q–deformed versions Xqi of these coordinates, which no longer commute but q–commute with each other.
The quantized character variety T

q
n .S/ is obtained by gluing together quantum tori Tqn .�/, including

one for each triangulation � D � consisting of Laurent polynomials in the quantized Fock–Goncharov
coordinates Xqi . The quantum character variety T

q
n .S/ has the advantage of being easier to work with

than the skein algebra S
q
n.S/, however it is less intrinsic.

We are interested in studying q–deformed versions Trq of the trace functions Tr , associating to a closed
curve  a Laurent polynomial in the quantized Fock–Goncharov coordinates Xqi . Turaev and Witten’s
philosophy leads us from the 2–dimensional setting of curves  on the surface S to the 3–dimensional
setting of knots K in the thickened surface S� .0; 1/. In the case of SL2.C/, such a quantum trace map
was developed by Bonahon and Wong [1] as an injective algebra homomorphism

Trq.�/ W Sq2.S/ ,! T
q
2 .�/

from the SL2.C/–skein algebra to (the �–quantum torus of) the quantized SL2.C/–character variety.
Their construction is “by hand”, but is implicitly related to the theory of the quantum group Uq.sl2/ or,
more precisely, of its Hopf dual SLq2; see Kassel [21]. Developing a quantum trace map for SLn.C/
requires a more conceptual approach, making explicit this connection between higher Teichmüller theory
and quantum group theory. In a companion paper [6], we make significant progress in this direction. Our
goal here is to establish a local building block result that is essential to understanding the quantum trace
map more conceptually.
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Whereas the classical trace Tr .�/ 2 C is a number obtained by evaluating the trace of an SLn.C/–
monodromy �./ taken along a curve  in the surface S, the quantum trace TrK.X

q
i / 2 T

q
n .�/ is a

Laurent polynomial obtained from a quantum monodromy associated to a knot K in the thickened surface
S� .0; 1/. This quantum monodromy is essentially constructed by chopping the knot K into little pieces,
namely the components C of K\ .�k � .0; 1// where the �k are the triangles of the ideal triangulation �,
and associating to each piece C a local quantum monodromy matrix M

q
C 2 Mn.T

q
n .�k//. Here the

coefficients of the matrix M
q
C lie in a local quantum torus Tqn .�k/ associated to the triangle �k , closely

associated to the quantum torus Tqn .�/.

Theorem When C is an arc on the corner of a triangle �k , the Fock–Goncharov quantum matrix
M
q
C 2Mn.T

q
n .�k// is a T

q
n .�k/–point of the quantum special linear group SLqn. In other words , each

such matrix defines an algebra homomorphism

'.M
q
C / W SLqn! Tqn .�k/

by the property that the n2–many generators of the algebra SLqn are sent to the corresponding n2–many
entries of the matrix M

q
C (see Section 2.4.1).

See Theorem 2.8 (and Douglas [5, Theorem 3.10]). Our proof uses a quantum version of the technology
of Fock and Goncharov, called snakes.

The main property of the quantum trace TrK.X
q
i / 2 T

q
n .�/ is its invariance under isotopy of the knot K.

This is equivalent to invariance under a handful of local Reidemeister-like moves in the thickened
triangulated surface. These topological moves are independent of n, and can be seen as the oriented
versions of the moves depicted in [1, Figures 15–19]. In particular, due to their local nature, these
moves have a purely algebraic formulation as equalities involving n� n matrices with coefficients in
the quantum torus. Our main result is essentially equivalent to the algebraic formulation of one of these
moves, specifically that depicted in [1, Figure 17]; see also [6, Section 6].

For an independent study of these same algebraic identities underlying the isotopy invariance of the
quantum trace map, in the context of integrable systems, see Chekhov and Shapiro [4, Theorems 2.12
and 2.14] (which, in particular, reproduces our main result). This was motivated in part by Schrader
and Shapiro [28; 29]; see also Fock and Goncharov [8], Gekhtman, Shapiro, and Vainshtein [14],
and Goncharov and Shen [17]. Our work complements that of [4] by focusing attention on a single
isotopy move, and conceptualizing the associated quantum phenomenon as arising naturally from the
underlying geometry.
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1 Fock–Goncharov snakes

We recall some of the classical (as opposed to the quantum) geometric theory of Fock and Goncharov [9],
underlying the quantum theory discussed later on; see also [10; 11]. This section is a condensed version
of [5, Chapter 2]. For other references on Fock–Goncharov coordinates and snakes see [19; 13; 24].
When nD 2, these coordinates date back to Thurston’s shearing coordinates for Teichmüller space [31].

Let n 2 Z for n> 2, and V DCn be the standard n–dimensional complex vector space.

1.1 Generic configurations of flags and Fock–Goncharov invariants

A (complete) flag E in V is a collection of linear subspaces E.a/ � V indexed by 06 a 6 n, satisfying
the property that each subspace E.a/ is properly contained in the subspace E.aC1/. In particular, E.a/ is
a–dimensional, E.0/ D f0g, and E.n/ D V . Denote the space of flags by Flag.V /.

1.1.1 Generic triples and quadruples of flags There are at least two notions of genericity for a
configuration of flags. We will use just one of them, the maximum span property; for a complementary
notion, the minimum intersection property see [5, Section 2.10].

Definition 1.1 A flag tuple .E1; E2; : : : ; Ek/ 2 Flag.V /k satisfies the maximum span property if either
of the following equivalent conditions are satisfied: for all 06 a1; a2; : : : ; ak 6 n,

(1) for all a1Ca2C� � �Cak D n, the sum E
.a1/
1 CE

.a2/
2 C� � �CE

.ak/

k
DE

.a1/
1 ˚E

.a2/
2 ˚� � �˚E

.ak/

k

is direct, and thus the sum is V , or

(2) the dimension formula dim.E.a1/1 CE
.a2/
2 C � � �CE

.ak/

k
/ equals min.a1C a2C � � �C ak; n/.

In the case nD 3, such a flag triple .E; F;G/ 2 Flag.V /3 is called a maximum span flag triple, and in
the case nD 4, such a flag quadruple .E; F;G;H/ 2 Flag.V /4 is called a maximum span flag quadruple.

1.1.2 Discrete triangle The discrete n–triangle ‚n � Z3
>0 is defined by

‚n D f.a; b; c/ 2 Z3>0 j aC bC c D ng:

See Figure 1. The interior int.‚n/�‚n of the discrete triangle is defined by

int.‚n/D f.a; b; c/ 2‚n j a; b; c > 0g:

An element � 2‚n is called a vertex of‚n. Put �.‚n/Df.n; 0; 0/; .0; n; 0/; .0; 0; n/g�‚n. An element
� 2 �.‚n/ is called a corner vertex of ‚n.

1.1.3 Fock–Goncharov triangle and edge invariants For a maximum span triple of flags .E; F;G/ 2
Flag.V /3, Fock and Goncharov assigned to each interior point .a; b; c/ 2 int.‚n/ a triangle invariant
�abc.E; F;G/ 2C�f0g, defined by the formula

�abc.E; F;G/D
e.a�1/ ^f .bC1/ ^g.c/

e.aC1/ ^f .b�1/ ^g.c/

e.a/ ^f .b�1/ ^g.cC1/

e.a/ ^f .bC1/ ^g.c�1/

e.aC1/ ^f .b/ ^g.c�1/

e.a�1/ ^f .b/ ^g.cC1/
2C�f0g:

Algebraic & Geometric Topology, Volume 24 (2024)
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C

C

F‚n
.0; n; 0/

C�

�

�

GE

.1; n� 1; 0/

.n� 1; 1; 0/
.a; b; c/

.0; 1; n� 1/

.0; 0; n/.1; 0; n� 1/.n� 1; 0; 1/.n; 0; 0/

.0; n� 1; 1/

Figure 1: Discrete triangle, and triangle invariants for a generic flag triple.

Here e.a
0/, f .b

0/, and g.c
0/ are choices of generators for the exterior powers ƒa

0

.E.a
0// � ƒa

0

.V /,
ƒb
0

.F .b
0//�ƒb

0

.V /, and ƒc
0

.G.c
0//�ƒc

0

.V /, respectively. The maximum span property ensures that
each wedge product e.a

0/ ^f .b
0/ ^g.c

0/ is nonzero in ƒa
0Cb0Cc0.V /Dƒn.V /ŠC. Since there are the

same number of terms in the numerator as the denominator, �abc.E; F;G/ is independent of this choice
of isomorphism ƒn.V / Š C. Since each generator e.a

0/, f .b
0/, and g.c

0/ appears exactly once in the
numerator and denominator, �abc.E; F;G/ is independent of the choices of these generators.

The six numerators and denominators appearing in the expression defining �abc.E; F;G/ can be visualized
as the vertices of a hexagon in ‚n centered at .a; b; c/; see Figure 1.

Similarly, for a maximum span quadruple of flags .E;G; F; F 0/ 2 Flag.V /4, Fock and Goncharov
assigned to each integer 16 j 6 n� 1 an edge invariant �j .E;G; F; F 0/ by

�j .E;G; F; F
0/D�

e.j / ^g.n�j�1/ ^f .1/

e.j / ^g.n�j�1/ ^f 0.1/

e.j�1/ ^g.n�j / ^f 0.1/

e.j�1/ ^g.n�j / ^f .1/
2C�f0g:

The four numerators and denominators appearing in the expression defining �j .E;G; F; F 0/ can be
visualized as the vertices of a square, which crosses the “common edge” between two “adjacent” discrete
triangles ‚n.G; F;E/ and ‚n.E; F 0; G/; see Figure 2.

‚n
F 0

� C

GE

F

n� 1 j 1

C �

.0; 0; n/

.n; 0; 0/.0; 0; n/

.n; 0; 0/

Figure 2: Edge invariants for a generic flag quadruple.
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1.1.4 Action of PGL.V / on generic flag triples The action of the general linear group GL.V / on the
vector space V induces an action of the projective linear group PGL.V / on the space Flag.V / of flags.
The corresponding diagonal action of PGL.V / on Flag.V /n restricts to generic configurations of flags.
By an elementary argument, for nD 2 this diagonal action on generic flag pairs .E; F / has a single orbit
in Flag.V /2.

Theorem 1.2 (Fock and Goncharov) Two maximum span flag triples .E; F;G/ and .E 0; F 0; G0/ have
the same triangle invariants , namely �abc.E; F;G/ D �abc.E 0; F 0; G0/ 2 C � f0g for every .a; b; c/ 2
int.‚n/, if and only if there exists ' 2 PGL.V / such that .'E; 'F; 'G/D .E 0; F 0; G0/ 2 Flag.V /3.

Conversely , for each choice of nonzero complex numbers xabc 2C�f0g assigned to the interior points
.a; b; c/ 2 int.‚n/, there exists a maximum span flag triple .E; F;G/ such that �abc.E; F;G/D xabc
for all .a; b; c/.

Proof See [9, Section 9]. The proof uses the concept of snakes, due to Fock and Goncharov. For a
sketch of the proof and some examples see [5, Section 2.19].

1.2 Snakes and projective bases

1.2.1 Snakes Snakes are combinatorial objects associated to the .n�1/–discrete triangle ‚n�1; see
Section 1.1.2. In contrast to ‚n, we denote the coordinates of a vertex � 2 ‚n�1 by � D .˛; ˇ; /

corresponding to solutions ˛CˇC  D n� 1 for ˛; ˇ;  2 Z>0.

Definition 1.3 A snake-head � is a fixed corner vertex of the .n�1/–discrete triangle

� 2 f.n� 1; 0; 0/; .0; n� 1; 0/; .0; 0; n� 1/g D �.‚n�1/�‚n�1:

Remark 1.4 In a moment, we will define a snake. The most general definition involves choosing a snake-
head � 2 �.‚n�1/. For simplicity, we define a snake only in the case �D .n�1; 0; 0/. The definition for
other choices of snake-heads follows by triangular symmetry. We will usually take �D .n� 1; 0; 0/ and
will alert the reader if otherwise.

Definition 1.5 A left n–snake (for the snake-head � D .n� 1; 0; 0/ 2 �.‚n�1/), or just snake, � is
an ordered list � D .�1; �2; : : : ; �n/ 2 .‚n�1/n of n–many vertices �k D .˛k; ˇk; k/ in the discrete
triangle ‚n�1, called snake-vertices, satisfying

˛k D k� 1; ˇk > ˇkC1; and k > kC1 for k D 1; 2; : : : ; n:

See Figure 3. On the right-hand side, we show a snake � D .�k/k in the case n D 5 (where we have
taken some artistic license to assist the reader in locating the snake’s head and tail; in Section 3, we will
find it useful to split the snake in half down its length, as illustrated in Figure 15). On the left-hand side,
we show how the snake-vertices �k 2‚n�1 can be pictured as small upward-facing triangles � in the
n–discrete triangle ‚n.

Algebraic & Geometric Topology, Volume 24 (2024)
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‚n
‚n�1

�

�D �n D .n� 1; 0; 0/

�1

�2

.0; n� 1; 0/

.0; 0; n� 1/

.0; 0; n/

.0; n; 0/

.n; 0; 0/

Figure 3: Snake.

1.2.2 Line decomposition of V � associated to a generic triple of flags and a snake Let V � D
flinear map V !Cg. For a subspace W � V , define W ? D fu 2 V � j u.w/D 0 for all w 2W g. A line
in a vector space V 0 is a 1–dimensional subspace.

Fix a maximum span triple .E; F;G/ 2 Flag.V /3. For any vertex � D .˛; ˇ; / 2‚n�1,

dim..E.˛/˚F .ˇ/˚G.//?/D 1

by the maximum span property, since ˛CˇC  D n� 1. Consequently, the subspace

L.˛;ˇ;/ WD .E
.˛/
˚F .ˇ/˚G.//? � V �

is a line for all vertices .˛; ˇ; / 2‚n�1.

If in addition we are given a snake � D .�k/k , then we may consider the n–many lines

L�k D L.˛k ;ˇk ;k/ � V
� for k D 1; : : : ; n;

where �k D .˛k; ˇk; k/ 2‚n�1. By genericity, we obtain a direct sum line decomposition

V � D

nM
kD1

L�k :

1.2.3 Projective basis of V � associated to a generic triple of flags and a snake Given a generic flag
triple .E; F;G/ and a snake � , Fock and Goncharov construct in addition a projective basis ŒU� of V �

adapted to the associated line decomposition. Here UD fu1; u2; : : : ; ung is a linear basis of V � such
that uk 2 L�k for all k, and the projective basis ŒU� is the equivalence class of U under the relation
fu1; u2; : : : ; ung � f�u1; �u2; : : : ; �ung for all �¤ 0.

Put �k D .˛k; ˇk; k/. We begin by choosing a covector un in the line L�n � V
�, called a normalization.

Having defined covectors un; un�1; : : : ; ukC1, we will define a covector

uk 2 L�k D .E
.˛k/˚F .ˇk/˚G.k//? � V �:

Algebraic & Geometric Topology, Volume 24 (2024)
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‚n�1

F

E G

�1

� left
kC1

�
right
kC1
D �k

�kC1

C

�

�D �n

Figure 4: Three coplanar lines involved in the definition of a projective basis. For the meaning of
theC and � signs see Definition 1.6.

By the definition of snakes, we see that given �kC1 there are only two possibilities for �k , denoted by
� left
kC1

and � right
kC1

:

� left
kC1 D .˛

left
kC1; ˇ

left
kC1; 

left
kC1/ for ˛left

kC1 D k� 1; ˇleft
kC1 D ˇkC1C 1;  left

kC1 D kC1;

�
right
kC1
D .˛

right
kC1

; ˇ
right
kC1

; 
right
kC1

/ for ˛
right
kC1
D k� 1; ˇ

right
kC1
D ˇkC1; 

right
kC1
D kC1C 1:

See Figure 4, in which �k D �
right
kC1

. Thus the lines L� left
kC1

and L
�

right
kC1

can be written

L� left
kC1
D .E.k�1/˚F .ˇkC1C1/˚G.kC1//? � V �;

L
�

right
kC1

D .E.k�1/˚F .ˇkC1/˚G.kC1C1//? � V �:

It follows by the maximum span property that the three lines L�kC1 , L� left
kC1

, and L
�

right
kC1

in V � are distinct
and coplanar. Specifically, they lie in the plane

.E.k�1/˚F .ˇkC1/˚G.kC1//? � V �;

which is indeed 2–dimensional, since .k�1/CˇkC1CkC1D .n�1/�1, as ˛kC1D k. Thus, if ukC1
is a nonzero covector in the line L�kC1 , then there exist unique nonzero covectors uleft

kC1
and uright

kC1
in the

lines L� left
kC1

and L
�

right
kC1

, respectively, such that

ukC1Cu
left
kC1Cu

right
kC1
D 0 2 V �:

Definition 1.6 Having chosen a normalization un 2 L�n D L.n�1;0;0/ and having inductively defined
uk0 2 L�k0 for k0 D n; n� 1; : : : ; kC 1, define uk 2 L�k by

(1) uk DCu
left
kC1
2 L� left

kC1
if �k D � left

kC1
,

(2) uk D�u
right
kC1
2 L

�
right
kC1

if �k D �
right
kC1

.

Algebraic & Geometric Topology, Volume 24 (2024)



Points of quantum SLn coming from quantum snakes 2545

See Figure 4, which falls into (2). Note if the initial normalization un is replaced by �un for some scalar
� ¤ 0, then uk is replaced by �uk for all 1 6 k 6 n. Thus this process produces a projective basis
ŒU�D Œfu1; u2; : : : ; ung� of V �, as desired. We call UD fu1; u2; : : : ; ung the normalized projective basis
for V � depending on the normalization un 2 L�n .

1.3 Snake moves

1.3.1 Elementary matrices LetA be a commutative algebra with 1, such asADC. LetX1=n; Z1=n2A,
and put X D .X1=n/n and Z D .Z1=n/n. Let Mn.A/ (resp. SLn.A/) denote the ring of n�n matrices
(resp. having determinant equal to 1) over A (see also Section 2.1.2).

For k D 1; 2; : : : ; n� 1 define the kth left-elementary matrix S left
k
.X/ 2 SLn.A/ by

S left
k .X/DX�.k�1/=n

0BBBBBBBBBBBB@

X

:: :

X

1 1

1

1

: : :

1

1CCCCCCCCCCCCA
2 SLn.A/ where X appears k� 1 times;

and define the kth right-elementary matrix S
right
k

.X/ 2 SLn.A/ by

S
right
k

.X/DXC.k�1/=n

0BBBBBBBBBBBB@

1

: : :

1

1

1 1

X�1

: : :

X�1

1CCCCCCCCCCCCA
2 SLn.A/ where X appears k� 1 times:

Note that S left
1 .X/ and S

right
1 .X/ do not, in fact, involve the variable X , and so we will denote these

matrices simply by S left
1 and S

right
1 , respectively.

For j D 1; 2; : : : ; n� 1 define the j th edge-elementary matrix S
edge
j .Z/ 2 SLn.A/ by

S
edge
j .Z/DZ�j=n

0BBBBBBBB@

Z

:: :

Z

1

: : :

1

1CCCCCCCCA
2 SLn.A/ where Z appears j times:
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‚n�1

F

GE

X

�1 D �
0
1

�k�1 D �
0
k�1

�kC1 D �
0
kC1

�

� 0
k

�D �n D �
0
n

� 0

�k

Figure 5: Diamond move.

1.3.2 Adjacent snake pairs

Definition 1.7 We say that an ordered pair .�; � 0/ of snakes � and � 0 forms an adjacent pair of snakes if
it satisfies either of the following conditions:

(1) For some 26 k 6 n� 1,

(a) �j D �
0
j for 16 j 6 k� 1 and kC 16 j 6 n,

(b) �k D �
right
kC1

.D �
0right
kC1

/ and � 0
k
D � left

kC1
.D � 0left

kC1
/,

in which case .�; � 0/ is called an adjacent pair of diamond-type; see Figure 5.

(2) (a) �j D �
0
j for 26 j 6 n,

(b) �1 D �
right
2 .D �

0right
2 / and � 01 D �

left
2 .D � 0left

2 /,

in which case .�; � 0/ is called an adjacent pair of tail-type; see Figure 6.

1.3.3 Diamond and tail moves Let .�; � 0/ be an adjacent pair of snakes of diamond-type, as shown in
Figure 5.

Consider the snake-vertices �kC1.D � 0kC1/, �k , � 0
k

, and �k�1.D � 0k�1/. One checks that

˛k D ˛
0
k D k� 1; ˇ0k D ˇk�1 D ˇkC1C 1; and k D k�1 D kC1C 1:

‚n�1

F

GE

�
�D �n D �

0
n

�1

� 01� 0

�2 D �
0
2

Figure 6: Tail move.
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Taken together, these three coordinates form a vertex

.a; b; c/D .k� 1; ˇkC1C 1; kC1C 1/ 2 int.‚n/

in the interior of the n–discrete triangle ‚n (not ‚n�1), since .k � 1/C .ˇkC1C 1/C .kC1C 1/ D
.˛kC1CˇkC1C kC1/C 1D n. The coordinates of this internal vertex .a; b; c/ can also be thought of
as delineating the boundary of a small downward-facing triangle r in the discrete triangle ‚n�1, whose
three vertices are �k , � 0

k
, and �k�1 (Figure 5). Put Xabc D �abc.E; F;G/ 2C�f0g, namely Xabc is the

Fock–Goncharov triangle invariant (Section 1.1.3) associated to the generic flag triple .E; F;G/ and the
internal vertex .a; b; c/ 2 int.‚n/.

The proposition below is the main ingredient going into the proof of Theorem 1.2. First, we set our
conventions for change of basis matrices for bases of V �.

Given any basis UD fu1; u2; : : : ; ung of V �, and given a covector u in V �, the coordinate covector Œu�U
of the covector u with respect to the basis U is the unique row matrix Œu�UD

�
y1 y2 � � � yn

�
in M1;n.C/

such that u D
Pn
iD1 yiui . If U0 D fu01; u

0
2; : : : ; u

0
ng is another basis for V �, then the change of basis

matrix BU!U0 going from the basis U to the basis U0 is the unique invertible matrix in GLn.C/�Mn.C/

satisfying
Œu�UBU!U0 D Œu�U0 2M1;n.C/ for u 2 V �:

Change of basis matrices satisfy the property

BU!U00 DBU!U0BU0!U00 2 GLn.C/ for U;U0 and U00 bases for V �:

Proposition 1.8 (Fock and Goncharov) Let .E; F;G/ be a maximum span flag triple , .�; � 0/ an
adjacent pair of snakes , and U and U0 the corresponding normalized projective bases of V �, satisfying
the compatibility condition un D u0n 2 L�n D L�.

If .�; � 0/ is of diamond-type , then the change of basis matrix BU!U0 2 GLn.C/ is

BU!U0 DX
C.k�1/=n

abc
S left
k .Xabc/ 2 GLn.C/ .see Section 1.3.1/:

We say this case expresses a diamond move from the snake � to the adjacent snake � 0.

If .�; � 0/ is of tail-type , then the change of basis matrix BU!U0 equals

BU!U0 D S left
1 2 SLn.C/ .see Section 1.3.1/:

We say this case expresses a tail move from the snake � to the adjacent snake � 0.

Proof See [9, Section 9]. We also provide a proof in [5, Section 2.18].

1.3.4 Right snakes and right snake moves Our definition of a (left) snake in Section 1.2.1 took the
snake-head �D �n to be the nth snake-vertex. There is another possibility, where �D �1.
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Definition 1.9 A right n–snake � (for the snake-head �D .n� 1; 0; 0/ 2 �.‚n�1/) is an ordered list
� D .�1; �2; : : : ; �n/ 2 .‚n�1/

n of n–many vertices �k D .˛k; ˇk; k/, satisfying

˛k D n� k; ˇk > ˇk�1; and k > k�1 for k D 1; 2; : : : ; n:

Right snakes for other snake-heads � 2 �.‚n�1/ are similarly defined by triangular symmetry.

To adjust for using right snakes, the definitions of Sections 1.2.3, 1.3.2, and 1.3.3 need to be modified.

Given �k�1, there are two possibilities for �k:

� left
k�1 D .˛

left
k�1; ˇ

left
k�1; 

left
k�1/ for ˛left

k�1 D n� k; ˇleft
k�1 D ˇk�1C 1;  left

k�1 D k�1;

�
right
k�1
D .˛

right
k�1

; ˇ
right
k�1

; 
right
k�1

/ for ˛
right
k�1
D n� k; ˇ

right
k�1
D ˇk�1; 

right
k�1
D k�1C 1:

The algorithm defining the (ordered) projective basis ŒU�D Œfu1; u2; : : : ; ung� becomes

(1) uk D�u
left
k�1
2 L� left

k�1
if �k D � left

k�1
,

(2) uk DCu
right
k�1
2 L

�
right
k�1

if �k D �
right
k�1

.

In particular, the algorithm starts by making a choice of normalization covector u1 2 L�1 D L.n�1;0;0/.
Notice that, compared to the setting of left snakes (Definition 1.6 and Figure 4), the signs defining the
projective basis have been swapped.

An ordered pair .�; � 0/ of right snakes forms an adjacent pair if either:

(1) For some 26 k 6 n� 1,

(a) �j D �
0
j for 16 j 6 k� 1 and kC 16 j 6 n,

(b) �k D �
left
k�1

.D � 0left
k�1

/ and � 0
k
D �

right
k�1

.D �
0right
k�1

/,

in which case .�; � 0/ is called an adjacent pair of diamond-type.

(2) (a) �j D �
0
j for 16 j 6 n� 1,

(b) �n D �
left
n�1.D �

0left
n�1/ and � 0n D �

right
n�1.D �

0right
n�1 /,

in which case .�; � 0/ is called an adjacent pair of tail-type.

Given an adjacent pair .�; � 0/ of right snakes of diamond-type, there is naturally associated a vertex
.a; b; c/ 2‚n to which is assigned a Fock–Goncharov triangle invariant Xabc .

Proposition 1.10 (Fock and Goncharov) Let .E; F;G/ be a maximum span triple , .�; � 0/ an adjacent
pair of right snakes , and U and U0 the corresponding normalized projective bases of V �, satisfying the
compatibility condition u1 D u01 2 L�1 D L�.

If .�; � 0/ is of diamond-type , then the change of basis matrix BU!U0 2 GLn.C/ equals

BU!U0 DX
�.k�1/=n

abc
S

right
k

.Xabc/ 2 GLn.C/ .see Section 1.3.1/:

If .�; � 0/ is of tail-type , then the change of basis matrix BU!U0 equals

BU!U0 D S
right
1 2 SLn.C/ .see Section 1.3.1/:

Proof See [9, Section 9]. This is similar to the proof of Proposition 1.8.
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GE

F 0

F

‚n�1

�

� 0
� 01 D .0; 0; n� 1/

�1 D .n� 1; 0; 0/�D �n D .0; 0; n� 1/

�0 D � 0n D .n� 1; 0; 0/

Figure 7: Edge move.

Remark 1.11 From now on, “snake” means “left snake”, as in Definition 1.5, and we will say explicitly
if we are using right snakes.

1.3.5 Snake moves for edges

Caution 1.12 In this subsubsection, we will consider snake-heads in the set of corner vertices �.‚n�1/
other than .n� 1; 0; 0/, specifically � below; see Remark 1.4.

Let .E;G; F; F 0/ be a maximum span flag quadruple; see Section 1.1.1. By Section 1.1.3, for each
j D 1; : : : ; n� 1 we may consider the Fock–Goncharov edge invariant Zj D �j .E;G; F; F 0/ 2C�f0g

associated to the quadruple .E;G; F; F 0/.

Consider two copies of the discrete triangle; see Figure 7. The bottom triangle ‚n�1.G; F;E/ has
a maximum span flag triple .G; F;E/ assigned to the corner vertices �.‚n�1/, and the top triangle
‚n�1.E; F

0; G/ has assigned to �.‚n�1/ a maximum span flag triple .E; F 0; G/.

Define (left) snakes � and � 0 in ‚n�1.G; F;E/ and ‚n�1.E; F 0; G/, respectively, as follows:

�k D .n� k; 0; k� 1/ 2‚n�1.G; F;E/ for k D 1; : : : ; n;

� 0k D .k� 1; 0; n� k/ 2‚n�1.E; F
0; G/ for k D 1; : : : ; n:

The line decompositions associated to the snakes � and � 0 and their respective triples of flags are the same:

L�k D L� 0k
D .E.k�1/˚G.n�k//? � V � for k D 1; : : : ; n:

Let U and U0 be the associated normalized projective bases, where the normalizations are chosen in a
compatible way, that is, such that un D u0n in L�n D L� 0n .

Proposition 1.13 (Fock and Goncharov) The change of basis matrix expressing the snake edge move
� ! � 0 is

BU!U0 D

n�1Y
jD1

Z
Cj=n
j S

edge
j .Zj / 2 GLn.C/ .see Section 1.3.1/:

Proof See [9, Section 9]. This is similar to the proof of Proposition 1.8; see also [5, Section 2.22].
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1.4 Classical left, right, and edge matrices

Caution 1.14 We consider snake-heads in the set of corner vertices f.n�1; 0; 0/; .0; n�1; 0/; .0; 0; n�1/g
other than .n� 1; 0; 0/; see Remark 1.4.

We will also consider both (left) snakes and right snakes; see Remark 1.11.

We begin the process of algebraizing the geometry discussed throughout this first section.

1.4.1 Snake sequences

Left setting Define a snake-head � 2 �.‚n�1/ and two (left) snakes �bot and � top, called the bottom
and top snakes, respectively, by

�D .n� 1; 0; 0/; �bot
k D .k� 1; 0; n� k/; and �

top
k
D .k� 1; n� k; 0/ for k D 1; : : : ; n:

Right setting Define � and right snakes �bot and � top by

�D .0; 0; n� 1/; �bot
k D .k� 1; 0; n� k/; and �

top
k
D .0; k� 1; n� k/ for k D 1; : : : ; n:

In either left or right setting, consider a sequence �bot D �1; �2; : : : ; �N�1; �N D � top of snakes having
the same snake-head � as �bot and � top, such that .� l ; � lC1/ is an adjacent pair; see Figure 8. Note that this
sequence of snakes is not in general unique. For the N –many projective bases ŒUl �D Œful1; u

l
2; : : : ; u

l
ng�

associated to the snakes � l , choose a common normalization uln WD un 2L� (resp. ul1 WD u1 2L�), where
the same un (resp. u1) is used for all l , when working in the left (resp. right) setting. Then, the change of
basis matrix BUbot!Utop can be decomposed as (see Section 1.3.3)

(�) BUbot!Utop DBU1!U2BU2!U3 � � �BUN�1!UN 2 GLn.C/:

‚n�1

�
top
1 D .0; n� 1; 0/

11

10

8 6

2
1

345

�D �
top
n D �

bot
n D .n� 1; 0; 0/

.0; 0; n� 1/D �bot
1

‚n�1

�
top
n D .0; n� 1; 0/

�bot
n D .n� 1; 0; 0/

�D �bot
1 D �

top
1 D .0; 0; n� 1/

1
2 3 4 5

6 8

10

11

Figure 8: Classical snake sweep for n D 5. The preferred choices for the left and right snake
sequences are on the left and right, respectively.
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M left.X/

Xi ’s Xi ’s

M right.X/

M edge.Z /

Z1Zn�1

Figure 9: Classical matrices (viewed from the ‚n–perspective): from left to right, the left, right,
and edge matrices.

Here the matrices BUl!UlC1 are computed as in Proposition 1.8 (resp. Proposition 1.10) in the left (resp.
right) setting, and in particular are completely determined by the Fock–Goncharov triangle invariants
Xabc 2C�f0g associated to the internal vertices .a; b; c/ 2 int.‚n/ of the n–discrete triangle.

Note that the matrix BUbot!Utop is, by definition, independent of the choice of snake sequence .� l/l . For
concreteness, throughout we make a preferred choice of such sequence, depending on whether we are in
the left or right setting; see Figure 8.

1.4.2 Algebraization Let A be a commutative algebra (Section 1.3.1). For i D 1; 2; : : : ; 1
2
.n�1/.n�2/,

let X1=ni 2 A and put Xi D .X
1=n
i /n. For j D 1; 2; : : : ; n� 1, let Z1=nj 2 A and put Zj D .Z

1=n
j /n.

Note, 1
2
.n� 1/.n� 2/ is the number of elements .a; b; c/ 2 int.‚n/, which we arbitrarily enumerate

1; 2; : : : ; 1
2
.n� 1/.n� 2/; see Figure 9, left and center. And note that n� 1 is the number of noncorner

vertices of ‚n lying on a single edge, which we enumerate 1; 2; : : : ; n� 1 as shown in Figure 9, right.
Let X D .Xi /i and Z D .Zj /j be the corresponding tuples of these elements of A.

As a notational convention, given a family Ml 2Mn.A/ of n�n matrices, put
pY
lDm

Ml DMmMmC1 � � �Mp;

mY
lDpC1

Ml D 1 for m6 p;

ma
lDp

Ml DMpMp�1 � � �Mm;

pa
lDm�1

Ml D 1 for m6 p:

Definition 1.15 The left matrix M left.X/ in SLn.A/ is defined by

M left.X/D

1a
kDn�1

�
S left
1

kY
lD2

S left
l .X.l�1/.n�k/.k�lC1//

�
2 SLn.A/;

where the matrix S left
l
.Xabc/ is the l th left-elementary matrix; see Section 1.3.1.
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Similarly, the right matrix M right.X/ in SLn.A/ is defined by

M right.X/D

1a
kDn�1

�
S

right
1

kY
lD2

S
right
l

.X.k�lC1/.n�k/.l�1//

�
2 SLn.A/;

where the matrix S
right
l

.Xabc/ is the l th right-elementary matrix; see Section 1.3.1.

Lastly, the edge matrix M edge.Z / in SLn.A/ is defined by

M edge.Z /D

n�1Y
lD1

S
edge
l

.Zl/ 2 SLn.A/;

where the matrix S
edge
l

.Zl/ is the l th edge-elementary matrix; see Section 1.3.1. See Figure 9.

Remark 1.16 In the case where A D C and the Xi D �abc.E; F;G/ and Zj D �j .E;G; F; F
0/ in

C � f0g are the triangle and edge invariants (as in Sections 1.3.3, 1.3.4, and 1.3.5), then the left and
right matrices M left.X/ and M right.X/ are the normalized change of basis matrix BUbot!Utop=Det1=n

(see (�)) in the left and right settings, respectively, normalized to have determinant 1, and decomposed in
terms of our preferred snake sequence (Figure 8). Also, the edge matrix M edge.Z / is the normalization
BU!U0=Det1=n of the change of basis matrix from Proposition 1.13. Note, these normalizations require
choosing n–roots of the invariants Xi and Zj .

2 Quantum matrices

Although we will not use explicitly the geometric results of the previous section, those results motivate
the algebraic objects that are our main focus.

Throughout, let q 2C�f0g and ! D q1=n
2

be a n2–root of q. Technically, also choose !1=2.

2.1 Quantum tori, matrix algebras, and the Weyl quantum ordering

2.1.1 Quantum tori Let P (for “Poisson”) be an integer N �N antisymmetric matrix.

Definition 2.1 The quantum torus (with n–roots) T!.P/ associated to P is the quotient of the free algebra
CfX1=n1 ; X

�1=n
1 ; : : : ; X

1=n
N ; X

�1=n
N g in the indeterminates X˙1=ni by the two-sided ideal generated by

the relations

X
1=n
i X

1=n
j D !PijX

1=n
j X

1=n
i and X

1=n
i X

�1=n
i DX

�1=n
i X

1=n
i D 1:

Put X˙1i D .X
˙1=n
i /n. We refer to the X˙1=ni as generators, and the Xi as quantum coordinates, or just

coordinates. Define the subset of fractions

Z=nD
n
m

n

ˇ̌
m 2 Z

o
�Q:

Written in terms of the coordinates Xi and the fractions r 2 Z=n, we have the relations

X
ri
i X

rj
j D q

Pij rirjX
rj
j X

ri
i for ri ; rj 2 Z=n:
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2.1.2 Matrix algebras

Definition 2.2 The matrix algebra Mn.T/ with coefficients in a possibly noncommutative algebra T is
the vector space of n�n matrices, equipped with the usual multiplicative structure. Namely, the product
MN of two matrices M and N is defined entrywise by

.MN /ij D

nX
kD1

MikNkj 2 T for 16 i; j 6 n:

Here we use the usual convention that the entry Mij of a matrix M is the entry in the i th row and j th

column. Note that the order of Mik and Nkj in the above equation matters since these elements might
not commute in T.

2.1.3 Weyl quantum ordering If T is a quantum torus, then there is a linear map

Œ�� WCfX1=n1 ; X
�1=n
1 ; : : : ; X

1=n
N ; X

�1=n
N g ! T

from the free algebra to T, called the Weyl quantum ordering, defined by the property that a word
X
r1
i1
X
r2
i2
� � �X

rk
ik

for ra 2 Z=n (note that ia may equal ib if a¤ b) is mapped to

ŒX
r1
i1
X
r2
i2
� � �X

rk
ik
�D .q�

1
2

P
16a<b6k Piaib rarb /X

r1
i1
X
r2
i2
� � �X

rk
ik
;

where on the right-hand side we implicitly mean the equivalence class in T. Also, the empty word is
mapped to 1. Note that the Weyl ordering Œ�� depends on the choice of !1=2; see the beginning of Section 2.

The Weyl ordering is specially designed to satisfy the symmetry

ŒX
r1
i1
X
r2
i2
� � �X

rk
ik
�D ŒX

r�.1/
i�.1/

X
r�.2/
i�.2/
� � �X

r�.k/
i�.k/

�

for every permutation � of f1; : : : ; kg; see [1]. Also, ŒX1=ni X
�1=n
i �D 1. Consequently, a linear map

Œ�� WCŒX˙1=n1 ; : : : ; X
˙1=n
N �! T

is induced from the commutative Laurent polynomial algebra to T. This determines a linear map of matrix
algebras

Œ�� WMn.CŒX
˙1=n
1 ; : : : ; X

˙1=n
N �/!Mn.T/ given by ŒM �ij D ŒMij � in T:

2.2 Fock–Goncharov quantum torus for a triangle

Let �.‚n/ denote the set of corner vertices �.‚n/ D f.n; 0; 0/; .0; n; 0/; .0; 0; n/g of the discrete
triangle ‚n; see Section 1.1.2.

Define a function
P W .‚n��.‚n//� .‚n��.‚n//! f�2;�1; 0; 1; 2g

using the quiver with vertex set‚n��.‚n/ illustrated in Figure 10. The function P is defined by sending
the ordered tuple .�1; �2/ of vertices of ‚n��.‚n/ to 2 (resp. �2) if there is a solid arrow pointing from
�1 to �2 (resp. �2 to �1), to 1 (resp. �1) if there is a dotted arrow pointing from �1 to �2 (resp. �2 to �1),
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‚n��.‚n/

Figure 10: Quiver defining the Fock–Goncharov quantum torus.

and to 0 if there is no arrow connecting �1 and �2. Note that all of the small downward-facing triangles
are oriented clockwise, and all of the small upward-facing triangles are oriented counterclockwise. By
labeling the vertices of ‚n��.‚n/ by their coordinates .a; b; c/ we may think of the function P as an
N �N antisymmetric matrix P D .Pabc;a0b0c0/, called the Poisson matrix associated to the quiver. Here
N D 3.n� 1/C 1

2
.n� 1/.n� 2/; compare with Section 1.4.2.

Definition 2.3 Define the Fock–Goncharov quantum torus

T!n DCŒX˙1=n1 ; X
˙1=n
2 ; : : : ; X

˙1=n
N �!

associated to the discrete n–triangle ‚n to be the quantum torus T!.P/ defined by the N �N Poisson
matrix P , with generators X˙1=ni DX

˙1=n

abc
for all .a; b; c/ 2‚n��.‚n/. Note that when q D ! D 1

this recovers the classical Laurent polynomial algebra T1n DCŒX˙1=n1 ; X
˙1=n
2 ; : : : ; X

˙1=n
N �.

As a notational convention, for j D 1; 2; : : : ; n� 1 we write Z˙1=nj (resp. Z0˙1=nj and Z00˙1=nj ) in place
of X˙1=n

j0.n�j /
(resp. X˙1=n

j.n�j /0
and X˙1=n

0j.n�j /
); see Figure 11. So, triangle-coordinates will be denoted by

Xi DXabc for .a; b; c/ 2 int.‚n/ while edge-coordinates will be denoted by Zj , Z0j , and Z00j .

2.3 Quantum left and right matrices

2.3.1 Weyl quantum ordering for the Fock–Goncharov quantum torus Let T D T!n be the Fock–
Goncharov quantum torus (Section 2.2). Then the Weyl ordering Œ�� of Section 2.1.3 gives a map

Œ�� WMn.T
1
n/!Mn.T

!
n /;

where we have used the identification T1n DCŒX˙1=n1 ; X
˙1=n
2 ; : : : ; X

˙1=n
N � discussed in Section 2.2.

2.3.2 Quantum left and right matrices For a commutative algebra A, in Section 1.4.2 we defined the
classical matrices M left.X/, M right.X/, and M edge.Z / in SLn.A/. If ADCŒX˙1=n1 ; : : : ; X

˙1=n
N �D T1n,

we now use these matrices to define the primary objects of study.

Definition 2.4 Put vectors X D .Xi /, Z D .Zj /, Z 0 D .Z0j /, Z 00 D .Z00j / as in Figure 11. We define
the quantum left matrix L! in Mn.T

!
n / by the formula

L! DL!.Z ;X ;Z 0/D ŒM edge.Z /M left.X/M edge.Z 0/� 2Mn.T
!
n /;
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‚n��.‚n/

Z00n�1

R!

Z001

Z1Zn�1

Z01

L!

Xi ’sZ0n�1

Figure 11: Quantum left and right matrices (compare with Figure 9).

where we have applied the Weyl quantum ordering Œ�� discussed in Section 2.3.1 to the product
M edge.Z /M left.X/M edge.Z 0/ of classical matrices in Mn.T

1
n/. In other words, we apply the Weyl

ordering to each entry of the classical matrix.

Similarly, as in Figure 11, we define the quantum right matrix R! in Mn.T
!
n / by

R!
DR!.Z ;X ;Z 00/D ŒM edge.Z /M right.X/M edge.Z 00/� 2Mn.T

!
n /:

2.4 Main result

2.4.1 Quantum SLn and its points Let T be a possibly noncommutative algebra.

Definition 2.5 We say that a 2� 2 matrix M D
�
a
c
b
d

�
in M2.T/ is a T–point of the quantum matrix

algebra Mq
2, denoted by M 2Mq

2.T/�M2.T/, if

(��) baD qab; dcD qcd; caD qac; dbD qbd; bcD cb; da�ad D .q�q�1/bc in T:

We say that a matrix M 2 M2.T/ is a T–point of the quantum special linear group SLq2, denoted by
M 2 SLq2.T/�Mq

2.T/�M2.T/, if M 2Mq
2.T/ and the quantum determinant

Detq.M /D ad � q�1bc D 1 2 T:

These notions are also defined for n�n matrices, as follows:

Definition 2.6 A matrix M 2 Mn.T/ is a T–point of the quantum matrix algebra Mq
n, denoted by

M 2Mq
n.T/�Mn.T/, if every 2� 2 submatrix of M is a T–point of Mq

2. That is,

MimMik D qMikMim; MjmMim D qMimMjm; MimMjk DMjkMim;

MjmMik �MikMjm D .q� q
�1/MimMjk;

for all i < j and k < m, where 16 i; j; k;m6 n.

The quantum determinant Detq.M / 2 T of a matrix M 2Mn.T/ is

Detq.M /D
X
�2Sn

.�q�1/l.�/M1�.1/M2�.2/ � � �Mn�.n/;
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where the length l.�/ of the permutation � is the minimum number of factors appearing in a decomposition
of � as a product of adjacent transpositions .i; i C 1/; see, for example, [2, Chapter I.2].

A matrix M 2Mn.T/ is a T–point of the quantum special linear group SLqn, denoted by M 2 SLqn.T/�
Mq
n.T/�Mn.T/, if both M 2Mq

n.T/ and Detq.M /D 1.

Remark 2.7 (1) It follows from the definitions that if a T–point M 2Mq
n.T/�Mn.T/ is a triangular

matrix, then the diagonal entries Mi i 2 T commute and Detq.M /D
Q
i Mi i 2 T.

(2) The subsets Mq
n.T/�Mn.T/ and SLqn.T/�Mq

n.T/ are generally not closed under matrix multipli-
cation (see, however, the proof sketch below for a relaxed property).

(3) More abstractly, the quantum special linear group SLqn is the noncommutative algebra defined as the
quotient of the free algebra on generators mij for 16 i; j 6 n subject to the four relations appearing in
Definition 2.6 (with Mij replaced by mij ) plus the relation Detq.m/D1; see, for example, [2, Chapter I.2].
Note then that a T–point M of SLqn is equivalent to an algebra homomorphism '.M / W SLqn! T defined
by the property that '.M /.mij /DMij for all 16 i; j 6 n.

2.4.2 Main result Take TDT!n to be the Fock–Goncharov quantum torus for the discrete n–triangle‚n;
see Section 2.2. Let L! and R! in Mn.T

!
n / be the quantum left and right matrices, respectively, as

defined in Definition 2.4.

Theorem 2.8 The quantum left and right matrices

L! DL!.Z ;X ;Z 0/ and R!
DR!.Z ;X ;Z 00/ 2Mn.T

!
n /

are T!n –points of the quantum special linear group SLqn. That is , L! ;R! 2 SLqn.T!n /�Mn.T
!
n /.

The proof, provided in Section 3, uses a quantum version of Fock–Goncharov snakes (Section 1).

Sketch of proof (see Section 3 for more details) In the case nD2, this is an enjoyable calculation. When
n> 3, the argument hinges on the following well-known fact (see for example [21, Proposition IV.3.4 and
Section IV.10]): if T is an algebra with subalgebras T0;T00�T that commute in the sense that a0a00D a00a0

for all a0 2 T0 and a00 2 T00, and if M 0 2Mn.T
0/ �Mn.T/ and M 00 2Mn.T

00/ �Mn.T/ are T–points
of SLqn, then the matrix product (Definition 2.2) M 0M 00 2Mn.T

0T00/�Mn.T/ is also a T–point of SLqn.

Put MFG WDL! , the quantum left matrix, say. The proof is the same for the quantum right matrix. See
Definition 2.4. The strategy is to see MFG 2Mn.T

!
n / as the product of simpler matrices, over mutually

commuting subalgebras, that are themselves points of SLqn.

More precisely, for a fixed sequence of adjacent snakes �bot D �1; �2; : : : ; �N D � top moving left across
the triangle from the bottom edge to the top-left edge, we will define for each i D 1; : : : ; N � 1 an
auxiliary algebra S!ji , called a snake-move algebra, for ji 2 f1; : : : ; n� 1g, corresponding to the adjacent
snake pair .� i ; � iC1/. As a technical step, there is a distinguished subalgebra TL � T!n satisfying
MFG 2Mn.TL/�Mn.T

!
n /. We construct an algebra embedding TL ,!

N
i S
!
ji

. Through this embedding,
we may view MFG 2Mn.TL/�Mn

�N
i S
!
ji

�
.
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R!

‚n�1 Z003

Z002

Z001

Z01

Z02

Z03

Z3 Z2 Z1

X3

L!

X2 X1

‚n�1

X3

Z003

Z002

Z001

Z01

Z02

Z03

Z3 Z2 Z1

X2 X1

Figure 12: Quantum matrices and quantum torus for nD 4. Left and right matrices (left) and the
quiver (right).

We construct (Proposition 3.3), for each i , a matrix Mji 2Mn.S
!
ji
/�Mn

�N
i S
!
ji

�
such that Mji is an

S!ji–point of SLqn; in other words Mji 2 SLqn.S!ji /� SLqn
�N

i S
!
ji

�
. Since by definition the subalgebras

S!ji ; S
!
ji0
�
N
i S
!
ji

commute if i ¤ i 0 as they constitute different tensor factors of
N
i S
!
ji

, it follows from
the essential fact mentioned above that M WDMj1Mj2 � � �MjN�1 2Mn

�N
i S
!
ji

�
is a

�N
i S
!
ji

�
–point of

SLqn; in other words M 2 SLqn
�N

i S
!
ji

�
.

Since this matrix product M , as well as the quantum left matrix MFG, is being viewed as an element
of Mn

�N
i S
!
ji

�
, it makes sense to ask whether MFG

‹
DM 2 Mn

�N
i S
!
ji

�
. We show that this is true,

implying that MFG 2 SLqn
�N

i S
!
ji

�
. Since MFG 2Mn.TL/�Mn

�N
i S
!
ji

�
, we conclude that MFG is in

SLqn.TL/� SLqn.T!n /.

2.5 Example

Consider the case nD 4; see Figure 12. On the right-hand side is the quiver defining the commutation
relations in the quantum torus T!4 , recalling Figure 10, but viewed in‚n�1. Note that there is a one-to-one
correspondence between points .a; b; c/ 2 int.‚n/ and small downward-facing triangles inside ‚n�1; see
Figure 12. In particular, to each downward-facing triangle there is associated a triangle-coordinate Xi .

Some sample commutation relations in T!4 are

X3Z
00
2 D q

2X3Z
00
2 ; X3X1 D q

�2X1X3; Z3Z2 D qZ2Z3; and Z3Z
0
3 D q

2Z03Z3:

Then, the quantum left and right matrices L! and R! are computed as

L!
D

26664Z� 141 Z
� 2
4

2 Z
� 3
4

3

0BBB@
Z1Z2Z3

Z2Z3

Z3

1

1CCCA
0BBB@
1 1

1

1

1

1CCCAX� 141
0BBB@
X1

1 1

1

1

1CCCAX� 242
0BBB@
X2

X2

1 1

1

1CCCA
0BBB@
1 1

1

1

1

1CCCAX� 143
0BBB@
X3

1 1

1

1

1CCCA
0BBB@
1 1

1

1

1

1CCCAZ0� 141 Z
0� 2
4

2 Z
0� 3
4

3

0BBB@
Z01Z

0
2Z
0
3

Z02Z
0
3

Z03
1

1CCCA
37775
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and

R!
D

26664Z� 141 Z
� 2
4

2 Z
� 3
4

3

0BBB@
Z1Z2Z3

Z2Z3

Z3

1

1CCCA
0BBB@
1

1

1

1 1

1CCCAXC 142

0BBB@
1

1

1 1

X�12

1CCCAXC 241

0BBB@
1

1 1

X�11
X�11

1CCCA
0BBB@
1

1

1

1 1

1CCCAXC 143

0BBB@
1

1

1 1

X�13

1CCCA
0BBB@
1

1

1

1 1

1CCCAZ00� 141 Z
00� 2
4

2 Z
00� 3
4

3

0BBB@
Z001Z

00
2Z
00
3

Z002Z
00
3

Z003
1

1CCCA
37775 :

Theorem 2.8 says that these two matrices are elements of SLq4.T
!
4 /. For instance, the entries a, b, c, and

d of the 2� 2 submatrix (arranged as a 4� 1 matrix) of L!

0BBB@
a

b

c

d

1CCCAD
0BBB@

L!
13

L!
14

L!
23

L!
24

1CCCAD

0BBBBBBBBBB@

ŒZ
1
4
3 Z

2
4
2 Z

3
4
1 Z
0 1
4
3 Z

0� 2
4

2 Z
0� 1
4

1 X
� 1
4

1 X
� 2
4

2 X
� 1
4

3 �CŒZ
1
4
3 Z

2
4
2 Z

3
4
1 Z
0 1
4
3 Z

0� 2
4

2 Z
0� 1
4

1 X
� 1
4

1 X
2
4
2 X

� 1
4

3 �

CŒZ
1
4
3 Z

2
4
2 Z

3
4
1 Z
0 1
4
3 Z

0� 2
4

2 Z
0� 1
4

1 X
3
4
1 X

2
4
2 X

� 1
4

3 �

ŒZ
1
4
3 Z

2
4
2 Z

3
4
1 Z
0� 3
4

3 Z
0� 2
4

2 Z
0� 1
4

1 X
� 1
4

1 X
� 2
4

2 X
� 1
4

3 �

ŒZ
1
4
3 Z

2
4
2 Z
� 1
4

1 Z
0 1
4
3 Z

0� 2
4

2 Z
0� 1
4

1 X
� 1
4

1 X
� 2
4

2 X
� 1
4

3 �CŒZ
1
4
3 Z

2
4
2 Z
� 1
4

1 Z
0 1
4
3 Z

0� 2
4

2 Z
0� 1
4

1 X
� 1
4

1 X
2
4
2 X

� 1
4

3 �

ŒZ
1
4
3 Z

2
4
2 Z
� 1
4

1 Z
0� 3
4

3 Z
0� 2
4

2 Z
0� 1
4

1 X
� 1
4

1 X
� 2
4

2 X
� 1
4

3 �

1CCCCCCCCCCA
satisfy (��). For a computer demonstration of this see [6, Appendix B]. We also verify in that appendix
that (��) is satisfied by the entries a, b, c, and d of the 2�2 submatrix (arranged as a 4�1 matrix) of R! :

0BBB@
a

b

c

d

1CCCAD
0BBB@

R!
31

R!
32

R!
41

R!
42

1CCCAD

0BBBBBBBBBBBBB@

ŒZ
1
4
3 Z
� 1
2

2 Z
� 1
4

1 X
1
4
2 X

1
2
1 X

1
4
3 Z
00 1
4

3 Z
00 1
2

2 Z
00 3
4

1 �

ŒZ
1
4
3 Z
� 1
2

2 Z
� 1
4

1 X
1
4
2 X

� 1
2

1 X
1
4
3 Z
00 1
4

3 Z
00 1
2

2 Z
00� 1
4

1 �C ŒZ
1
4
3 Z
� 1
2

2 Z
� 1
4

1 X
1
4
2 X

1
2
1 X

1
4
3 Z
00 1
4

3 Z
00 1
2

2 Z
00� 1
4

1 �

ŒZ
� 3
4

3 Z
� 1
2

2 Z
� 1
4

1 X
1
4
2 X

1
2
1 X

1
4
3 Z
00 1
4

3 Z
00 1
2

2 Z
00 3
4

1 �

ŒZ
� 3
4

3 Z
� 1
2

2 Z
� 1
4

1 X
� 3
4

2 X
� 1
2

1 X
1
4
3 Z
00 1
4

3 Z
00 1
2

2 Z
00� 1
4

1 �

C ŒZ
� 3
4

3 Z
� 1
2

2 Z
� 1
4

1 X
1
4
2 X

� 1
2

1 X
1
4
3 Z
00 1
4

3 Z
00 1
2

2 Z
00� 1
4

1 �

C ŒZ
� 3
4

3 Z
� 1
2

2 Z
� 1
4

1 X
1
4
2 X

1
2
1 X

1
4
3 Z
00 1
4

3 Z
00 1
2

2 Z
00� 1
4

1 �

1CCCCCCCCCCCCCA
Remark 2.9 In order for these matrices to satisfy the relations required just to be in Mq

n.T
!
n / (let alone

SLqn.T!n /), they have to be normalized by dividing out their determinants. For example, the above matrix
L! for n D 4 would not satisfy the q–commutation relations required to be a point of Mq

4.T
!
4 / if we

had not included the normalizing term Z
�1=4
1 Z

�2=4
2 Z

�3=4
3 X

�1=4
1 X

�2=4
2 X

�1=4
3 Z

0�1=4
1 Z

0�2=4
2 Z

0�3=4
3 , as

there would be a 1 in the bottom corner.

3 Quantum snakes: proof of Theorem 2.8

Above, we gave a sketch of the proof. We now fill in the details. Our emphasis will be on the left
matrix L! . The proof for the right matrix R! is similar, as we will discuss in Section 3.5.
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z01z02z0j�1

z0jz0n�1

zn�1 zj

zj�1 z2 z1

xj�1

� 0
1=2

�1=2

Figure 13: Diamond snake-move algebra for j D 2; : : : ; n� 1.

Fix a sequence �bot D �1; �2; : : : ; �N D � top of adjacent snakes, as in the left setting; see Section 1.4.1.
The proof is valid for any choice of snake sequence, but our demonstrations in figures and examples will
be for our preferred snake sequence; see Figure 8. Note that the example quantum matrices in Section 2.5
were presented using this preferred snake sequence.

3.1 Snake-move quantum tori

Definition 3.1 For j D 1; : : : ; n� 1, the j th snake-move quantum torus S!j D T.Pj / is the quantum
torus with Poisson matrix Pj defined by the quiver shown in Figure 13 when j D 2; : : : ; n� 1, and in
Figure 14 when j D 1. As usual, there is one generator per edge of the quiver, solid arrows carry a
weight 2, and dotted arrows carry a weight 1; compare with Section 2.2.

Conceptual Remark 3.2 We provide some guiding intuition for the upcoming constructions; strictly
speaking, it is not required for the mathematical progression of the article.

The quiver of Figure 14 for the tail-move quantum torus is divided into a bottom and top side. Similarly,
the quiver of Figure 13 for a diamond-move quantum torus has a bottom and top side, connected by a
diagonal (where the variable xj�1 is located). As illustrated in the figures, we think of the bottom side
(with unprimed generators zj ) as the top “snake-half” �1=2 of a snake � that has been “split in half down
its length”. Similarly, we think of the top side (with primed generators z0j ) as the bottom snake-half � 0

1=2

of a split snake � 0. Compare with Figure 3, which illustrates a classical snake “before splitting”.

This snake splitting can be seen more clearly in the quantum snake sweep (see Section 3.3 and Figure 15)
determined by the sequence of adjacent snakes �bot D �1; �2; : : : ; �N D � top, where each snake � i is
split in half, so that each snake-half forms a side in one of two adjacent snake-move quantum tori. In the
figure, the other halves (colored gray) of the bottom-most and top-most quantum snakes can be thought
of as either living in other triangles or not existing at all. Prior to splitting a snake � in half, the snake

�1=2

� 0
1=2

z0n�1

zn�1 z2 z1

z02
z01

Figure 14: Tail snake-move algebra for j D 1.
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consists of n� 1 “vertebrae” connecting the n snake-vertices �k 2‚n�1. Upon splitting the snake, the
j th vertebra splits into two generators zj and z0j living in adjacent snake-move quantum tori.

3.2 Quantum snake-move matrices

We turn to the key observation for the proof.

Proposition 3.3 For j D 1; : : : ; n� 1, the j th quantum snake-move matrix

Mj WD

�� n�1Y
kD1

S
edge
k

.zk/

�
S left
j .xj�1/

� n�1Y
kD1

S
edge
k

.z0k/

��
2Mn.S

!
j /

is an S!j –point of the quantum special linear group SLqn. That is , Mj 2 SLqn.S!j /�Mn.S
!
j /.

Note the use of the Weyl quantum ordering; see Section 2.1.3. Here the matrices S
edge
k

.z/ and S left
j .x/ for

z and x in the commutative algebra S1j are defined as in Section 1.3.1; see also Sections 2.3.1 and 2.3.2.
When j D 1, the matrix S left

1 .x0/D S left
1 is well defined, despite x0 not being defined.

Proposition 3.3 follows from direct calculation. See Section 3.5 for the proof.

For example, in the case nD 4 and j D 3, the lemma says that the matrix

M3 D

26664z� 141 z
� 2
4

2 z
� 3
4

3

0BBB@
z1z2z3

z2z3

z3

1

1CCCAx� 242
0BBB@
x2

x2

1 1

1

1CCCAz0� 141 z
0� 2
4

2 z
0� 3
4

3

0BBB@
z01z
0
2z
0
3

z02z
0
3

z03
1

1CCCA
37775

is in SLq4.S
!
3 /.

3.3 Technical step: embedding a distinguished subalgebra TL of T!
n into a tensor productNN�1

iD1 S!
ji

of snake-move quantum tori

For the snake-sequence .� i /iD1;:::;N , to each pair .� i ; � iC1/ of adjacent snakes we associate a snake-
move quantum torus S!ji , recalling Figure 15 (see also Conceptual Remark 3.2). Here ji corresponds
to what was called k in Definition 1.7. Recall the Fock–Goncharov quantum torus T!n (for example,
Figure 12).

We now take a technical step. Using the notation of Figures 11 and 12, define TL�T!n (“L” for “left”) to be
the subalgebra generated by all the generators (and their inverses) of T!n except for Z00˙1=n1 ; : : : ; Z

00˙1=n
n�1 .

We claim that the snake-sequence .� i /i induces an embedding

TL
.� i/i,��!

N�1O
iD1

S!ji

of algebras, realizing TL � T!n as a subalgebra of the tensor product of the snake-move quantum tori
S!ji associated to the adjacent snake pairs .� i ; � iC1/. Here recall in general that the algebra structure for
a tensor product A˝B of algebras A and B is defined by .a˝ b/ � .a0˝ b0/D .a � a0/˝ .b � b0/ for all
a; a0 2 A and b; b0 2 B , extended linearly.
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‚n�1

�7 D �N D � top

S!1 D S!j6
D S!jN�1

S!1 D S!j4

S!2

S!3
S!2

S!1 D S!j1

�bot D �1

�2
�3

�4

�5

�6

Figure 15: Quantum snake sweep for nD 4; compare with Figure 8, left.

A more formal definition of the embedding will be given in Section 3.3.1. We first explain the embedding
through an example, in the setting nD 4; see Figure 16 (compare with Figure 15).

In this setting, the coordinate X2, for instance (emphasized in Figure 16), is mapped via

X2 7! 1˝ z02˝ z2x2z
0
2˝ z2z

0
2˝ z2˝ 1 2 S

!
1 ˝ S!2 ˝ S!3 ˝ S!1 ˝ S!2 ˝ S!1 :

Similarly, the other coordinates Z1, Z03, Z2, Z3, X1, X 01, Z02, and Z01 are mapped via

Z1 7! z1˝ 1˝ 1˝ 1˝ 1˝ 1; Z03 7! 1˝ 1˝ z03˝ z3z
0
3˝ z3z

0
3˝ z3z

0
3;

Z2 7! z2z
0
2˝ z2˝ 1˝ 1˝ 1˝ 1; Z3 7! z3z

0
3˝ z3z

0
3˝ z3˝ 1˝ 1˝ 1;

X1 7! z01˝ z1x1z
0
1˝ z1z

0
1˝ z1˝ 1˝ 1; X 01 7! 1˝ 1˝ 1˝ z01˝ z1x1z

0
1˝ z1;

Z02 7! 1˝ 1˝ 1˝ 1˝ z02˝ z2z
0
2; Z01 7! 1˝ 1˝ 1˝ 1˝ 1˝ z01:

Note that the monomials (for instance, z2x2z02 or z2z02) appearing in the i th tensor factor of the image of
a generator X or Z of the subalgebra TL under this mapping consist of mutually commuting generators
x’s and/or z’s of the i th snake-move quantum torus S!ji , so the order in which they are written is irrelevant.
It is clear from Figure 16 that these images satisfy the relations of TL. In particular, the “interior” dotted
arrows lying at each interface between two snake-move quantum tori cancel each other out; note that, in
Figure 16, we have omitted drawing some of these dotted arrows. We gather that the mapping is well
defined and is an algebra homomorphism. Injectivity follows from the property that every generator
(that is, quiver edge) appearing on the right side of Figure 16 corresponds to a unique generator on the
left side. Lastly, we technically should have defined the map on the formal n–roots of the coordinates
of TL. This is done in the obvious way; for instance,

X
1
4

2 7! 1˝ z
0 1
4

2 ˝ z
1
4

2 x
1
4

2 z
0 1
4

2 ˝ z
1
4

2 z
0 1
4

2 ˝ z
1
4

2 ˝ 1 2 S
!
1 ˝ S!2 ˝ S!3 ˝ S!1 ˝ S!2 ˝ S!1 :
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z2

‚n�1
Z01

z02

X 01

X2 X1

Z02

Z03

Z3 Z2 Z1

z2

x2

z1

z02

z02

z2

T!n � TL
.� i /i
,��!

N
i S
!
ji

z3
z03

z03

z3
z03

z3
z03

Figure 16: Embedding TL in the tensor product of snake-move quantum tori.

3.3.1 Formal definition of the embedding A segment �� D �� of the discrete triangle ‚n�1 is a line
connecting neighboring vertices � and �. Segments of the form .˛; ˇ; /; .˛� 1; ˇ;  C 1/ are called
horizontal, segments of the form .˛; ˇ; /; .˛� 1; ˇC 1; / are called acute, and segments of the form
.˛; ˇ; /; .˛; ˇC 1;  � 1/ are called obtuse. Let SegL denote the set of segments minus the obtuse
segments with zero first coordinate. For example, in the case nD 4, the set SegL has 15 elements; see
the left-hand side of Figure 16. Let CoordL � TL denote the set of coordinates, that is,

CoordL D fXabc j .a; b; c/ 2 int.‚n/g[ fZj j j D 1; 2; : : : ; n� 1g[ fZ0j j j D 1; 2; : : : ; n� 1g:

Note that the coordinates Xabc correspond to the small downward facing triangles in ‚n�1, each of
which is a union of a horizontal, acute, and obtuse segment in SegL, the coordinates Zj correspond to
horizontal segments with zero second coordinate, the coordinates Z0j correspond to acute segments with
zero third coordinate, and each segment corresponds in this way to a unique coordinate. In particular,
there is a canonical surjective function � 0 W SegL! CoordL � TL. See the left-hand side of Figure 16 for
the case nD 4, where for example the three bold segments constitute the preimage � 0�1.X2/.

Given a snake sequence .� i /iD1;2;:::;N , for each 16 i6N�1 let Coordi �S!ji denote the set of coordinates
in the snake-move quantum torus S!ji . There are associated functions 'i W Coordi ! CoordL, in general
neither surjective nor injective, defined as follows. To each coordinate zk 2S!ji for kD 1; 2; : : : ; n�1 there
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is associated a segment seg.zk/ 2 SegL of the snake � i , namely seg.zk/D � ikC1�
i
k

, to each coordinate
z0
k
2 S!ji for k D 1; 2; : : : ; n � 1 there is associated a segment seg.z0

k
/ 2 SegL of the snake � iC1,

namely seg.z0
k
/D � iC1

kC1
� iC1
k

, and to the coordinate xji�1 2 S
!
ji

there is associated an obtuse segment
seg.xji�1/ 2 SegL which is not a segment of a snake, namely seg.xji�1/ D �

i
ji
� iC1ji

. Compare with
Figure 15. Then 'i is defined by 'i .x/D � 0.seg.x// for all x 2 Coordi .

For example in the case n D 4, as illustrated in Figure 16, we have '1.z1/ D Z1, '2.z02/ D X2,
'3.x2/DX2, '4.z02/DX2, '5.z2/DX2, and '6.z3/DZ03.

Finally, define the desired embedding on generators X1=n of TL, for X 2 CoordL, so that the image
of X1=n in the tensor product

N
i S
!
ji

is the pure tensor defined by the property that its i th factor isQ
x2.'i /�1.X/ x

1=n 2 S!ji . This is well defined since the coordinates x 2 .'i /�1.X/ in each preimage
commute by design. Note, by definition, if .'i /�1.X/ is empty, then the product defining the i th factor is 1.

In Section 3.4, we will make use of the surjective function � W
SN�1
iD1 Coordi ! CoordL defined by

�.x/D 'i .x/ for x 2 Coordi .

3.4 Finishing the proof

Comparing to the sketch of proof given in Section 2.4.2, we gather:

� MFG WDL! 2Mn.TL/�Mn

�NN�1
iD1 S!ji

�
.

� M WDMj1Mj2 � � �MjN�1 2 SLqn
�NN�1

iD1 S!ji

�
�Mn

�NN�1
iD1 S!ji

�
.

To finish the proof, it remains to show

(���) MFG
‹
DM 2Mn

�N�1O
iD1

S!ji

�
:

The strategy is to commute the many variables (as in the right-hand side of Figure 16) appearing on the
right-hand side M D

Q
i Mji (defined via Proposition 3.3) of (���), until M has been put into the form

of the left-hand side MFG (defined via Definition 2.4 followed by applying the embedding TL ,!
N
i S
!
ji

of Section 3.3). This is accomplished by applying the following two facts:

Lemma 3.4 (1) If zM1; zM2; : : : ; zMN�1 are n�n matrices with coefficients in .q D ! D !1=2 D 1/–
specializations T1i of general quantum tori T!1 ;T

!
2 ; : : : ;T

!
N�1, viewed as factors in

T!1 ˝T!2 ˝ � � �˝T!N�1;

then

Œ zM1�Œ zM2� � � � Œ zMN�1�D Œ zM1
zM2 � � �

zMN�1� 2Mn.T
!
1 ˝T!2 ˝ � � �˝T!N�1/:

Here we are viewing the tensor product T!1 ˝T!2 ˝ � � �˝T!N�1 as a quantum torus in the obvious
way , as demonstrated in the proof below.

(2) For commuting variables z and x, the matrices S
edge
k

.z/ and S left
j .x/, as in Section 1.3.1, satisfy

S
edge
k

.z/S left
j .x/D S left

j .x/S
edge
k

.z/ if and only if k ¤ j:
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Proof The proof of (1) is straightforward. To simplify the notation, we demonstrate the calculation
for two matrices zM and zN with coefficients in classical tori T and U with coordinates fXigiD1;2;:::;m
and fYj gjD1;2;:::;p and quivers � and �, respectively, where T and U are viewed in T˝U. The proof for
finitely many matrices is analogous.

By linearity, it suffices to assume zMij 2 T and zNkl 2 U are monomials, that is,

zMij DX
a
ij
1

1 X
a
ij
2

2 � � �X
a
ij
m
m and zNkl D Y

bkl1
1 Y

bkl2
2 � � �Y

bklp
p :

Recall that, by definition, different tensor factors commute under multiplication in T˝U. We have, for
all 16 i; j 6 n,

Œ zM zN �ij D Œ. zM zN /ij �D
X
k

Œ zMik
zNkj �D

X
k

ŒX
aik1
1 X

aik2
2 � � �X

aikm
m Y

b
kj
1

1 Y
b
kj
2

2 � � �Y
b
kj
p

p �

D

X
k

q�
1
2
�X

aik1
1 X

aik2
2 � � �X

aikm
m Y

b
kj
1

1 Y
b
kj
2

2 � � �Y
b
kj
p

p

D

X
k

q�
1
2
�X

aik1
1 X

aik2
2 � � �X

aikm
m Y

b
kj
1

1 Y
b
kj
2

2 � � �Y
b
kj
p

p

D

X
k

ŒX
aik1
1 X

aik2
2 � � �X

aikm
m �ŒY

b
kj
1

1 Y
b
kj
2

2 � � �Y
b
kj
p

p �D
X
k

Œ zMik�Œ zNkj �D .Œ zM �Œ zN �/ij ;

where

�D
X

16˛<ˇ6m

.�˝�/˛ˇa
ik
˛ a

ik
ˇ C

X
16˛6m;16ˇ6p

.�˝�/˛.mCˇ/a
ik
˛ b

kj

ˇ
C

X
16˛<ˇ6p

.�˝�/.mC˛/.mCˇ/b
kj
˛ b

kj

ˇ

and
� D

X
16˛<ˇ6m

�˛ˇa
ik
˛ a

ik
ˇ C

X
16˛6m;16ˇ6p

0aik˛ b
kj

ˇ
C

X
16˛<ˇ6p

�˛ˇb
kj
˛ b

kj

ˇ
:

The proof of (2) is by inspection.

Proof of Theorem 2.8 By Lemma 3.4(1), it suffices to establish (���) when q D ! D !1=2 D 1, in
which case we do not need to worry about the Weyl quantum ordering.

It is helpful to introduce a simplifying notation. For coordinates z.i/
k
; x
.i/
j ; z

0.i/

k
2 S1ji , put

Z
.i/

k
WD S

edge
k

.z
.i/

k
/; X

.i/
j WD S left

jC1.x
.i/
j /; and Z

0.i/

k
WD S

edge
k

.z
0.i/

k
/ 2Mn.S

1
ji
/:

In this new notation, the matrices Mji 2Mn.S
1
ji
/ of Proposition 3.3 can be expressed by

Mji D

� n�1Y
kD1

Z
.i/

k

�
X
.i/
ji�1

� n�1Y
kD1

Z
0.i/

k

�
2Mn.S

1
ji
/;

and Lemma 3.4(2) now reads, for any i1; i2 2 f1; 2; : : : ; N � 1g,

(�) Z
.i1/

k
X
.i2/
j DX

.i2/
j Z

.i1/

k
2Mn

�N�1O
iD1

S1ji

�
if and only if k ¤ j C 1 .similarly for Z !Z 0/:
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Example (nD 2) In this case, N D 2, we have S1j1 D S11 Š TL � T1n, and the embedding TL
�,�! S11 is

the identity, where Z1 7! z
.1/
1 and Z01 7! z

0.1/
1 . Equation (���) is also trivial, reading

M DM1 DZ
.1/
1 X

.1/
0 Z

0.1/
1 D z

.1/�1
2

1

 
z
.1/
1 0

0 1

!�
1 1

0 1

�
z
0.1/�1

2

1

 
z
0.1/
1 0

0 1

!

DZ
� 1
2

1

�
Z1 0

0 1

��
1 1

0 1

�
Z
0� 1
2

1

�
Z01 0

0 1

�
D S

edge
1 .Z1/S

left
1 S

edge
1 .Z01/DMFG:

Example (nD 3) Here N D 4, the subalgebra TL has coordinates Z1, Z2, X1, Z01 and Z02, and the
embedding TL ,! S11˝ S12˝ S11 is defined by (compare the nD 4 case, Figure 16)

Z1 7!z
.1/
1 ; Z2 7!z

.1/
2 z
0.1/
2 z

.2/
2 ; X1 7!z

0.1/
1 z

.2/
1 x

.2/
1 z
0.2/
1 z

.3/
1 ; Z01 7!z

0.3/
1 ; and Z02 7!z

0.2/
2 z

.3/
2 z
0.3/
2 ;

where we have suppressed the tensor products. Note in this case there is a unique snake-sequence
.� i /iD1;:::;4 so there is only one associated embedding of TL. Equation (���) reads

M DM1M2M1 DZ
.1/
1 Z

.1/
2 X

.1/
0 Z

0.1/
1 Z

0.1/
2 �Z

.2/
1 Z

.2/
2 X

.2/
1 Z

0.2/
1 Z

0.2/
2 �Z

.3/
1 Z

.3/
2 X

.3/
0 Z

0.3/
1 Z

0.3/
2

DZ
.1/
1 �Z

.1/
2 Z

0.1/
2 Z

.2/
2 �X

.1/
0 �Z

0.1/
1 Z

.2/
1 X

.2/
1 Z

0.2/
1 Z

.3/
1 �X

.3/
0 �Z

0.3/
1 �Z

0.2/
2 Z

.3/
2 Z

0.3/
2

D S
edge
1 .Z1/S

edge
2 .Z2/S

left
1 S left

2 .X1/S
left
1 S

edge
1 .Z01/S

edge
2 .Z02/DMFG;

where for the third equality we have used the reformulation (�) of Lemma 3.4(2) to commute the matrices.
Note that the ordering of terms in any of the seven groupings in the fourth expression is immaterial. The
fourth equality uses the embedding TL ,! S11˝ S12˝ S11.

General case As we saw in the examples, M D
QN�1
iD1 Mji is a product of distinct terms Z

.i/

k
, X

.i/
j ,

or Z
0.i/

k
. Let A be the set of terms, that is, AD

S
iD1;2;:::;N�1fZ

.i/

k
;X

.i/
ji�1

;Z
0.i/

k
j k D 1; 2; : : : ; n� 1g.

Besides terms of the form X
.i/
0 , there is one term in A for each coordinate z.i/

k
, x.i/j , and z0.i/

k
ofNN�1

iD1 S1ji . We show that there is an algorithm that commutes these terms into the correct groupings, as
in the above examples.

There is a distinguished subset AL � A, precisely defined in the next paragraph. In the example
n D 2, AL D A, and in the example n D 3, the terms in AL are underlined above. All the X

.i/
0

terms are in AL. Besides the X
.i/
0 terms, there is one term in AL for each coordinate Zk , Xj , and Z0

k

of TL; see Figure 16. As another example, for n D 4 and our usual preferred snake sequence .� i /i ,
ALD fZ

.1/
1 ;Z

.1/
2 ;Z

.1/
3 ;X

.1/
0 ;X

.2/
1 ;X

.3/
2 ;X

.4/
0 ;X

.5/
1 ;X

.6/
0 ;Z

0.6/
1 ;Z

0.6/
2 ;Z

0.6/
3 g; see Figures 15 and 16.

More precisely, the general definition of AL � A, valid for any snake sequence .� i /iD1;2;:::;N , is as
follows. First, Z

.1/

k
D S

edge
k

.z
.1/

k
/, Z

0.N�1/

k
D S

edge
k

.z
0.N�1/

k
/, and X

.i/
0 D S left

1 are in AL for all
k D 1; 2; : : : ; n� 1 and for all 1 6 i 6 N � 1 such that ji � 1D 0. And X

.i/
ji�1
D S left

ji
.x
.i/
ji�1

/ is in AL
for all 16 i 6N � 1 such that ji > 1.

Recall that the injectivity of the embedding TL ,!
NN�1
iD1 S1ji followed immediately from the property that

every coordinate z.i/
k

, x.i/j , or z0.i/
k

of
NN�1
iD1 S1ji corresponds to a unique coordinate Zk , Xj , or Z0

k
of TL;
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see Figure 16. This property thus defines a retraction r WA�AL, namely a surjective function restricting
to the identity on AL � A (by definition, X

.i/
0 7!X

.i/
0 ). See the next paragraph for a precise definition.

The retraction r can be visualized as collapsing the right side of Figure 16 to obtain the left side.

More precisely, in the notation of Section 3.3.1, there is a bijection f W A�A0!
SN�1
iD1 Coordi defined

by f .Z .i/

k
/D z

.i/

k
, f .Z 0.i/

k
/D z

0.i/

k
, and f .X .i/

ji�1
/D x

.i/
ji�1

. Here we have put

A0 D fX
.i/
0 j 16 i 6N � 1 such that ji � 1D 0g:

By definition of AL, the restricted composition g defined by g D � ı .f jAL�A0/ W AL�A0! CoordL
is a bijection, where � W

SN�1
iD1 Coordi ! CoordL is defined at the end of Section 3.3.1. The retraction

r W A! AL is defined on A�A0 by r D g�1 ı� ıf , and as the identity on A0 � AL.

The desired algorithm grouping the terms in A, where there is one grouping per term in AL, is defined by
selecting an ungrouped term a 2 A and commuting it left or right until it is adjacent to r.a/ 2 AL. Here
the terms are viewed in the expression for M . This commutation is possible by Lemma 3.4(2), that is, (�).

More precisely, in the expression for M at step s of the algorithm, for each a0 2AL let l.a0; s/ denote the
length of the longest chain of adjacent terms a 2 r�1.a0/ such that this chain contains a0. For instance,
in the nD 3 example above, for a0 DX

.2/
1 , initially the length of the chain containing a0 is 2, while at

the end of the algorithm this length is 5D jr�1.a0/j. Assuming for the moment that the algorithm is well
defined, that is, that the commutation is possible, we see that l.a0; s/6 l.a0; sC 1/ for all a0 2 AL and
for all steps s, and moreover that at least one of these inequalities is strict at each step. It follows that the
algorithm terminates, at which point the length l.a0; sterm/ of the chain containing a0 is jr�1.a0/j for all
a0 2 AL. Thus in the expression for M at the end of the algorithm, replacing each string

Q
a2r�1.a0/

a

with S
edge
k

.Zk/, S left
jC1.Xj /, or S

edge
k

.Z0
k
/, depending on a0, completes the proof. It only remains to

show that the commutations at each step of the algorithm are possible. Only the diagonal matrices Z
.i/

k

or Z
0.i/

k
, are “moving” during the commutation, and these matrices commute with each other. So by (�),

we just need to argue that, upon commuting aDZ
.i/

k
, say, until it is adjacent to a0 D r.a/, we do not

need to commute Z
.i/

k
past any X

.i 0/

k�1
. For concreteness, assume a0 is of the form X

.i 00/

k
with i 00 6 i .

The argument is analogous in the cases where a0 is of the form X
.i 00/

k
with i 00 > i , or Z

.1/

k
or Z

0.N�1/

k
.

The claim is clear when i 00 D i , so assume i 00 < i , so, in particular, Z
.i/

k
is being commuted to the left

until it is just to the right of X
.i 00/

k
. Note such a Z

.i/

k
appears as a horizontal edge lying over the top of

the small downward facing triangle corresponding to X
.i 00/

k
; compare with Figure 16. In the notation of

Section 3.3.1, the horizontal segment seg.f .Z .i/

k
// 2 SegL in the discrete triangle ‚n�1 is of the form

.k; ˇ; n� 1� k�ˇ/.k� 1; ˇ; n� k�ˇ/. Thus the key observation is that if some snake-move matrix
Mji0 DMk contributes X

.i 0/

k�1
to M , then either the bottom snake � i

0

of the i 0–snake-move is later in the
snake sequence than the bottom snake � i of the i–snake-move, in particular i 6 i 0, or the top snake � i

0C1

of the i 0–snake-move is earlier in the snake sequence than the bottom snake � i
00

of the i 00–snake-move, in
particular i 0C 16 i 00. In the former case X

.i 0/

k�1
lies to the right of Z

.i/

k
, and in the latter case X

.i 0/

k�1
lies

to the left of X
.i 00/

k
.
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zn�1
zn�jC1

z0n�1 z0n�jC1
z0n�j

z02 z01

zn�j z2 z1

xn�jC1

� 0
1=2
�1=2

Figure 17: Right diamond snake-move algebra for j D 2; : : : ; n� 1.

z0n�1

� 0
1=2
�1=2

z02 z01

z1z2zn�1

Figure 18: Right tail snake-move algebra for j D 1.

3.5 Setup for the quantum right matrix

We end with a few words about the proof for the quantum right matrix MFG DR! , which essentially
goes the same as for the left matrix.

(1) The right version of the j th snake algebra S!j for j D 1; 2; : : : ; n� 1 is given by replacing the
quivers of Figures 13 and 14 by the quivers shown in Figures 17 and 18.

(2) The j th quantum snake-move matrix Mj of Proposition 3.3 is replaced by

Mj WD

�� n�1Y
kD1

S
edge
k

.zk/

�
S

right
j .xn�jC1/

� n�1Y
kD1

S
edge
k

.z0k/

��
2Mn.S

!
j /:

Note, when j D 1, the matrix S
right
1 .xn/D S

right
1 is well defined, despite xn not being defined.

(3) The subalgebra TR � T!n is generated by all but the Z0˙1=nj ; see Figures 11 and 12.

Appendix Proof of Proposition 3.3

Lemma A.1 If ZW D q�WZ in some quantum torus T, and if
Pm
iD1 ri D 0, then

mY
iD1

ŒZriW ri �D 1 2 T:

Proof Using
�P

i ri
�2
=2D

P
i r
2
i =2C

P
i<j rirj , we computeY

i

ŒZriW ri �D q��
P
i r
2
i
=2Zr1W r1Zr2W r2 � � �ZrmW rm

D q��
P
i r
2
i
=2q��

P
i<j rirjZ

P
i riW

P
i ri D q��.

P
i ri /

2=2
�Z0 �W 0

D 1:
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Proof of Proposition 3.3 As a shorthand, put Lil WD .S left
j .xj�1//il , zEi i WD

Qn�1
kD1.S

edge
k

.zk//i i , and
zE 0i i WD

Qn�1
kD1.S

edge
k

.z0
k
//i i . By Definition 2.6, and by the structure of the matrix Mj , the following three

relations are needed to establish that Mj is in Mq
n.S

!
j /:

Œ zEjjLj.jC1/ zE
0
.jC1/.jC1/�Œ

zEjjLjj zE
0
jj �DqŒ

zEjjLjj zE
0
jj �Œ
zEjjLj.jC1/ zE

0
.jC1/.jC1/�;(A-1)

Œ zE.jC1/.jC1/L.jC1/.jC1/ zE
0
.jC1/.jC1/�Œ

zEjjLj.jC1/ zE
0
.jC1/.jC1/�(A-2)

DqŒ zEjjLj.jC1/ zE
0
.jC1/.jC1/�Œ

zE.jC1/.jC1/L.jC1/.jC1/ zE
0
.jC1/.jC1/�;

Œ zEi iLi i zE
0
i i �Œ
zEkkLkk zE

0
kk�D Œ

zEkkLkk zE
0
kk�Œ
zEi iLi i zE

0
i i � for i <k:(A-3)

We begin with (A-1). Note,

Lj.jC1/ D Ljj D x
.1�j /=n
j�1 and Œ zEjjLj.jC1/ zE

0
.jC1/.jC1/�D Œ

zEjjLjj zE
0
jj z
0�1
j �:

So it suffices to show that commuting z0�1j from left to right across zEjjLjj zE 0jj contributes a factor q,
equivalently, z0j contributes q�1. Indeed, in zEjjLjj zE 0jj we see z0j only interacts with x.1�j /=nj�1 with
weight q2, with .S edge

j .zj //jj D z
.n�j /=n
j with weight q�2, with .S edge

jC1.z
0
jC1//jj D z

0.n�j�1/=n
jC1 with

weight q, and with .S edge
j�1 .z

0
j�1//jj D z

0.1�j /=n
j�1 with weight q�1. The total exponent of q that z0j

contributes is therefore .2.1� j /� 2.n� j /C 1.n� j � 1/� 1.1� j //=nD�1.

Next we check (A-2). Note, L.jC1/.jC1/ D Lj.jC1/ D x
.1�j /=n
j�1 and Œ zEjjLj.jC1/ zE 0.jC1/.jC1/� D

Œzj zE.jC1/.jC1/L.jC1/.jC1/ zE
0
.jC1/.jC1/

�. So it suffices to show that commuting zj from right to left
across zE.jC1/.jC1/L.jC1/.jC1/ zE 0.jC1/.jC1/ contributes a factor q. Indeed, in

zE.jC1/.jC1/L.jC1/.jC1/ zE
0
.jC1/.jC1/

we see that zj only interacts with x.1�j /=nj�1 with weight q2 (because it’s moving from right to left), with
.S

edge
j .z0j //.jC1/.jC1/ D z

0�j=n
j with weight q�2, with .S edge

jC1.zjC1//.jC1/.jC1/ D z
.n�j�1/=n
jC1 with

weight q, and with .S edge
j�1 .zj�1//.jC1/.jC1/ D z

.1�j /=n
j�1 with weight q�1. The total exponent of q that

zj contributes is therefore .2.1� j /� 2.�j /C 1.n� j � 1/� 1.1� j //=nDC1.

Lastly we verify (A-3). Note that the terms in Œ zEi iLi i zE 0i i � appear in the forms x˛
i

j�1 or z
ˇ i
l

l
z
0ˇ i
l

l
for

l D 1; 2; : : : ; n � 1. We see from the quivers in Figures 13 and 14 that terms of this form mutually
commute. So

Œ zEi iLi i zE
0
i i �D Œx

˛i

j�1�
Y
l

Œz
ˇ i
l

l
z
0ˇ i
l

l
�;

where the right-hand side is independent of the ordering of the terms. Similarly for Œ zEkkLkk zE 0kk�. It
follows that Œ zEi iLi i zE 0i i � commutes with Œ zEkkLkk zE 0kk� for all i and k.

It remains to check that the quantum determinant of Mj is equal to 1 2 S!j . Since Mj is in Mq
n.S

!
j / and

is triangular, by Remark 2.7(1) we have Detq.Mj / D
Q
i .Mj /i i . As the only l such that zl does not

commute with z0
l

is l D j , the above equation becomes

.Mj /i i D Œ zEi iLi i zE
0
i i �D Œz

ˇ i
j

j z
0ˇ i
j

j �x˛
i

j�1

Y
l¤j

.zlz
0
l/
ˇ i
l :
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Note,
P
i ˛
i D 0 and

P
i ˇ

i
l
D 0 for all l D 1; 2; : : : ; n� 1 by construction of Mj (this is where the

normalizing factors come in; compare with the example below Proposition 3.3). It follows that (where
the last equality is by Lemma A.1),

Detq.Mj /D

�Y
i

Œz
ˇ i
j

j z
0ˇ i
j

j �

��Y
i

x˛
i

j�1

Y
l¤j

.zlz
0
l/
ˇ i
l

�
D

�Y
i

Œz
ˇ i
j

j z
0ˇ i
j

j �

�
1D 1:
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Algebraic generators of the skein algebra of a surface

RAMANUJAN SANTHAROUBANE

Let † be a surface with negative Euler characteristic, genus at least one and at most one boundary
component. We prove that the Kauffman bracket skein algebra of † over the field of rational functions
can be algebraically generated by a finite number of simple closed curves that are naturally associated to
certain generators of the mapping class group of †. The action of the mapping class group on the skein
algebra gives canonical relations between these generators. From this, we conjecture a presentation for a
skein algebra of †.

57K31

1 Introduction

1.1 Main results

This paper is focused on finding algebraic generators of the Kauffman bracket skein algebra of a surface.
Throughout this paper, we will refer to the Kauffman bracket skein algebra simply as the skein algebra. Let
† be a compact oriented connected surface of genus at least one and with at most one boundary component.
Moreover, we will suppose that † has negative Euler characteristic. We denote by S.†;Q.A// the skein
module of †� Œ0; 1� with coefficients in the field of rational function Q.A/ and by S.†/ the skein module
over ZŒA˙1�. The module S.†;Q.A// is equipped with a natural product given by stacking banded
links. For  is a simple closed curve on †, we write  for the element  �

�
1
2
; 2

3

�
in S.†;Q.A// and we

denote by t the Dehn twist along  .

Theorem 1.1 Let fj gj2I be a finite set of nonseparating simple closed curves such that

(1) for any i; j 2 I , the curves i and j intersect at most once;

(2) the set ftj gj2I generates the mapping class group of †.

Then fj gj2I generates S.†;Q.A// as a Q.A/–algebra. Moreover , fj gj2I generates

S.†/˝Z
h
A˙1;

1

A2�A�2

i
as a ZŒA˙1; 1=.A2�A�2/�–algebra.

We recall that the mapping class group of † is �0.HomeoC.†; @†//. We will now give an interpretation
of some relations that should hold for the generators in the previous theorem. Let us fix fj gj2I a
set of simple closed curves on † satisfying the hypothesis of Theorem 1.1. Let Q.A/hIi be the free

© 2024 MSP (Mathematical Sciences Publishers). Distributed under the Creative Commons Attribution License 4.0 (CC BY).
Open Access made possible by subscribing institutions via Subscribe to Open.
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2572 Ramanujan Santharoubane

noncommutative Q.A/–algebra generated by fXj gj2I . The theorem says that there exists a surjective
algebra homomorphism

(1) ‰ WQ.A/hIi ! S.†;Q.A//

defined by
‰.Xj /D

j

A2�A�2
for all j 2 I:

Now for j 2 I and � 2 f�1; 1g, let T �
j WQ.A/hIi !Q.A/hIi be the homomorphism of Q.A/–algebra

defined by

(2) T �
j .Xk/D

�
Xk if �.j ; k/D 0;

�.A�Xj Xk �A��XkXj / if �.j ; k/D 1:

Here � is the geometric intersection of simple closed curves. With the convention that a Dehn twist always
turn to the right with respect to the orientation of the surface, we can check that ‰ exchanges the actions
of the Tj and the tj in the sense that

‰.T �
j X /D t�j .‰.X // for all X 2Q.A/hIi; j 2 I; and � 2 f�1; 1g:

Let �.†/ be the mapping class group of † and let �.†/ be the group �.†/ modulo its center. Suppose
that I D f1; : : : ;N g and let us denote each tj simply by tj . Note that the map t�j 7! T �

j does not extend
to an action of �.†/ on Q.A/hIi. Indeed Q.A/hIi is a free noncommutative algebra and the relations
in �.†/ satisfied by the Dehn twists ft˙1

j gj2J have no reason to be satisfied by the operators fT˙1
j gj2J .

Hence the relations between the ft˙1
j gj2J give relations between the generators fj gj2J in S.†;Q.A//.

Suppose that �.†/ has the following presentation with respect to the generators ftj gj2I :

�.†/D ht1; : : : ; tN jR1.t1; : : : ; tN /D � � � DRK .t1; : : : ; tN /D 1i

where K is an integer and the Rk.t1; : : : ; tN / are some words in ft˙1
j gj2I . Let R be the bi-ideal of

Q.A/hIi generated by the elements

Rk.T1; : : : ;TN /Xi �Xi for 1� i �N and 1� k �K;

Tj T �1
j Xi �Xi for 1� i; j �N;

XiXj �Xj Xi for �.i ; j /D 0:

We define

(3) A.�.†//D
Q.A/hIi

R
;

which is a quotient of Q.A/hIi on which the actions of the T˙1
j extend to a canonical action of �.†/. A

direct consequence of Theorem 1.1 is the following:

Corollary 1.2 The canonical map

A.�.†//! S.†;Q.A//

is surjective.

Algebraic & Geometric Topology, Volume 24 (2024)
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Conjecture 1.3 There exists a presentation of �.†/ for which A.�.†// is isomorphic to S.†;Q.A//

as a noncommutative Q.A/–algebra.

1.2 Notes and references

Bullock [1999] was the first to find algebraic generators of the skein algebra of a surface. His generators
are over ZŒA˙1� and not over Q.A/. The number of his generators is exponential in the genus of the
surface whereas here we have a linear number (by choosing the right generators of �.†/).

It was shown in [Przytycki and Sikora 2000] that each S.†/ has a generating set of cardinality which is
cubic in the genus of the surface.

Finite generation was also prove by Abdiel and Frohman [2017, Theorem 3.7]. Frohman and Kania-
Bartoszynska [2018] studied the skein algebra when A is evaluated at a root of unity. They proved that it
is generated over its center by a pair of subalgebras from pants decomposition. Their generators have
some similarities with the one in the current paper.

Presentations of skein algebras of surfaces are only known in genus zero and one. Bullock and Przytycki
[2000] found such a presentation for the one-holed torus, the four-holed sphere and two-holed torus. They
related some of these algebras to nonstandard deformations of lie algebras.

When A is specialized to �1, it was shown by Bullock [1997] and Przytycki and Sikora [2000] that
the skein algebra of a surface is isomorphic to the ring of algebraic functions of the SL.2;C/ character
variety of the surface. Moreover, for AD

p
�1, Marché [2011] gave an homological interpretation of

the skein algebra of the surface. Note that the map ‰ defined in (1) is not defined if A is specialized
to a 4th primitive root of unity. It is possible to see that if we specialize A at a 4th root of unity in the
algebra A.�.†// we find something different from the algebras studied by Bullock, Marché, Przytycki
and Sikora.

Humphries generators [1979] and Lickorish generators [1964] are examples of generators of the mapping
class groups satisfying the hypothesis of Theorem 1.1. Moreover, presentations for both of these generating
sets are known; we refer to book of Farb and Margalit [2012] for more details.

We consider �.†/ quotiented by its center because the center of the mapping class group acts trivially on
the skein algebra of the surface.

Acknowledgements

I want to thank C Frohman, J Marché and G Masbaum for helpful conversations.

2 Quick review of the skein algebra

For any compact oriented manifold M (maybe with boundary), we denote by S.M / the Kauffman bracket
skein module with coefficients in ZŒA˙1�. We recall that it is the free ZŒA˙1�–module generated by the

Algebraic & Geometric Topology, Volume 24 (2024)
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L� L0 L1

Figure 1: Kauffman triple.

set of isotopy classes of banded links in the interior of M quotiented by the following so-called skein
relations. First

(4) L� DAL1CA�1L0

where L�, L0 and L1 are any three banded links in M which are the same outside a small 3–ball but
differ inside as in Figure 1. In this case, the triple L�;L0;L1 is called a Kauffman triple. The second
relation satisfied in S.M / is

L[D D�.A2
CA�2/L

where L is any link in M and D is a trivial banded knot. We define S.M;Q.A// to be the Q.A/–vector
space S.M /˝Q.A/ where the tensor product is made over ZŒA˙1�.

Let † be a compact oriented connected surface; we denote by S.†;Q.A// the space S.†� Œ0; 1�;Q.A//.
Stacking banded links on top of each other gives S.†;Q.A// the structure of a Q.A/–algebra.

A multiloop is a disjoint union of non-null-homotopic simple close curve inside †. For  �† a multiloop
we write  for the banded link  �

�
1
2
; 2

3

�
in S.†;Q.A// and we will still call this banded link a multiloop.

A well-known theorem is the following:

Theorem 2.1 The set of isotopy classes of multiloops on † is a basis of the Q.A/–vector space
S.†;Q.A//.

In particular this theorem clearly implies that simple closed curves generate S.†;Q.A// as an algebra.
Recall that �.†/D �0.HomeoC.†; @†// acts canonically on S.†;Q.A//. If  �† is a simple closed
curve, we denote by t the Dehn twist along  . We use the turn right convention for t . More precisely,
let N � † be an annulus neighborhood of  , we can identify N with S1 � Œ0; 1� using an orientation
preserving homeomorphism. Outside N, the map t is defined to be the identity and on N it is given by
the map .ei� ; t/ 7! .ei.��2� t/; t/. Figure 2 helps to visualize this definition.

The following lemma can be obtained by applying the skein relation (4).

N

t
7�!

N

Figure 2
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Lemma 2.2 Let ˛ and ˇ be two simple close curves intersecting once. Then in S.†;Q.A//,

t�˛.ˇ/D
A�˛ˇ�A��ˇ˛

�.A2�A�2/
:

3 Proof of Theorem 1.1

Let �.†/ be the mapping class group of †. Let fj gj2I be a set of simple closed curves satisfying the
hypothesis of the Theorem 1.1 and let B be the subalgebra of S.†;Q.A// generated by fj gj2I .

Lemma 3.1 B is stable by the action of �.†/.

Proof Since ftj gj2I generates �.†/, it enough to prove that for any j ; k 2 I we have t˙1
j
.k/ 2B. If

j does not intersect k then t˙1
j
.k/D k 2B. Now if j intersects k once then, by Lemma 2.2,

t˙1
j
.k/D

A˙1jk �A�1kj

˙.A2�A�2/
2B:

Lemma 3.2 If C0 denotes the set of nonseparating simple closed curves then C0 �B.

Proof Let  2 C0 and 0 2 fj gj2I ; there exists � 2 �.†/ such that �.0/D  . Since 0 belongs to B

which is stable by the action of �.†/ (see the previous lemma), we have  2B.

Lemma 3.3 If C1 denotes the set of separating simple closed curves then C1 �B.

Proof Suppose that the genus of † is g � 1. Let ı1; : : : ; ıg be the curves in Figure 3, where ıg is trivial
when † does not have boundary. Let j 2 f1; : : : ;gg and let zj and z0j be the two nonseparating curves in
the torus with two boundary components defined by ıj ; ıj�1, as shown in Figure 4.

By applying the skein relations, we have

z0j zj DA2xj x0j CA�2yj y0j C ıj C ıj�1

where ı0 D�A2�A�2 and xj , x0j , yj and y0j are nonseparating curves. By Lemma 3.2, z0j , zj , xj , x0j ,
yj and y0j are in B, so by an induction on j we can prove that for all 1� j � g we have ıj 2B.

Now if  is a separating curve, there exists � 2 �.†/ and j0 such that  D �.ıj0
/. Since B is stable by

the action of �.†/, we have  2B.

ı0

ı1
ı2 ıg�1

ıg

Figure 3
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ıj ıj

ıj ıj

ıj�1

zj

z0j

Figure 4

Proof of Theorem 1.1 S.†;Q.A// is algebraically generated by simple closed curves. Hence, combin-
ing Lemmas 3.2 and 3.3, we can conclude the proof. Moreover, we can still conclude by Lemmas 3.1,
3.2 and 3.3 that the ZŒA˙1; 1=.A2�A�2/�–algebra generated by fj gj2I is

S.†/˝Z
h
A˙1;

1

A2�A�2

i
:

4 Interpretation of the relations in the skein algebra

Let fj gj2I be a set of simple closed curves on † satisfying the hypothesis of Theorem 1.1. Recall that
Q.A/hIi is the free noncommutative Q.A/–algebra generated by fXj gj2I .

Definition 4.1 For X;Y 2Q.A/hIi we define ŒX;Y �A WDAXY �A�1YX .

Recall that the maps fT �
j gj2I are defined by (2) in the introduction. Recall also that given a presentation

of �.†/ with respected to the generating set ftj gj2I , we defined A.�.†// via (3) (see the introduction).
By definition, any relation satisfied by the ftj gj2I (which may not appear in the given presentation)
gives some relation in A.�.†//. Let us focus on the relations

T �1
j T �1

i T �1
j TiTj TiXa�Xa D 0 for �.i ; j /D 1 and a 2 I;(5)

Tj T �1
j Xi �Xi D 0 for i; j 2 I;(6)

XiXj �Xj Xi D 0 for �.i ; j /D 0:(7)

Note that these relations hold but are not a complete set of relations in A.�.†//. The first relation comes
from the braid relations in the mapping class group.

Proposition 4.2 In A.�.†//, the relations (5), (6) and (7) are equivalent to

ŒŒXj ;Xi �A;Xj �A DXi for �.i ; j /D 1;(8)

XiXj �Xj Xi D 0 for �.i ; j /D 0:(9)
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Proof Let i; j 2 I . Note that if �.i ; j /D 0, the relation (6) is empty and if �.i ; j /D 1, this relation
gives ŒŒXj ;Xi �A;Xj �A DXi .

Let i; j 2 I such that �.i ; j /D 1. Because of (6), the relation (5) can be rewritten as

TiTj TiXk D Tj TiTj Xk

for all k 2 I . It is easy to check that this relation is implied by (8) and (9).

Remark 4.3 We did not include T �1
j Tj Xi DXi in the relations defining A.�.†// because they give

ŒXj ; ŒXi ;Xj �A�A DXi for �.i ; j /D 1 which is the same as ŒŒXj ;Xi �A;Xj �A DXi .

4.1 The case of the one-holed torus

Let † be a surface of genus one with one boundary component. Its mapping class group is the braid
group B3 whose presentation is ht1; t2 j t1t2t1 D t2t1t2i. Here is t1 is Dehn twist along the canonical
meridian of † and t2 is the Dehn twist around the longitude of †. Note that these two curves satisfy the
hypothesis of Theorem 1.1. The center of this group is the group generated by .t1t2t1/

2 and �.†/ is
PSL2.Z/ with presentation

�.†/D ht1; t2 j t1t2t1 D t2t1t2; .t1t2t1/
2
D 1i:

In this case A.�.†// is a noncommutative algebra generated by X1 and X2. Because of Proposition 4.2,
the only relations between X1 and X2 are

ŒX1; ŒX2;X1�A�A DX2; ŒX2; ŒX1;X2�A�A DX1; .T1T2T1/
2X1 DX1; .T1T2T1/

2X2 DX2:

It is easy to check that the two last relations are implied by the two first one. Therefore,

A.�.†//D hX1;X2 j ŒX1; ŒX2;X1�A�A DX2; ŒX2; ŒX1;X2�A�A DX1i:

From [Bullock 1999, Theorem 2.1] the skein module of the one-holed torus is isomorphic to A.�.†//.
Therefore Conjecture 1.3 holds for the one-holed torus.
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Bundle transfer of L–homology orientation classes for singular spaces

MARKUS BANAGL

We consider transfer maps on ordinary homology, bordism of singular spaces and homology with
coefficients in Ranicki’s symmetric L–spectrum, associated to block bundles with closed oriented PL
manifold fiber and compact polyhedral base. We prove that if the base polyhedron is a Witt space,
for example a pure-dimensional compact complex algebraic variety, then the symmetric L–homology
orientation of the base, constructed by Laures, McClure and the author, transfers to the L–homology
orientation of the total space. We deduce from this that the Cheeger–Goresky–MacPherson L–class of
the base transfers to the product of the L–class of the total space with the cohomological L–class of the
stable vertical normal microbundle.
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1 Introduction

To a fiber bundle p W X ! B whose structure group is a compact Lie group acting smoothly on the
compact smooth d–dimensional manifold fiber F , and whose base space B is a finite complex, Becker
and Gottlieb associate in [8] a transfer homomorphism p! WHn.B/!HnCd .X /. Boardman discusses
this transfer and several closely related constructions, such as the Umkehr map and pullback transfers,
in [9]. Let L�.˛/ denote the cohomological Hirzebruch L–class of a vector bundle ˛, and for a smooth
closed oriented manifold M with tangent bundle TM, let L�.M / 2H�.M IQ/ denote the Poincaré dual
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2580 Markus Banagl

of L�.TM/. Suppose that F is oriented and the structure group of p acts in an orientation-preserving
manner. If the base B of the fiber bundle is a smooth closed oriented manifold M , then

(1) p!L�.M /DL�.Tp/
�1
\L�.X /;

where Tp is the vertical tangent bundle of p. This is a straightforward consequence of the bundle
isomorphism TX Š p�TM˚Tp , naturality and the Whitney sum formula for the cohomological L–class,
multiplicative properties of the transfer, and the fact that p! maps the fundamental class of the base to the
fundamental class of the total space.

If the base B is a singular pseudomanifold then the above argument does not apply. On the other
hand, intersection homology methods still allow for the construction of a homological L–class L�.B/ 2

H�.BIQ/ for many types of compact pseudomanifolds B: When B allows for a stratification with only
even-codimensional strata, for example a pure-dimensional compact complex algebraic variety, L�.B/ has
been defined by Goresky and MacPherson in [21]. This construction has been extended by P Siegel [44] to
Witt spaces, ie oriented polyhedral pseudomanifolds that may have strata of odd codimension such that the
middle-dimensional middle-perversity rational intersection homology of the corresponding links vanishes.
In [1; 2], the author has yet more generally defined L�.B/ for topologically stratified spaces B that allow
for Lagrangian structures along strata of odd codimension. A local definition of L–classes for triangulated
pseudomanifolds with piecewise-flat metric was given by Cheeger [16] in terms of �–invariants of links.
As for manifolds, the L–class of singular spaces plays an important role in the topological classification
of such spaces, as shown by Cappell and Weinberger in [13] and by Weinberger in [49].

Let F be a closed oriented d–dimensional PL manifold, B a compact polyhedron and � an oriented PL
F–block bundle over B; see Casson [15]. Oriented PL F–fiber bundles p W X ! B are a special case.
Block bundles, and hence our results here, do not require a locally trivial projection map p. Then � still
admits a transfer homomorphism

� !
WHn.B/!HnCd .X /:

See Ebert and Randal-Williams [19] and Section 5. Furthermore, � possesses a stable vertical normal PL
microbundle �� ; see Hebestreit, Land, Lück and Randal-Williams [25] and Section 2. Here we develop
methods that yield, among other results, formula (1) for F–block bundles over Witt spaces B:

Theorem 8.1 Let B be a closed Witt space (eg a pure-dimensional compact complex algebraic variety)
and let F be a closed oriented PL manifold. Let � be an oriented PL F–block bundle over B with total
space X and oriented stable vertical normal microbundle �� over X . Then X is a Witt space , and the
associated block bundle transfer � ! sends the Cheeger–Goresky–MacPherson–Siegel L–class of B to
the product

(2) � !L�.B/DL�.��/\L�.X /:

Note that since the cohomological class L�.��/ is invertible, this formula yields a method for computing
the Cheeger–Goresky–MacPherson L–class of the total space.
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Our method of proof rests on the geometric description of PL cobordism provided by Buoncristiano,
Rourke and Sanderson [12] in terms of mock bundles. We construct a transfer � ! WEn.B/!EnCd .X /

for any module spectrum E over the Thom spectrum MSPL of oriented PL bundle theory. In addition
to the transfer on ordinary homology, this yields transfer homomorphisms on Ranicki’s homology with
coefficients in the symmetric L�–spectrum and on Witt bordism theory, �Witt

� . We describe the latter
transfer geometrically as a pullback transfer and use this, together with mock bundle theory, to show
that the Witt bordism transfer sends the fundamental class ŒB�Witt 2�

Witt
� .B/ to the fundamental class

ŒX �Witt 2 �
Witt
� .X /; see Proposition 6.8. Using work of Laures, McClure and the author [7], which

provides a map of ring spectra MWITT! L�.Q/, where MWITT represents Witt-bordism, as well as a
fundamental class ŒB�L 2 L�.Q/�.B/, we then show:

Theorem 7.1 Let B be a closed Witt space of dimension n and let F be a closed oriented PL manifold of
dimension d . Let � be an oriented PL F–block bundle over B with total space X . Then the L�–homology
block bundle transfer

� !
W L�.Q/n.B/! L�.Q/nCd .X /

maps the L�.Q/–homology fundamental class of B to the L�.Q/–homology fundamental class of X ,

� !ŒB�L D ŒX �L:

The result on Cheeger–Goresky–MacPherson L–classes is then deduced from an explicit formula for the
transfer by tensoring with the rationals. For a PL F–fiber bundle p WX ! B over a PL manifold base B,
the formula

p!ŒB�L D ŒX �L 2 L�.Z/nCd .X /

was stated by Lück and Ranicki in [32]. The behavior of the L–class for singular spaces under transfers
associated to finite-degree covering projections has already been clarified in [4], where we showed that
for a closed oriented Whitney stratified pseudomanifold B admitting Lagrangian structures along strata
of odd codimension (eg B Witt) and p WX ! B an orientation-preserving covering map of finite degree,
the L–class of B transfers to the L–class of the cover, ie

p!L�.B/DL�.X /:

For the Witt case, from our perspective this is a special case of (2).

An inclusion g W Y ,! X of stratified spaces is called normally nonsingular if Y possesses a tubular
neighborhood in X that can be equipped with the structure of a real vector bundle; see eg work of
Goresky and MacPherson [23] and the author [5]. An oriented normally nonsingular inclusion g of real
codimension c has a Gysin map

g!
WH�.X IQ/!H��c.Y IQ/

on ordinary homology,
g!
W L�.Q/�.X /! L���c.Q/.Y /

on L�.Q/–homology, and
g!
W�Witt
� .X /!�Witt

��c.Y /

Algebraic & Geometric Topology, Volume 24 (2024)
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on Witt bordism. In [5], we showed that if g is a normally nonsingular inclusion of closed oriented
even-dimensional piecewise-linear Witt pseudomanifolds, for example pure-dimensional compact complex
algebraic varieties, then

(3) g!L�.X /DL�.�g/\L�.Y /;

g!ŒX �L D ŒY �L; g!ŒX �Witt D ŒY �Witt;

where �g is the normal bundle of g. These formulae have been applied in [5] to compute the Cheeger–
Goresky–MacPherson L–class of certain singular Schubert varieties. No previous computations of such
classes seem to be available in the literature. Together with the bundle transfer formula (2), this makes it
possible to compute the transfer of the Cheeger–Goresky–MacPherson L–class associated to a normally
nonsingular map, that is, a map which can be factored as a composition of a normally nonsingular
inclusion, followed by the projection of an oriented PL F–fiber bundle � with closed PL manifold fiber F ;
see Section 9.

For complex algebraic, possibly singular, varieties X , Brasselet, Schürmann and Yokura [11] introduced
Hodge-theoretic intersection Hirzebruch characteristic classes ITy;�.X /, which agree with L�.X / for
y D 1 and X nonsingular or, more generally, a rational homology manifold; see de Bobadilla and
Pallarés [10]. Using results of Schürmann [43] and Maxim and Schürmann [34], we established an
algebraic version of (3) for IT1;� in a context of appropriately normally nonsingular regular algebraic
embeddings [5, Theorem 6.30]. Similarly, we expect IT1� to satisfy a relation analogous to (2) for
smooth algebraic morphisms p WX !B, where �p would now be inverse to the algebraic relative tangent
bundle TX=B . Such a relation, together with our results here, then enable further comparison between
the Hodge-theoretic class IT1� and the topological class L�. The aforementioned normally nonsingular
maps form a topological parallel to the algebraic concept of a local complete intersection morphism, ie
a morphism of varieties that can be factored into a closed regular embedding and a smooth morphism.
Hence our results impact the behavior of topological characteristic classes under transfers associated to
local complete intersection morphisms.

Acknowledgments This work is funded by the Deutsche Forschungsgemeinschaft (DFG, German
research foundation) research grant 495696766.

2 Stable vertical normal block bundles

Block bundles with manifold fiber over compact polyhedra admit stable vertical normal closed disc block
bundles; see eg [19; 25], as well as [12, page 83] for the more general mock bundle situation. We will
use the vertical normal block bundle later in the description of the Umkehr map, and thus recall the
construction in the form we need.

Let F be a closed oriented PL manifold of dimension d and let K be a finite ball complex with associated
polyhedron B D jKj. (The polyhedron B is not required to be a manifold.) Let � be an oriented PL
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F–block bundle over K (see Casson [15]) with total space X DE.�/. Let b denote the dimension of B

so that dim X D dCb. The block of � over a cell � 2K will be denoted by �.�/. For every � , there is a
block-preserving PL homeomorphism �.�/Š F � � . Thus the blocks of � are compact PL manifolds
with boundary

�.@�/ WD
[
�2@�

�.�/:

Over the interiors V� of cells, we set �. V�/ WD �.�/� �.@�/.

In order to construct a stable vertical normal PL block bundle (and hence a stable PL microbundle, since
BSPL' BeSPL) for � , choose a block-preserving PL embedding

� WX ,!Rs
�B

for sufficiently large s > 2d C bC 1, ie a PL embedding such that

�.�. V�//�Rs
� V�

and
� jW .�.�/; �.@�//! .Rs

� �;Rs
� @�/

is a locally flat PL embedding of manifolds for every simplex � � K. One way to obtain such an
embedding is to choose first a PL embedding e W X ,! Rs . By Casson [15, Lemma 6, page 43], � can
be equipped with a choice of block fibration p W X ! B. This is a PL map such that �.�/ D p�1.�/

for every cell � 2 K. Then � WD .e;p/ W X ,! Rs � B is a block-preserving PL embedding. (The
local flatness is ensured by requiring the codimension to be at least 3.) Another method to construct
a block-preserving embedding � is by induction over the cells � 2 K, starting with the 0–cells �0

and embeddings � W �.�0/ Š F � Rs � �0 Š Rs . These are then extended to proper embeddings of
manifolds-with-boundary � W �.�1/�Rs � �1 for every 1–cell �1 in K, etc. As in [41], an embedding
j WM !Q of manifolds is proper if j�1.@Q/D @M .

Recall that one says that a PL embedding j W A! P of polyhedra possesses a normal PL closed disc
block bundle if there exists a regular neighborhood N of j .A/ in P such that N is the total space of a PL
closed disc block bundle over j .A/ whose zero section embedding agrees with the inclusion j .A/�N .

Proposition 2.1 Let � be an F–block bundle over a finite cell complex K with polyhedron B D jKj,
where F is a closed PL manifold. A block-preserving PL embedding � WX !Rs�B of the total space X

of � possesses a normal PL closed .s�d/–disc block bundle �� over �.X /. If � is oriented , then �� is
canonically oriented.

Proof We begin by constructing a particular regular neighborhood N of �.X / in Rs �B such that N is
compatible with the blocks �.�.�// and Rs �� for all cells � 2K. There exists a locally finite simplicial
complex L with subcomplexes T;L� �L (� 2K) such that

(i) jLj DRs �B,

(ii) �.X /D jT j,

Algebraic & Geometric Topology, Volume 24 (2024)
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(iii) for every cell � in K, Rs � � D jL� j, and

(iv) each simplex of L meets T in a single face or not at all.

It follows from (ii) and �.�.�// � Rs � � that the compact manifold M� WD �.�.�// is triangulated
by L� \T . The boundary of M� is triangulated by the subcomplex L@� \T of L, where L@� is the
subcomplex of L given by

L@� D
[
�2@�

L� :

Furthermore, (iv) implies that each simplex of L� meets L� \ T in a single face or not at all. Let
f WL! Œ0; 1�D�1 be the unique simplicial map such that f �1.0/D jT j. Then the preimage

N WD f �1
�
0; 1

2

�
�Rs

�B

is a regular neighborhood of �.X / in Rs � B. The intersection Q� WD N \ .Rs � �/ is a regular
neighborhood of the manifold M� in the manifold Rs�� . This regular neighborhood meets the boundary
Rs �@� transversely, ie N \ .Rs �@�/ is a regular neighborhood of �.�.�//\ .Rs �@�/D �.�.@�// in
Rs � @� . The boundary of the compact manifold Q� is described by

(4) @Q� D
�
f �1

�
1
2

�
\ .Rs

� �/
�
[

[
�2@�

Q�

and M� is a proper submanifold of Q� .

We will construct a PL closed disc block bundle �� over �.X / by induction on the cells � of K. The
total space E.�� / of �� is given by E.�� / WDN . Given a nonnegative integer n, we set

Ln WD

[
�

L� ;

where the union is taken over all cells � 2K of dimension at most n. The corresponding polyhedron is
jLnj DRs �Bn, where Bn denotes the n–skeleton of B. Set

Qn WD

[
�

Q� �Rs
�Bn;

where the union is taken over all cells � 2K of dimension at most n, so that

Qn DN \ .Rs
�Bn/:

For nD b D dim B we have Bn D B and thus Qb DN .

Let � be a 0–cell of K. By [41, Theorem 4.3, page 16], there is a disc block bundle �� over the complex
L� \ T with total space E.�� / D Q� . Then the collection of blocks �� .ˇ/, for ˇ 2 L� \ T , of the
bundles �� endow Q0 with the structure of a disc block bundle �0 over L0\T . Assume inductively that
a block bundle �n�1 over Ln�1\T with total space

E.�n�1/DQn�1
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has been constructed such that for all cells � 2 K with dim � < n, the restriction �� of �n�1 to the
subcomplex L� \ T � Ln�1 \ T has total space E.�� / D Q� . Let � 2 K be an n–cell. The pair
.M� ; @M� / is triangulated by .L� \T;L@� \T /. Using the description (4) of @Q� , we have

E.�n�1jL@�\T /D
[
�2@�

E.�n�1jL�\T /D
[
�

Q� � @Q� :

Since Q� is a regular neighborhood of the compact manifold M� , there exists, again by [41, Theorem 4.3],
a disc block bundle �� over L� \T with total space E.�� /DQ� such that

�� jL@�\T D �n�1jL@�\T :

Then the collection of blocks �� .ˇ/, for ˇ 2 L� \ T and dim � � n, of the bundles �� endow
Qn D

S
dim��n Q� with the structure of a disc block bundle �n over Ln\T . By construction,

E.�njL�\T /DE.�� /DQ�

for all � 2K and dim � � n. This concludes the inductive step. For nD b, �� WD �b is a PL closed disc
block bundle over Lb \T D T with total space E.�/DN .

If P is an oriented codimension-0 submanifold of the boundary @M of an oriented manifold M , then
the incidence number �.P;M / is defined to be C1 if the orientation on P induced by the orientation
of M agrees with the given orientation of P , and �1 otherwise. Suppose that � is oriented as an F–block
bundle. Then K is an oriented cell complex and each block �.�/ is oriented (as a manifold) so that
�.�.�/; �.�//D �.�; �/ whenever � is a codimension-1 face of a cell � 2K. Requiring � to be orientation
preserving, we obtain orientations of all M� such that �.M� ;M� / D �.�; �/. Give every Rs � � the
product orientation determined by the orientation of the cell � and the standard orientation of Rs . Then
the inclusion embeddings of oriented manifolds M� �Rs � � induce unique orientations of the normal
bundles �� . The above incidence number relation implies that these orientations fit together to give an
orientation of �� .

Using the PL homeomorphism � WX ! �.X /, we may think of �� as a bundle over X .

Proposition 2.2 For s sufficiently large (compared to the dimension of X ), the equivalence class of
the disc block bundle �� as constructed in Proposition 2.1 is independent of the choice of blockwise
embedding � WX ,!Rs �B, and thus only depends on the F–block bundle � .

Proof Let �; � 0 W X ,! Rs � B be �–block-preserving PL embeddings. These give rise to vertical
normal disc block bundles �� and �� 0 . The idea is to construct a .��I/–block-preserving concordance
N� WX �I ,!Rs �B�I between � and � 0 and then apply Proposition 2.1 to endow inductively a suitable
regular neighborhood of the image of the concordance with the structure of a disc block bundle, extending
the disc block bundles �� and �� 0 . This implies that �� and �� 0 are equivalent.
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Observe that the equivalence class of the block bundle �� does not change under passage to a simplicial
subdivision L0 of the complex L used in the proof of Proposition 2.1. This is a consequence of M Cohen’s
uniqueness theorem for regular neighborhoods in general polyhedra [17, Theorem 3.1, page 196] and
Rourke and Sanderson’s uniqueness theorem for disc block bundle structures [41, Theorem 4.4, page 16].

The cylinder B D B � I is the polyhedron of the product cell complex K DK � I , where I carries the
minimal cell structure. Let X DX � I . The product block bundle N� WD � � I is an F–block bundle over
the cell complex K with total space E.� � I/D X and blocks .� � I/.� � �/D �.�/� � , where � is
a cell in K and � a cell of I . For sufficiently large s, by induction over the finitely many cells � in K,
there exists a PL embedding

N� WX !Rs
�B D .Rs

�B/� I

such that N�0 D � � 0, N�1 D �
0 � 1, N�. N�. V�//�Rs � V� and

N� jW . N�.�/; N�.@�//! .Rs
� �;Rs

� @�/

is a locally flat PL embedding of manifolds for every cell � �K. Thus N� is a block-preserving concordance
between � and � 0 satisfying

N�.X � I/\ .Rs
�B � 0/D �.X /� 0 and N�.X � I/\ .Rs

�B � 1/D � 0.X /� 1:

There exists a locally finite simplicial complex L with subcomplexes T ;L� �L, for � 2K, such that

(i) jLj DRs �B,

(ii) the complexes L�0 and L0�1 used in constructing �� and �� 0 are both subcomplexes of L such that

jLj DRs
�B � 0 and jL0j DRs

�B � 1;

(iii) N�.X /D jT j,

(iv) for every cell � in K,
Rs
� � D jL� j;

(v) each simplex of L meets T in a single face or not at all.

(To achieve the fullness property, (v), it may be necessary to subdivide L � 0 and L0 � 1, but we
have observed earlier that this does not change the equivalence class of �� or �� 0 . Thus we may call
the subdivisions L � 0 and L0 � 1 again.) Let f W L! Œ0; 1� be the unique simplicial map such that
f �1.0/D jT j D �.X /. The disc block bundle �� over T has total space

E.�� /DN D f �1
�
0; 1

2

�
�Rs

�B;

a regular neighborhood of �.X / in Rs �B. Let f 0 WL0! Œ0; 1� be the unique simplicial map such that
f 0�1.0/D jT 0j D � 0.X /. The disc block bundle �� 0 over T 0 has total space

E.�� 0/DN 0 D f 0�1
�
0; 1

2

�
�Rs

�B;
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a regular neighborhood of � 0.X / in Rs �B. Let Nf WL! Œ0; 1� be the unique simplicial map such that
Nf �1.0/D jT j D N�.X � I/. By Proposition 2.1 and its proof, the regular neighborhood

N WD Nf �1
�
0; 1

2

�
�Rs

�B � I

of N�.X � I/ is the total space E.� N� /DN of a PL disc block bundle � N� over T such that

� N� jL�0 D �� and � N� jL0�1 D �� 0 :

Thus, pulling back � N� to X � I along N� , we obtain a PL disc block bundle over X � I whose restriction
to X � 0 is �� and whose restriction to X � 1 is �� 0 . This implies that �� and �� 0 are equivalent as disc
block bundles.

The oriented normal block bundle �� provided by Proposition 2.1 is classified by a map

X ! BeSPLs�d :

If s is sufficiently large, then by Proposition 2.2 the homotopy class of this map does not depend on the
choice of blockwise embedding � . We denote the resulting disc block bundle equivalence class by �� and
refer to it as the stable vertical normal block bundle of � . The restriction s > bC 2d C 1 ensures that the
block bundle �� is in the stable range, there exists a unique (up to equivalence) oriented PL microbundle
� over X whose underlying block bundle is �� , and this microbundle is also in the stable range: since
dim X D d C b < .s� d/� 1, the natural map

ŒX;BSPLs�d �Š ŒX;BeSPLs�d �

is a bijection. We will refer to � as the stable vertical normal microbundle of � .

Example 2.3 For the trivial F–block bundle � with total space X D F � B, we may choose a PL
embedding �F W F ,!Rs , for s large, and take � WX ,!Rs �B to be � D �F � idB W F �B ,!Rs �B,
which is �–block preserving. Let �F be the (stable) normal disc block bundle of �F and �F its unique lift
to a PL microbundle. Then the stable vertical normal block bundle �� is represented by �� D pr�

1
�F and

the stable vertical normal microbundle is �D pr�
1
�F , where pr1 W F �B! F is the factor projection.

Example 2.4 If F is a point, then X D B and we may take � WX D B ,!Rs �B to be �.x/D .0;x/.
The stable vertical normal block bundle �� and the stable vertical normal microbundle � are both trivial.

3 The PL Umkehr map

Given an oriented F–block bundle � with nonsingular fiber F over a compact polyhedron and a
module spectrum E over the Thom spectrum MSPL, we will construct a transfer homomorphism
� ! W En.B/! EnCd .X /. This will be done in Section 5 by composing suspension, the PL Umkehr
map T .�/ and the Thom homomorphism ˆ. The Umkehr map will be constructed in the present section,
and the Thom homomorphism in the next.
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As in Section 2, let F be a closed oriented PL manifold of dimension d and let K be a finite ball complex
with associated polyhedron B D jKj. Let � be an oriented PL F–block bundle over K with total space
X D E.�/. Fix a block-preserving PL embedding � W X ,! Rs �B for sufficiently large s, and let us
briefly write � for the vertical normal disc block bundle �� given by Proposition 2.1. As discussed in
Section 2, there is a unique PL microbundle � whose underlying block bundle is �. The total space
E.�/DN is a �–block-preserving regular neighborhood of �.X / in B �Rs . Let P� denote the sphere
block bundle of � and write @N for the total space of P�. Let

Th.�/ WDN [@N cone.@N /

be the Thom space of �. The cone point in Th.�/ will be denoted by1. Thom spaces of PL microbundles
have been constructed by Williamson in [50]. By his construction, we may take Th.�/D Th.�/, since
the underlying block bundle of � is � and the homotopy type of the Thom space depends only on the
underlying block bundle (in fact only on the underlying spherical fibration).

We shall construct a PL map

T .�/ W S sBC D Th.Rs
�B/! Th.�/;

called the Umkehr map, following the terminology of [8]. Points in N � S sBC are to be mapped by
the identity to points in N � Th.�/. By Cohen’s [17, Theorem 5.3], @N is collared in the closure of
.Rs �B/�N . Thus there exists a polyhedral neighborhood V of @N in the closure of .Rs �B/�N and
a PL homeomorphism h W .@N /� Œ0; 1�Š V such that h.x; 0/D x for x 2 @N . Now let T .�/ map those
points of V that lie in h..@N /� f1g/ to1. Map all points in S sBC� .N [V / to1. Finally, map the
points in V , using the collar coordinate in Œ0; 1�, correspondingly along cone lines in cone.@N /� Th.�/.
This concludes the description of the Umkehr map T .�/ W S sBC! Th.�/. Since it sends1 to1, this is
a pointed map.

Example 3.1 We continue Example 2.3 on the trivial F–block bundle �. Let T .F / W S s! Th.�F /D

Th.�F / be the standard Pontryagin–Thom collapse over a point associated to the embedding �F WF ,!Rs .
The Umkehr map for � is given by

T .�/ W S s
^BC

T .F /^id
BC��������! Th.�F /^BC D Th.�� /:

If E is any spectrum, then on reduced E–homology the Umkehr map induces a homomorphism

T .�/� W zEnCs.S
sBC/! zEnCs.Th.�//:

The suspension isomorphism provides an identification

� WEn.B/D zEn.B
C/Š zEnCs.S

sBC/:

The composition yields a map

T .�/� ı � WEn.B/! zEnCs.Th.�//D zEnCs.Th.�//:
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Example 3.2 We continue Example 3.1 on the trivial F–block bundle � . Let E be a commutative ring
spectrum and let ŒS s �E 2 zEs.S

s/ denote the image of the unit 1 2 �0.E/ under � W zE0.S
0/ Š�! zEs.S

s/.
Then the above map T .�/� ı � has the description

T .�/��.a/D .T .F /^ idBC/��.a/D .T .F /^ idBC/�.ŒS
s �E ^ a/D .T .F /�ŒS

s �E/^ a;

where a 2En.B/. Setting ŒTh�F �E D T .F /�ŒS
s �E , we thus arrive at

T .�/��.a/D ŒTh�F �E ^ a:

4 The Thom homomorphism, mock bundles and Witt spaces

We recall the Thom homomorphism ˆ associated to an oriented PL microbundle �. This homomorphism
will later be used in the definition of the F–block bundle transfer � ! with � the stable vertical normal PL
microbundle of � . The Thom map is given by taking the cap product with the Thom class of �. Therefore,
we will recall the homotopy-theoretic description uSPL.�/ of this class, as well as its geometric description
uBRS.�PLB/ in terms of mock bundles, as given by Buoncristiano, Rourke and Sanderson [12], where
�PLB denotes the underlying PL closed disc block bundle of �. In particular, we take the opportunity to
provide a brief review of mock bundle theory. Mock bundles over Witt spaces will play an important role
later on. One key fact in the subsequent development is that the total space of a mock bundle over a Witt
space is again a Witt space.

Let MSPL be the Thom spectrum associated to PL microbundles (or PL .Rm; 0/–bundles; see Kuiper
and Lashof [29]). This is a ring spectrum whose homotopy groups can be identified with the bordism
groups of oriented PL manifolds via the Pontryagin–Thom isomorphism. Let  SPL

m denote the universal
oriented rank-m PL bundle over the classifying space BSPLm. An oriented PL microbundle � of rank m

over a compact polyhedron X is classified by a map X ! BSPLm, which is covered by a bundle map
�!  SPL

m . The induced map on Thom spaces yields a homotopy class

uSPL.�/ 2 Œ†
1 Th.�/;†mMSPL�D AMSPL

m
.Th.�//:

This class uSPL.�/ is the Thom class of � in oriented PL cobordism. It is in fact an MSPL–orientation
of � in Dold’s sense. Indeed, every HZ–orientable PL bundle is MSPL–orientable; see Hsiang and Wall
[26, Lemma 5, page 357] and Switzer [46, page 308].

Buoncristiano, Rourke and Sanderson give a geometric description of MSPL–cobordism in [12], and use
it to obtain in particular a geometric description of the Thom class uSPL.�/. The geometric cocycles are
given by oriented mock bundles, whose definition we recall here.

Definition 4.1 Let K be a finite ball complex and q an integer (possibly negative). A q–mock bundle
�q=K with base K and total space E.�/ consists of a PL map p WE.�/! jKj such that, for each � 2K,
p�1.�/ is a compact PL manifold of dimension qC dim.�/, with boundary p�1.@�/. The preimage
�.�/ WD p�1.�/ is called the block of � over � .
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The empty set is regarded as a manifold of any dimension; thus �.�/ may be empty for some cells
� 2 K. Note that if �0 is a 0–dimensional cell of K, then @�0 D ¿ and thus p�1.@�/ D ¿. Hence
the blocks over 0–dimensional cells are closed manifolds. Mock bundles over the same complex are
isomorphic if there exists a block-preserving PL homeomorphism of total spaces. (The homeomorphism
is not required to preserve the projections.) For our purposes, we need oriented mock bundles, which are
defined using incidence numbers of cells and blocks: Suppose that .M n; @M / is an oriented PL manifold
and .N n�1; @N / is an oriented PL manifold with N � @M . Then an incidence number �.N;M /D˙1

is defined by comparing the orientation of N with that induced on N from M ; �.N;M /DC1 if these
orientations agree and �1 if they disagree. An oriented cell complex K is a cell complex in which each
cell is oriented. We then have the incidence number �.�; �/ defined for codimension-1 faces � < � 2K.

Definition 4.2 An oriented mock bundle is a mock bundle �=K over an oriented (finite) ball complex K

in which every block is oriented (ie is an oriented PL manifold) such that for each codimension-1 face �
of � 2K, �.�.�/; �.�//D �.�; �/.

Using intersection homology, Witt spaces were introduced by Siegel in [44] as a geometric cycle reservoir
representing KO–homology at odd primes. Sources on intersection homology include [21; 22; 27; 20; 3].

Definition 4.3 A Witt space is an oriented PL pseudomanifold where the links L2k of odd-codimensional
PL intrinsic strata have vanishing middle-perversity degree-k rational intersection homology,

IH xmk .LIQ/D 0:

For example, pure-dimensional complex algebraic varieties are Witt spaces, since they are oriented
pseudomanifolds and possess a Whitney stratification whose strata all have even codimension. The
vanishing condition on the intersection homology of links L2k is equivalent to requiring the canonical
morphism from lower middle to upper middle-perversity intersection chain sheaves to be an isomorphism
in the derived category of sheaf complexes. Consequently, these middle-perversity intersection chain
sheaves are Verdier self-dual, and this induces global Poincaré duality for the middle-perversity intersection
homology groups of a Witt space. In particular, Witt spaces X have a well-defined bordism invariant
signature and L–classes L�.X / 2 H�.X IQ/ which agree with the Poincaré duals of Hirzebruch’s
tangential L–classes when X is smooth. The notion of Witt spaces with boundary can be introduced as
pairs .X; @X /, where X is a PL space and @X a stratum-preservingly collared PL subspace of X such
that X � @X and @X are both compatibly oriented Witt spaces. The following result is [5, Lemma 3.11],
which is itself an analog of [12, Lemma 1.2, page 21].

Lemma 4.4 Let .K;L/ be a finite ball complex pair such that the polyhedron jKj is an n–dimensional
compact Witt space with (possibly empty) boundary @jKj D jLj. Orient K in such a way that the sum of
oriented n–balls is a cycle rel boundary. (This is possible since jKj, being a Witt space , is an oriented
pseudomanifold with boundary.) Let �=K be an oriented q–mock bundle over K with projection p. Then
the total space E.�/ is an .nCq/–dimensional compact Witt space with boundary p�1.@jKj/.
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Let .K;L/ be any finite ball complex pair. Oriented mock bundles �0 and �1 over K, both empty over L,
are cobordant, if there is an oriented mock bundle � over K�I , empty over L�I , such that �jK�0Š �0

and �jK�1 Š �1. This is an equivalence relation, and we set

�
q
SPL.K;L/ WD fŒ�

q=K� W �jL D¿g;

where Œ�q=K� denotes the cobordism class of the oriented q–mock bundle �q=K over K. Then by the
duality theorem [12, Theorem II.3.3] of Buoncristiano, Rourke and Sanderson, Spanier–Whitehead duality,
together with the Pontryagin–Thom isomorphism, provides an isomorphism

(5) ˇ W�
�q
SPL.K;L/ŠMSPLq.jKj; jLj/

for compact jKj and jLj, which is natural with respect to inclusions .K0;L0/ � .K;L/; see also
[12, Remarks(3), top of page 32]. This is the geometric description of oriented PL cobordism that we
use here. The functor ��SPL.�/ gives rise to a functor on the category of compact polyhedral pairs and
homotopy classes of continuous maps, which will be denoted by the same symbol [12, Theorem II.1.1].

Let ˛ W jKj ! BeSPLm be an oriented PL closed disc block bundle of rank m over a finite complex K.
Let N denote the total space of ˛ and @N the total space of the sphere block bundle of ˛. Then ˛ has a
Thom class (see [12, page 26])

(6) uBRS.˛/ 2�
�m
SPL.N; @N /;

which we shall call the BRS–Thom class of ˛, given as follows: Let i WK!N be the zero section of ˛.
Endow N with the ball complex structure given by taking the blocks ˛.�/ of the bundle ˛ as balls, together
with the balls of a suitable ball complex structure on the total space @N of the sphere block bundle of ˛.
Then i WK!N is the projection of an oriented .�m/–mock bundle �, and thus determines an element

uBRS.˛/D Œ�� 2�
�m
SPL.N; @N /:

The block of � over a ball ˛.�/ of N is � 2K. The following is [5, Lemma 3.14].

Lemma 4.5 Let ˛ W jKj ! BSPLm be an oriented PL .Rm; 0/–bundle , with jKj compact. Under the
isomorphism ˇ in (5), the BRS–Thom class uBRS.˛PLB/ of the underlying oriented PL block bundle ˛PLB

of ˛ gets mapped to the Thom class uSPL.˛/.

Let E be an MSPL–module spectrum. Then there is a cap product

\WMSPLp.X;A/˝Eq.X;A/!Eq�p.X /:

The reduced cobordism group of the Thom space can be expressed as a relative group,

AMSPL
p
.Th.�//ŠMSPLp.N; @N /;

where N , as in Section 3, is the total space of the underlying oriented PL closed disc block bundle of�. Let

�� WE�.N / Š�!E�.X /
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be the inverse of the isomorphism induced on E–homology by the inclusion X ,!N of the zero section.
Using the cap product

\WMSPLm.N; @N /˝Eq.N; @N /!Eq�m.N /
��
Š Eq�m.X /;

we obtain the Thom homomorphism

ˆ WD ��.uSPL.�/\�/ W zEq.Th.�//ŠEq.N; @N /!Eq�m.X /:

Under suitable conditions this map is an isomorphism, for example if X is connected, E is a ring spectrum
and uSPL.�/ determines an E–orientation of �. (See [46, page 309, Theorem 14.6]; recall that our X is
a finite complex.)

5 Block bundle transfer

Let E be a module spectrum over the Thom spectrum MSPL of oriented PL bundle theory. As in
Section 2, F denotes a closed oriented PL manifold of dimension d and K a finite ball complex with
associated polyhedron B D jKj of dimension b. Let � be an oriented PL F–block bundle over K with
total space X DE.�/. Following Boardman [9] and Becker and Gottlieb [8], we shall construct a transfer
homomorphism

(7) � !
WEn.B/!EnCd .X /:

Let � denote the stable oriented vertical normal PL microbundle of � whose underlying disc block
bundle is �� , the oriented vertical normal disc block bundle of the F–block bundle �, associated to a
block-preserving embedding � for � . The rank of � and �� is mD s�d for d D dim F and s large. The
block bundle transfer is defined to be the composition

En.B/
T .�/�ı�
������! zEnCs.Th.�// ˆ�!EnCd .X /;

where � is the suspension isomorphism, T .�/ is the Umkehr map of Section 3 and ˆ is the Thom
homomorphism of � as described in Section 4.

Remark 5.1 The geometric description of block bundle transfer as provided above is serviceable for
the subsequent PL geometric arguments concerning orientation classes of PL pseudomanifolds. We are
grateful to a referee for pointing out that the geometric context embeds into a more general homotopy
theoretic one as follows: A fibration � with Poincaré complex fiber over a base space B possesses
a vertical Spivak fibration �� and a canonical map of spectra †1BC ! Th.��/, provided one has
1–categorical functoriality of the Pontryagin–Thom collapse associated to a Poincaré complex; see
Carmeli, Cnossen, Ramzi and Yanovski [14] and Klein, Malkiewich and Ramzi [28]. Since the vertical
Spivak fibration of an oriented block bundle with manifold blocks has a stable PL bundle reduction (by
Hebestreit, Land, Lück and Randal-Williams [25]), it is MSPL–oriented.

We are mainly interested in the case where E is ordinary homology, Ranicki’s symmetric L�–spectrum
or Witt bordism. Let us discuss each of these cases in turn.
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5.1 Block transfer on ordinary homology

Let HZ denote the Eilenberg–Mac Lane spectrum of the ring Z. The stable universal Thom class in
H 0.MSPL/ yields a map ˛ WMSPL!HZ, and this map is a ring map. Thus ˛ makes the ring spectrum
HZ into an MSPL–module by taking the action map to be

MSPL^HZ ˛^id
���!HZ^HZ

�H
��!HZ;

where �H is the product on HZ. The induced map

˛� W�
SPL
n .Z/ŠMSPLn.Z/!Hn.ZIZ/

is the Steenrod–Thom homomorphism sending the bordism class of a singular PL manifold Œf WM n!Z�2

�SPL
n .Z/ to f�ŒM � 2Hn.ZIZ/. We recall the following standard fact:

Proposition 5.2 (Rudyak [42, Proposition V.1.6]) Let � WD!E be a ring morphism of ring spectra.
Let  be an .Sn;�/–fibration equipped with a D–orientation uD 2

zDn.Th  /. Then the image �.uD/ 2

zEn.Th  / is an E–orientation of  .

We apply this to the ring morphism ˛ WMSPL!HZ and to our microbundle �, which we had already
equipped with the MSPL–orientation uSPL.�/. By the proposition, the homomorphism

˛ W AMSPL
s�d

.Th.�//! zH s�d .Th.�/IZ/

sends uSPL.�/ to an HZ–orientation

(8) uZ.�/ WD ˛.uSPL.�// 2 zH
s�d .Th.�/IZ/:

(This is the Thom class of � in ordinary cohomology.) Another standard fact from stable homotopy
theory is:

Lemma 5.3 Let D and E be ring spectra , and � W D ! E a ring morphism. We consider E as a
D–module via the action map

D ^E �^id
���!E ^E

�E
��!E:

This module structure yields a cap product \D;E WD
�.X /˝E�.X /!E�.X /. The ring structure on E

yields a cap product \E WE
�.X /˝E�.X /!E�.X /. Then the diagram

D�.X /˝E�.X /
\D;E

//

�˝id
��

E�.X /

E�.X /˝E�.X /
\E

// E�.X /

commutes.

By this lemma and (8), the transfer on ordinary homology is given by

� !.�/D ��.uSPL.�/\MSPL;H Z T .�/��.�//D ��.˛.uSPL.�//\H Z T .�/��.�//

D ��.uZ.�/\H Z T .�/��.�//:
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We summarize: the block bundle transfer (7) on ordinary homology E DHZ is given by

� !
D ��.uZ.�/\T .�/��.�// WHn.BIZ/!HnCd .X IZ/:

5.2 Block transfer on Witt bordism

Let �Witt
� .�/ denote Witt bordism theory as defined by Siegel in [44]. Elements of �Witt

n .Z/ are Witt
bordism classes of continuous maps f WW n! Z defined on an n–dimensional closed Witt space W .
Let MWITT be the Quinn spectrum associated to the ad-theory of Witt spaces, representing Witt bordism
via a natural equivalence

(9) MWITT�.�/Š�Witt
� .�/:

See Banagl, Laures and McClure [7]. A weakly equivalent spectrum was first considered by Curran [18].
He verified that this spectrum is an MSO–module [18, Theorem 3.6, page 117]. The product of two Witt
spaces is again a Witt space. This implies essentially that MWITT is a ring spectrum; for more details
see [7]. (There, we focused on the spectrum MIP representing bordism of integral intersection homology
Poincaré spaces studied by Goresky and Siegel in [24] and by Pardon in [36], but everything works in
an analogous, indeed simpler, manner for Q–Witt spaces.) Every oriented PL manifold is a Witt space.
Hence there is a map

�W WMSPL!MWITT;

which, using the methods of ad-theories and Quinn spectra employed in [7], can be constructed to be
multiplicative. Using this ring map, the spectrum MWITT becomes an MSPL–module with action map

MSPL^MWITT!MWITT

given by the composition

MSPL^MWITT �W ^id
����!MWITT^MWITT!MWITT:

(The product of a Witt space and an oriented PL manifold is again a Witt space.) In particular, there is a
cap product

(10) \WMSPLj .Z;Y /˝MWITTn.Z;Y /!MWITTn�j .Z/

and a transfer
� !
WMWITTn.B/!MWITTnCd .X /;

where � is our F–block bundle over B and d D dim F .

Let C be any finite ball complex with subcomplex D � C and suppose that Z D jC j and Y D jDj. By
Buoncristiano, Rourke and Sanderson [12], a geometric description of the above cap product (10) is given
as follows: One uses the canonical identifications to think of the cap product as a product

\W�
�j
SPL.C;D/˝�

Witt
n .jC j; jDj/!�Witt

n�j .jC j/:

Algebraic & Geometric Topology, Volume 24 (2024)



Bundle transfer of L–homology orientation classes for singular spaces 2595

Let us first discuss the absolute case D D ¿, and then return to the relative one. If C is simplicial,
f WW ! C is a simplicial map from an n–dimensional triangulated closed Witt space W to C , and �q is
a q–mock bundle over C (with q D�j ), then one has (see [12, page 29])

Œ�q=C �\ Œf WW ! jC j�D Œg WE.f ��/! jC j� 2�Witt
n�j .jC j/;

where g is the diagonal arrow in the cartesian diagram

E.f ��/ //

��

g

$$

E.�/

p

��

W
f

// C

Here, one uses the fact (see [12, II.2, page 23]) that mock bundles over simplicial complexes admit
pullbacks under simplicial maps. By Lemma 4.4, E.f ��/ is a closed Witt space. For the relative case,
we observe that if .W; @W / is a compact Witt space with boundary, f W .W; @W /! .jC j; jDj/ maps the
boundary into jDj and �jD D¿, then f ��j@W D¿ and so @E.f ��/D¿, ie the Witt space E.f ��/ is
closed. Hence it defines an absolute bordism class.

In Section 6, we provide a more direct geometric description of the Witt bordism transfer

� !
WMWITTn.B/!MWITTnCd .X /

as a pullback transfer � !
PB W�

Witt
n .B/!�Witt

nCd
.X /.

5.3 Block transfer on L�–homology

We write L� D L�.Z/ D L�h0i.Z/ for Ranicki’s connected symmetric algebraic L–spectrum with
homotopy groups �n.L�/ D Ln.Z/, the symmetric L–groups of the ring of integers; see eg [39].
Technically, we shall use the construction of L� as the Quinn spectrum of a suitable ad-theory; see
Banagl, Laures and McClure [7]. That construction is weakly equivalent to Ranicki’s. Localization
Z!Q induces a map �Q W L

�.Z/! L�.Q/, and �n.L�.Q//DLn.Q/ with

Ln.Q/Š

�
Z˚ .Z=2/

1˚ .Z=4/
1 if n� 0 .mod 4/;

0 if n¥ 0 .mod 4/:

The spectra L�.Z/ and L�.Q/ are ring spectra. Let MSTOP be the Thom spectrum associated to oriented
topological .Rn; 0/–bundles. There is a canonical forget map

�F WMSPL!MSTOP :

Ranicki [37, page 290] constructed a map

�� WMSTOP! L�;

and in [7], we constructed a map
� WMWITT! L�.Q/:
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(Actually, we even constructed an integral map MIP! L�, where MIP represents bordism of integral
intersection homology Poincaré spaces, but everything works in the same manner for Witt theory, if one
uses the L�–spectrum with rational coefficients.) This map is multiplicative, ie a ring map, as shown in
[7, Section 12], and the diagram

(11)

MSTOP ��
// L�.Z/

�Q

��

MSPL

�F 55

�W
))

MWITT �
// L�.Q/

homotopy commutes, since it comes from a commutative diagram of ad-theories under applying the
symmetric spectrum functor M of Laures and McClure [31]. Using the ring map ��W WMSPL!L�.Q/,
the spectrum L�.Q/ becomes an MSPL–module with action map

MSPL^L�.Q/! L�.Q/

given by the composition

MSPL^L�.Q/
.��W /^id
������! L�.Q/^L�.Q/! L�.Q/:

The associated transfer is
� !
W L�.Q/n.B/! L�.Q/nCd .X /;

with � our F–block bundle over B and d D dim F .

We shall show that the block bundle transfer � ! commutes with the passage, under ��, from Witt bordism
theory to L�.Q/–homology. The homotopy commutative diagram

MSPL^MWITT id^�
//

�W ^id
��

MSPL^L�.Q/

.��W /^id
��

MWITT^MWITT �^�
//

��

L�.Q/^L�.Q/

��

MWITT �
// L�.Q/

shows that � WMWITT! L�.Q/ is an MSPL–module morphism. In the proof of Lemma 5.5, we use the
following standard fact:

Lemma 5.4 If E is a ring spectrum , F and F 0 are module spectra over E and � W F ! F 0 is an
E–module morphism , then the diagram

Em.X;A/˝Fn.X;A/
\
//

id˝��
��

Fn�m.X /

��
��

Em.X;A/˝F 0n.X;A/
\
// F 0n�m.X /

commutes: if u 2Em.X;A/ and a 2 Fn.X;A/, then

��.u\ a/D u\��.a/:
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Lemma 5.5 The Thom homomorphisms ˆ of an oriented PL microbundle � of rank m over a compact
polyhedron X commute with the passage from Witt bordism to L�.Q/–homology, that is , the diagram

BMWITTn.Th.�// ˆ
//

��
��

MWITTn�m.X /

��
��fL�.Q/n.Th.�// ˆ

// L�.Q/n�m.X /

commutes.

Proof As �� is a natural transformation of homology theories, it commutes with the isomorphism ��.
Since � is an MSPL–module morphism, Lemma 5.4 applies to give

��ˆD ����.u\�/D ����.u\�/D ��.u\ ��.�//Dˆ��;

where uD uSPL.�/.

Proposition 5.6 Let F be a closed oriented d–dimensional PL manifold and let � be an oriented
F–block bundle with total space X over the compact polyhedral base B. Then the diagram

MWITTn.B/
�!

//

��
��

MWITTnCd .X /

��
��

L�.Q/n.B/
�!

// L�.Q/nCd .X /

commutes.

Proof Let � be the stable vertical normal microbundle of � . The right-hand square of the diagram

MWITTn.B/
Š

�
//

��
��

BMWITTnCs.S
sBC/

��
��

T .�/�
// BMWITTnCs.Th.�//

��
��

L�.Q/n.B/
Š

�
// fL�.Q/nCs.S

sBC/
T .�/�

// fL�.Q/nCs.Th.�//

commutes, as �� is a natural transformation of homology theories. The left-hand square, involving the
suspension isomorphism � , commutes for the same reason. The statement now follows from Lemma 5.5.

An oriented topological .Rm; 0/–bundle ˛ over a CW complex Z, classified by a map Z! BSTOPm,
possesses a Thom class

uSTOP.˛/ 2 BMSTOP
m
.Th.˛//

in oriented topological cobordism. The next auxiliary result on compatibility of Thom classes is standard;
see eg [5, Lemma 3.7].

Lemma 5.7 Let ˛ be an oriented PL .Rm; 0/–bundle. On cobordism groups , the homomorphism

�F W
AMSPL

m
.Th.˛//! BMSTOP

m
.Th.˛TOP//

induced by the canonical map �F WMSPL!MSTOP sends the Thom class of ˛ to the Thom class of the
underlying oriented topological .Rm; 0/–bundle ˛STOP,

�F .uSPL.˛//D uSTOP.˛STOP/:
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Following [37, pages 290–291], an oriented topological .Rm; 0/–bundle ˛ has a canonical L�–cohomology
orientation

uL.˛/ 2fL�m.Th.˛//;

which we shall also refer to as the L�–cohomology Thom class of ˛, defined by

(12) uL.˛/ WD �
�.uSTOP.˛//:

The morphism of spectra �Q W L
�.Z/! L�.Q/ coming from localization induces a homomorphismfL�m.Th.˛//!fL�.Q/m.Th.˛//:

We denote the image of uL.˛/ under this map again by uL.˛/ 2fL�.Q/m.Th.˛//.

Lemma 5.8 Let ˛ be an oriented PL .Rm; 0/–bundle. The homomorphism

��W W
AMSPL

m
.Th.˛//! L�.Q/m.Th.˛//

induced by the ring morphism ��W WMSPL! L�.Q/ sends the MSPL–cohomology Thom class of ˛ to
the L�–cohomology Thom class of (the underlying topological bundle of ) ˛,

��W .uSPL.˛//D uL.˛/:

Proof By Lemma 5.7, Ranicki’s definition (12) and the homotopy commutativity of (11),

��W .uSPL.˛//D �Q�
��F .uSPL.˛//D �Q�

�.uSTOP.˛STOP//D uL.˛STOP/:

Lemma 5.8, together with Lemma 5.3, implies that the F–block bundle transfer on L�.Q/–homology is
given by

� !
D ��.uL.�/\T .�/��.�// W L

�.Q/n.B/! L�.Q/nCd .X /:

Example 5.9 We continue Example 3.2 and compute the transfer for the trivial F–block bundle �
with total space X D F �B. Let E be a commutative ring spectrum and � WMSPL! E a morphism
of ring spectra, equipping E with the structure of an MSPL–module. Recall that we had chosen a
PL embedding �F W F ,! Rs with s large enough that �F has a tubular neighborhood given by a
PL microbundle �F which represents the stable normal PL microbundle of F . The stable vertical
normal bundle of � is then given by � D pr�

1
�F . Its Thom class uSPL.�/ 2 AMSPL

s�d
.Th.�// D

AMSPL
s�d

.Th.�F / ^ BC/ is uSPL.�/ D uSPL.�F / ^ 1, since the bundle map � !  SPL
s�d

factors as
�! �F !  SPL

s�d
, where the first map covers the projection pr1 W F �B! F and the second map the

classifying map for �F . The element �.uSPL.�F // is an E–orientation of �F [42, Proposition V.1.6] and
thus ŒF �E WD�F�

�
�.uSPL.�F //\ŒTh�F �E

�
2Ed .F /, with �F� WEd .NF /ŠEd .F /, is an E–homology

orientation for the PL manifold F [42, Proposition V.2.8; 46, page 333, Lemma 14.40]. The transfer
� ! WEn.B/!EnCd .F �B/ is then given on a 2En.B/ by

(13) � !.a/D ŒF �E � a;
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as follows from the calculation

� !.a/DˆT .�/��.a/Dˆ.ŒTh�F �E ^ a/D ��.�.uSPL.�//\ .ŒTh�F �E ^ a//

D ��.�.uSPL.�F /^ 1/\ .ŒTh�F �E ^ a//D ��..�.uSPL.�F //^ 1/\ .ŒTh�F �E ^ a//

D ��..�.uSPL.�F //\ ŒTh�F �E/� .1\ a//D �F�.�.uSPL.�F //\ ŒTh�F �E/� aD ŒF �E � a:

6 Geometric pullback transfer on bordism

As in previous sections, F is a closed d–dimensional oriented PL manifold and � is an oriented PL
F–block bundle with total space X over a finite ball complex K, where B D jKj. We shall geometrically
construct a pullback transfer

� !
PB W�

Witt
n .B/!�Witt

nCd .X /

on Witt bordism. Let f WW !B be a continuous map representing an element Œf � of �Witt
n .B/. Choose a

PL map g WW !B homotopic to f . We follow Casson’s method for pulling back F–block bundles [15].
(Note that the pullback of block and mock bundles is not generally defined through cartesian diagrams.)
There is a compact polyhedron V and a factorization

W
� � j

//

g
%%

B �V

pr1
��

B

of g into a PL embedding j followed by a standard projection. Let L be a cell complex with jLj D V .
The F–block bundle pullback pr�

1
� is by definition � �L, an F–block bundle over the cell complex

K�L with total space E.pr�
1
�/DX �V . Thus the first factor projection X �V !X defines a PL map

pr1 WE.pr�1 �/!X:

Let C be the product cell complex C WDK �L and put � WD pr�
1
�. Let C 0 be a subdivision of C such

that the subpolyhedron j .W / � V �B is given by j .W / D jD0j for a subcomplex D0 of C 0. Block
bundles can be subdivided, and this does not change the total space [15, page 37]. Let �0 over C 0 be a
subdivision of �, E.�0/D E.�/. Block bundles can be restricted to subcomplexes. The total space of
the restriction is given by the union of the blocks over the cells of the subcomplex. Thus we can restrict
�0 to the subcomplex D0 of C 0 and obtain an F–block bundle �0jD0 whose total space is a PL subspace
E.�0jD0/ ,!E.�0/DE.�/. The composition

E.�0jD0/ ,!E.�/!X

gives a map

(14) Ng WE.�0jD0/!X:

Let j �� be the F–block bundle over W that corresponds to �0jD0 under the PL homeomorphism
j WW Š j .W /. The pullback F–block bundle g�� is then defined to be

g�� D j ��D j �.pr�1 �/:
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Thus (14) is a map
Ng WE.g��/!X:

Note that E.g��/ is a compact polyhedron. In the above construction of pullbacks and Ng, it was not
important that the Witt domain W has empty boundary; everything applies to compact W with boundary
as well. Indeed, Casson’s pullback applies of course to PL maps with general polyhedral domain. Let �
and � 0 be F–block bundles over cell complexes K and K0 such that jKj DB D jK0j. Recall that � and � 0

are called equivalent if, for some common subdivision K00 of K and K0, the subdivision of � over K00

is isomorphic to the subdivision of � 0 over K00. (An isomorphism of F–block bundles over the same
complex is a block-preserving homeomorphism of total spaces.) An equivalence � W � Š � 0 of F–block
bundles over B induces an equivalence

g�� W g�� Š g�� 0

such that
E.g��/

g�� Š
��

Ng
// E.�/DX

�Š

��

E.g�� 0/
Ng0
// E.� 0/DX 0

commutes.

Lemma 6.1 Let g W W ! B be a PL map defined on a compact Witt space with possibly nonempty
boundary @W . Then the total space E.g��/ is a closed Witt space with boundary E..g��/j@W /.

Proof An F–block bundle is in particular a mock bundle. Thus g�� is a mock bundle over the Witt
space W and the result follows from Lemma 4.4.

By Lemma 6.1, the map Ng WE.g��/!X represents an element Œ Ng� 2�Witt
nCd

.X /.

For future reference and additional clarity in subsequent arguments, let us record explicitly:

Lemma 6.2 Let W and W 0 be closed n–dimensional Witt spaces. If f ' f 0 WW !X are homotopic
maps , then Œf � D Œf 0� 2 �Witt

n .X /. If � W W Š�! W 0 is a PL homeomorphism , and f W W ! X and
f 0 WW 0!X maps such that f 0 ı� D f , then Œf �D Œf 0� 2�Witt

n .X /.

Proof The first statement, asserting homotopy invariance, is part of the fact that Witt bordism constitutes
a homology theory and is proven by considering a homotopy as a Witt bordism, noting that the cylinder
on a closed Witt space is a Witt space with boundary. The bordism required by the second statement is
given by taking a cylinder on the domain of the PL homeomorphism and a cylinder on the target of the
PL homeomorphism, and then gluing the two cylinders using the homeomorphism.

Lemma 6.3 The class
Œ Ng WE.g��/!X � 2�Witt

nCd .X /

depends only on the Witt class Œg� 2�Witt
n .B/.
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Proof Let g0 WW0!B and g1 WW1!B be PL maps such that Œg0�D Œg1� 2�
Witt
n .B/. Let G WW !B

be a Witt bordism between g0 and g1; we may assume G to be PL. Let ij WWj ,!W denote the boundary
inclusions for j D 0; 1. Since gj DG ı ij , there is an equivalence g�j � Š i�j G�� such that

E.g�j �/

Š

��

Ngj

&&

E.i�j G��/
Gij
// E.�/DX

commutes. Thus Ngj and Gij are Witt bordant, for j D 0; 1, by Lemma 6.2. According to Lemma 6.1,
E.G��/ is a compact Witt space with boundary E.i�

0
G��/tE.i�

1
G��/. The diagram

E.i�j G��/
� _

��

Gij

&&

E.G��/
G
// E.�/DX

commutes for j D 0; 1. Hence, G is a Witt bordism between Gi0 and Gi1.

We define the geometric transfer (or pullback transfer)

� !
PB W�

Witt
n .B/!�Witt

nCd .X /

by
� !

PBŒg WW ! B�D Œ Ng WE.g��/!X �;

where g is a PL representative of the bordism class. Let

� !
BRS W�

Witt
n .B/!�Witt

nCd .X /

be the map
� !

BRSŒg� WD ��.uBRS.�/\T .�/��Œg�/;

where � D �� WX ! BeSPLs�d represents the stable vertical normal PL disc block bundle of � . This is a
technical intermediary; in terms of their respective definitions, the difference between � !

BRS and � ! is that
the former uses the Thom class uBRS.�/, while the latter uses the Thom class uSPL.�/. We will eventually
see that � !

PB D �
!
BRS D �

! on Witt bordism. Towards that goal, let us first investigate the behavior of both
the pullback transfer and the BRS–transfer under standard factor projections.

Proposition 6.4 Let B and D be compact polyhedra. Let � �D denote the F–block bundle over B �D

obtained by pulling back � under the projection pr1 W B �D! B. Then the diagrams

(15)

�Witt
n .B/

�!
PB

// �Witt
nCd

.X /

�Witt
n .B �D/

pr1�

OO

.��D/!PB
// �Witt

nCd
.X �D/

pr1�

OO
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and

(16)

�Witt
n .B/

�!
BRS

// �Witt
nCd

.X /

�Witt
n .B �D/

pr1�

OO

.��D/!BRS
// �Witt

nCd
.X �D/

pr1�

OO

commute.

Proof We will first establish the commutativity of (15) involving the pullback transfers. Recall that the
F–block bundle � is given over a cell complex K with jKj DB. Let J be a cell complex with polyhedron
jJ j DD. Then � �D is an F–block bundle over the cell complex K�J . Let Œg� 2�Witt

n .B �D/ be any
element, represented by a PL map g WW ! B �D. Choose a compact polyhedron V and a factorization
of g as

(17)
W
� � j

//

g
((

.B �D/�V

prB�D

��

B �D

Let L be a cell complex with jLj D V . We will compute � !
PB pr1�Œg�. The element pr1�Œg� is represented

by pr1 ıg with factorization
W
� � j

//

pr1ıg
((

B �D �V

prB

��

B

The pullback pr�
B
� D � �J �L has total space E.pr�

B
�/DX �D �V which projects to X via

prX WE.pr�B �/DX �D �V !X DE.�/:

Let C be the cell complex C DK � J �L and let C 0 be a subdivision of C such that j .W / is given
by j .W / D jD0j for some subcomplex D0 of C 0. Let .pr�

B
�/0 be the block bundle over C 0 obtained

by subdivision of pr�
B
�. Then .pr�

B
�/0 can be restricted to D0, and the total space of this restriction

.pr�
B
�/0jD0 is a subspace of E..pr�

B
�/0/D E.pr�

B
�/. The composition of the subspace inclusion with

prX yields a map
pr1 ıg WE..pr�B �/

0
jD0/�E.pr�B �/DX �D �V

prX��!X

such that
� !

PBŒpr1 ıg�D Œpr1 ıg�:

Let us compute .� �D/!PBŒg�. The relevant factorization is (17); the pullback

pr�B�D.� �D/D .� �D/�LD � �J �LD pr�B �

has total space E.pr�
B�D

.� �D//DX �D �V which projects to X �D via

prX�D WE.pr�B�D.� �D//D .X �D/�V !X �D DE.� �D/:
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Let .pr�
B�D

.� �D//0 be the block bundle over C 0 obtained by subdivision of pr�
B�D

.� �D/. Then
.pr�

B�D
.� �D//0 D .pr�

B
�/0, and thus

.pr�B�D.� �D//0jD0 D .pr�B �/
0
jD0 :

Consider the commutative diagram

E..pr�
B�D

.� �D//0jD0/
� � // E.pr�

B�D
.� �D//

prX�D
// X �D

pr1

��

E..pr�
B
�/0jD0/

� � // E.pr�
B
�/

prX
// X

The upper horizontal composition is a map Ng such that

.� �D/!PBŒg�D Œ Ng�;

and the lower horizontal composition is pr1 ıg. Therefore,

pr1�.� �D/!PBŒg�D Œpr1 ı Ng�D Œpr1 ıg�D � !
PBŒpr1 ıg�D � !

PB pr1�Œg�:

Thus (15) commutes, as claimed.

It remains to establish the commutativity of (16). Let �� D �� denote the stable vertical normal PL disc
block bundle associated to a particular choice of blockwise embedding � W X D E.�/ ,! Rs �B by
Proposition 2.1. The PL embedding

E.� �D/DX �D
��idD,���! .Rs

�B/�D DRs
� .B �D/

is block preserving over B �D with respect to the F–blocks .� �D/.� � �/D �.�/� � of � �D for
� 2K and � 2 J , as

.� � idD/.�.�/� �/D �.�.�//� � � .R
s
� �/� � DRs

� .� � �/:

Thus the stable vertical normal disc-block bundle of � �D can be computed from the embedding � � idD ,
which yields

���D D ���idD
D �� �D D �� �D;

a disc block bundle over X �D. Recall that the Thom space of the block bundle �� is

Th.��/DN [@N cone.@N /;

with N DE.��/. Thus, with N 0 WDE.���D/DN �D, we have

Th.���D/DN 0[@N 0 cone.@N 0/:

Here @N 0 denotes the total space of the sphere bundle of � �D, @N 0 D .@N / �D. The projection
pr1 WN

0 DN �D!N induces a map

Th.pr1/ W .N �D/[.@N /�D cone..@N /�D/!N [@N cone.@N /;

ie a map
Th.pr1/ W Th.���D/! Th.��/:
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The suspension of the projection pr1 WB�D!B is a map S s pr1 WS
s.B�D/C!S sBC. The F–block

bundle � �D has its Umkehr map

T .� �D/ W S s.B �D/C! Th.���D/

such that the diagram
S sBC

T .�/
// Th.��/

S s.B �D/C

Ss pr1

OO

T .��D/
// Th.���D/

Th.pr1/

OO

commutes up to homotopy. The induced diagram

z�Witt
nCs.S

sBC/
T .�/�

// z�Witt
nCs.Th ��/

z�Witt
nCs.S

s.B �D/C/

.Ss pr1/�

OO

T .��D/�
// z�Witt

nCs.Th ���D/

Th.pr1/�

OO

on reduced Witt bordism commutes. The diagram

�Witt
n .B/

�

Š
// z�Witt

nCs.S
sBC/

�Witt
n .B �D/

pr1�

OO

�

Š
// z�Witt

nCs.S
s.B �D/C/

.Ss pr1/�

OO

commutes by the naturality of the suspension isomorphism � .

It remains to show that

(18)

z�Witt
nCs.Th ��/

uBRS.��/\�
// �Witt

nCd
.E��/

��

Š
// �Witt

nCd
.X /

z�Witt
nCs.Th ���D/

Th.pr1/�

OO

uBRS.���D/\�
// �Witt

nCd
.E���D/

pr1�

OO

��

Š
// �Witt

nCd
.X �D/

pr1�

OO

commutes. The right-hand side commutes, since the zero section embedding X �D ,!E���D DN �D

of ���D is given by i � idD , where i is the zero section embedding i WX ,!E�� DN of �� , so that

N DE�� X
i

oo

N �D DE���D

pr1

OO

X �D
i�idD
oo

pr1

OO

commutes. We will prove that the left-hand side commutes as well. The map

Th.pr1/ W Th.���D/! Th.��/
induces a homomorphism

Th.pr1/
�
W�d�s

SPL .E�� ;
PE��/!�d�s

SPL .E���D ; PE���D/;

which agrees with the homomorphism

pr�1 W�
d�s
SPL .N; @N /!�d�s

SPL ..N; @N /�D/
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induced by the map of pairs pr1 W .N; @N /�D! .N; @N /. By the naturality of the BRS–Thom class
[12, top of page 27], this homomorphism maps the BRS–Thom class of �� to the BRS–Thom class of
pr�

1
�� D ���D ,

pr�1.uBRS.��//D uBRS.���D/:

Given any element
Œg� 2 z�Witt

nCs.Th ���D/D�
Witt
nCs..N; @N /�D/;

the computation

uBRS.��/\ pr1�Œg�D pr1�.pr�1 uBRS.��/\ Œg�/D pr1�.uBRS.���D/\ Œg�/

shows that the left-hand side of (18) commutes.

The pullback transfer � !
PB on Witt bordism agrees with the transfer � !

BRS:

Proposition 6.5 The diagram

z�Witt
nCs.S

sBC/
T .�/�

// z�Witt
nCs.Th.�//

uBRS.�/\�
// �Witt

nCd
.E.�//

��Š

��

�Witt
n .B/

� Š

OO

�!
PB

// �Witt
nCd

.X /

commutes , that is , � !
PB D �

!
BRS.

Proof Let h WW n!B be a continuous map from a closed n–dimensional Witt space W to B, representing
an element Œh� 2 �Witt

n .B/. By simplicial approximation, we may assume that h is PL. We begin by
observing that, by Proposition 6.4, it suffices to prove the statement for the case where h WW ! B is a
PL embedding: Given any PL map h WW ! B, consider the graph embedding

.h; idW / WW ! B �W

which factors h as
W
� � .h;idW /

//

h
''

B �W

pr1

��

B

Let � �W denote the F–block bundle over B �W obtained by pulling back � under the projection
pr1 W B �W ! B. If the statement is known for embeddings, then

.� �W /!PBŒ.h; idW /�D .� �W /!BRSŒ.h; idW /�:

Hence by Proposition 6.4 with D DW ,

� !
PBŒh�D �

!
PBŒpr1 ı .h; idW /�D �

!
PB pr1�Œ.h; idW /�D pr1�.� �W /!PBŒ.h; idW /�

D pr1�.� �W /!BRSŒ.h; idW /�D �
!
BRS pr1�Œ.h; idW /�D �

!
BRSŒh�:

Consequently, it remains to prove the equality � !
PBD �

!
BRS on Witt bordism classes that are represented by

PL embeddings.
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As in the construction of the Umkehr map T .�/ in Section 3, let N denote the total space E.�/ of the
stable vertical normal closed disc block bundle � D �� of � associated to a choice of block-preserving
embedding � W X ,! Rs �B, where X is the total space of the given F–block bundle �. Thus N is a
�–block-preserving regular neighborhood of �.X / in Rs �B. Recall that @N denotes the total space of
the sphere block bundle of �. Let Ds �Rs be a closed PL ball about the origin which is large enough that
.Ds � @Ds/�B contains N [V �Rs �B, where V is the outside collar to @N used in the construction
of the Umkehr map; such a ball exists by compactness of X .

Let h W W ,! B be a PL embedding of a closed Witt space into B. Recall that K is a cell complex
with polyhedron jKj D B and � is given over K. By subdivision of K and �, we may assume that
h.W /D jKW j for a subcomplex KW of K. Let LS be a finite simplicial complex such that

(i) jLS j D S sBC,

(ii) there is a subcomplex L of LS such that jLj DDs �B,

(iii) for every simplex � 2K, there is a subcomplex L� of L such that

jL� j DDs
� �;

(iv) there exists a subcomplex L� of L such that jL� j D �.X /,

(v) the stable vertical normal bundle � is a (disc) block bundle over the complex L� such that

E.�/\ .Ds
� �/D

[
�2L�\L�

�.�/;

where �.�/ is the disc-block of � over the simplex � .

Property (iii) implies that L� is a subcomplex of L� for every face � of � 2K. Furthermore,

Ds
� h.W /DDs

� jKW j D

[
�2KW

Ds
� � D

[
�2KW

jL� j D

ˇ̌̌̌ [
�2KW

L�

ˇ̌̌̌
;

so that
LW WD

[
�2KW

L�

is a simplicial subcomplex of L with Ds�h.W /D jLW j. Since the embedding � WX ,!Rs�B is block
preserving with respect to the F–blocks of � , we have �.�.�//D .Ds��/\�.X / for all � 2K. So by (iv),

�.�.�//D jL� j \ jL� j D jL� \L� j:

Thus the embedded F–blocks �.�.�// are triangulated by the subcomplex L� \L� of L.

The image �Œh� under the suspension isomorphism

� W�Witt
n .B/ Š�! z�Witt

nCs.S
sBC/D�Witt

nCs..D
s; @Ds/�B/

is represented by the closed product PL embedding

id� h W .Ds
�W; @.Ds

�W // ,! .Ds
�B; .@Ds/�B/:
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The Umkehr map is a PL map

T .�/ W S sBC D Th.Rs
�B/D

Ds �B

.@Ds/�B
! Th.�/;

which is the identity near �.X /. Composing with it, we obtain a PL map

f D T .�/ ı .id� h/ W .Ds
�W; @.Ds

�W //! .Th.�/;1/:

Let A be the ball complex with jAj DN DE.�/ whose balls include the blocks of �. The rest of the balls
come from the sphere block bundle of �. The BRS–Thom class uBRS.�/2�

�.s�d/
SPL .N; @N / is represented

by the mock bundle � with projection given by the zero section i W �.X /! A. Thus the total space
of � is E.�/D �.X /. The mock bundle � is an embedded mock bundle in the sense of Buoncristiano,
Rourke and Sanderson [12, page 34]: the restriction i jW �.�/! � for a ball � D �.�/ 2A is the inclusion
� ,! �.�/, which is locally flat by definition of a disc block bundle. Furthermore, i jW �.�/! � is proper,
ie i j�1.@�/D @�.�/. We wish to compute the cap product

uBRS.�/\ Œf W .D
s; @Ds/�W ! .Th.�/;1/� 2�Witt

nCd .E.�//:

The base complex of � is only known to be a ball complex, not a simplicial complex as required for pulling
back a mock bundle via a cartesian square. Thus we need to subdivide simplicially. Let L0 be a simplicial
subdivision of L and let A0 be a simplicial subdivision of A such that A0 is a subcomplex of L0. Thus,

jA0j DE.�/ and jL0j DDs
�B:

The complex L0 contains a (simplicial) subcomplex L0
W

given by

L0W D f� 2L0 W � � � for some � 2LW g:

This is a subdivision of LW �L, and

jL0W j D jLW j DDs
� h.W /:

So the inclusion
jL0W j DDs

� h.W / ,!Ds
�B D jL0j

is a simplicial map
L0W ,!L0:

By [12, Theorem 2.1, page 23] (see also [40, subdivision theorem, page 128]), mock bundles can
be subdivided: if ˛ is a mock bundle over a ball complex D with total space E.˛/ and projection
p WE.˛/!D, and D0 is a subdivision of D, then there exists a mock bundle ˛0 over D0 together with a
PL homeomorphism � WE.˛/ Š�!E.˛0/ which preserves ˛–blocks over D, and a homotopy

F WE.˛/� I ! jDj D jD0j with F0 D p and F1 D p0�;

which respects the ˛–blocks over D. (Here p0 W E.˛0/! jD0j is the projection of ˛0.) Moreover, if ˛
is an embedded mock bundle, then the subdivision theorem yields again an embedded mock bundle
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and the homotopy can be taken to be an isotopy which is covered by an ambient isotopy. We apply
this to the zero section mock bundle � over A: Since A0 is a (simplicial) subdivision of A, there
thus exists a correspondingly subdivided mock bundle �0 over A0. Since � is an embedded mock
bundle i W �.X / D E.�/ ,! E.�/, so is �0. Thus the projection map i 0 of �0 may be taken to be a PL
embedding i 0 W E.�0/ ,! E.�/. As the zero section i does not touch the sphere bundle of � (ie � has
empty blocks over @N ), the same is true for the perturbation i 0. There exists a PL homeomorphism
� W �.X /DE.�/ Š�!E.�0/ which preserves �–blocks over the ball complex A. The maps i and i 0� are
isotopic via an isotopy

F W �.X /� I !E.�/� I with F0 D i and F1 D i 0�:

This isotopy is covered by an ambient isotopy

H WE.�/� I !E.�/� I with H0 D id

such that
�.X /� I

F %%

F0�idDi�id
// E.�/� I

Hyy

E.�/� I

commutes. This implies

(19) H1 ı i D F1 D i 0 ı�:

By an induction on the cells � 2K, starting with the 0–dimensional cells, F and H can be constructed to
preserve blocks over K. More precisely: Let �� denote the restriction of � to the embedded F–block
�.�.�//D �.X /\ .Ds � �/. Since � is a block bundle over the complex L� and �.�.�// is triangulated
by L� \L� , the total space of �� is given by E.�� /D

S
� �.�/, where � ranges over all simplices of

L� \L� . Thus by (v) above,

(20) E.�� /DE.�/\ .Ds
� �/:

Then H can be inductively arranged to satisfy

(21) Ht .E.�� //DE.�� /

for all � 2K and all t 2 Œ0; 1�, as follows: Recall that Buoncristiano, Rourke and Sanderson’s construction
of H in their proof of the mock bundle subdivision theorem proceeds inductively over cells of the base,
starting with the 0–cells. In the present context, one organizes their induction as follows: Start with the
0–skeleton A0 of A. For every 0–cell �0 of K, subdivide � over A0 \Ds � �0 within the manifold
E.�/\Ds � �0. Extend this subdivision for every 1–cell �1 of K to a subdivision over A0\Ds � �1

within the manifold E.�/\Ds � �1. Continue in this way with 2–cells �2, etc, until all cells of K have
been used. Then move on to the 1–skeleton A1 of A. For every 0–cell �0 of K, extend the subdivision to
a subdivision over A1\Ds � �0 within the manifold E.�/\Ds � �0. Extend this subdivision for every
1–cell �1 of K to a subdivision over A1\Ds � �1 within the manifold E.�/\Ds � �1, and so on.
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The mock bundle �0 is defined over the simplicial complex A0 with polyhedron jA0j DE.�/, but using
the canonical inclusions E.�/ � Ds �B and E.�/ � Th.�/ we may regard �0 as a mock bundle over
Ds �B, and as a mock bundle over Th.�/. In more detail, the composition

E.�0/ i0,!E.�/D jA0j ,!Ds
�B D jL0j

is the projection of a mock bundle over the complex L0, whose blocks over simplices in A0 are the blocks
of �0 and blocks over simplices not in A0 are taken to be empty. (Here, we are using that �0 has empty blocks
over the sphere bundle @N .) Similarly, after extending the triangulation A0 to a triangulation T 0 of Th.�/
by coning off simplices of A0 that are in @N (and adding the cone point1 as a 0–simplex), the composition

E.�0/ i0,!E.�/D jA0j ,! Th.�/D jT 0j

is the projection of a mock bundle over the complex T 0, whose blocks over simplices in A0 are the blocks
of �0 and blocks over simplices not in A0 are again taken to be empty. In view of the commutative diagram

E.�0/� _
i0
��

E.�/� _

��

� t

''

Ds �B
T .�/

// Th.�/

the pullback T .�/�.�0=T 0/ under the Umkehr map is precisely �0=L0 . Therefore, the mock bundle pullback
f �.�0/ is given by

f �.�0/D .id� h/�T .�/�.�0=T 0/D .id� h/�.�0=L0/:

The mock bundle �0 (contrary to �, possibly) is defined over a simplicial complex L0 and, as pointed out
above, the inclusion Ds � h.W / ,!Ds �B D jL0j is a simplicial map

L0W ,!L0:

Therefore, the mock bundle pullback f �.�0/D .id� h/�.�0/ is given by the cartesian diagram

E..id� h/��0/ //

��

g

((

E.�0/� _
i0
��

Ds � h.W /D jL0
W
j
� � // Ds �B D jL0j

It follows that the cap product of the BRS–Thom class with Œf � is given by the diagonal arrow

uBRS.�/\ Œf �D Œg� 2�
Witt
nCd .E.�//;

the total space of the pullback is given by

E..id� h/��0/D .Ds
� h.W //\ i 0E.�0/

and g is the subspace inclusion

g W .Ds
� h.W //\ i 0E.�0/� i 0E.�0/�E.�/:
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We show next that the final stage H1 WE.�/!E.�/ of the ambient isotopy H induces a homeomorphism

(22) H1 WE.�jKW
/ Š�! .Ds

� h.W //\ i 0E.�0/;

where we use � to identify X D E.�/ and �.X /, and to identify E.�jKW
/ and �.X /\ .Ds � jKW j/.

The homeomorphism H1 restricts to a homeomorphism

H1jW �.X /\ .D
s
� jKW j/

Š�!H1.�.X /\ .D
s
� jKW j//;

whose target we shall now compute:

H1.�.X /\.D
s
�jKW j//DH1.�.X /\E.�/\.Ds

�jKW j//DH1.�.X //\H1.E.�/\Ds
�jKW j/

DH1.�.X //\H1

�
E.�/\

[
�2KW

Ds
��

�

DH1.�.X //\H1

� [
�2KW

E.�/\.Ds
��/

�
DH1.�.X //\

[
�2KW

H1.E.�/\.D
s
��//

DH1.�.X //\
[

�2KW

.E.�/\.Ds
��// (by (20) and (21))

DH1.�.X //\E.�/\
[

�2KW

.Ds
��/DH1.�.X //\

[
�2KW

.Ds
��/

DH1iE.�/\
[

�2KW

jL� j

D i 0�E.�/\jLW j (by (19))

D i 0E.�0/\.Ds
�h.W //:

Thus we obtain the homeomorphism (22). In the diagram

E.�jKW
/

H1j Š

��

� � // E.�/D �.X /
� � i
// E.�/

H1Š

��

i 0E.�0/\ .Ds � h.W //
� � g

// E.�/

all the horizontal arrows are subspace inclusions and thus the diagram commutes. By Lemma 6.2 applied
to the PL homeomorphism H1j,

Œg�D Œg ıH1j� 2�
Witt
nCd .E.�//:

By commutativity of the diagram,

Œg ıH1j�D ŒE.�jKW
/� �.X / H1i

��!E.�/�D ŒE.�jKW
/� �.X /

i0�
��!E.�/�:

By restriction, the isotopy F gives rise to an isotopy

yF WE.�jKW
/� I � �.X /� I F�!E.�/
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from
yF0 DE.�jKW

/� �.X /
F0Di
���!E.�/

to
yF1 DE.�jKW

/� �.X /
F1Di0�
�����!E.�/:

By Lemma 6.2,
Œ yF0�D Œ yF1� 2�

Witt
nCd .E.�//:

Therefore,
Œg�D Œg ıH1j�D Œ yF1�D Œ yF0� 2�

Witt
nCd .E.�//:

Now the geometric pullback transfer of Œh WW ,! B� is given by

� !
PBŒh WW ,! B�D ŒE.�jKW

/�E.�/D �.X /�:

Hence
i��

!
PBŒh WW ,! B�D Œ yF0�:

Finally, since i� and �� are inverses of each other,

� !
PBŒh WW ,! B�D ��Œ yF0�D ��Œg�D ��.uBRS.�/\ Œf �/D ��.uBRS.�/\ ŒT .�/ ı .id� h/�/

D ��.uBRS.�/\T .�/��Œh�/D �
!
BRSŒh�;

as was to be shown.

We will refer to the map ��.uBRS.�/\�/ as the geometric Thom homomorphism.

Proposition 6.6 The homotopy-theoretic Thom homomorphism ˆ agrees with the geometric Thom
homomorphism , that is , the diagram

BMWITTnCs.Th.�// ˆ
//

Š

��

MWITTnCd .X /

Š

��

z�Witt
nCs.Th.�//

��.uBRS.�/\�/
// �Witt

nCd
.X /

commutes.

Proof Recall that ˆ is given by ˆ D ��.uSPL.�/\�/. The result follows from Lemma 4.5 applied
to � with underlying oriented block bundle �PLB D �, together with the geometric description of the cap
product given in [12].

Proposition 6.7 Manifold-block bundle transfer on MWITT–homology and geometric pullback transfer
on Witt bordism agree , that is , the diagram

MWITTn.B/
�!

//

Š

��

MWITTnCd .X /

Š

��

�Witt
n .B/

�!
PB

// �Witt
nCd

.X /

commutes.
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Proof We must show that the outer square of the diagram

MWITTn.B/
�!

//

T .�/��

))

Š

��

MWITTnCd .X /

Š

��

BMWITTnCs.Th.�//

Š
��

ˆ
44

z�Witt
nCs.Th.�//

��.uBRS.�/\�/

))

�Witt
n .B/

�!
PB

//

T .�/��
55

�Witt
nCd

.X /

commutes. The upper part commutes by definition of the F–block bundle transfer � !. The left-hand
part commutes as the vertical arrows are given by a natural isomorphism of homology theories, while
the right-hand part commutes by Proposition 6.6. The lower part of the diagram, involving the pullback
transfer � !

PB, commutes according to Proposition 6.5.

A closed n–dimensional Witt space W has a fundamental class

ŒW �Witt 2�
Witt
n .W /

in Witt bordism represented by the identity map, ŒW �Witt D Œid WW !W �. This class corresponds to a
unique class ŒW �Witt 2MWITTn.W / under the natural identification (9).

Proposition 6.8 Suppose B is a closed Witt space of dimension n. Then the total space X of the oriented
F–block bundle � over B is a closed Witt space and the geometric pullback transfer

� !
PB W�

Witt
n .B/!�Witt

nCd .X /

maps the Witt fundamental class of B to the Witt fundamental class of X ,

� !
PBŒB�Witt D ŒX �Witt:

Proof If the base B is Witt, then the total space X is Witt by Lemma 6.1. The Witt fundamental class
ŒB�Witt is represented by the identity map gD idB WB!B (which is PL). Pulling back under this identity
map, the map Ng WE.id��/!X is the identity id WE.id��/DX !X . Therefore,

� !
PBŒid W B! B�D Œ Ng WE.id��/!X �D ŒidX �D ŒX �Witt:

Example 6.9 We continue our previous examples on the trivial F–block bundle � with total space X D

F �B for B any compact polyhedron. The geometric pullback transfer � !
PB W�

Witt
n .B/!�Witt

nCd
.F �B/

is then by construction � !
PBŒg WW ! B�D ŒidF �g W F �W ! F �B�. The Witt bordism �–product

�W�Witt
d .F /��Witt

n .B/!�Witt
dCn.F �B/; Œh�� Œg�D Œh�g�;

can be used to decompose the class ŒidF �g� as ŒF �Witt � Œg�. We thus find that

� !
PBŒg�D ŒF �Witt � Œg�;
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which agrees with (13). If B D W is an n–dimensional closed Witt space and g the identity, then
� !

PBŒB�Witt D ŒF �Witt � ŒB�Witt D ŒF �B�Witt, in agreement with Proposition 6.8.

7 Transfer of the L�–homology fundamental class

In [7], we constructed a canonical L�.Q/–homology fundamental class

ŒX �L 2 L�.Q/n.X /

for closed n–dimensional Witt spaces X using the morphism � WMWITT! L�.Q/ of ring spectra. This
class is the image of the Witt theory fundamental class ŒX �Witt under the map

�� W�
Witt
n .X /ŠMWITTn.X /! L�.Q/n.X /;

ie ŒX �L D ��ŒX �Witt.

Theorem 7.1 Suppose B is a closed Witt space of dimension n. Then the total space X of the oriented
F–block bundle � over B is a closed Witt space and the block bundle transfer

� !
W L�.Q/n.B/! L�.Q/nCd .X /

maps the L�.Q/–homology fundamental class of B to the L�.Q/–homology fundamental class of X ,

� !ŒB�L D ŒX �L:

Proof By Proposition 6.8, � !
PBŒB�Witt D ŒX �Witt for the pullback transfer. Thus, using Proposition 6.7 on

the compatibility of block bundle transfer and pullback transfer,

� !ŒB�Witt D �
!
PBŒB�Witt D ŒX �Witt:

Finally, by Proposition 5.6,

� !ŒB�L D �
!��ŒB�Witt D ���

!ŒB�Witt D ��ŒX �Witt D ŒX �L:

Example 7.2 We describe the L�.Q/–homology transfer and illustrate Theorem 7.1 for the trivial
F–block bundle � with total space X DF �B. We use the notation of the earlier examples on this special
case. By Lemma 5.8, uL.�F /D ��W .uSPL.�F //. Hence, using [38, page 552, Proposition 7.1.2],

ŒF �L D �F�

�
��W .uSPL.�F //\ ŒTh�F �L

�
2 L�.Q/d .F /:

See also [39, page 186, Proposition 16.16(c)]. Consequently, (13) applies to yield the description

� !.a/D ŒF �L � a

for the transfer � ! W L�.Q/n.B/! L�.Q/nCd .F �B/. When B is a closed n–dimensional Witt space,
we obtain

� !ŒB�L D ŒF �L � ŒB�L D ŒF �B�L

(where the second equality has been established in [7, Theorem 13.1]), in agreement with Theorem 7.1.
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8 Behavior of the Cheeger–Goresky–MacPherson L–class under transfer

Rationally, Theorem 7.1 leads to a formula describing the behavior of the Cheeger–Goresky–MacPherson
L–class under block bundle transfer.

Theorem 8.1 Let B be a closed Witt space and let F be a closed oriented PL manifold. Let � be an
oriented PL F–block bundle over B with total space X and oriented stable vertical normal PL microbundle
� over X . Then the associated block bundle transfer � ! sends the Cheeger–Goresky–MacPherson L–class
of B to the product

� !L�.B/DL�.�/\L�.X /:

Proof By Theorem 7.1, the L�–homology transfer � ! of � sends the L�.Q/–homology fundamental class
of B to the L�.Q/–homology fundamental class of X : � !ŒB�L D ŒX �L. It remains to analyze what this
equation means after we tensor with Q, ie after we apply the localization morphism

L�.Q/! L�.Q/.0/ D
_

i

S iH.Li.Q/˝Q/D
_
j

S4j HQ;

which is a ring morphism of ring spectra. By [7, Lemma 11.1],

ŒB�L˝QDL�.B/ and ŒX �L˝QDL�.X /:

Let �SPL WMSPL! KO
�

1
2

�
be the Sullivan orientation [45]. Using work of Land and Nikolaus [30], we

construct in [6, Proposition 2.1] a particular equivalence of E1–ring spectra

� W KO
�

1
2

�
'�! L�.R/

�
1
2

�
D L�.Z/

�
1
2

�
and show that the composition

MSPL �SPL
���! KO

�
1
2

�
�
�! L�.Z/

�
1
2

�
is homotopic to Ranicki’s orientation �� [6, Proposition 3.3]. Furthermore, using work of Taylor and
Williams [47] as well as of Morgan and Sullivan [35], we describe in [6] a particular equivalence

L�.Z/.0/
'�!

M
i2Z

HQŒ4i �

such that the diagram

MSPL
�SPL

//

�� %%

KO
�

1
2

�
� '
��

loc
// KO.0/
�.0/ '
��

ph

'
//
L

i2Z HQŒ4i �

L�
�

1
2

� loc
// L�
.0/

'
//
L

i2Z HQŒ4i �

commutes up to homotopy, where ph denotes the Pontryagin character. Now, it is well known that the
Pontryagin character of the Sullivan orientation is given by

ph.loc�SPL/DL�1
[u 2H�.MSPLIQ/;

where L is the universal PL L–class L 2H�.BSPLIQ/ and u the stable Thom class

u 2H 0.MSPLIZ/D Z:
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(See Madsen and Milgram [33, Corollary 5.4, page 102].) Thus by commutativity of the diagram, the
rational localization of �� is given by L�1[u. Hence, for our PL microbundle � WX ! BSPL,

uL.�/˝QD ��L�.�/�1
[uQ.�/;

where uQ.�/ 2 zH
s�d .Th.�/IQ/ is the Thom class of � in ordinary rational cohomology. (See also

Ranicki’s [39, Remark 16.2, page 176] for topological block bundles. Note that a PL microbundle has an
underlying topological block bundle by composition with BSPL! BeSPL! BASTOP, and that Ranicki
omits cupping with uQ.�/ in his notation.) Thus

L�.X /D ŒX �L˝QD .� !ŒB�L/˝QD ��.uL.�/\T .�/��ŒB�L/˝Q

D ��
�
uL.�/˝Q\T .�/��.ŒB�L˝Q/

�
D ��

�
.��L�.�/�1

[uQ.�//\T .�/��L�.B/
�

D ��
�
��L�.�/�1

\.uQ.�/\T .�/��L�.B//
�
DL�.�/�1

\��
�
uQ.�/\T .�/��L�.B/

�
DL�.�/�1

\� !L�.B/:

If t is a stable inverse for �, then t has the interpretation of a stable vertical tangent bundle for � , and by
Theorem 8.1, the following formula holds:

� !L�.B/DL�.t/�1
\L�.X /:

Example 8.2 We discuss Theorem 8.1 vis-à-vis (13) in the situation of a trivial F–block bundle � over B,
using the notation of earlier examples on this case. Let ŒF �Q 2Hd .F IQ/ denote the fundamental class
of the oriented PL manifold F in ordinary rational homology. By (13),

� !.a/D ŒF �Q � a

for a 2Hn.BIQ/. For a closed Witt space B, we obtain in particular

(23) � !L�.B/D ŒF �Q �L�.B/:

Let TF denote the tangent PL microbundle of the PL manifold F . Then �F˚TF is the trivial microbundle,
and hence L�.�F /L

�.TF/DL�.�F ˚TF/D 1. Furthermore, the Hirzebruch signature theorem holds
for PL manifolds and L�.F /DL�.TF/\ŒF �Q; see Madsen and Milgram [33, Chapter 4C] and Thom [48].
According to Theorem 8.1,

� !L�.B/DL�.�/\L�.X /D .L
�.�F /�1/\.L�.F /�L�.B//D .L

�.�F /\L�.F //�.1\L�.B//

D .L�.�F /\L�.TF/\ ŒF �Q/�L�.B/D ŒF �Q�L�.B/;

confirming (23). It is perhaps worthwhile to emphasize that transfer does not in general commute with
localization of spectra: if � !

Q denotes the transfer on ordinary rational homology and � !
L the transfer on

L�.Q/–homology, then generally � !
Q.�˝Q/¤ � !

L.�/˝Q. For example,

� !
Q.ŒB�L˝Q/D � !

Q.L�.B//D ŒF �Q �L�.B/;

which contains less information than

.� !
LŒB�L/˝QD ŒF �B�L˝QDL�.F �B/DL�.F /�L�.B/:
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9 Normally nonsingular maps

Let f W Y !X be a PL map of closed Witt spaces which is the composition

Y
� � g

//

f ""

Z

p
��

X

of an oriented normally nonsingular inclusion g with normal bundle �g, followed by the projection p of
an oriented PL F–fiber bundle � with closed PL manifold fiber F and stable vertical normal bundle �� .
Then f is a normally nonsingular map in the sense of [22, Definition 5.4.3]. Let c be the codimension
of g and d the dimension of F . The bundle transfer � ! and the Gysin restriction g! compose to give a
transfer homomorphism

Hn.X IQ/
�!

�!HnCd .ZIQ/
g!

�!HnCd�c.Y IQ/;

with c � d the relative dimension of f . Combining Theorem 8.1 with [5, Theorem 3.18], we obtain

g!� !L�.X /D g!.L�.��/\L�.Z//D g�L�.��/\g!L�.Z/D g�L�.��/\ .L
�.�g/\L�.Y //

DL�.g��� ˚ �g/\L�.Y /;

at least when Y and Z have even dimensions.
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A reduction of the string bracket to the loop product
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The negative cyclic homology for a differential graded algebra over the rational field has a quotient of
the Hochschild homology as a direct summand if the S–action is trivial. With this fact, we show that
the string bracket in the sense of Chas and Sullivan is reduced to the loop product followed by the BV
operator on the loop homology provided the given manifold is BV-exact. The reduction is indeed derived
from the equivalence between the BV-exactness and the triviality of the S–action. Moreover, it is proved
that a Lie bracket on the loop cohomology of the classifying space of a connected compact Lie group
possesses the same reduction. By using these results, we consider the nontriviality of string brackets.
We also show that a simply connected space with positive weights is BV-exact. Furthermore, the higher
BV-exactness is discussed featuring the cobar-type Eilenberg–Moore spectral sequence.
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1 Introduction

Let LM be the free loop space, namely, the space of continuous maps from the circle S1 to a space M

with compact-open topology. The rotation on the domain space S1 of LM induces an S1–action on LM .
Then we have the S1–equivariant homology H S1

� .LM /DH�.ES1�S1 LM / for a space M . The string
bracket is a Lie bracket on the S1–equivariant homology of the free loop space LM of an orientable
closed manifold M , which is introduced by Chas and Sullivan in [8]. The bracket is defined by using the
loop product on the loop homology H�.LM / and maps in the Gysin exact sequence of the S1–principal
bundle

(1.1) S1
!ES1

�LM !ES1
�S1 LM:

In particular, the Batalin–Vilkovisky (BV) identity of the BV operator on the loop homology induces the
Jacobi identity for the string bracket; see the proof of [8, Theorem 6.1].

As for computations of the string brackets, Basu [2] and Félix, Thomas and Vigué-Poirrier [19] have
determined explicitly the rational string bracket of the product of spheres. For a simply connected
closed manifold M whose rational cohomology is generated by a single element, the rational string
bracket is trivial though the rational loop product of M is highly nontrivial; see [2, Theorem 3.4] and
[19, Section 5.2, Example 1]. On the other hand, a result due to Tabing [43] shows that the integral string
bracket of the sphere is nontrivial.

The loop homology of the classifying space BG of a connected compact Lie group G in the sense of
Chataur and Menichi [9] admits the BV algebra structure; see also [27, Theorem C.1]. Therefore, the
same argument as that about manifolds allows us to deduce that the string cohomology of BG is endowed
with a graded Lie algebra structure; see Proposition 2.3 and Chen, Eshmatov and Liu [11, Theorem 1.1].

The aim of this article is to investigate general methods for computing the rational string brackets for a
manifold and the classifying space of a connected compact Lie group. The key strategy is to use Jones’
isomorphisms

H�.LM IQ/Š HH�.APL.M // and H�
S1.LM IQ/Š HC�� .APL.M //;

where APL.M / is the polynomial de Rham algebra over Q of a simply connected space M and the
right-hand sides of the isomorphisms denote the Hochschild homology and the negative cyclic homology
of the complex, respectively; see Section 3 for more details. Furthermore, the decomposition theorem
of the negative cyclic homology and the cyclic homology (additive K–theory in the sense of Feigin and
Tsygan [20]) in Vigué-Poirrier [46] and Kuribayashi and Yamaguchi [29] is applied in the computation;
see Theorem 2.15. It turns out that for a simply connected closed manifold M , the rational string bracket
for M is reduced to the loop product of M followed by the BV operator provided the manifold possesses
the exactness of the operator; see Definition 2.9.
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Assertion 1.2 Let M be a simply connected closed manifold. Suppose further that M is BV-exact.
Then the string bracket in the string homology H S1

� .LM IQ/ is regarded as the loop bracket in the
loop homology H�.LM IQ/ up to isomorphism , and hence the string bracket is determined by the
Gerstenhaber bracket in the Hochschild cohomology of the polynomial de Rham algebra APL.M / of M .

The detail is described in Corollary 2.16. In particular, the nilpotency of the string bracket is equivalent to
that of the Gerstenhaber bracket. We stress that the Gerstenhaber algebra in Assertion 1.2 is considered
with the Lie model for M without using the loop product; see Félix, Menichi and Thomas [16]. It is worth
mentioning that the BV-exactness, which is introduced to consider the reduction of the string brackets, is
a new homotopy invariant deeply related to other traditional rational homotopy invariants for spaces. We
discuss and summarize this topic in Assertion 1.3 below and several paragraphs before the assertion.

Félix, Thomas and Vigué-Poirrier [19] have given an explicit description of the rational string bracket
of M with its Sullivan model. On the other hand, our method for computing the string bracket is
formulated with the loop product and the BV operator on the loop homology. Moreover, the BV-exactness
is also described in terms of the loop homology. Therefore, it is possible to make a computation of the
dual to the string bracket on the equivariant homology H S1

� .LM IQ/ by considering only behavior of the
BV operator on the loop homology H�.LM IQ/; see Remark 2.14 for more details. This is an advantage
of our result.

In the case of the classifying space, the same strategy as above is applicable in the computation of
the string bracket. In fact, for the classifying space BG of every compact connected Lie group G, the
rational string bracket for BG is described as the BV operator followed by the dual loop coproduct;
see Theorems 2.7(i) and 2.8(i). As for general properties of the string brackets, the theorems allow
us to deduce that the Lie bracket on the string cohomology H�

S1.LBGIQ/ is highly nontrivial even
if rank G D 1; see Proposition 5.2. Moreover, Propositions 5.3 and 5.4 assert that the loop homology
endowed with the string bracket of a simply connected Lie group G is nilpotent if and only if rank G D 1.

The notion of a Gorenstein space due to Félix, Halperin and Thomas [14] enables us to deal with a
manifold and the classifying space of a Lie group simultaneously. As a consequence, with the influence
of string topology on Gorenstein spaces (see Félix and Thomas [18]), we have Theorems 2.7, 2.8 and 2.15
mentioned above.

We moreover propose a method for computing the string bracket of a non-BV-exact space M . To this
end, we introduce a bracket on the cobar-type Eilenberg–Moore spectral sequence (EMSS) converging to
H�

S1.LM IQ/ which is compatible with the string bracket of the target; see Theorem 7.7. Moreover, the
EMSS carries a decomposition compatible with the Hodge decomposition of the target; see Remark 7.3.
While there is no computational example obtained by applying the spectral sequence, in future work, it is
expected that the EMSS is applicable in computing the string bracket explicitly; see Section 1.1 problems.

As described above, the BV-exactness is a key to computing string brackets on Gorenstein spaces.
Moreover, it is worthwhile mentioning that the BV-exactness for a space M is equivalent to the triviality
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of the S–action in Connes’ exact sequence; see Theorem 2.11. In fact, the new invariant is only described
in terms of the Hochschild homology while the S–action is defined on the negative cyclic homology.
A deep consideration due to Vigué-Poirrier in [45; 46] shows that the S–action on the negative cyclic
homology is trivial if M is formal. Thus we see that the class of BV-exact spaces contains that of formal
spaces; see Corollary 2.13.

With historical perspectives, we comment on relationships among notions of p–universality in Mimura,
O’Neill and Toda [36], positive weights in Body and Douglas [4], the BV-exactness and its variants; see
Definition 2.20 for positive weights.

By definition, simply connected spaces X and Y are said to be p–equivalent if there is a map f WX ! Y

which induces H�.X IZ=p/ŠH�.Y IZ=p/, where p is a prime or zero and Z=0DQ. In [41], Serre
raised the so-called symmetry question whether the existence of a p–equivalence X ! Y implies the
existence of a p–equivalence in the reverse direction Y !X . However, in general, the p–equivalence
does not satisfy the symmetricity.

Mimura, O’Neil and Toda [36] defined the notion of a p–universal space and proved that in the full
subcategory of p–universal spaces of the category of simply connected spaces whose homotopy types are
those of finite CW complexes, the p–equivalence is indeed an equivalence relation. We observe that the
p–universality does not depend on p or 0; see [36, Proposition 2.9]. Afterward, Body and Douglas [4]
defined the concept of positive weights for Sullivan minimal models. Scheerer’s result [40, Theorem 2],
in turn, yields that the two notions of p–universality and positive weights are equivalent.

By using the EMSS mentioned above, we also introduce the notion of r–BV-exactness; see Definition 7.11.
The r–BV-exactness for a simply connected space M is equivalent to the collapsing at the ErC1–term of
the EMSS for M ; see Corollary 7.5. The decomposition of the EMSS allows us to deduce that the notion
of BV-exactness is indeed equivalent to that of 1–BV-exactness; see Theorem 7.10. Thus r–BV-exactness
is regarded as a higher version of BV-exactness. We summarize important relationships among invariants
mentioned above.

Assertion 1.3 The following implications concerning rational homotopy invariants hold for a simply
connected space X :

X is formal X admits positive weights X is p–universal

X is (1–)BV-exact X is 2–BV-exact � � � X is r–BV-exact � � �

The S–action on
zH�S1.LX IQ/ is trivial

The r times S–action on
zH�S1.LX IQ/ is trivial

� � �

[24, Section 3]

Theorem 2.21

Theorem 2.11 Theorem 7.10 Corollary 7.5

[40]

(�)
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Here the reduced cohomology zH�S1.LX IQ/ is the cokernel of the map H�S1.�IQ/! H�S1.LX IQ/

induced by the trivial map , and the S–action on zH�S1.LX IQ/ is defined by the multiplication of the
generator of zH�.BS1IQ/ with the map induced by the projection q of the fibration

LX !ES1
�S1 LX

q
! BS1:

Observe that the equivalence (�) holds if X has the homotopy type of a finite CW complex.

As mentioned above, a simply connected space admitting positive weights is BV-exact. Proposition 6.1
gives an example of a nonformal BV-exact manifold. Moreover, we obtain an elliptic and non-BV-exact
space in Appendix A.

This manuscript is organized as follows. In Section 2, our results are stated in detail. In Section 3,
we recall the Hochschild homology, the cyclic homology and Connes’ exact sequences. Moreover, the
Gorenstein space in the sense of Félix, Halperin and Thomas [14] is also recalled. Section 4 provides the
proofs of our results described in Section 2. Section 5 discusses the nilpotency of the string homology of
a Lie group and the classifying space of a Lie group. In Section 6, the BV-exactness for a nonformal
manifold of dimension 11 is considered. Thanks to the reduction for computing the bracket described in
Section 2, we determine explicitly the dual string bracket for the manifold; see Theorem 6.6. We believe
that the result gives the first example which computes the string bracket of a non formal space. Section 7
considers the cobar-type Eilenberg–Moore spectral sequence (EMSS) for computing string brackets of
non-BV-exact manifolds.

In Appendix A, we obtain an example of an elliptic and non-BV-exact space. Appendix B describes the
Gysin exact sequence associated with the principal bundle S1! ES1 �LM

p
�! ES1 �S1 LM for

a simply connected space M in terms of Sullivan models; see Whitehead [52, (5.12) Theorem] for the
exact sequence.

Finally, on page 2651 there is a list of symbols used repeatedly in this article.

1.1 Problems

We propose questions and problems on topics in this article.

(P1) If a space is BV-exact, then does it admit positive weights?

(P2) For each r > 1, is there an r–BV-exact space which is not .r�1/–BV-exact?

(P3) Is a space r–BV-exact for some r <1?

(P4) By making use of the EMSS in Section 7, compute explicitly the string brackets of a non-BV-exact
manifold.
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2 String brackets described in terms of the Hochschild homology

While the underlying field in Proposition 2.3 below is of arbitrary characteristic, other results described
in this section hold for a field of characteristic zero.

Let K be a field and denote the singular homology and cohomology with coefficients in K by H�.�/

and H�.�/, respectively. For an orientable closed manifold M of dimension d , the Chas and Sullivan
loop product � on the shifted homology H�.LM / WD H�Cd .LM / is unital, associative and graded
commutative; see [8]. Consider the principal bundle S1!ES1 �LM

p
�!ES1 �S1 LM . The bundle

gives rise to the homology Gysin sequence

� � � !H��d .LM /
p�
��!H S1

� .LM /
c
�!H S1

��2.LM /
M
�!H��d�1.LM /! � � � :

The string bracket Œ ; � on H S1

� .LM / is defined by

(2.1) Œa; b� WD .�1/jaj�dp�.M.a/ �M.b// for a; b 2H S1

� .LM /:

The bracket is of degree 2� d and gives a Lie algebra structure to the equivariant homology of LM .

Let G be a connected compact Lie group of dimension d . We write H�.LBG/ WDH�Cd .LBG/ and
H�.LBG/ WDH�CdC1

S1 .LBG/. With this notation, the cohomology Gysin sequence associated with the
principal bundle S1!ES1 �LBG

p
�!ES1 �S1 LBG induces an exact sequence of the form

� � � !H��2.LBG/
S
�!H�.LBG/

�WDp�

�����!H�C1.LBG/
ˇ
�!H��1.LBG/! � � � :

Chataur and Menichi [9] have proved that there exists an associative and graded commutative multi-
plication ˇ on H�.LBG/ which is induced by the dual loop coproduct with an appropriate sign; see
[27, Corollary B.3] and also Section 3. Then the dual string cobracket Œ ; � on H�.LBG/ is defined by

(2.2) Œx;y� WD .�1/kxkˇ.�.x/ˇ�.y// for x;y 2H�.LBG/:

Here the notation kxk means the degree of x as an element in the shifted cohomology.

Proposition 2.3 Let G be a connected compact Lie group of dimension d and K a field of arbitrary
characteristic. Then the dual string cobracket gives H�.LBG/ a graded Lie algebra structure.

Remark 2.4 Proposition 2.3 is a particular case of [9, Theorem 65] and [11, Theorem 1.1]. The result
[9, Theorem 65] shows the Lie algebra structure on a homological conformal field theory. The result
[11, Theorem 1.1] describes a gravity algebra structure on the negative cyclic homology of a mixed
complex; see [21] for a gravity algebra. We give an elementary proof of this proposition by taking care of
sign convention in Section 4.

We relate the string brackets (ie the string bracket (2.1) and the dual string cobracket (2.2)) above to
the Hochschild homology and the cyclic homology. Let � be a connected differential graded algebra
(DGA) over a field K of arbitrary characteristic. A DGA � is called a cochain algebra if the differential
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is of degree C1. If the differential of a DGA � decreases degree by one, we call the DGA � a chain
algebra. Let � be a chain algebra, which is nonpositive; that is, �D

L
i�0�i . We recall Connes’ exact

sequences [30, Theorem 2.2.1 and Proposition 5.1.5] for the Hochschild homology, cyclic homology and
the negative cyclic homology of �, which are of the form

(2.5)

� � � ! HHnC1.�/
I
�! HCnC1.�/

S 0

�! HCn�1.�/
BHH
���! HHn.�/! � � � ;

� � � ! HC�nC2.�/
SD�u
����! HC�n .�/

�
�! HHn.�/

ˇ
�! HC�nC1.�/! � � � ;

� � � ! HC�nC1.�/
�u
��! HCper

n�1
.�/

z�
�! HCn�1.�/

BHC
��! HC�n .�/! � � � :

Here S denotes the S–action and the maps BHH, ˇ and BHC are induced by Connes’ B–map B; see
Section 3.1 for more details. The reduced versions of the Hochschild homology and the negative cyclic
homology of � are denoted by eHH�.�/ and fHC

�

� .�/, respectively; see Section 3.1.

Remark 2.6 Following Jones [26], we define the Hochschild homology and the cyclic homology for
a chain algebra but not a cochain algebra. For a cochain algebra �, we define a chain algebra �] by
.�]/�i D�

i for i . Thus, for a nonnegative cochain algebra M, we have a nonpositive chain algebra M].
The Hochschild homology and the negative cyclic homology of M are defined by HH�.M]/ and HC�� .M]/,
respectively. By abuse of notation, we may write HH�.M/ and HC�� .M/ for HH.M]/ and HC�� .M]/,
respectively.

The constructions of the string brackets above are generalized with Gorenstein spaces. An orientable
manifold and the classifying space of a connected Lie group are typical examples of Gorenstein spaces;
see Section 3 for the definition and fundamental properties of a Gorenstein space. For a Gorenstein
space M of dimension d , we define a comultiplication �_ and a multiplication ˇ on the cohomology
H�.LM IK/, which are called the dual loop product and the dual loop coproduct, respectively; see
Section 3. Therefore, by using the formulae (2.1) and (2.2) above, we have the string bracket and the dual
string cobracket for a Gorenstein space M with � WD .�_/_ and ˇ, respectively; see Theorems 2.7 and
2.8 below for more details. We do not know the string brackets satisfy the Jacobi identity for general
Gorenstein spaces. However, as seen in Theorem 2.8, these constructions indeed give generalizations of
brackets (2.1) on manifolds and (2.2) on classifying spaces.

The following theorem asserts that the dual to the string bracket in the sense of Chas and Sullivan for a
manifold is the dual loop product followed by the BV operator. Moreover, we see that the string bracket
in Proposition 2.3 is described as the BV operator followed by the dual loop coproduct.

In the rest of this section, we further assume that K is a field of characteristic zero and a DGA � is locally
finite; that is the homology Hi.�/ is finite-dimensional for each i � 0.
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Theorem 2.7 Let M be a simply connected Gorenstein space and � the chain algebra APL.M /]˝Q K.
Suppose that the S–action on the reduced negative cyclic homology fHC

�

� .�/ is trivial. Then:

(i) There is a commutative diagram

..eHH�.�/=Im�/˚KŒu�/˝2
Š

„˝„
//

�˝� ��

HC�� .�/
˝2

�˝� ��

HH�.�/˝2

ˇ
��

HH�.�/˝2

ˇ
��

HH�.�/
Cokernel ��

HH�.�/
ˇ
��

.eHH�.�/=Im�/˚KŒu�
Š

„
// HC�� .�/

Here � D BHH ı I W HH�.�/! HH�.�/ is the “BV operator”, ˇ is the product described in
Section 3.3, Cokernel is defined by .projection on the cokernel; 0/, and the horizontal isomor-
phism „ is defined by the composite

.eHH�.�/=Im�/˚KŒu�
I
��!
Š

fHC�.�/˚KŒu�
BHC
��!
Š

fHC
�

� .�/˚KŒu�
sp
��!
Š

HC�� .�/;

with the map sp in Remark 3.1 below.

(ii) There is a commutative diagram

..eHH�.�/=Im�/˚KŒu�/˝2
Š

„˝„
// HC�� .�/

˝2

HH�.�/˝2

Cokernel˝Cokernel
OO

HH�.�/˝2

ˇ˝ˇ
OO

HH�.�/
�
_

OO

HH�.�/
�
_

OO

.eHH�.�/=Im�/˚KŒu�
Š

„
//

�

OO

HC�� .�/:
�
OO

Here �DBHHıI is the BV operator of the BV algebra HH�.�/, and the horizontal isomorphism„

is the one defined in (i).

We call the right-hand vertical composites in Theorem 2.7(i) and (ii) the dual string cobracket and the
dual string bracket, respectively.

Note that the condition on the S–action can be replaced with BV-exactness; see Definition 2.9 and
Remark 2.14 for details. It is also worth mentioning that the composite BHH ı I is nothing but the
cohomological Batalin–Vilkovisky (BV) operator � on the Hochschild homology of a DGA � if � is
the polynomial de Rham algebra of a manifold or the classifying space of a connected Lie group. By
abuse of terminology, we may call BHH ı I the BV operator in general.
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As mentioned above, under the isomorphisms ‚1 and ‚2 due to Jones [26, Theorem A], the loop coho-
mology H�.LM / and the string cohomology H�

S1.LM / are identified with the Hochschild homology
and the negative cyclic homology of APL.M /, respectively. Thus, we have:

Theorem 2.8 (i) The dual string cobracket for BG described in Proposition 2.3 coincides with that in
Theorem 2.7(i) up to isomorphisms ‚1 and ‚2.

(ii) Let M be a simply connected closed manifold of dimension d . Then the dual Œ ; �_ to the
string bracket in the sense of Chas and Sullivan on M coincides with the dual string bracket in
Theorem 2.7(ii) up to isomorphisms ‚1 and ‚2.

In view of [27, Theorem 4.1], Theorem 2.7(i) and Theorem 2.8(i) allow us to compute the dual string
cobracket on H�

S1.LBGIK/ explicitly if K is a field of characteristic zero; see Section 5. We observe
that the classifying space BG is formal and then the S–action is trivial; see Corollary 2.13 below.

Moreover, by dualizing Theorem 2.7(ii) and Theorem 2.8(ii), we have Theorem 2.15, described below,
for computing the string bracket of a manifold. It turns out that, in the rational case, the original string
bracket can be formulated as the loop product followed by the BV operator on the loop homology. Before
describing our main result concerning a manifold, we need a notion of the Batalin–Vilkovisky exactness.

Definition 2.9 A DGA � is Batalin–Vilkovisky exact (BV-exact) if Im zB D Ker zB, where the reduced
operator zB WeHH�.�/!eHH�.�/, is a restriction of Connes’ B–operator B WD�ıˇ WHH�.�/!HH�.�/.
We say that a simply connected space M is BV-exact if the polynomial de Rham algebra APL.M / of M is.

Remark 2.10 Let M be a simply connected closed manifold. The result [17, Proposition 2] implies
that the dual of the BV operator �0 W H�.LM / ! H�C1.LM / is identified with the operator B in
Definition 2.9 under the isomorphism ‚1 mentioned above. Then, it follows that a manifold M is
BV-exact if and only if Im z�0 D Ker z�0 for the reduced BV operator z�0 W zH�.LM /! zH�C1.LM /.

Theorem 2.11 A simply connected DGA � is BV-exact if and only if the reduced S–action on fHC
�

� .�/

is trivial.

We refer the reader to Theorem 7.10 for a generalization of the result. An important example with trivial
reduced S–action is given by the following proposition due to Vigué-Poirrier.

Proposition 2.12 [46, Proposition 5] If a simply connected DGA � is formal , then the reduced
S–action on fHC

�

� .�/ is trivial.

By combining Theorem 2.11 and Proposition 2.12, we have:

Corollary 2.13 If a simply connected DGA� is formal , then it is BV-exact. As a consequence , a simply
connected manifold whose rational cohomology is generated by a single element and the classifying space
of a compact connected Lie group are BV-exact.
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We also have a generalization of the corollary; see Theorem 2.21.

Remark 2.14 It follows from Theorem 2.11 that the condition on the S–action in Theorems 2.7 and 2.8
may be replaced with the BV-exactness. This implies that the string brackets are determined exactly with
the loop (co)products and the BV operator on the Hochschild homology of a DGA � without dealing
with the cyclic homology of � itself provided � is BV-exact. There is an isomorphism

z� WeHH�.�/=Im z�DeHH�.�/=Ker z� Š�! Im z�D Ker z�:

Dualizing Theorems 2.7(ii) and 2.8(ii), we have:

Theorem 2.15 Let M be a simply connected closed manifold and K a field of characteristic zero.
Assume further that M is BV-exact. Then there exists a commutative diagram

H S1

� .LM IK/˝2

Œ ; � the string bracket
��

Š

ˆ˝ˆ
// .Ker z�0˚KŒu�/˝2 inc˚0

// H�.LM IK/˝2

the loop product �

��

H�
S1

.LM IK/
Š

ˆ
// .Ker z�0˚KŒu�/ H�.LM IK/

�0
oo

Here z�0 W zH�.LM IK/! zH�C1.LM IK/ denotes the reduced BV operator on the homology , and ˆ is
the dual of the composite of the isomorphisms ‚2 and „ described in Theorem 2.7.

The shifted homology H�.LM / WDH�Cd .LM / for an orientable closed manifold M of dimension d

admits a BV algebra structure with the loop product � and the BV operator �0; see [8]. It turns out that
the homology is endowed with a Gerstenhaber algebra structure whose Lie bracket (loop bracket) f ; g is
given by

fa; bg D .�1/jaj.�0.a � b/� .�0a/ � b� .�1/jaja � .�0b// for a; b 2H�.LM /:

If a and b are in the kernel of �0, then fa; bg D .�1/jaj�0.a � b/. Therefore, by virtue of Theorem 2.15,
we have:

Corollary 2.16 Under the same assumption and notations as in Theorem 2.15, the rational string bracket
of the loop space LM is regarded as a restriction of the loop bracket up to the isomorphism ˆ.

Remark 2.17 (i) Proposition 2.12 implies that Theorems 2.7, 2.8 and 2.15 are applicable to a formal
simply connected closed manifold.

(ii) It follows from [10, Theorem 8.5] that the loop homology of an orientable closed manifold admits a
gravity algebra structure extending the Lie algebra structure on the string homology. Theorem 2.15
may enable us to determine a gravity algebra structure on the string homology of a BV-exact
manifold M ; see Example 5.6.
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Remark 2.18 In general, the cyclic homology (additive K–theory [20]) for a DGA does not appear as
the singular homology of any topological space because the homology is of Z–grading. We stress that,
however, the cyclic homology is used to investigate the string brackets for a manifold and the classifying
space of a Lie group. In fact, the horizontal isomorphism „ in Theorem 2.7 factors through the cyclic
homology of APL.M /].

Remark 2.19 By using the description of the dual loop product Dlp in [28, Theorem 2.3] and Theorem 2.7,
we may relate the dual of the string bracket to the cup product on H�.LM IK/ for a manifold M . In
fact, the isomorphism „ in Theorem 2.7 is a morphism of algebras if the S–action is trivial; see
[29, Theorem 2.5]. We observe that the additive K–theory KC.�/ WD HC��1.�/ for a chain algebra �
is a graded algebra with the Loday–Quillen �–product in [31]; see [29, Proposition 1.1].

We relate the BV-exactness to a more familiar rational homotopy invariant.

Definition 2.20 A simply connected space X admits positive weights if the Sullivan minimal model
.^V; d/ for X has a direct sum decomposition V D

L
i>0 V.i/ satisfying d.V.i//� .^V /.i/. A nonzero

element in V.i/ is said to have weight i , and the weight on V is extended in a multiplicative way to ^V .
For x 2 .^V /.i/, its weight is written by wt.x/D i .

Many spaces admit positive weights.

(1) The Sullivan minimal model M.X / of a formal space X is given by the bigraded model .ƒV; d/ of
its cohomology algebra H�.X IQ/ [24, Section 3], whose lower degree is given by dVp� .ƒV /p�1

for p > 0 and dV0 D 0. Then the space X admits positive weights defined by wt.v/ WD jvjCp for
v 2 Vp.

(2) If a space X has a two stage Sullivan minimal model M.X /D .ƒ.V0˚V1/; d/ with dV0 D 0 and
dV1 �ƒV0, then X admits positive weights defined by wt.v/ WD jvjC i for v 2 Vi . For example, a
homogeneous space is such a space even if it is not formal; see also Section 6 for such a manifold.

(3) It is known that smooth complex algebraic varieties admit positive weights coming from its mixed
Hodge structure [38]. In the paper, the Sullivan minimal models are discussed over C, but admitting
positive weights is reduced to that over Q; see [5, Theorem 2.7].

Theorem 2.21 A simply connected space X admitting positive weights is BV-exact.

A simply connected space does not necessarily admit positive weights. In fact, there exist a four cell
complex [37, Section 4] and elliptic spaces [1, Section 5] not admitting positive weights; see also
Appendix A. It is worth mentioning that every finite group is realized as the group of self-homotopy
equivalences of a rationalized elliptic space which does not admit positive weights; see [13].
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3 Preliminaries

In this section, we recall the Hochschild homology and the cyclic homology together with relationships
between them and the loop homology.

3.1 Hochschild and cyclic homology

In this section we recall the definitions of the Hochschild chain complex and the cyclic bar complex in [22]
and [23]. Let � be a connected commutative DGA over a field K of arbitrary characteristic endowed
with a differential d of degree �1. We call a DGA � nonpositive if �D

L
i�0�i . In what follows, it is

assumed that a DGA is nonpositively graded algebra with the properties above unless otherwise stated.
The degree of a homogeneous element x of a graded algebra is denoted by jxj.

First we recall the Hochschild chain complex together with the Connes’ B–operator. Write x�D�=K
and C.�/D

P1
kD0�˝

x�˝k . We define K–linear maps b;B W C.�/! C.�/ of degrees �1 and 1 by

b.w0; : : : ; wk/D

�

kX
iD0

.�1/�i�1.w0; : : : ; wi�1; dwi ; wiC1; : : : ; wk/

�

k�1X
iD0

.�1/�i .w0; : : : ; wi�1; wiwiC1; wiC2; : : : ; wk/C .�1/.jwi j�1/�k�1.wkw0; : : : ; wk�1/;

B.w0; : : : ; wk/D

kX
iD0

.�1/.�i�1C1/.�k��i�1/.1; wi ; : : : ; wk ; w0; : : : ; wi�1/:

Here deg.w0; : : : ; wk/D jw0jC � � �C jwk jCk for .w0; : : : ; wk/ 2 C.�/, �i D jw0jC � � �C jwi j� i and
juj D �2. Note that the formulae bBCBb D 0 and b2 DB2 D 0 hold. The chain complex .C.�/; b/ is
called the Hochschild chain complex. The Hochschild homology HH�.�/ and the reduced Hochschild
homology eHH�.�/ are the homologies of the complexes .C.�/; b/ and .C.�/=K; b/, respectively.

The cyclic bar complex is the complex .C.�/Œu�1�; bC uB/, where b and B are regarded as KŒu�1�–
linear maps extending b and B on C.�/. Its homology is denoted by HC�.�/ and called the cyclic
homology. The negative cyclic homology HC�� .�/, the reduced negative cyclic homology fHC

�

� .�/ and
the periodic cyclic homology HCper

� .�/ of a DGA � are defined as the homologies of the complexes
.C.�/ŒŒu��; bCuB/, ..C.�/=K/ŒŒu��; bCuB/ and .C.�/ŒŒu;u�1�; bCuB/, respectively. Since a DGA
in our case has negative degree, the power series algebra C.�/ŒŒu�� coincides with the polynomial algebra
C.�/Œu�; similarly, .C.�/=K/ŒŒu��D .C.�/=K/Œu� and C.�/ŒŒu;u�1�D C.�/Œu;u�1�.

We recall Connes’ exact sequences (2.5). The projection of the cyclic complex onto itself gives rise
to the map S 0. More precisely, we have S 0

�P
i�0 xiu

�i
�
D
P

i�0 xiC1u�i . Observe that the cyclic
homology HC�.�/ and the negative cyclic homology HC�� .�/ are KŒu�–modules, where juj D �2. The
multiplication S D�u W HC�nC2.�/! HC�n .�/ is called the S–action on the negative cyclic homology.
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For the connecting homomorphism ˇ in Connes’ exact sequence (2.5), we see that ˇ.Œa0�/D ŒB.a0/�.
Moreover, we have BHH

���P
i�0 xiu

�i
���
D ŒB.x0/� and BHC

���P
i�0 xiu

�i
���
D ŒB.x0/�.

Remark 3.1 Under the same notation as above, the unit and augmentation of � yield a split exact
sequence of KŒu�–modules of the form 0!C.K/Œu�!C.�/Œu�! .C.�/=K/Œu�! 0. Then the splitting
map s0 WfHC

�

� .�/!HC�� .�/ gives rise to an isomorphism sp WfHC
�

� .�/˚KŒu� Š�!HC�� .�/. We observe
that C.K/Œu�DKŒu�D HC�� .K/.

3.2 Sullivan minimal models

Let M.Z/D .^V; d/ be the Sullivan minimal model of a nilpotent CW complex Z of finite type [15].
It is a free Q–commutative DGA with a Q–graded vector space V D

L
i�1 V i , where dim V i <1,

and a decomposable differential in the sense that d.V i/� .^CV � ^CV /iC1 and d ı d D 0. Here ^CV

denotes the ideal of ^V generated by elements of positive degree. Observe that M.Z/ determines the
rational homotopy type of Z; that is, the spatial realization kM.Z/k is homotopy equivalent to Z0, the
rationalization of Z. In particular, we see that

V n
Š Hom.�n.Z/;Q/ and H�.^V; d/ŠH�.ZIQ/;

the second isomorphism being of graded algebras. A space X is said to be formal if there exists a
quasi-isomorphism � WM.X /! .H�.X IQ/; 0/ of DGA’s. We refer the reader to [15] for more details.

In what follows, let K be a field of characteristic zero unless otherwise specifically mentioned. Let M be a
free DGA .^V; d/ with V D

L
i>1 V i over K. We denote by .L; ı; s/ the double complex defined in [7].

Namely, LD^.V ˚V /, s is the unique derivation of degree �1 defined by s.v/D xv, s.xv/D 0 and ı is
the unique derivation of degree C1 which satisfies ı jVD d and ısC sı D 0. Here V is the suspension
of V ; that is, V n D V nC1. By [7, Theorem 2.4(i)], we see that the map ‚ W C.M/! L defined by
‚.a0; a1; : : : ; ap/D .1=p!/a0s.a1/ � � � s.ap/ is a chain map between the double complexes .C.M/; b;B/
and .L; ı; s/. Moreover, it follows from [7, Theorem 2.4(ii)–(iii)] that the map ‚ induces isomorphisms
H.‚/ W HH�.M/ D H�.C.M/; b/ Š H�.L; ı/ and H.‚˝ 1/ W HC�� .M/ D H�.C.M/Œu�; b C uB/ Š

H�.LŒu�; ıCu � s/.

Remark 3.2 As mentioned in Section 3.1, the connecting homomorphism ˇ in Connes’ exact sequence
(2.5) is given by ˇ.Œa0�/D ŒB.a0/�. It follows that ˇ.Œa0�/D Œs.a0/� up to the isomorphism H.‚/; see
again [7, Theorem 2.4(i)].

Let X be a simply connected space of finite type and LX the free loop space of X . Then the Sullivan
minimal model of LX over K, M.LX /, is given by .L; ı/ (see [48]), and the Sullivan minimal model of the
orbit space ES1�S1 LX , M.ES1�S1 LX /, is given by .E;D/ WD .LŒu�; ıCu �s/ (see [47, Theorem A]).
Thus we have isomorphisms HH�.M.X //ŠH��.LX IK/ and HC�� .M.X //ŠH��.ES1�S1 LX IK/

by composing ‚1 and ‚2 with H.‚/ and H.‚˝ 1/, respectively.
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3.3 Loop product and coproduct on Gorenstein spaces

In order to introduce uniformly the loop product due to Chas and Sullivan and the dual loop coproduct
due to Chataur and Menichi, we recall the notion of a Gorenstein DGA introduced by Félix, Halperin and
Thomas in [14].

Let A be an augmented DGA over K. We call A a Gorenstein algebra of dimension d if

dim Ext�A.K;A/D
�

0 if � ¤ d;

1 if � D d:

Here Ext is defined by using semifree resolutions; see [14, Appendix] for details. A path-connected
space M is called a Gorenstein space of dimension d if the polynomial de Rham algebra APL.M / is a
Gorenstein algebra of dimension d .

The result [14, Theorem 3.1] implies that a simply connected Poincaré duality space, for example a
simply connected closed orientable manifold of dimension d , is a Gorenstein space of dimension d . It
follows from [14, Proposition 3.2] that the classifying space BG of a connected compact Lie group G is
also a Gorenstein space of dimension �dim G. The following result due to Félix and Thomas is a key to
defining the loop product and the loop coproduct on the loop homology of a Gorenstein space.

Theorem 3.3 [20, Theorem 12] Let M be a simply connected Gorenstein space of dimension d whose
cohomology with coefficients in Q is of finite type. Then , for any integer k,

ExtkAPL.M n/.APL.M /;APL.M
n//ŠH k�.n�1/d .M IQ/;

where APL.M / is considered an APL.M
n/–module via the diagonal map Diag WM !M n.

For a Gorenstein space M as in Theorem 3.3, let D.Mod–APL.M
n// be the derived category of right

APL.M
n/–modules. In the category, we define Diag! by the map which corresponds to a generator of the

one-dimensional vector space H 0.M IQ/ under the isomorphism Ext.n�1/d

APL.M n/
.APL.M /;APL.M

n//Š

H 0.M /. Moreover, for a homotopy fiber square

E0
q

//

p0

��

E

p

��

M
Diag

// M n

there exists a unique map q! in Ext.n�1/d

APL.E/
.APL.E

0/;APL.E// which fits into the commutative diagram in
D.Mod–APL.M

n//

A�PL.E
0/

q!

// A
�C.n�1/d
PL .E/

A�PL.M /
Diag!

//

.p0/�

OO

A
�C.n�1/d
PL .M n/

p�

OO

The result follows from the same proof as that of [18, Theorems 1 and 2].

Algebraic & Geometric Topology, Volume 24 (2024)



A reduction of the string bracket to the loop product 2633

We recall the definition of the loop product on a simply connected Gorenstein space M. Consider the
diagram

(3.4)
LM LM �M LM

Comp
oo

��

q
// LM �LM

.ev0;ev0/
��

M
Diag

// M �M

where the right-hand square is the pull-back of the evaluation map .ev0; ev0/ defined by ev0. /D  .0/

along the diagonal map Diag, and Comp denotes the concatenation of loops. By definition, the composite

q!
ı .Comp/� WAPL.LM /!APL.LM �M LM /!APL.LM �LM /

induces Dlp, the dual to the loop product on H�.LM IQ/; see [18, Introduction].

We define a product � on H�.LM / WDH�Cd .LM /, which is called the loop product, by

a � b D .�1/d.jajCd/..Dlp/_/.a˝ b/

for a and b 2H�.LM /; see [12, Proposition 4] and [44, Definition 3.2].

In order to recall the loop coproduct for a Gorenstein space M , we consider the commutative diagram

LM �LM LM �M LM
q

oo

��

Comp
// LM

l
��

M
Diag

// M �M

where l WLM !M �M is a map defined by l. /D
�
 .0/; 

�
1
2

��
. By definition, the composite

Comp!
ıq� WAPL.LM �LM /!APL.LM �M LM /!APL.LM /

induces the dual to the loop coproduct Dlcop on H�.LM /. We define a product ˇ on the shifted
cohomology H�.LM /DH��d .LM /, called the dual loop coproduct, by

aˇ b D .�1/d.d�jaj/ Dlcop.a˝ b/ for a˝ b 2H�.LM /˝H�.LM /:

Remark 3.5 The product � on H�.LM / is associative and graded commutative if M is a simply
connected Poincaré duality space; see [28, Proposition 2.7]. So is the product ˇ on H�.LM / if M is
the classifying space BG of a connected Lie group G; see [9] and [27, Theorem B.1]. Moreover, so are
both of � and ˇ if M is a Gorenstein space with dim

�L
n �n.M /˝Q

�
<1; see [39, Theorem 1.1] and

[50, Theorem 1.5].

Remark 3.6 By the same fashion as above, a Gorenstein space is defined on an arbitrary field K. Then
Theorem 3.3 remains true after replacing APL.X / with the singular cochain algebra of X with coefficients
in K. That is the original assertion in [18]. Moreover, the constructions of the loop product and the loop
coproduct are applicable to the Gorenstein space M ; that is, those products are defined on the singular
cohomology of LM with coefficient in K; see [18]. However, we only use such an algebra defined on a
field of characteristic zero for our purpose.
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We conclude this section with the definition of a BV algebra. In the next section, the notion plays an
important role in defining the dual string cobracket of the classifying space of a Lie group.

Definition 3.7 A graded algebra .H�;ˇ/ equipped with an operator � on H� of degree �1 is a
BV algebra if � ı�D 0 and the Batalin–Vilkovisky identity holds; that is, for any elements a, b and c

in H�,

�.aˇ bˇ c/D�.aˇ b/ˇ cC .�1/kakaˇ�.bˇ c/C .�1/kbkkakCkbkbˇ�.aˇ c/

��.a/ˇ bˇ c � .�1/kakaˇ�.b/ˇ c � .�1/kakCkbkaˇ bˇ�.c/;

where k˛k stands for the degree of an element ˛ in H�.

4 Proofs of assertions

The strategy of the proof of Proposition 2.3 is exactly that of [8, Theorem 6.2]. In order to make the sign
computation more clear in our setting, we give the proof.

Proof of Proposition 2.3 It is readily seen that the dual string cobracket satisfies skew-symmetry since
the multiplication m is commutative. Indeed, we have

Œy;x�D .�1/kykˇ.�.y/ˇ�.x//D .�1/kxk.kykC1/C1ˇ.�.x/ˇ�.y//D�.�1/kxkkykŒx;y�:

Let � W H�.LBG/ ! H��1.LBG/ be the cohomological BV operator stated in [27, Appendix E].
Observe that � coincides with the composite �ˇ. It follows from [27, Corollary C.3] that the triple
.H�.LBG/;ˇ; �/ is a BV algebra; hence the bracket

fa; bg WD .�1/kak�.aˇ b/� .�1/kak�.a/ˇ b� aˇ�.b/

satisfies the Poisson identity

(4.1) fa; bˇ cg D fa; bgˇ cC .�1/.kak�1/kbkbˇfa; cg:

In the case where aD�.x/, bD�.y/ and cD�.z/, applying ˇ to (4.1) we see that ˇf�.x/; �.y/ˇ�.z/g
coincides with

ˇ.f�.x/; �.y/gˇ�.z/C .�1/.k�.x/k�1/k�.y/k�.y/ˇf�.x/; �.z/g/:

Since �� D 0 and ˇ�D 0, it follows that

f�.x/; �.y/g D .�1/kxk�1�.�.x/ˇ�.y//D��Œx;y�;

ˇf�.x/; �.y/ˇ�.z/g D �.�1/kykˇ.�.x/ˇ�Œy; z�/D�.�1/kxkCkykŒx; Œy; z��:

Therefore, by combining the formulae, we see that

�.�1/kxkCkykŒx; Œy; z��D�ˇ.�Œx;y�ˇ�.z//� .�1/.k�.x/k�1/k�.y/kˇ.�.y/ˇ�Œx; z�/

D�.�1/kxkCkykŒŒx;y�; z�� .�1/.k�.x/k�1/k�.y/kCkykŒy; Œx; z��

D .�1/kxkCkykC.kxkCkyk/kzkŒz; Œx;y��C .�1/kxk.kykCkzk/CkxkCkykŒy; Œz;x��:
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Multiplying the both sides of the above equality by .�1/kxkCkykC1Ckxkkzk, we have

.�1/kxkkzkŒx; Œy; z��D�.�1/kykkzkŒz; Œx;y��� .�1/kxkkykŒy; Œz;x��;

which is indeed the Jacobi identity. This completes the proof.

Proof of Theorem 2.7 We will first prove (i). Recall the homomorphisms BHC WHCn�1.�/!HC�n .�/
and BHH W HCn�1.�/ ! HHn.�/ in Connes’ exact sequence in Section 3, which are defined by
BHC

�P
i�0 xiu

�i
�
D Bx0 and BHH

�P
i�0 xiu

�i
�
D Bx0. The result [29, Theorem 2.5(i)] implies

that B is an isomorphism. By assumption, the S–action is trivial. Then, by [29, Theorems 2.5(ii)–(iii)],
the map I is an isomorphism. By a direct calculation, we see that � ı„DBHH ıI and „ıCokernelD ˇ.
The same consideration as above enables us to obtain the result (ii).

Proof of Theorem 2.8 The assertions (i) and (ii) follow from [26, Theorem A]; see also [10, Theorem 8.3].
In fact, the dual of the homology Gysin exact sequence for the fibration S1!ES1�LM!ES1�S1LM

is identified with the Connes exact sequence under isomorphisms ‚1 and ‚2 mentioned in the sentence
before Theorem 2.8; see [6, Theorem B] and Appendix B for a description of the Gysin sequence in terms
of rational models. With those isomorphisms, we compare the dual to string bracket for a manifold and
the dual string cobracket for BG with the dual string bracket and the dual string cobracket in Theorem 2.7,
respectively.

To this end, we recall that a simply connected closed manifold M of dimension d is a Gorenstein
space of dimension d . Moreover, the classifying space BG of a connected compact Lie group G is a
Gorenstein space of dimension dD�dim G; see [14]. Thus the result [18, Theorem A] and observations in
[18, pages 419–420] yield that the dual loop product �_ for the manifold M and the dual loop coproductˇ
for the classifying space BG are nothing but the dual to the loop product and the dual to the loop coproduct,
respectively. It turns out that the bracket on H�.LM IK/ for the manifold M and the dual string cobracket
on H�.LBGIK/ coincide with the original string brackets (2.1) and (2.2), respectively. Thus, we have
the results.

Proof of Theorem 2.15 Let � be the DGA � D APL.M /]˝Q K for M . We observe that the dual
of the BV operator �0 WH�.LM IK/!H�.LM IK/ on the homology is regarded as the BV operator
� W HH�.�/! HH�.�/ in Theorem 2.7; see Remark 2.10.

Let eHH� denote the reduced Hochschild homology eHH�.�/. Dualizing the reduced BV operator
z�0 W zH�.LM /! zH�.LM /, we have an exact sequence (�):

eHH�
z�0_
��!eHH�

�
�!eHH�=Im z�0_! 0:

Observe that z�0_ D BHH ı I D�. By considering the dual exact sequence of (�), we see that � gives
rise to the isomorphism �_ W Ker z�0 D Ker.�_/ Š�! .eHH�=Im�/_. Theorem 2.8(ii) yields the result.
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In the rest of the section, we prove Theorems 2.11 and 2.21. First we prove the “if” part of Theorem 2.11.

Proof of the “if” part of Theorem 2.11 Let � be a simply connected DGA such that the reduced
S–action on fHC

�

� .�/ is trivial. Consider the reduced version of Connes’ exact sequence

� � � ! fHC
�

nC2.�/
SD0
���! fHC

�

n .�/
�
�!eHHn.�/

ˇ
�! fHC

�

nC1.�/! � � � ;

which splits into a short exact sequence

0! fHC
�

n .�/
�
�!eHHn.�/

ˇ
�! fHC

�

nC1.�/! 0:

By definition, there is a decomposition zB D � ıˇ WeHH�.�/!eHH�.�/ and hence the above short exact
sequence implies Ker zB D Kerˇ D Im� D Im zB.

In order to prove the “only if” part of Theorem 2.11, we recall the notion of the proper exactness of a
sequence of complexes defined in [42].

Definition 4.2 Let M1!M2!M3 be a sequence of complexes and chain maps (of arbitrary degrees).

(i) The sequence is H–exact at M2 if the sequence of cohomology H.M1/!H.M2/!H.M3/ is
exact.

(ii) The sequence is Z–exact at M2 if the sequence of modules of cycles Z.M1/!Z.M2/!Z.M3/

is exact.

(iii) The sequence is proper exact (at M2) if the sequence is exact (as a sequence of underlying graded
modules), H–exact and Z–exact [42].

(iv) The sequence is weakly proper exact at M2 if the sequence is exact and H–exact.

The following lemma is useful to prove the proper exactness from the weak proper exactness of a given
sequence.

Lemma 4.3 Let M0
f0
�!M1

f1
�!M2

f2
�!M3

f3
�!M4 be a sequence of complexes which is proper

exact at M2 and weakly proper exact at M1 and M3. Then it is proper exact also at M3.

Proof For simplicity, we assume that the degrees of the chain maps are zero. We show that Ker Z.f3/�

Im Z.f2/. For any x3 in Ker Z.f3/, there exists an element y2 2M2 such that f2.y2/ D x3 by the
exactness at M3. By the proper exactness at M2, we see that dy2 D f1.y1/ for some y1 2 Z.M1/.
Since H.f1/Œy1� D Œdy2� D 0, it follows from the H–exactness at M1 that y1 � f0y0 D dz for some
Œy0� 2H.M0/ and z 2M1. It is readily seen that f2.y2� f1z/D f2y2 D x3 and d.y2� f1z/D 0. We
have the result.

It is proved that the weak proper exactness for a long sequence yields the proper exactness.
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Proposition 4.4 A weakly proper exact sequence 0!M0!M1!M2! � � � starting from 0 is always
proper exact.

Proof Since the sequence 0! 0! 0!M0!M1 is weakly proper exact at M0 and proper exact
at 0, it follows from Lemma 4.3 that the sequence is proper exact at M0. Similarly, the sequence
0! 0!M0!M1!M2 gives proper exactness at M1. By repeating this argument, we can prove the
proper exactness at Mn for all n.

Remark 4.5 By the same argument as in the proof above, we can also prove the dual of Proposition 4.4,
which asserts that a weakly proper exact sequence ending with 0 is always proper exact.

Next we give a key lemma for proving Theorem 2.11.

Lemma 4.6 Let M0!M1
f1
�!M2

f2
�!M3 be a proper exact sequence. Then one has

Im d \Kerf2 D d.Kerf2/:

Proof The Z–exactness at M2 and the H–exactness at M2 give the result. The details are left to the
reader.

Note that the consequence in Lemma 4.6 is equivalent to the exactness of the sequence of modules of
coboundaries.

Now we begin the proof of the “only if” part of Theorem 2.11. Let .^V; d/ be a Sullivan model of the
DGA � with V D V �2. Define .zL; ı/ D .^C.V ˚ V /; ı/ and .zE;D/ D .^u˝ zL;D/; see Section 3.
Then .zL; ı/ and .zE;D/ are chain models for the reduced Hochschild homology and the reduced negative
cyclic homology of �, respectively. Let zs W zL! zL be the derivation defined by zs.v/D xv and zs.xv/D 0

for v 2 V . Now we have a direct sum decomposition .zL; ı/ D
L

n.
zL.n/; ı/ of complexes, where

zL.n/ D zL \ .^V ˝^nV /. Then zs decomposes into a sequence 0! zL.0/ ! zL.1/ ! zL.2/ ! � � � of
complexes.

Lemma 4.7 The sequence 0! zL.0/! zL.1/! zL.2/! � � � is exact ; that is , Ker zs D Im zs in zL.

Proof Take a basis fv�g� of V . Then we have .L; s/ Š
N
�.^.v�; xv�/; s/ and hence H.L; s/ Š Q,

which is equivalent to H.zL; zs/Š 0.

Remark 4.8 The operator zB WeHH�.�/!eHH�.�/ is nothing but the homomorphism H.zs/ up to the
isomorphism H.‚/. This follows from the definition of the map B in Section 3 and Remark 3.2.

Now we recall a result of Vigué-Poirrier which gives a description of the cyclic homology in terms of zL.
Here we give a proof for the convenience of the reader.
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Lemma 4.9 [45, Lemma 2] The canonical inclusion ˆ W .Ker zs; d/! .zE;D/ is a quasi-isomorphism.

Proof Define bounded double complexes fKp;qg and fzEp;qg by Kp;0 D .Ker zs/p and Kp;q D 0 for
q ¤ 0, and zEp;q D^qu˝ zLp�q . Then their total chain complexes are .Ker zs; ı/ and .zE;D/, respectively,
and the inclusion ˆ gives rise to a morphism of double complexes. Now consider the filtration with
respect to p. By Lemma 4.7, we have E

p;0
1

K DE
p;0
1
zED .Ker zs/p and E

p;q
1

K DE
p;q
1
zED 0 for q ¤ 0.

Hence E1ˆ is an isomorphism and so is Hˆ by the convergence of the spectral sequences.

Now we describe the S–action S Du�.�/ WH.zE/!H.zE/ in terms of Ker zs. By Lemma 4.7, we have an
exact sequence 0!Ker zs! zL zs

�!Ker zs!0, and its connecting homomorphism c WH.Ker zs/!H.Ker zs/
is given by c.Œzs˛�/D Œı˛�. Note that any element in H.Ker zs/ can be written as Œzs˛� for some ˛ 2 zL with
ızs˛ D 0, since Ker zs D Im zs by Lemma 4.7. By a straightforward computation, we have:

Lemma 4.10 The map c coincides with S through Hˆ up to sign , ie S ıHˆD�Hˆ ı c.

We are ready to prove the “only if” part of Theorem 2.11.

Proof of the “only if” part of Theorem 2.11 By Lemmas 4.9 and 4.10, in order to prove the assertion it
suffices to show that the connecting homomorphism c is trivial. To this end, we show that Œı˛�D 0 in
H.Ker zs/ for any ˛ 2 zL with ızs˛ D 0; see the argument before Lemma 4.10. Remark 4.8 yields that the
BV-exactness of the DGA � is equivalent to the condition that the sequence (�),

0! zL.0/! zL.1/! zL.2/! � � � ;

is weakly proper exact. Thus, by Proposition 4.4, we see that the sequence (�) is proper exact. Moreover,
Lemma 4.6 implies that Ker zs\ Im ı D ı.Ker zs/. Therefore, it follows that ı˛ 2 Ker zs\ Im ı D ı.Ker zs/
for any ˛ 2 zL with ızs˛ D 0. We have the result.

We conclude this section proving Theorem 2.21. The proof is given by slightly modifying the proof of
[46, Proposition 5].

Proof of Theorem 2.21 Recall that .zL; ı/D .^C.V ˚V /; ı/ is a model of the Hochschild complex. For a
derivation � W ^V !^V of degree 0 with �d D d� and �.V /�^CV , define derivations L� ; e� W zL! zL

by L� .v/ D �v, L� .xv/ D zs�v, e� .v/ D 0 and e� .xv/ D �v. Then, as derivations on zL, we have
ŒL� ; zs�D ŒL� ; ı�D Œe� ; ı�D 0 and Œe� ; zs�DL� . Hence L� induces H.L� / WH.Ker zs/!H.Ker zs/ and
it follows that H.L� / ı c D 0 WH.Ker zs/!H.Ker zs/ by a straightforward computation from the above
equations.

Now we let � be the derivation defined by �.x/D wt.x/x for weight-homogeneous elements x 2 ^V .
Then for any weight-homogeneous element ˛ 2 H.Ker zs/, we have 0 D H.L� / ı c.˛/ D wt.˛/c.˛/,
where the weight on zL is defined as an extension of that on ^V with wt.xv/D wt.v/ for v 2 V . By the
positivity of the weight, we have c.˛/D 0 and hence c D 0. Therefore, Lemmas 4.9 and 4.10 imply the
triviality of the reduced S–action, which is equivalent to the BV-exactness by Theorem 2.11.
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5 The string brackets for formal spaces

In this section, we consider string brackets for formal spaces as an application of Theorem 2.7.

5.1 Dual string cobrackets for classifying spaces

We begin by considering the string bracket for the classifying space of a connected Lie group of rank one.

Example 5.1 The result [27, Theorem 4.1] enables us to compute the dual loop coproduct on the loop
cohomology H�.LBGIQ/ for every compact connected Lie group G. Thus, in particular, by Theorem 2.7,
we determine explicitly the Lie algebra structure of H�.LBSU.2// WDH�C3C1

S1 .LBSU.2/IQ/ endowed
with the dual string cobracket. In fact, we see that

H� WDH�.LBSU.2//Š .eHH�.�/=Im�/���3�2˚ .QŒu�/���3�1

ŠQfx;x2; : : : ;xn; : : : g˚Qf1;u;u2; : : : ;uk ; : : : g

as vector spaces, where � denotes the Sullivan minimal model for SU.2/. Observe that jxnj D 4n� 5

and j1j D �4 for xn and 1 2H�.LBSU.2//. The formula in [27, Theorem 4.1] for the loop product ˇ
yields that �.xn/ˇ1D nxn�1, �.xn/ˇ�.xm/D˙nm�.x/xnCm�2 and �.1/D 0 in H�.LBSU.2//.
Therefore, we see that Œ1; 1� D 0, Œxn;xm� D 0 for m; n � 1, Œul ; ˛� D 0 for every ˛ 2 H�, l � 1 and
Œxn; 1�D�nxn�1 for n� 1.

Next we consider the dual string cobracket for the classifying space of G with arbitrary rank.

Proposition 5.2 For each n, the n–fold dual string cobracket ŒH; ŒH; : : : ; ŒH;H� � � � �� is nontrivial on
H� WDH�Cdim GC1

S1 .LBGIK/.

Proof For the case rank G D 1, Example 5.1 implies the result. Assume that N WD rank G � 2. Recall
the result [27, Theorem 4.3], which asserts that the loop cohomology H�.LBG/ WDH�Cdim G.LBG/ is
isomorphic to the tensor product of algebra

H�.BG/˝H��.G/DKŒy1; : : : ;yN �˝^.x
_
1 ; : : : ;x

_
N /

equipped with the BV operator � given by �.x_i x_j /D�.yiyj /D�.x
_
i /D�.yi/D 0 and

�.yix
_
j /D

�
0 if i ¤ j ;

1 if i D j:

Thus, an induction argument with the BV identity enables us to deduce that

�.y
k1

1
� � �y

kN

N
x_i1
� � �x_is

/D
X

1�j�s

.�1/dj kij y
k1

1
� � �y

kij
�1

ij
� � �y

kN

N
x_i1
� � �cx_ij � � �x_is

;

whereb� denotes omission and dj D jx
_
i1
jC � � �C jx_ij�1

j. Therefore, it follows that

�.y2x_2 x_1 /ˇ�.y
l
1x_1 x_2 /D x_1 ˇ lyl�1

1 x_2 D lyl�1
1 x_1 x_2 :
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Moreover, we see that�.yl�1
1

x_
1

x_
2
/¤ 0 for l � 2. Then the element yl�1x_

1
x_

2
is not in Im�. Observe

that �2 D 0. We consider an n–fold bracket of the form

˛ WD Œy2x_2 x_1 ; Œy2x_2 x_1 ; : : : ; Œy2x_2 x_1 ;y
l
1x_1 x_2 � � � � �� for l > n:

It turns out that
˛ D l.l � 1/ � � � .l � .n� 1//yl�n

1 x_1 x_2 ¤ 0

in the codomain .eHH�.�/=Im z�/˚KŒu� of the dual string cobracket. Theorem 2.7(i) allows us to obtain
the result.

5.2 String brackets for manifolds

As an application of Theorem 2.8 (or Theorem 2.15), we give another proof of the first half of the result
[2, Theorem 3.4] due to Basu and [19, Example 5.2] due to Félix, Thomas and Vigué-Poirrier.

Proposition 5.3 For a simply connected closed manifold M such that H�.M IQ/ is generated by a
single element , the string bracket is trivial.

Proof The result [17, Theorem 1] implies that the loop homology of M is isomorphic to the Hochschild
cohomology of APL.M / endowed with the BV algebra structure due to Menichi [33]. We observe that M is
formal. Therefore, Theorem 2.15 and explicit computations in [34, Theorem 16] and [53, Main Theorem]
yield the result. In fact, for elements ˛1 and ˛2 in Im z�DKer z�, we have�.˛1�˛2/D0; see Theorem 2.11
and Remark 2.10. In particular, we observe the case where H�.M /ŠH�.Sn/ with n odd. Then the
generator a�n of the loop homology H�.LM / WDH�Cn.LM / with odd degree is in H0.LM /. Then
the generator a�n is not in Ker z�; see Theorem 2.15.

The result [35, Theorem 39] due to Menichi gives an explicit form of the BV operator on the rational
loop homology of a connected compact Lie group. We can also apply the result in our computation. In
particular, the behavior of the string bracket as seen in Proposition 5.3 changes drastically in case of a
Lie group with rank greater than one.

Proposition 5.4 (cf [19, Example 5.2]) Let G be a simply connected Lie group with rank greater than
one. The Lie algebra H� DH S1

��dim GC2
.LGIQ/ endowed with the string bracket is nonnilpotent. More

precisely, for any n, the n–fold bracket ŒH; ŒH; : : : ; ŒH;H� � � � �� is nontrivial.

Proof We first observe that a simply connected Lie group is formal. Indecomposable elements x1; : : : ;xN

in H�.G/ are in the reduced homology zH�.LG/ because N WD rank G > 1. Thus, it follows from
[35, Theorem 39] and [25, Theorem 1] that xi and .s�1xj /

k are in Ker z�. Moreover, there exists a
nontrivial n–fold string bracket. For example, for k > n, we see that on H�,

Œxj ; Œxj ; : : : ; Œxj ; .s
�1xj /

k � � � � ��D˙k.k � 1/ � � � .k � .n� 1//.s�1xj /
k�n
¤ 0:

This follows from the explicit formula of the BV operator in [35, Theorem 39] and Theorem 2.15. Observe
that xj is in Ker z� if rank G > 1. We have the result.
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5.3 Gravity algebras

The gravity algebra with higher Lie brackets was introduced by Getzler [21]. We consider a gravity
algebra structure which appears on the string homology of a manifold and the classifying space of a Lie
group; see, for example, [10, Definition 8.1] for the definition of the gravity algebra.

Example 5.5 The result [11, Theorem 1.1] due to Chen, Eshmatov and Liu shows that the negative
cyclic homology of a DGA � admits a gravity algebra structure if the Hochschild homology of � has a
BV algebra structure. The higher Lie bracket Œ ; : : : ; � W .HC�� .�//

˝n! HC�� .�/ is defined for n� 2 by

Œx1; : : : ;xn�D .�1/.n�1/jx1jC.n�2/jx2jC���Cjxn�1jˇ.�.x1/ˇ�.x2/ˇ � � �ˇ�.xn//;

where ˇ denotes the dual loop coproduct on the Hochschild homology.

Let G be a connected Lie group. We see that all higher Lie brackets are nontrivial for the classifying
space BG. For the case where rank G � 2, it follows from Theorem 2.7 that

Œyix
_
i ; : : : ;yix

_
i ;y2x_2 x_1 ;y

l
1x_1 x_2 �D˙1ˇ � � �ˇ 1ˇ�.y2x_2 x_1 /ˇ�.y

l
1x_1 x_2 /D lyl�1

1 x_1 x_2 ¤ 0

with the same notation as in the proof of Proposition 5.2. Suppose that rank G D 1. Then, with the same
notation as in Example 5.1, we see that Œx2; : : : ;x2�D˙Coker.�.x2/ˇ � � �ˇ�.x2/ˇ�.x2/ˇ 1/D

˙Coker.�.x2/ˇ � � �ˇ�.x2/ˇ 2x/D˙2n�1xn�1 ¤ 0 for the higher Lie bracket of rank n.

Example 5.6 In [10], Chen has proved that the string homology of an orientable closed manifolds admits
a gravity algebra structure extending the Lie algebra structure; see [10, Theorem 8.5] for more details.
Let G be a simply connected Lie group. We see that all higher Lie brackets in the string homology of G

are nontrivial if and only if rank G > 1. In fact, in case of rank G > 1, by applying Theorem 2.15 to
the higher Lie bracket of G, we have Œxj ; s

�1xj ; : : : ; s
�1xj �D˙k.s�1xj /

k�1 in H S1

� .LGIQ/ with the
same notation as in Proposition 5.4. If rank G D 1, the only generator x1 of odd degree is not in Ker z�
and then all higher Lie brackets are trivial; see the computation in the proof of Proposition 5.4.

6 Computation of the string bracket for a nonformal space

In this section, we consider the string bracket of a nonformal and BV-exact manifold. We begin recalling
a nonformal manifold in [19, 6.4 Example].

Let U TS6! S6 be the unit tangent bundle over S6. Then, we have a simply connected 11–dimensional
manifold M which fits in the pullback diagram

M

��

// U TS6

p
��

S3 �S3 f
// S6
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where f W S3 �S3! S6 is a smooth map homotopic to the map defined by collapsing the 3–skeleton
into a point. Since the Euler class of the unit tangent bundle mentioned above is nontrivial, it follows
that the minimal model of M has the form M D .^.x;y; z/; d/, where d.x/ D 0 D d.y/, d.z/ D xy,
jxj D jyj D 3 and jzj D 5. It is readily seen that M is nonformal since the Massey product hx;x;yi does
not vanish; see [24, page 277]. Moreover, we have:

Proposition 6.1 The 11–dimensional manifold M is BV-exact.

Proposition 6.1 is proved by computing the Hochschild homology explicitly. To this end, we recall the
minimal model M for M mentioned above. The Hochschild homology of M is the homology of the
Sullivan algebra LD .^.x;y; z; xx; xy;xz/; d/, where d.xx/D 0D d.xy/, d.xz/D�xxyCx xy; see Section 3.
To compute H.L/, we define its subcomplex L0 by ^.x;y; xx; xy;xz/. By a simple calculation, we have
the following lemma.

Lemma 6.2 The set fxxp xyq;xxxp xyq;y xyq;xyxzr j p; q; r � 0g forms a basis of H.L0/.

Next we compute H.L/ by comparing with H.L0/ and L=L0.

Proposition 6.3 The following set forms a basis of the Hochschild homology H.L/:

fxxp
xyq;xxxp

xyq;y xyq;xyxzrC1;xzxxp
xyq;yz xyq;xyzxzr ; zxxpC1

xyq
�xxxp

xyq
xz; z xyqC1

�y xyq
xzg;

where p, q and r run over all nonnegative integers.

Proof Since there is an isomorphism of complexes .L=L0; d/Š .Qfzg; 0/˝.L0; d/, Lemma 6.2 implies
that the set fzxxp xyq;xzxxp xyq;yz xyq;xyzxzr j p; q; r � 0g forms a basis of H.L=L0/. Consider the long
exact sequence associated with the short exact sequence 0! L0! L! L=L0! 0. The connecting
homomorphism H.L=L0/!H.L/ sends z to xy and the other basis elements to zero. Hence each basis
element of H.L0/ or H.L=L0/ corresponds to a basis element of H.L/, except for z and xy. By lifting
basis elements of H.L=L0/ to cocycles in L, we get the above basis.

Proof of Proposition 6.1 Let zL be the reduced complex ^C.x;y; z; xx; xy;xz/. Recall that the reduced
operation zB in Definition 2.9 is modeled by the map Hzs W H.zL/! H.zL/ induced by the derivation
zs W zL! zL, v 7! xv for v D x;y; z; see Remark 3.2.

By using the basis given in Proposition 6.3, we see that

Hzs.xxxp
xyq/D xxpC1

xyq; Hzs.y xyq/D xyqC1; Hzs.xzxxp
xyq/D zxxpC1

xyq
�xxxp

xyq
xz;

Hzs.yz xyq/D z xyqC1
�y xyq

xz; Hzs.xyzxzr /D
rC2

rC1
xyxzrC1:

This proves Ker Hzs D Im Hzs.

Remark 6.4 A program [51] on a personal computer for computing the homology of a DGA helps us in
proving Proposition 6.3. In fact, the computer calculation shows the basis in the proposition, while our
proof is by hand.
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Remark 6.5 In the minimal model M, we define weights of x, y and z by 1, 1 and 2, respectively. Then,
it is readily seen that the model M for the manifold M admits positive weights. Therefore, Theorem 2.21
enables us to conclude that M is BV-exact. However, the explicit generators of the Hochschild homology
of M represented in Proposition 6.3 are used in the computation below of the string bracket of M . We
adhere to the proof of Proposition 6.1.

The negative cyclic homology of M is isomorphic to the homology of ED .^.u/˝^.x;y; z; xx; xy;xz/;D/;
see Section 3. Here, the differential D is given by

D.x/D uxx; D.y/D uxy; D.z/D xyCuxz; D.xx/DD.xy/D 0; D.xz/D�xxyCx xy:

Then the morphism ˇ in Theorem 2.7 is induced by the derivation s W L! E.

It follows from the BV-exactness of the manifold M that HC�� .M/ decomposes into a direct sum
QŒu�˚ Im ž, where ž is a morphism induced by the map zs W zL! zE on the reduced complexes. Hence,
by applying ž to the basis except for 1 in Proposition 6.3, we see that Im ž is spanned by the homology
classes

�p;q WD
1

p!q!
xxp
xyq; �p;qWD

8̂<̂
:

1

p!q!
.zxxp xyq �xxxp�1 xyqxz/ if p ¤ 0;

1

q!
.z xyq �y xyq�1xz/ if p D 0;

�r WD
rC1

r
xyxzr ;

for p, q � 0, r � 1 with .p; q/¤ .0; 0/. We also put �0;0 D 1 for convenience. Denote by Dsb the dual
string bracket Œ ; �_ over Q stated in Theorem 2.8.

Theorem 6.6 For the dual string bracket Dsb over Q of the 11–dimensional manifold M , one has

Dsb.�p;q/D
pC1X
iD0

qC1X
jD0

fi.qC 1/� j .pC 1/g.�i;j ˝ �pC1�i;qC1�j � �pC1�i;qC1�j ˝ �i;j /;

Dsb.�p;q/D �2˝ �p;q � �p;q˝ �2�

pC1X
iD0

qC1X
jD0

fi.qC 1/� j .pC 1/g�i;j ˝ �pC1�i;qC1�j ;

Dsb.�r /D 0:

Proof We first compute the dual loop product Dlp by the rational model described in [19]. Let MD^V

be the minimal model for M , P D .^V /˝2 ˝^V the Sullivan model for the free path space stated
in [15, Section 15] and "P W P! ^V the .^V /˝2–semifree resolution of ^V which is given by the
multiplication of ^V and the canonical augmentation of ^V .

By virtue of [19, Lemma 1], we see that a DGA morphism P!P˝^V P defined by v1˝v2 7!v1˝1˝v2,
xx 7! 1˝ xx C xx ˝ 1, xy 7! 1˝ xy C xy ˝ 1, xz 7! 1˝ xz C xz ˝ 1 � 1

2
xx ˝ xy C 1

2
xy ˝ xx for vi 2 V is

a Sullivan representative for the composition of free paths. This induces a Sullivan representative
MComp W L! L˝^V L for Comp in (3.4) which has formulae

MComp.v/D v; MComp.xx/D 1˝ xxC xx˝ 1;

MComp.xy/D 1˝ xyC xy˝ 1; MComp.xz/D 1˝xzCxz˝ 1� 1
2
xx˝ xyC 1

2
xy˝ xx;
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where v 2 V . Recall the morphism "P˝1 WP˝.^V /˝2 L˝2!^V ˝.^V /˝2 L˝2 appeared in the model
for Dlp. A section � of the morphism "P˝ 1 is given by

�.v/D v˝ 1; �.xx˝ 1/D 1˝ .xx˝ 1/; �.1˝ xx/D 1˝ .1˝ xx/; �.xy˝ 1/D 1˝ .xy˝ 1/;

�.1˝ xy/D 1˝ .1˝ xy/; �.xz˝1/D 1˝ .xz˝1/; �.1˝xz/D 1˝ .1˝xz/�xx˝ .1˝ xy/C xy˝ .1˝xx/:

Define a .^V /˝2–morphism Diag!
W P! .^V /˝2 of degree 11 by

Diag!.1/D .�x˝ 1C 1˝x/.�y˝ 1C 1˝y/.�z˝ 1C 1˝ z/; Diag!
j
^CV � 0;

which gives a representative of a nonzero element in Ext11
.^V /˝2.^V;^V /; see [49, Section 5] for the

detail about a construction of the shriek map Diag!. Then, the result [19, Theorem A] yields that the
composite

L
MComp
���! L˝^V LŠ^V ˝.^V /˝2 L˝2 �

�! P˝.^V /˝2 L˝2 Diag!˝1
�����! L˝2

induces the dual loop product Dlp on homology. This rational model and a straightforward computation
enable us to compute Dlp explicitly. In fact, we have

Dlp.xxp
xyq/Dxyz˝xxp

xyq
Cxxp

xyq
˝xyz

C

pX
iD0

qX
jD0

�p

i

��q

j

��
�xxxi

xyj
˝yzxxp�i

xyq�j
Cyxxi

xyj
˝xzxxp�i

xyq�j

�xzxxi
xyj
˝yxxp�i

xyq�j
Cyzxxi

xyj
˝xxxp�i

xyq�j
�
;

Dlp.zxxp
xyq
�xxxp�1

xyq
xz/Dxyz˝.zxxp

xyq
�xxxp�1

xyq
xz/C.zxxp

xyq
�xxxp�1

xyq
xz/˝xyz

Cxyzxz˝xxxp�1
xyq
Cxxxp�1

xyq
˝xyzxzCxyxz˝xzxxp�1

xyq
�xzxxp�1

xyq
˝xyxz

�

pX
iD0

qX
jD0

�p

i

��q

j

�
.xzxxi

xyj
˝yzxxp�i

xyq�j
�yzxxi

xyj
˝xzxxp�i

xyq�j /;

Dlp.z xyq
�y xyq�1

xz/D�xyz˝.z xyq
�y xyq�1

xz/�.z xyq
�y xyq�1

xz/˝xyzCxyzxz˝y xyq�1
Cy xyq�1

˝xyzxz

Cxyxz˝yz xyq�1
�yz xyq�1

˝xyxz�

qX
jD0

�q

j

�
.xz xyj

˝yz xyq�j
�yz xyj

˝xz xyq�j /;

Dlp.xyxzr /D

rX
iD0

�r

i

�
.�xyzxzi

˝xyxzr�i
Cxyxzi

˝xyzxzr�i/:

It follows from Theorem 2.8(ii) that

Dsb.�p;q/D
1

p!q!
.ˇ˝ˇ/ �_ .xxp

xyq/; Dsb.�p;q/D
1

p!q!
.ˇ˝ˇ/ �_ .zxxp

xyq
�xxxp�1

xyq
xz/;

Dsb.�0;q/D
1

q!
.ˇ˝ˇ/ �_ .z xyq

�y xyq�1
xz/; Dsb.�r /D

rC1

r
.ˇ˝ˇ/ �_ .xyxzr /:

Therefore, by these formulae and the computations of Dlp above, we have the result.
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7 The cobar-type EMSS and r–BV-exactness

Let X be a simply connected space. We define a cobracket on the cobar-type Eilenberg–Moore spectral
sequence converging to the rational equivariant cohomology of the free loop space LX , which is compatible
with the dual to the string bracket in the sense of Chas and Sullivan [8] if X is a simply connected closed
manifold.

We begin by recalling the spectral sequence associated with a filtered complex .A;F; d/. Consider the
submodules Z

p;q
r and B

p;q
r defined by

(7.1) Zp;q
r WD FpApCq

\ d�1.Fp�r ApCqC1/ and Bp;q
r WD FpApCq

\ d.Fp�r ApCq�1/:

With the submodules of A, we have a spectral sequence fEr ; dr g whose Er –term is defined by E
p;q
r WD

Z
p;q
r =.Z

pC1;q�1
r�1

CB
p;q
r�1

/; see [32, Proof of Theorem 2.6].

We use the same notation as that in Section 2. In particular, for a cochain algebra A, we define a chain
algebra A] by .A]/�i DAi for i . The converse is also considered; that is, for a chain algebra �, we have
a cochain algebra �] defined by ..�/]/i D��i for i ; see Remark 2.6.

Let .^V; d/ be a Sullivan model of a simply connected commutative cochain algebra A. Define .L; ı/D
.^.V ˚V /; ı/ and .E;D/D .^u˝L;D/; see Section 3. Then complexes .L; ı/ and .E;D/ compute
the Hochschild homology and the negative cyclic homology of A], respectively. Thus we have the cobar-
type Eilenberg–Moore spectral sequence (the EMSS for short) fE�;�r ; dr g converging to HC�� .A/ WD
.HC�� .A]//

] as an algebra with

E
�;�
2
Š Cotor�;�

^.t/
.HH�.A/;Q/

as a bigraded algebra, where jt j D 1 and the ^.t/–comodule structure on the Hochschild homology
HH�.A/ WD .HH�.A]//] is induced by the derivation s in the cyclic complex .E;D/. In fact, the
^.t/–comodule structure r W L! L˝^.t/ on .L; ı/ is given by r.˛/ D  .˛/˝ t C ˛ ˝ 1, where
 .˛/D .�1/j˛js.˛/. A map assigning the element aun in the cyclic complex E to an element aŒt j � � � jt �

in the nth cobar complex gives rise to an isomorphism of complexes. As a consequence, we have
isomorphisms

Cotor�
^.t/.L;Q/ŠH.E;D/Š HC�� .A]/

]:

Remark 7.2 The isomorphisms above allow us to work in the category of ^.t/–comodule in order to
investigate the negative cyclic homology of a DGA.

We observe that, by construction, there is an isomorphism E
0;�
1
Š HH�.A/. In particular, when we

choose the polynomial de Rham algebra APL.M / for a simply connected space M as the DGA A, the
spectral sequence converges to the S1–equivariant cohomology HC�� .A/ŠH�

S1.LM IQ/, with

E
�;�
2
Š Cotor�;�

H �.S1IQ/
.H�.LM IQ/;Q/:
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One has a direct sum decomposition .zL; ı/D
L

n.
zL.n/; ı/ of complexes, where zL.n/D zL\.^V ˝^nV /

with LD zL˚Q. Then the reduced derivation zs decomposes .zL; ı/ into a sequence 0! zL.0/! zL.1/!
zL.2/! � � � of complexes. Thus it follows that the EMSS fE�;�r ; dr g is decomposed as

fE�;�r ; dr g D

M
N2Z

f.N /E
�;�
r ; dr g˚ fQŒu�; 0g;

where bideg u D .1; 1/, each spectral sequence f.N /E
�;�
r ; dr g for N � 0 is constructed by the double

complex

.N /K W 0! zL
.N /
! zL.NC1/

˝Qfug ! zL.NC2/
˝Qfu2

g ! � � �

and for N < 0, the spectral sequence f.N /E
�;�
r ; dr g is obtained by the double complex

.N /K W 0! 0! � � � ! 0! zL.0/˝Qfu�N
g ! zL.1/˝Qfu�NC1

g ! � � � :

Here, the double complex .N /K is regarded as a filtered complex associated with the horizontal degrees.
Thus, in the spectral sequence f.N /E

�;�
r ; dr g for N < 0, we have .N /E

i;�
r D 0 for i < �N . We observe

that each spectral sequence f.N /E
�;�
r ; dr g converges to the target as an algebra.

Remark 7.3 The direct sum of the targets of the spectral sequences f.N /E
�;�
r ; dr g is nothing but the

Hodge decomposition of HC�� .A/; that is, we have fHC
�

� .A/D
L

N�0 H.K.N //; see [6, Section 2]. If A

is the polynomial de Rham algebra APL.X / for a simply connected space X , then the direct summands in
the Hodge decomposition are identified with the eigenspaces of the Adams operation on zH�

S1.LX IQ/;
see [6, Theorem 3.2] for the identification. We refer the reader to [30, 4.5.4] for the operation. The result
[3, Theorem 1.1] shows that the string bracket respects the Hodge decomposition in some sense. Thus,
we are also interested in computations of string brackets, as described in Section 1.1, together with the
consideration of the Hodge decomposition.

Proposition 7.4 If the spectral sequence f.0/Er ; dr g collapses at Er –term , then so does f.N /Er ; dr g for
each integer N , and then Tot Er ŠH�

S1.LX / as a vector space.

Thus, it is readily seen that the collapsing of the EMSS is governed by that of the zeroth spectral sequence.

Corollary 7.5 The spectral sequence f.0/Er ; dr g collapses at the Er –term if and only if so does
fE
�;�
r ; dr g.

Lemma 7.6 For l � r � 1 and N 2 Z, we have .0/E
lCN;�CN
r Š .N /E

l;�
r .

Proof For N < 0, the multiplication u�N�W .0/E
�;�
r ! .N /E

��N;��N
r gives an isomorphism. Assume

that N � 0. By definition, we see that

.N /E
l;�
r D .N /Z

l;�
r =..N /Z

lC1;��1
r�1

C .N /B
l;�
r�1

/;

.0/E
lCN;�CN
r D .0/Z

lCN;�CN
r =..0/Z

lCNC1;�CN�1
r�1

C .0/B
lCN;�CN
r�1

/;
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where .N /Z and .N /B denote the subcomplexes of .N /K defined in (7.1) for the filtered complex AD .N /K.
Moreover, we have .N /Z

l;�
r Š .0/Z

lCN;�CN
r and .N /Z

lC1;��1
r�1

Š .0/Z
lCNC1;�CN�1
r�1

. Since l � r � 1,
it follows that .N /Bl;�

r�1
Š .0/B

lCN;�CN
r�1

. Then the multiplication uN�W .N /El;�
r Š .0/E

lCN;�CN
r is an

isomorphism.

Proof of Proposition 7.4 Lemma 4.7 yields that the spectral sequence f.0/E
�;�
r ; dr g converges to 0, the

trivial module. The assumption and Lemma 7.6 imply that .N /E
l;�
r D 0 for l � r � 1 and N .

Theorem 7.7 Let M be a simply connected closed manifold , and A the polynomial de Rham algebra
APL.M / of M . Then the map Œ ; �_r WE

p;�
r ! .E

�;�
r ˝E

�;�
r /p;�Cd�2 defined by Œ ; �_r � 0 for p > 0 and

for p D 0, the composite

E0;�
r D Ker dr�1

i
�! HH�.A/

�
_

�! HH�.A/˝2 �˝�
����!E0;�

r ˝E0;�
r

gives rise to a cobracket on the spectral sequence , where i denotes the inclusion. That is , it is compatible
with the differentials and H.Œ ; �_r /D Œ ; �

_
rC1

. Moreover , the cobracket Œ ; �_1 is compatible with the dual
to the string bracket on H S1

� .LM / at the E1–term in the sense that the composite

H�
S1.LM /

�
�!E0;�

1

i
�! HH�.A/

�
_

�! HH�.A/˝2 �˝�
����!E0;�

1 ˝E0;�
1

coincides with the dual to the string bracket modulo F1H�
S1.LM /. Here � is the projection and

fF lH�
S1.LM /gl�0 is the decreasing filtration associated with the spectral sequence.

Proof By dimensional reasons, it is readily seen that .dr ˝ 1˙ 1˝ dr / ı Œ ; �
_
r D 0 D Œ ; �_r ı dr for

p > 0. Moreover, we see that every element in the image of � in E
0;�
r is a permanent cocycle. In fact, for

w 2 Im�, we have DwD .ıCus/wD 0. Then, it follows that .dr ˝1˙1˝dr /ı Œ ; �
_
r D 0D Œ ; �_r ıdr

in E
0;�
r . By the definition of the cobrackets, we have H.Œ ; �_r /D Œ ; �

_
rC1

. In fact, the left-hand side is the
restriction of Œ ; �_r in the nontrivial case.

Consider the compatibility of the cobracket at the E1–term. We have a commutative diagram

HC�� .A/
�

//

Š

��

HH�.A/
�
_
// HH�.A/˝2 ˇ˝ˇ

// HC�� .A/
˝2

pr
��

HC�� .A/=F
1˚

Š

��

F1=F2˚ � � �˚F� .HC�� .A/=F
1/˝2

Š

��L
pCqD�E

p;q
1

pr
// E

0;�
1 D Ker d�C1

i
// HH�.A/

�
_
// HH�.A/˝2 �˝�

//

ˇ˝ˇ

>>

E
0;�
1 ˝E

0;�
1

where fF lgl�0 denotes the decreasing filtration of HC�� .A/ŠH�
S1.LM / associated with the spectral

sequence. In fact, the commutativity of the left-hand side square and the right-hand side triangle follows
from the construction of the spectral sequence; see for example [32, Proof of Theorem 2.6]. Theorem 2.8(ii)
implies the upper sequence is the dual of the string bracket. We have the result.
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Proposition 7.8 For each N , the S–action u� on .E;D/ gives rise to a map

S W f.N /E
�;�
r ; dr g ! f.N�1/E

�C1;�C1
r ; dr g

on the spectral sequence which is compatible with the S–action on the negative cyclic homology HC�� .A/.

Proof The S–action on .E;D/ gives rise to a map .N /K ! .N�1/K which increases the filtration
degree by C1 and is compatible with the differential. Then the map induces the action S on the spectral
sequence.

Lemma 7.9 Suppose that the Er –term .0/E
p;q
r in f.0/E

�;�
r ; dr g is trivial for any .p; q/. Then the .r�1/

times S–action Sr�1 W fHC
�

� .A/!
fHC
�

� .A/ is trivial.

Proof Let x be an element in fHC
�

� .A/. Then x is in fHC
�;.n/
� .A/ for some n � 0 and then it is

represented by an element ˛ in .n/E
t;�
1 for some t � 0. Thus the element Sr�1x is represented by

Sr�1˛ 2 .n�.r�1//E
tC.r�1/;�
1 . By assumption, it follows from Lemma 7.6 that .N /E

l;�
r D 0 for l � r �1

and N 2Z. This implies that Sr�1˛ D 0 in the E1–term and that there is no extension problem; that is,
Sr�1x D Sr�1˛ D 0 in HC�;.n�.r�1//

� .A/� HC�� .A/. This completes the proof.

Moreover, we have:

Theorem 7.10 The Er –term .0/E
p;q
r in f.0/E

�;�
r ; dr g is trivial for any .p; q/ if and only if the .r � 1/

times S–action Sr�1 on fHC
�

� .A/ is.

Proof The “only if” part follows from Lemma 7.9. To prove the “if” part, we assume that Sr�1 is
trivial on fHC

�

� .A/. Take any element x D xp˝upCxpC1˝upC1C � � � 2 .0/Z
p;�
r , where xi 2

zL.i/ is
zero for sufficiently large i . By the definition of .0/Z

p;�
r , the total differential increases the filtration

degree of x by r , ie we have dxp D 0 and zsxi C dxiC1 D 0 for p � i � p C r � 2. Now we have
an element ŒzsxpCr�1� 2 H.Ker zs/ and the above equation implies that ŒdxpC1� D Sr�1ŒsxpCr�1� D

0 2 H.Ker zs/ by Lemma 4.10 and the assumption of triviality of Sr�1. By Lemma 4.7, we see that
Ker zs D Im zs. Thus, there is an element vp 2 zL.p/ with dzsvp D dxpC1. By using these elements,
we define y D .xpC1 � zsvp/˝ upC1 C xpC2 ˝ upC2 C xpC3 ˝ upC3 C � � � 2 .0/Z

pC1;�
r�1

. Then we
can show x � y D xp ˝ up Czsvp ˝ upC1 2 .0/B

p;�
r�1

by the same argument as above. It follows that
x D yC .x�y/ 2 .0/Z

pC1;�
r�1

C .0/B
p;�
r�1

and hence Œx�D 0 2 .0/Z
p;�
r =.0/Z

pC1;�
r�1

C .0/B
p;�
r�1
D .0/E

p;�
r .

Since x is an arbitrary element of .0/Z
p;�
r , this proves the “if” part.

The BV-exactness of a space is equivalent to the condition that the E2–term of the spectral sequence
f.0/E

�;�
r ; dr g is trivial. Then Theorem 7.10 gives another proof of Theorem 2.11. This consideration

allows us to propose a higher version of the BV-exactness.

Definition 7.11 A simply connected space X is r–BV-exact if the ErC1–term .0/E
p;q
rC1

in the spectral
sequence f.0/E

�;�
r ; dr g associated with X is trivial for any .p; q/.
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Indeed, there exists a non-BV-exact space in the class of rational elliptic spaces; see Appendix A below.
While we are interested in the hierarchy of rational spaces defined by the r–BV-exactness as seen in
Section 1.1, we do not pursue the topic in this manuscript.

Appendix A A non-BV-exact space

We describe an example of a non-BV-exact space. Let .^V; d/ be the minimal model

.^.x1;x2;y1;y2;y3; z/; d/

of an elliptic space X of dimension 228, given in [1, Example 5.2]. The degrees are given by jx1j D 10,
jx2j D 12, jy1j D 41, jy2j D 43, jy3j D 45 and jzj D 119. The differential is as follows:

dx1 D 0;

dx2 D 0;

dy1 D x3
1x2;

dy2 D x2
1x2

2 ;

dy3 D x1x3
2 ;

dz D x2.y1x2�x1y2/.y2x2�x1y3/Cx12
1 Cx10

2 :

Note that X does not admit positive weights. Indeed, let wt.x1/D i and wt.x2/Dj . Then wt.y1/D3iCj ,
wt.y2/D 2i C 2j and wt.y3/D i C 3j . By dz, we have the equations 5i C 6j D 12i D 10j induced
from wt.x2.y1x2�x1y2/.y2x2�x1y3//D wt.x12

1
/D wt.x10

2
/. Thus we obtain i D j D 0.

Let !D x14
1

y2y3�x13
1

x2y1y3Cx12
1

x2
2
y1y2 be the representing cocycle of the fundamental class of the

manifold, which is considered as an element of^CV D zL.0/� zL. Then Œ!� 62 Im
�
H.zs/ W0!H.zL.0//

�
D0.

On the other hand, we have Œ!� 2Ker.H.zs/ WH.zL.0//!H.zL.1///, since zs.!/D ı.˛/ for the element ˛
defined by

˛ D�1380x11
1 x6

2 xy3� 5290x11
1 x5

2y3 xx2� 114x10
1 y1y2 xy2C 114x10

1 y1y3 xy1

� 114x9
1x2y1y2 xy1C

93
2

x2
1y2y3xzCx2

1y2z xy3�x2
1y3z xy2C 114x1x7

2y2y3 xy3

�
93
2

x1x2y1y3xz�x1x2y1z xy3� 114x1x2y2z xy2C 115x1x2y3z xy1C 113x1y1y3z xx2

C 572x1y2y3z xx1C 115x9
2xz� 114x8

2y1y3 xy3C 114x8
2y2y3 xy2C 1150x8

2z xx2

C
93
2

x2
2y1y2xzC 115x2

2y1z xy2� 115x2
2y2z xy1� 340x2y1y2z xx2� 229x2y1y3z xx1:

Hence we have Im H.zs/¨ Ker H.zs/, ie .^V; d/ is not BV-exact. Note that we have found the element ˛
by using the program [51] mentioned in Remark 6.4, while the equality is also checked by hand.

Finally we consider the differentials in the spectral sequence f.0/Er ; dr g defined in Section 7. Since
d1Œ!� D H.zs/Œ!� D 0, the cocycle ! defines an element Œ!� 2 .0/E2, where .0/E2 is considered as a
subquotient of .0/E1 DH.zL; ı/. Then the equality zs.!/D ı.˛/ enables us to compute d2Œ!�D Œzs˛�¤

02 .0/E2, where the nontriviality is proved by using the program [51]. Thus this Sullivan algebra gives an
example such that d2¤ 0 on .0/E2. Note that it is currently unknown whether .0/E3D 0 (ie 2–BV-exact)
or not.
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Appendix B Connes’ B–map in the Gysin exact sequence

In this section, by giving precisely a rational model for the integration over the fiber ˇ WH�C1.LX IQ/!

H�
S1.LX IQ/, we describe the Gysin exact sequence of the S1–principal bundle

S1
!ES1

�LX
p
!ES1

�S1 LX

in terms of Sullivan models for LX and ES1 �S1 LX . As a consequence, the Gysin sequence is
identified with Connes’ exact sequence under the isomorphisms HH�.M.X // Š H��.LX IQ/ and
HC�� .M.X //ŠH��.ES1 �S1 LX IQ/ described in Section 3.

The cohomology Gysin sequence associated with the bundle has the form

� � � !H��2
S1 .LX /

S
�!H�

S1.LX /
p�

��!H�.LX /
ˇ
�!H��1

S1 .LX /! � � � ;

in which S is defined by the cup product with the Euler class q�.u/, where u is the generator of H 2.BS1/.
The S1–principal bundle above fits in the pullback diagram

S1

��

S1

��

LX // ES1 �LX //

p
��

ES1

��

LX // ES1 �S1 LX
q
// BS1

in which the lower sequence is the fiber bundle associated with the universal bundle ES1! BS1.

We recall the Sullivan models L and E defined in Section 3. In the model E for ES1 �S1 LX , we write
u for the Euler class q�.u/. Thus the map S in the Gysin sequence is regarded as the multiplication by u

in the models, namely the S–action in Connes’ exact sequence. In order to obtain rational models for p

and ˇ, we here consider the relative Sullivan algebra L^ WD .E˝^.e/; yı/ with base E, where yı.e/D u

and jej D 1.

Lemma B.1 The canonical projection � W L^! L is a homotopy equivalence.

Proof We define a DGA morphism � W L! L^ by �.˛/ D ˛ C .�1/j˛js.˛/e for ˛ 2 L, where s is
the derivation on L stated in Section 3. Then, we have � ı �D 1 by definition. Moreover, a homotopy
L^ ! L^˝^.t; dt/ defined by e 7! et , u 7! ut � e dt and ˛ 7! ˛C .�1/j˛js.˛/e.1� t/ for ˛ 2 E

implies that � ı � is homotopic to 1. This completes the proof.

Proposition B.2 The derivation s W L! E is a rational model for ˇ.

Algebraic & Geometric Topology, Volume 24 (2024)



A reduction of the string bracket to the loop product 2651

Proof From Lemma B.1, the inclusion E ,! L^ is a rational model for the principal bundle

p WES1
�LM !ES1

�S1 LM:

Since ˇ is the fiber integration associated with the principal bundle, it is modeled by a map
R

e W L
^! E

defined by
R

e.˛0C˛1e/D ˛1 for ˛i 2 E. Therefore, the result follows since the composite
R

e � coincides
with the derivation s.

List of symbols

symbol meaning page

� the loop product 2633

ˇ the dual loop coproduct 2633

Œ ; � the string bracket, dual string cobracket 2624

� the BV operator on the Hochschild homology of a differential graded algebra 2626

�0 the BV operator on the homology of LM 2627

HH�.�/ the Hochschild homology of a DGA � 2630
eHH�.�/ the reduced Hochschild homology, HH�.�/ŠeHH�.�/˚K 2630

HC�� .�/ the negative cyclic homology of a DGA � 2630fHC
�

� .�/ the reduced negative cyclic homology, HC�� .�/Š fHC
�

� .�/˚KŒu� 2630

S the S–action on the negative cyclic homology 2630

L, .L; ı/ the Sullivan minimal model for the free loop space LM (and the Hochschild
homology)

2631

E, .E;D/ the Sullivan minimal model for the Borel construction ES1 �S1 LM (and the
negative cyclic homology)

2631

.zL; ı/ the reduced version of .L; ı/ 2637

.zL.n/; ı/ a direct summand of .zL; ı/D
L

n.
zL.n/; ı/ 2637

s a derivation on L, which is a chain model of � 2631
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Asymptotic dimensions of the arc graphs and disk graphs

KOJI FUJIWARA

SAUL SCHLEIMER

We give quadratic upper bounds for the asymptotic dimensions of the arc graphs and disk graphs.

20F65, 20F69, 57K20; 57M60

1 Introduction

The asymptotic dimension, denoted by dimasym X, of a metric space X was introduced by Gromov [1993,
page 29] as a large-scale analogue of the covering dimension. The curve graph, C.S/, for a surface
S D Sg;b was introduced by Harvey [1981, page 246] as a sort of Bruhat–Tits building for Teichmüller
space. It has since been generalised in many ways. Bell and Fujiwara [2008, Corollary 1] first proved that
the asymptotic dimension of C.S/ is finite. More recently, Bestvina and Bromberg [2019, Corollary 1.1]
proved that dimasym C.Sg/ � 4g � 4 (when g > 1) and that dimasym C.Sg;b/ � 4g � 3C b D � 0.Sg;b/

when g > 0 and b > 0 (or g D 0 and b > 2).

Here we combine the machineries of [Bestvina et al. 2015; Masur and Schleimer 2013] to produce a
quasi-isometric embedding of the arc graph A.S; �/ into a finite product of quasitrees of curve complexes.
From this we deduce the following:

Corollary 3.11 Suppose that S D Sg;b has nonempty boundary. Suppose that �� @S is a nonempty
union of components. Finally, suppose that � 0.S/� 1. Then

dimasym A.S; �/� 1
2
.4gC b/.4gC b� 3/� 2:

Sisto (private communication, 2022) suggests that the machineries of [Behrstock et al. 2017, Theorem 5.2;
Vokes 2022, Theorem A.2] can be combined to obtain a similar result.

We also obtain the following result for the disk graph D.M;S/ of a compression body:

Corollary 4.18 Suppose M is a nontrivial spotless compression body with upper boundary S D Sg;b .
Suppose that � 0.S/� 1. Then

dimasym D.M;S/� 1
2
.4gC b/.4gC b� 3/� 2:

Hamenstädt [2019, Theorem 3.6] has obtained a similar result when M is a handlebody; see Remark 4.20.

© 2024 The Authors, under license to MSP (Mathematical Sciences Publishers). Distributed under the Creative Commons
Attribution License 4.0 (CC BY). Open Access made possible by subscribing institutions via Subscribe to Open.
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Obtaining lower bounds better than linear, if even possible, would require new ideas. Therefore, we end
our introduction with the following:

Question 1.1 How tight are the upper bounds of Corollaries 3.11 and 4.18? G

2 Background

Suppose that .X; dX / is a metric space. Suppose that U and V are nonempty subsets of X with bounded
diameter. Then we define their distance as

dX .U;V /D diamX .U [V /:

This notation is taken from [Masur and Minsky 2000, Formula (2.1), page 916].

We write p DC q if, for nonnegative numbers p, q and C, we have both q � CpCC and p � CqCC.
Also, we use the cut-off function: Œp�C is equal to p if p � C and is zero otherwise.

We now more-or-less follow the conventions of [Bell and Dranishnikov 2008]. Suppose that X and Y are
metric spaces. A relation f WX ! Y is a coarse map if there is a constant C such that, for all x 2X, the
image f .x/ is nonempty and has diamY .f .x//� C. A coarse map f WX ! Y is a coarse embedding if
there are functions F;G WR!R such that

� limt!1 F.t/D limt!1G.t/D1, and

� for all x;y 2X, we have

F.dX .x;y//� dY .f .x/; f .y//�G.dX .x;y//:

A coarse map f WX ! Y is coarsely onto if there is a constant C> 0 such that, for all y 2 Y, there is a
point x 2X with dY .f .x/;y/ < C.

A coarse map f WX!Y is coarsely Lipschitz if there is a constant C>0 such that, for all x;y 2X, we have

dY .f .x/; f .y//� C � dX .x;y/CC:

That is, we have no lower bound, but we require the upper bound to be affine.

A coarse embedding f is a quasi-isometric embedding if the functions F and G are both affine (with
positive coefficients). The more usual definition is to require a constant C > 0 such that dX .x;y/DC

dY .f .x/; f .y// for all x;y 2X. A quasi-isometric embedding f is a quasi-isometry if f is also coarsely
onto.

2.1 Asymptotic dimension

We now follow [Gromov 1993, Section 1.E]. A metric space X has asymptotic dimension dimasym.X / at
most n if, for every R> 0, there is a D> 0 and a cover U of X such that

� for all U 2U, we have diamX .U /� D, and

� every metric R–ball in X intersects at most nC 1 sets in U.

Algebraic & Geometric Topology, Volume 24 (2024)
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For example, trees have asymptotic dimension at most one. More generally, following [Bell and Dranish-
nikov 2008, page 1272], a collection of metric spaces X has asymptotic dimension at most n, uniformly,
if for every R there is a constant D such that every X 2 X has a cover as above.

If two metric spaces X and Y are quasi-isometric and dimasym.X /� n, then dimasym.Y /� n. In view of
this, we say a finitely generated group G has asymptotic dimension at most n if some (and thus all) of its
Cayley graphs have asymptotic dimension at most n.

We list two well-known facts about asymptotic dimension.

Fact 2.2 [Bell and Dranishnikov 2008, Theorem 32] Suppose that U and V are metric spaces. We give
U �V the `1 product metric. Then

dimasym U �V � dimasym U C dimasym V:

Fact 2.3 [Bell and Dranishnikov 2008, Proof of Proposition 22] If U coarsely embeds into V, then

dimasym U � dimasym V:

2.4 Quasitrees of metric graphs

We quickly review the machinery of quasitrees of metric spaces, as introduced in [Bestvina et al. 2015,
Section 4]. Suppose that F is a collection of metric graphs. Suppose also that we have, for every pair of
distinct graphs A;B 2 F, a nonempty subset �B.A/� B. Also, fix a sufficiently large constant k> 0.

With respect to the data .F; �; k/ we require the following axioms:

Axiom 2.5 (bounded projections) For distinct A;B 2 F, we have

diamB.�B.A//� k:

For A;B;C 2 F, and if A¤ B and B ¤ C, we adopt the shorthand

dB.A;C /D dB.�B.A/; �B.C //:

Axiom 2.6 (Behrstock inequality) For distinct A;B;C 2 F, at most one of the following is greater
than k:

dA.B;C /; dB.A;C /; dC .A;B/:

Axiom 2.7 (large links) For distinct A;C 2 F, the following set is finite:

fB 2 F jA¤ B, B ¤ C and dB.A;C / > kg:

We call these the BBF axioms. These are called (P0), (P1) and (P2) in [Bestvina et al. 2015].

Suppose that the data .F; �; k/ satisfies the BBF axioms. Then, by [Bestvina et al. 2015, Theorem A], for
every sufficiently large K� k there is a metric graph C.F/D CK.F/, called the quasitree of graphs. We
denote the metric on C.F/ by dC. We now list several properties of C.F/.
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Fact 2.8 [Bestvina et al. 2015, Theorem A and Definition 3.6] By construction , every A 2 F iso-
metrically embeds into C.F/. The image is totally geodesic. For distinct A;B 2 F, their images in C.F/

are disjoint. Finally, these images cover the vertices of C.F/.

Thus, we may identify the vertices of A with their images in C.F/. We extend the definition of �B as
follows. If b 2B then we take �B.b/Db. If a2A, and A is distinct from B, then we take �B.a/D�B.A/.
One may think of �B W C.F/! B as being a “closest-points projection” map. We adopt the shorthand

dB.a; c/D dB.�B.a/; �B.c//:

Fact 2.9 [Bestvina et al. 2015, Definition 4.1] By construction , there is a constant L (depending only
on K) with the following property. Suppose that A;B 2 F are graphs such that the set of Axiom 2.7 is
empty. Then dC.�A.B/; �B.A//� L.

We have the following distance estimate for dC:

Theorem 2.10 [Bestvina et al. 2015, Theorem 4.13] Suppose that F is a family of metric graphs
satisfying the BBF axioms. Suppose that K is sufficiently large. Suppose that CK.F/ is the quasitree of
graphs. Then every K0 sufficiently larger than K has the following property: for any a; c 2 C.F/, we have

1

2

X
ŒdB.a; c/�K0 � dC.F/.a; c/� 6KC 4

X
ŒdB.a; c/�K;

where both sums are taken over all B 2 F.

Suppose that G is a group acting on F. We further assume that, for any g 2G and for any A 2F, there is
an isometry gA WA! g �A. We suppose that these isometries have the following consistency properties.
Suppose that g; h 2G are group elements and A;B 2 F are graphs with B D g �A.

� For all a 2A, we have hB.gA.a//D .hg/A.a/.

� For any C 2 F, we have gA.�A.C //D �B.g �C /.

From [Bestvina et al. 2015, Section 3.7], we deduce the following: there is an isometric action of G on
the quasitree of graphs C.F/ which extends the action of the isometries gA.

We also have the following control on the asymptotic dimension of C.F/:

Theorem 2.11 [Bestvina et al. 2015, Theorem 4.24] Suppose that F is a family of metric graphs
satisfying the BBF axioms. Suppose that F has asymptotic dimension at most D, uniformly. Then
dimasym.C.F//�DC 1.

When all of the metric graphs are quasitrees, this can be improved:

Theorem 2.12 [Bestvina et al. 2015, Theorem B(ii)] Suppose that F is a family of quasitrees satisfying
the BBF axioms. Suppose further that the quasi-isometry constants are uniformly bounded. Then
dimasym.C.F//� 1.
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The notion of a quasitree of metric spaces was introduced and used to prove [Bestvina et al. 2015,
Theorem D]: mapping class groups (of connected, compact, oriented surfaces) have finite asymptotic
dimension.

2.13 Surfaces, curves and arcs

Let S D Sg;b denote the connected, compact, oriented surface of genus g with b boundary components.
The complexity of S is defined to be �.S/D 3g� 3C b. This counts the number of curves in any pants
decomposition of S. We will always assume that �.S/� 1. We will also need the modified complexity
� 0.S/D 4g� 3C b. If S is closed then we will simply write Sg for Sg;0.

Suppose that ˛ is an embedded arc or curve in S. We call the embedding proper if ˛ \ @S D @˛. A
properly embedded arc or curve ˛ in S is essential if it does not cut a disk off of S. A properly embedded
curve ˛ is nonperipheral if it does not cut an annulus off of S.

A proper isotopy is an isotopy through proper embeddings. Let Œ˛� denote the proper isotopy class of ˛.
Given ˛ and ˇ, properly embedded arcs or curves, we define their geometric intersection number

i.˛; ˇ/Dminfj˛0\ˇ0j W ˛0 2 Œ˛�; ˇ0 2 Œˇ�g:

Note that i.˛; ˇ/D 0 if and only if they have disjoint (proper isotopy) representatives. To lighten the
notation, we typically will not distinguish between a curve (or arc) ˛ and its proper isotopy class Œ˛�.

A connected, compact subsurface X � S is essential if every component of @X is either a component
of @S or is essential and nonperipheral in S. If X is essential, we define the relative boundary of X to be
@SX D @X � @S.

Remark 2.14 If X � Y are both essential subsurfaces of S, then � 0.X /� � 0.Y /. Equality holds if and
only if X and Y are isotopic. G

We say that a properly embedded curve or an arc ˛ cuts X if every ˛0 2 Œ˛� intersects X. If ˛ does not
cut X, then we say that ˛ misses X. Suppose that X and Y are essential, and nonisotopic, subsurfaces
of S. We say that X is nested in Y if it is (perhaps after an isotopy) contained in Y. We say that X and Y

overlap if @SX cuts Y and @SY cuts X.

2.15 Curve and arc graphs

We now define the curve graph C.S/. Let C.0/.S/ be the set of proper isotopy classes of essential,
nonperipheral curves in S. We have an edge .˛; ˇ/2C.1/ exactly when ˛ and ˇ are distinct and i.˛; ˇ/D0.

We define the arc graph A.S/ similarly: A.0/.S/ is the set of proper isotopy classes of essential arcs
in S. Again we have an edge .˛; ˇ/ 2A.1/ exactly when ˛ and ˇ are distinct and i.˛; ˇ/D 0. Note that
A.S/ is empty when S is closed.
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Masur and Schleimer [2013, Definition 7.1] generalise the definition of the arc graph slightly, as follows.
Suppose that �� @S is a nonempty collection of boundary components. We define A.S; �/ to be the
subgraph of A.S/ spanned by the arcs having both endpoints in �. Note that A.S; @S/DA.S/.

We next define the arc and curve graph AC.S/: the zero skeleton is exactly A.0/.S/[C.0/.S/. Edges
come from having disjoint representatives, as before. Note that the inclusion of C.0/.S/ into AC.0/.S/

induces a quasi-isometry of graphs.

The definition of the curve complex must be modified when �.S/� 1: for S1;1 we use i.˛; ˇ/D 1 and
for S0;4 we use i.˛; ˇ/D 2. For both of these surfaces the graph of curves is a copy of the Farey graph.
When S is an annulus we define C.0/.S/ to be the set of proper isotopy classes of essential properly
embedded arcs, where now isotopies are required to fix boundary points. Two classes span an edge if
they have representatives which are disjoint on their interiors.

All of the various curve, arc, and arc and curve graphs are connected when they are nonempty [Masur and
Minsky 1999, Lemma 2.1]. We make each of these into a metric graph by decreeing that all edges have
length one. It is then a theorem of Masur and Minsky [1999, Theorem 1.1] that, for any surface S with
�.S/� 1, the curve complex C.S/ is Gromov hyperbolic. Masur and Schleimer [2013, Theorem 20.3]
proved that the same holds for A.S; �/.

2.16 I–bundles

Suppose that F is a connected, compact surface, possibly nonorientable, with nonempty boundary. Let
� W T ! F be an I–bundle. We call F the base surface of the bundle. We define @vT D ��1.@F / to be
the vertical boundary of T. We define the closure

@hT D @T � @vT

to be the horizontal boundary of T. Also, we define the curves

@.@hT /D @.@vT /

to be the corners of T. Finally, there is an involution � W @hT ! @hT associated to � obtained by swapping
the ends of interval fibres.

We now define �F W TF ! F to be the orientation I–bundle over F. Here the preimage under �F of a
simple closed curve ˛ is an annulus or a Möbius band as ˛ is or is not, respectively, orientation-preserving
in F. When F is nonorientable, we call TF twisted and so @hTF=� Š F is nonorientable. If TF is not
twisted then TF Š F � Œ�1; 1� is a product. In this case, � jF�f�1g is a homeomorphism from F � f�1g

to F � f1g.

2.17 Compression bodies

References on compression bodies, of the type we are interested in here, include [Bonahon 1983,
Appendix B; Oertel 2002, Section 1].
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Suppose that S D Sg;b is a surface. We assume that S is neither a disk nor a sphere. We form T D S �I.
We take @CT D S � f1g and @�T D S � f0g to be the upper and lower boundaries of T. As before,
@vT D @S � I is the vertical boundary. We now attach a collection of three-dimensional two- and
three-handles to the lower boundary of T to obtain a three-manifold M. We define @CM D @CT as well
as @vM D @vT. Finally, we define

@�M D @M � .@CM [ @vM /:

Thus, M is a compression body. If @�M is not homeomorphic to @CM, then M is nontrivial. If @�M
has no sphere or disk components, then M is spotless. To simplify the notation, we take S D @CM. Note
that, if @�M is empty, then M is necessarily a handlebody of positive genus.

We now state the classification of compression bodies.

Theorem 2.18 Suppose that M and N are compression bodies. Then .M; @vM / is homeomorphic to
.N; @vN / if and only if .@CM; @�M / is homeomorphic to .@CN; @�N /.

The proof is similar to that of the classification of surfaces [Farb and Margalit 2012, Theorem 1.1] and
of handlebodies [Hempel 1976, Theorem 2.2]. The case of @vM D ∅ is discussed by Biringer and
Vlamis [2017, Corollary 2.3].

2.19 Disk graphs

Suppose that .M;S/ is a nontrivial, spotless compression body. Suppose that .D; @D/ � .M;S/ is
a properly embedded disk. We call D essential if @D is essential in S. We now define the disk
graph D.M;S/. The vertices of D.M;S/ are proper isotopy classes of essential disks in .M;S/.
A pair of distinct vertices D and E give an edge .D;E/ 2 D.M;S/ if they have disjoint representatives.

2.20 Subsurface projection

We give one of the standard definitions of subsurface projection:

Definition 2.21 [Masur and Schleimer 2013, Definition 4.4] Suppose that X is an essential subsurface,
but not a pair of pants, in S. The relation of subsurface projection, �X WAC.S/! C.X /, is defined as
follows. Let �X W S

X ! S be the covering map corresponding to the subgroup �1.X / < �1.S/. Note
that the Gromov compactification of SX is homeomorphic to X. This gives an identification of the graphs
C.SX / and C.X /. For any ˛ 2 AC.S/, we define ˛X D ��1

X
.˛/ to be the full preimage. We define

˛jX to be the essential arcs, and essential nonperipheral curves, of ˛X. If X is an annulus, then we set
�X .˛/D ˛jX . Otherwise, for every ˇ 2 ˛jX , we form N DN.ˇ[@X / and we place the essential isotopy
classes of @X N into �X .˛/. G

Note that, if ˛ misses X, then �X .˛/ is empty. Suppose instead that ˛ cuts X. If X is an annulus, then
the diameter of �X .˛/ is at most one. If X is not an annulus, then the diameter of �X .˛/ is at most
two [Masur and Minsky 2000, Lemma 2.3]. If X and Y are essential subsurfaces of S, then we define
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�Y .X /D �Y .@SX /. If X and Y are disjoint, or if Y is nested in X, then this is empty. We record the
following for later use:

Lemma 2.22 Suppose that X and Y are overlapping essential subsurfaces of S. Then �Y .X / is
nonempty and has diameter at most two.

We will adopt the following useful shorthand notation. Suppose that ˛ and ˇ are curves or arcs, both
cutting an essential subsurface X � S. Then

dX .˛; ˇ/D dC.X /.�X .˛/; �X .ˇ//

is the subsurface projection distance between ˛ and ˇ in X.

3 Bound for the arc graph

Let S D Sg;b , where � 0.S/ > 0 and b > 0. Take � � @S to be a nonempty union of components. Let
A.S; �/ be the graph of essential arcs with endpoints in �.

3.1 Witnesses for the arc graph

Definition 3.2 An essential subsurface X � S is a witness for A.S; �/ if every arc ˛ 2 A.S; �/

cuts X. G

We repackage a few results [Masur and Schleimer 2013, Lemmas 5.9 and 7.2]:

Lemma 3.3 Suppose that X � S is an essential subsurface , but not an annulus or a pair of pants. The
following are equivalent :

� X is a witness for A.S; �/.

� X contains �.

� For all arcs ˛ 2A.S; �/, the projection �X .˛/ is nonempty.

� The projection �X WA.S; �/! C.X / is coarsely Lipschitz with a constant of 2.

We have a useful corollary:

Corollary 3.4 Suppose that X and Y are distinct witnesses with � 0.X /D � 0.Y /. Then X and Y overlap.

Proof By Lemma 3.3, both X and Y contain �; thus, they intersect. Since they have the same modified
complexity, by Remark 2.14 they cannot be nested. Thus, they overlap.

We let MCG.S; �/ be the mapping class group for the pair .S; �/: the group of mapping classes that
preserve � setwise. We say that a pair of arcs ˛; ˇ 2A.S; �/ have the same topological type (or, more
simply, the same type) if there is a mapping class f 2MCG.S; �/ such that f .˛/D ˇ.
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Lemma 3.5 The quotient A.S; �/=MCG.S; �/ has diameter at most two.

Proof Suppose that ˛ 2A.S; �/ is an arc. We break the proof into cases, depending on the number of
components of @S and of �.

Suppose that � has at least two components. Then ˛ is disjoint from some  2A.S; �/ meeting two
components of �. Since we made no assumptions on ˛, we find that, in the quotient, all vertices are at
most distance one from Œ �. Thus, the diameter is at most two.

Suppose that � has only one component, but @S has at least two. Let ı be some component of @S ��.
Then ˛ is disjoint from some arc  2A.S; �/ such that  separates ı from the rest of S. We again obtain
a diameter bound of two.

Suppose that @S has a single component, which necessarily equals �. Then ˛ is disjoint from some arc
 2A.S; �/ such that  is nonseparating. This gives the diameter bound and finishes the proof.

3.6 Families of witnesses

Fix a number c � � 0.S/. The collection

Fc D fX � S jX is a witness for A.S; �/ and � 0.X /D cg

is called a family. We only consider nonempty families.

Suppose that X;Y;Z 2 Fc are witnesses, with Y distinct from both X and Z. Then we define

dY .X;Z/D dC.Y /.�Y .X /; �Y .Z//:

This is well defined by Corollary 3.4. We note that there is an abuse of notation here: the family Fc

consists of witnesses X — that is, surfaces — not metric graphs. However, each witness X gives a metric
graph, namely C.X /. We trust this will not cause confusion.

Lemma 3.7 For every c, the family Fc satisfies the three BBF axioms given in Section 2.4. Since
there are only finitely many of these families , there is a common constant k that works for all of them
simultaneously.

Proof Axiom 2.5 follows from Corollary 3.4 and Lemma 2.22.

Axiom 2.6 follows from Corollary 3.4 and the usual Behrstock inequality [2006, Theorem 4.3]. See [Man-
gahas 2010, Lemma 2.5] for an elementary proof following ideas of Leininger.

Axiom 2.7 appears as [Masur and Minsky 2000, Lemma 6.2]. See [Bestvina et al. 2015, Lemma 5.3] for
a proof giving a concrete bound and avoiding the machinery of hierarchies.
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We now apply the BBF construction, outlined in Section 2.4, to each family Fc . This gives us a quasitree
of curve graphs C.Fc/. We deduce that C.Fc/ is a hyperbolic metric graph where each of the curve
complexes C.X / for X 2Fc embeds as a totally geodesic subgraph. From [Bestvina and Bromberg 2019,
Corollary 1.1] and Theorem 2.11, we deduce that

dimasym C.Fc/� cC 1:

If c D 1 then Theorem 2.12 allows us to sharpen the bound:

dimasym C.F1/� 1:

On the other hand, if c D 4gC b� 3 then Fc D fSg and we have

dimasym C.Fc/� 4gC b� 3:

We now define P.S; �/ to be the product, equipped with the `1 metric, of the quasitrees of curve graphs
C.Fc/ as c ranges from one to � 0.S/. From the above and from Fact 2.2, we deduce the following:

Corollary 3.8 dimasym P.S; �/� 1
2
.4gC b/.4gC b� 3/� 2:

3.9 Embedding the arc graph

In this section we fix the constants k, K and L. We then state and prove Theorem 3.10.

The constant k is the larger of 13 (as explained in the proof of Lemma 3.13) and the constant given by
Lemma 3.7. The constant K is now given by [Bestvina et al. 2015, Theorem A]. Finally, the constant L is
provided by Fact 2.9. We take P.S; �/ to be the product of the resulting quasitrees. Here is the statement:

Theorem 3.10 There is a quasi-isometric embedding � of the arc graph A.S; �/ into the product
P.S; �/ of quasitrees of curve graphs. Moreover , � is equivariant with respect to the action of the
mapping class group MCG.S; �/.

From this, and from Fact 2.3, we deduce the following:

Corollary 3.11 Suppose that S D Sg;b has nonempty boundary. Suppose that �� @S is a nonempty
union of components. Finally, suppose that � 0.S/� 1. Then

dimasym A.S; �/� 1
2
.4gC b/.4gC b� 3/� 2:

We now turn to the proof of Theorem 3.10. Fix a modified complexity c.

Definition 3.12 Suppose that ˇ 2 A.S; �/ is an arc. Suppose that Y 2 Fc is a witness, and ˇ has a
representative contained in Y. Then we say that Y carries ˇ. G

Note that �Y .ˇ/ � C.Y / is one or two essential, nonperipheral curves in Y. Recall, by Fact 2.8, that
C.Y / embeds into C.Fc/. We now define a relation �c WA.S; �/! C.Fc/ as follows:

�c.˛/D f�Y .ˇ/ j dA.˛; ˇ/� 2 and Y 2 Fc carries ˇg:
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Lemma 3.13 The relation �c is an equivariant coarse Lipschitz map.

Proof Equivariance follows from the definition.

The set �c.˛/ is nonempty by Lemma 3.5. Suppose that Y, Y 0 and Z lie in Fc . Suppose that ˇ and ˇ0

are carried by Y and Y 0, respectively, and are distance at most two from ˛. Thus, dA.ˇ; ˇ
0/ � 4. We

deduce that dZ .Y;Y
0/ is at most 12.

We now recall our choices (made above) of k, K and L. In particular, we have k> 12. Thus, by Fact 2.9,
�Y .@Y

0/ and �Y 0.@Y / are distance at most L in C.Fc/. Thus, dC.ˇ; ˇ
0/� LC20, bounding the diameter

of �c.˛/. Thus, �c is a coarse map.

Furthermore, by [Masur and Minsky 2000, Lemma 2.3], if dA.˛; ˛
0/D 1 then the distance between �c.˛/

and �c.˛
0/ is also bounded in terms of L. Applying the triangle inequality gives the result.

Lemma 3.14 Suppose that ˛;  2A.S; �/ are arcs and X is a witness with � 0.X /D c. Then

jdX .˛;  /� dX .�c.˛/; �c. //j � 12

Proof Suppose that ˇ 2A.S; �/ has dA.˛; ˇ/� 2 and ˇ is carried by some witness Y with � 0.Y /D c.
Note that ˛ and �Y .ˇ/ are distance at most three in AC.S/, the arc and curve complex for S.

Now, if X D Y, then
dX .˛; �Y .ˇ//D dX .˛; �X .ˇ//D dX .˛; ˇ/� 4

by [Masur and Minsky 2000, Lemma 2.3]. If X ¤ Y, then instead we have

dX .˛; �Y .ˇ//D dC.X /.�X .˛/; �X .Y //� 6:

This holds for all ˇ arising in the definition of �c.˛/. The lemma now follows by applying the triangle
inequality twice.

We now define � WA.S; �/! P.S; �/ by taking

�.˛/D .�c.˛//c :

All that remains is to prove that � is a quasi-isometric embedding. Suppose that ˛ and  are arcs
in A.S; �/. We must show that dA.˛;  / and dP.�.˛/; �. // are coarsely equal.

We first bound dP.�.˛/; �. // from above. Recall that P.S; �/ is equipped with the `1 metric and so

dP.�.˛/; �. //D
X

c

dC.Fc/.�c.˛/; �c. //:

Each of the terms on the right-hand side is bounded in terms of dA.˛;  / by Lemma 3.13 and we are
done.

We now bound dA.˛;  / from above. Since A.S; �/ is a combinatorial complex in the sense of [Masur and
Schleimer 2013, Section 5], we have a corollary of [Masur and Schleimer 2013, Theorems 5.14 and 13.1]:
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Theorem 3.15 Suppose that S and � are as above. There is a constant L such that , for any L0 � L, there
is a constant C with the following property. For any arcs ˛ and  , we have

dA.˛;  /DC

X
ŒdX .˛;  /�L0 ;

where the sum is taken over all witnesses X for A.S; �/.

Take K0 > 12 sufficiently larger than the constants K and L appearing in Theorems 2.10 and 3.15,
respectively. Set L0 D K0C 12. Fix a witness X and set c D � 0.X /. If a term dX .˛;  / appears in the
upper bound of Theorem 3.15, then, by Lemma 3.14, the term dX .�c.˛/; �c. // appears in the lower
bound provided by Theorem 2.10 for the family Fc . Also, dX .˛;  / is at most twice dX .�c.˛/; �c. //

(by Lemma 3.14 and because K0 > 12). Thus, dA.˛;  / is coarsely bounded above by dP.�.˛/; �. //,
as desired. This finishes the proof of Theorem 3.10.

4 Bound for the disk complex

Suppose that M is a spotless compression body, as defined in Section 2.17. Suppose that SDSg;bD@
CM

is the upper boundary. We assume that � 0.S/ > 0. Let D.M;S/ be the graph of essential disks with
boundary in S.

4.1 Witnesses for the disk complex

Definition 4.2 An essential subsurface X � S is a witness for D.M;S/ if every disk D 2 D.M;S/

cuts X. G

Some authors call such an X disk-busting [Masur and Schleimer 2013]. We call a witness X large if it
satisfies

diamX

�
�X .D.M;S//

�
> 60:

We now record the classification of large witnesses [Masur and Schleimer 2013, Theorems 10.1, 11.10
and 12.1]:

Theorem 4.3 Suppose that .M;S/ is a nontrivial spotless compression body. Suppose that X � S is a
large witness for D.M;S/. Then we have the following:

� X is not an annulus.

� If X compresses in M, then there are disks D and E with boundary contained in , and filling , X.

� If X is incompressible in M, then there is an orientation I–bundle �F WTF!F with .TF ; @hTF /�

.M;S/ and with X being a component of @hTF . Also , @vTF is properly embedded in .M;S/ and
at least one component of @vTF is isotopic into S. Also , F admits a pseudo-Anosov map.
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Remark 4.4 Suppose that X is a large incompressible witness, as in the third case. Let F be the base of
the associated I–bundle TF . Let PF be the collection of annuli, embedded in S, which are isotopic, rel
boundary, to components of @vTF . We call these annuli the paring locus for TF . The paring locus PF is
nonempty (Theorem 4.3) and is disk-busting [Masur and Schleimer 2013, Remark 12.17]. We call an
essential disk .D; @D/� .M;S/ vertical for TF exactly when D\TF is vertical in TF . Such disks exist
by Theorem 4.3. If D is vertical for TF , then D meets the paring locus PF in exactly two essential arcs.
Finally, the union PF [ @hTF is a compressible witness for D.M;S/. G

Definition 4.5 If TF is a product, then @hTF DX tX 0, where X 0 � S is again a large incompressible
witness. In this case, we call X and X 0 twins. G

Similar to the case of the arc complex (Corollary 3.4), all large witnesses for the disk complex interfere,
as follows:

Corollary 4.6 Suppose that X and Y are disjoint large witnesses with � 0.X /D � 0.Y /. Then either

(1) X and Y are twins , or

(2) X and Y have twins , X 0 and Y 0, respectively, such that X 0 overlaps with Y and Y 0 overlaps
with X.

Proof Suppose that X and Y are not twins. Thus, we may apply [Masur and Schleimer 2013,
Lemma 12.21] to find that X has a twin X 0 and X 0 intersects Y. Since � 0.X 0/ D � 0.Y /, neither X 0

nor Y is nested in the other. Thus, X 0 overlaps with Y. The remainder of the proof is similar.

As usual, we take MCG.M;S/ to be the mapping class group for the pair .M;S/: that is, the group of
mapping classes of M that preserve S setwise. We say that a pair of disks D;E 2 D.M;S/ have the
same topological type (or, more simply, the same type) if there is a mapping class f 2MCG.M;S/ such
that f .D/DE.

Lemma 4.7 The quotient D.M;S/=MCG.M;S/ has diameter at most two.

Proof There are two cases. Suppose first that D.M;S/ contains a nonseparating disk, that is, a disk
.D; @D/� .M;S/ such that M �D is connected. By Theorem 2.18 (the classification of compression
bodies), all nonseparating disks have the same topological type. Suppose that E 2D.M;S/ is a separating
disk. The classification of compression bodies implies that E is disjoint from some nonseparating disk D0.
This gives the desired diameter bound.

Suppose instead that all essential disks in .M;S/ are separating. Thus, the lower boundary of M is
nonempty. Suppose that F is a component of the lower boundary of M. Let D be a separating disk
which cuts a copy of F � I off of M. Now suppose that E is any separating disk. The classification of
compression bodies implies that E is disjoint from some disk D0 which is a homeomorphic image of D.
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4.8 Families of witnesses

Fix a modified complexity c � � 0.S/. The collection

Fc D fX � S jX is a large witness for D.M;S/ and � 0.X /D cg

is called a complete family. We now define a reduced family as follows. Suppose that X and X 0 in Fc are
twins. Thus, there is an I–bundle T DFT �I, where @hT DX tX 0. We remove both X and X 0 from Fc

and replace them by the base surface FT . We abuse notation and again use Fc to denote the reduced family.
When AD FT 2 Fc is the base surface associated to T, we abuse notation and define @SAD @S@hT.

Lemma 4.9 Fix .M;S/ and c. Suppose that A;B 2 Fc are distinct. Suppose that B is a base surface
replacing the twinned surfaces Y and Y 0. Then @SA cuts both Y and Y 0.

Proof Let TB be the product I–bundle associated to B. Let PB be the paring locus of TB . Recall that
PB is disk-busting.

Suppose that A is a compressible witness. Thus, PB cuts A. Suppose that @SA does not cut Y. Thus,
Y is (after an isotopy) contained in A. From Remark 2.14, we deduce that Y is isotopic to A. Thus,
PB does not cut A, a contradiction. Thus, @SA cuts Y ; a similar argument proves that @SA cuts Y 0.

Suppose that A is an incompressible witness, with I–bundle TA. Let PA be the paring locus of TA. There
are two subcases as TA is twisted or a product.

Suppose that TA is twisted. Thus, A[PA is a compressible witness (Remark 4.4). Again, since PB is
disk-busting, it cuts A[PA. If PB cuts @SA, we are done because PB is parallel into both Y and Y 0. If
not, then PB is (after an isotopy) contained in A or contained in PA. In either case, Y and Y 0 must cut A.
Since � 0.Y /D � 0.Y 0/D � 0.A/, we cannot have Y or Y 0 contained in A (Remark 2.14). Thus, A overlaps
both Y and Y 0, and we are done.

Suppose that TA is a product. Let X and X 0 be the twin components of @hTA. Appealing to Corollary 4.6,
we may assume that X overlaps with Y. If X overlaps with Y 0, then we are done. If it does not, then, by
Corollary 4.6, we deduce that X 0 overlaps Y 0. Thus, in either case, we are done.

Definition 4.10 Fix a modified complexity c. Suppose that A;B 2Fc . We now define �B.A/. (Note that
we are overloading the notation �B . When the argument is a collection of curves, we use Definition 2.21.
When the argument is a witness, we use Definition 4.10.) There are two cases:

(1) Suppose that B is not a base surface. Then we define �B.A/D �B.@SA/.

(2) Suppose that B is a base surface. Suppose that �B W TB!B is the I–bundle associated to B. Then
we isotope @SA to meet @hTB minimally and we define �B.A/D �B.�B.TB \ @SA//. G

In the above definition, we are considering �B.TB \ @SA/ as a set of arcs and curves in B. We surger
them one at a time to obtain a set of curves in B. Also, in both parts of the definition, Corollary 4.6
implies that �B.A/ is nonempty.
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Suppose that A;B;C 2 Fc . Suppose further that B is distinct from both A and C. Then we define

dB.A;C /D dC.B/.�B.A/; �B.C //:

We will now abuse notation: the reduced family Fc contains surfaces A which index metric spaces,
namely the curve graphs C.A/, instead of being metric spaces themselves.

We now verify the three BBF axioms, as stated in Section 2.4. Recall that .M;S/ is a spotless compression
body, together with its upper boundary. Also, c 2 Z is an integer. Here is the proof of Axiom 2.5:

Lemma 4.11 There is a constant k > 0 such that , for every .M;S/, for every c and for every A;B 2Fc ,
we have that diamB.�B.A//� k.

Proof Suppose that B is not a base surface. Note that @SA is a disjoint collection of curves. By
Corollary 4.6, @SA cuts B. By [Masur and Minsky 2000, Lemma 2.3], the diameter of �B.A/ in C.B/ is
at most two.

Suppose that B is a base surface. Let D be either a compressing disk for A or a vertical disk for TA,
as provided by Theorem 4.3 or Remark 4.4, respectively. If D is a compressing disk, then @D is
disjoint from @SA. If D is a vertical disk, then @D meets @SA D @S@hTA in exactly four points.
We now isotope @D to have minimal intersection with @SB. Applying [Masur and Schleimer 2013,
Lemma 12.20], we deduce that �B.�B.TB\@D// has bounded diameter. Thus, by the triangle inequality,
�B.�B.TB \ @SA// also has bounded diameter, and we are done.

We adopt the notation dY .A;C /D dY .@SA; @SC /.

Lemma 4.12 Let k be the constant of Lemma 4.11. Fix .M;S/ and c. Suppose that A;B;C 2 Fc ,
where B is a base surface replacing the twinned surfaces Y;Y 0. Then

dY .A;C /� dB.A;C /� dY .A;C /C 2k

and the same holds for Y 0.

Proof By Lemma 4.9, dY .A;C / is defined. The first inequality follows from the definitions. The second
inequality follows from two applications of Lemma 4.11 and the triangle inequality.

Here is the proof of Axiom 2.6:

Lemma 4.13 Let k be the constant of Lemma 4.11. Fix .M;S/ and c. For every A;B;C 2Fc , at most
one of the following is greater than 12C 2k:

dA.B;C /; dB.A;C /; dC .A;B/:

Proof It suffices to assume that dB.A;C / > 12C 2k and bound dA.B;C / from above.

Suppose that neither B nor A is a base surface. Then we may apply the usual Behrstock inequality and
deduce that dA.B;C / < 10; see [Mangahas 2010, Lemma 2.5].
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Suppose instead B is not a base surface but A is. Let X and X 0 be the twins over A. By Corollary 4.6, both
X and X 0 overlap B. Applying [Masur and Minsky 2000, Lemma 2.3], dB.X;C / > 10C 2k. The usual
Behrstock inequality gives dX .B;C / < 10. Applying Lemma 4.12, we deduce that dA.B;C / < 10C 2k.

Suppose instead that B is a base surface but A is not. Let Y and Y 0 be the twins over B. By Lemma 4.12,
dY .A;C /� 12 and also dY 0.A;C /� 12. By Lemma 4.9, both @SB and @SC cut A. Suppose that @SY

cuts A. The usual Behrstock inequality gives dA.Y;C / < 10. We deduce that dA.B;C / < 12, as desired.

Finally, suppose that B and A are base surfaces. Let Y and Y 0, and X and X 0, be the twins over B

and A, respectively. By Corollary 4.6, we may assume that X and Y overlap. Thus, dY .X;C / > 10, so
dX .Y;C / < 10, and we are done as above.

Here is the proof of Axiom 2.7:

Lemma 4.14 Let k be the constant of Lemma 4.11. Fix .M;S/ and c. For every A;C 2 Fc , the
following set is finite:

fB 2 Fc jA¤ B, B ¤ C and dB.A;C / > 7C 2kg:

Proof If A and C are not base surfaces, then this follows from [Bestvina et al. 2015, Lemma 5.3] and
Lemma 4.12. If A is a base surface but C is not, then suppose that X and X 0 are the twins over A. We
may repeat the previous argument for the pairs .X;C / as well as .X 0;C /, paying at most an additional
two [Masur and Minsky 2000, Lemma 2.3] in each case. When both A and C are base surfaces, there are
four such pairs and the cost is at most an additional four in each case.

Since the axioms hold, as in Section 3.6 we may build the product of quasitrees of spaces P.M;S/ for
the disk graph. We obtain the following:

Corollary 4.15 Suppose that .M;S/ is a nontrivial spotless compression body with S D Sg;b . Suppose
that � 0.S/� 1. Then

dimasym P.M;S/� 1
2
.4gC b/.4gC b� 3/� 2:

4.16 Embedding the disk complex

In this section, we prove the following:

Theorem 4.17 There is a quasi-isometric embedding � of the disk graph D.M;S/ into the product
P.M;S/ of quasitrees of curve graphs. Moreover , � is equivariant with respect to the action of the
mapping class group MCG.M;S/.

We deduce from this, and from Fact 2.3, the following:

Corollary 4.18 Suppose that .M;S/ is a nontrivial spotless compression body with S D Sg;b . Suppose
that � 0.S/� 1. Then

dimasym D.M;S/� 1
2
.4gC b/.4gC b� 3/� 2:
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Remark 4.19 When g > 1 and b D 0, the upper bound is smaller by one. See [Bestvina and Bromberg
2019, Corollary 1.1]. G

Remark 4.20 Hamenstädt [2019, Theorem 3.6] previously showed, in the special case of a handle-
body Hg, that dimasym D.Hg; @Hg/ � .3g � 3/.6g � 2/. Her proof technique is quite different from
ours. G

The proof of Theorem 4.17 is the same as that of Theorem 3.10, with three changes. First, we replace
the diameter bound (Lemma 3.5, for arcs) by Lemma 4.7. Second, we replace the definition of carries
(Definition 3.12, for arcs) with the following:

Definition 4.21 Suppose that D 2 D.M;S/ is a disk and A 2 Fc . If A� S is compressible (so not a
base surface), then A carries D exactly when D is a compressing disk for A. If A is a twisted witness,
or a base surface, then A carries D exactly when D is isotopic to a vertical disk in TA. G

Third and lastly, we replace the distance estimate of Theorem 3.15 with the following:

Theorem 4.22 Suppose that M and S are as above. There is a constant K such that , for any K0 � K,
there is a constant C with the following property: for any disks D and E, we have

dD.D;E/DC

X
ŒdX .D;E/�K0 ;

where the sum is taken over all X in all reduced families for D.M;S/.

Proof The distance estimate [Masur and Schleimer 2013, Theorem 19.9] bounds dD.D;E/ above and
below using the sum of projection distances to all witnesses. That is, the sum there is taken over all X in
all complete families for D.M;S/. Suppose that B is a base surface for the twins Y and Y 0. By [Masur
and Schleimer 2013, Theorem 12.20], all three of

dB.D;E/; dY .D;E/ and dY 0.D;E/

are coarsely equal. Here we define dB.D;E/D dB.�B.@D/; �B.@E// and �B.@D/D�B.�B.TB\@D//

as in Definition 4.10. This and [Masur and Schleimer 2013, Theorem 19.9] gives the lower bound. The
upper bound is proved in the same way, after weakening the constant C by a factor of two.

Acknowledgement Fujiwara is supported by Grants-in-Aid for Scientific Research from JSPS (20H00114,
15H05739).
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We consider in parallel pointed homotopy automorphisms of iterated wedge sums of finite CW–complexes
and boundary-relative homotopy automorphisms of iterated connected sums of manifolds minus a disk.
Under certain conditions on the spaces and manifolds, we prove that the rational homotopy groups of these
homotopy automorphisms form finitely generated FI–modules, and thus satisfy representation stability
for symmetric groups in the sense of Church and Farb. We also calculate explicit bounds on the weights
and stability degrees of these FI–modules.
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1 Introduction

Pointed homotopy automorphisms of iterated wedge sums of spaces and boundary-relative homotopy
automorphisms of iterated connected sums of manifolds minus a disk, come with stabilization maps that
yield questions of whether the homology groups or the homotopy groups of these homotopy automorphisms
stabilize in any sense. Previously Berglund and Madsen [2020] have proven rational homological stability
for homotopy automorphisms of iterated connected sums of higher-dimensional tori Sn �Sn for n� 3,
and these results were later expanded by Grey [2019] and Stoll [2024] for homotopy automorphisms of
iterated connected sums of certain manifolds of the form Sn �Sm for n;m� 3.

We instead study the rational homotopy groups of the homotopy automorphisms in question, which we
consider as based spaces with the identity map as the basepoint. These homotopy groups do not stabilize in
the traditional sense. Instead, we show that they satisfy a different kind of stability, known as representation
stability. In the two cases we study here, we consider sequences of rational homotopy groups, which in
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step n are representations of the symmetric group †n. For such representations there is a consistent way
to name the irreducible representations for arbitrary n, and representation stability essentially means that
as n tends to infinity, the decomposition into irreducible representations eventually becomes constant.

Representation stability was introduced by Church and Farb [2013] and later further developed by Church,
Ellenberg and Farb [Church et al. 2015], who showed that for representations of symmetric groups this
notion can be encoded by so-called FI–modules, which are functors from the category of finite sets and
injections to the category of vector spaces. The stable range of representation stability corresponds to
stability degree and weight of the corresponding FI–module.

We review FI–modules and representation stability in more detail in Section 2. Our first main result is
the following:

Theorem A Let .X;�/ be a pointed simply connected space with the homotopy type of a finite CW–
complex and let XS WD

WS
X for any finite set S . For each k � 1, the functor

S 7! �
Q
k
.aut�.XS //

is an FI–module. If Hn.X;Q/ D 0 for n � d , this FI–module is of weight � kC d � 1 and stability
degree � kC d .

For the analogous theorem for connected sums, we need the notion of a boundary-relative homotopy
automorphism of a manifold N (with boundary). A boundary-relative homotopy automorphism of N is a
homotopy automorphism of N that preserves the boundary @ WD @N pointwise. The boundary-relative
homotopy automorphisms of N form a topological monoid, with respect to composition, which we will
denote by aut@.N /.

Let M DM d be a closed oriented d–dimensional manifold. For any finite set S , we let MS denote
the S–fold connected sum of M with itself, with an open d–disk removed: MS D #S M n VDd . For
n D f1; 2; : : : ; ng, we denote Mn simply by Mn. A homotopy automorphism of Mn does not extend
to a homotopy automorphism of MnC1 in any canonical way in general. However, boundary-relative
homotopy automorphisms of Mn extend by the identity to a boundary-relative homotopy automorphism
of MnC1. In particular, there is a stabilization map

sn W aut@.Mn/! aut@.MnC1/:

By picking some basepoint in the boundary of M1, there is a deformation retract MS
'�!
WS

M1 (see
eg [Félix et al. 2008, Section 3.1.2]), where the wedge sum is taken along this basepoint. It follows by
Theorem A that there is an FI–module given on objects by S 7!�k.aut�.MS //Š�k.aut�.

WS
M1//. For

any finite set S we have an obvious inclusion map aut@.MS / ,! aut�.MS /, so we may ask whether we can
find an FI–module given by S 7! �k.aut@.MS // that make these maps into a morphism of FI–modules,
ie a natural transformation of functors. We will refer to this as “lifting” the FI–module structure. In our
second main theorem, we address this problem:

Algebraic & Geometric Topology, Volume 24 (2024)



Representation stability for homotopy automorphisms 2675

Theorem B Let M DM d be a closed simply connected oriented d–dimensional manifold. With MS

defined as above , we have the following:

(a) For each k � 1, the FI–module

S 7! �k

�
aut�

� S_
M1

��
Š �k.aut�.MS //

lifts to an FI–module
S 7! �k.aut@.MS //

sending the standard inclusion n! nC 1 to the map �k.aut@.Mn//! �k.aut@.MnC1// induced
by the stabilization map sn.

(b) The rationalization of this FI–module is of weight � kC d � 2 and stability degree � kC d � 1.

Remark 1.1 Theorems A and B are somewhat analogous to those for unordered configuration spaces
of manifolds. Rational homological stability for unordered configuration spaces of arbitrary connected
manifolds was proven by Church [2012], following integral results for open1 manifolds by Arnold [1969],
McDuff [1975] and Segal [1979]. It was later proven by Kupers and Miller [2018] that the rational
homotopy groups of unordered configuration spaces on connected, simply connected manifolds of
dimension at least 3 satisfy representation stability.

Homotopy automorphisms of iterated wedge sums of spheres have been studied by Miller, Patzt and
Petersen [Miller et al. 2019]. Using representation stability, they prove that for d � 2 the sequence˚
B aut

�Wn
iD1 S

d
�	
n�1

satisfies homological stability with Z
�
1
2

�
–coefficients, which proves homological

stability with the same coefficients for fB GLn.S/gn�1, where S is the sphere spectrum. These results
are neither weaker nor stronger than Theorem A, since on one hand they work with Z

�
1
2

�
–coefficients

and on the other hand we work with wedge sums of more general CW–complexes than spheres.

For a simply connected d–dimensional manifold M , with boundary @M Š Sd�1, the rational homotopy
theory of aut@.M/ has been thoroughly studied by Berglund and Madsen [2020], whose results we will use.

As a byproduct of the techniques used for proving Theorem B(a) we get the following:

Theorem Let M be a closed oriented simply connected d–dimensional manifold such that the reduced
homology of M n VDd is nontrivial. Given a subspace A� @Mn, possibly empty , such that A�Mn is a
cofibration , then the groups �0.autA.Mn//, �0.DiffA.Mn// and �0.HomeoA.Mn// contain a subgroup
isomorphic to †n.

Structure In Section 2 we review the necessary background on FI–modules. The reader familiar with
FI–modules may skip directly to Section 2.8, where we introduce the notion of FI–Lie models of pointed
FI–spaces, which is of key importance for proving the main theorems. In Section 3 we review rational

1Integral homological stability is known not to hold for closed manifolds. A simple counterexample is given already by the
2–sphere S2, where H1.Bn.S2/;Z/Š Z=.2n� 2/Z; see for example [Birman 1974, Theorem 1.11].

Algebraic & Geometric Topology, Volume 24 (2024)



2676 Erik Lindell and Bashar Saleh

homotopy theory for homotopy automorphisms needed for proving the main theorems. In Section 4 we
study homotopy automorphisms of wedge sums and prove Theorem A. In Section 5 we study homotopy
automorphisms of connected sums and prove Theorem B.
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2 Representation stability, FI–modules and Lie models of FI–spaces

2.1 Conventions

Throughout the paper, we will useR to denote a commutative ring, which we will assume to be Noetherian
for convenience. We will mainly work over the field Q, so unless otherwise specifically stated, all vector
spaces are over Q. We will use “dg” to abbreviate the term differential graded. FI denotes the category
of finite sets with injective maps as morphisms.

If S is a finite set, we will use jS j to denote its cardinality, and we will write †.S/ WD AutFI.S/ for the
symmetric group on S . If S D n WD f1; 2; : : : ; ng, we will simply write †.S/D†n for brevity.

Recall that the irreducible Q–representations of †n are indexed by partitions of weight n, ie sequences
of nonnegative integers � D .�1 � �2 � � � � � �l � 0 � � � � / such that j�j D �1C �2C � � � D n. We
will denote the corresponding Q–representation by V�. For any k � nC�1, we also define the padded
partition �Œk� WD .k�n� �1 � �2 � � � � / and write V.�/k WD V�Œk�.

2.2 Representation stability

Before we introduce the language of FI–modules, let us recall the original notion of representation stability,
which is formulated in terms of consistent sequences of †n–representations.

Definition 2.1 Let R be a commutative ring. A consistent sequence of †n–representations over R is
a sequence fV n; �ng, where V n is an RŒ†n�–module and �n W V n ! V nC1 is a †n–equivariant map
(where V nC1 is considered an RŒ†n�–module through the standard inclusion †n ,!†nC1).
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If RDQ, we may define (uniform) representation stability for such a sequence as follows:

Definition 2.2 A consistent sequence of rational †n–representations fV n; �ng is said to be uniformly
representation stable with stable range n�N if, for all n�N ,

(i) the map �n is injective,

(ii) the image of �n generates V nC1 as a †nC1–representation,

(iii) for each partition � the multiplicity of V.�/n in V n is independent of n.

Next, we will introduce FI–modules, and recall how representation stability is encoded in that language.

2.3 FI–modules

We first introduce the notion of an FI–object in an arbitrary category.

Definition 2.3 Let C be a category. A functor FI! C is called an FI–object in C.

Let us review the kinds of FI–objects that will be of interest to us:

� An FI–object in .gr/ModR, the category of (Z–graded) R–modules, is called a (graded) FI–R–module.
An FI–object in dgModR, the category of differential graded R–modules, is called a dg FI–R–module.
For a dg FI–R–module V , we will write H�.V/ for the composition with the homology functor and refer
to it as the homology of V .

� An FI–object in dgLieR, the category of dg Lie algebras, over R, will be called a dg FI–R–Lie algebra.

� An FI–object in Top�, the category of pointed topological spaces, will be called a pointed FI–space. If
P is a property of pointed topological spaces, such as being simply connected, we will say that a pointed
FI–space X has property P if X .S/ has property P , for every finite set S . If X is a pointed FI–space with
�1.X .S// being abelian for every finite set S , composing with the (rational) homotopy groups functor ��
(resp. �Q

� ) naturally gives us a graded FI–Z–module (resp. graded FI–Q–module). We will simply write
��.X / (resp. �Q

� .X /) for this composite functor and refer to it as the (rational) homotopy groups of X .

We will generally consider the first two examples for RDQ and RDZ. If the ring is clear from context,
or if the choice of R is not important, we will generally drop it from the notation.

Now let us recall some basics from the theory of FI–modules. Since the category of (graded) R–modules
is abelian, the category of (graded) FI–R–modules inherits this structure, which means that there are
natural notions of (graded) FI–R–submodules as well as quotients, direct sums and tensor products of
(graded) FI–R–modules, all defined pointwise; see [Church et al. 2015, Remark 2.1.2].

Remark 2.4 Any FI–R–module V gives rise to a consistent sequence fV n WDV.n/; �n WDV.n ,!nC1/g
of RŒ†n�–modules, where n ,! nC 1 is the standard inclusion.

Remark 2.5 Not every consistent sequence arises from an FI–module; see [loc. cit., Remark 3.3.1].
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Sometimes it will be more convenient to work with consistent sequences than with FI–modules. For this
purpose, the following lemma is important:

Lemma 2.6 [loc. cit., Remark 3.3.1] A consistent sequence fV n; �ng is induced by some FI–module if
and only if every � 2†nCk with � jn D id acts trivially on

im.�nCk�1 ı � � � ı�n W V n! V nCk/:

If two FI–modules give rise to isomorphic consistent sequences , then the two FI–modules are isomorphic.

The main property of FI–modules that will be of interest to us is finite generation, since this is what
encodes representation stability:

Definition 2.7 Let n WD f1; 2; : : : ; ng. A (graded) FI–R–module V is said to be finitely generated if there
exists a finite set S �

F
n�1 V.n/ such that there is no proper (graded) FI–R–submodule W of V such

that S �
F
n�1W.n/.

Now we can describe how representation stability relates to FI–modules:

Theorem 2.8 [loc. cit., Theorem 1.13] An FI–Q–module V is finitely generated if and only if the
consistent sequence fV n WD V.n/g is uniformly representation stable and each V n is finite-dimensional.

What makes working with the category of FI–R–modules for any Noetherian ring R particularly useful is
that it is Noetherian, ie an FI–R–submodule of such a finitely generated FI–R–module is itself finitely
generated; see [Church et al. 2015, Theorem 1.3; 2014, Theorem A]. Finite generation is also preserved
by tensor products and quotients. This means that to prove that an FI–R–module is finitely generated, it
suffices to show that it is a subquotient of a tensor product of some FI–R–modules that are more obviously
finitely generated.

Since we want to use rational homotopy theory to prove our results, we need to consider graded FI–modules
in our proofs. For this reason we will need the following definition:

Definition 2.9 If V is a graded FI–R–module and m 2 Z, let Vm be the degree-m part of V , ie the
postcomposition with the functor grVectQ!VectQ given by sending a graded vector space to its degree-
m part. If Vm D 0 for m � m0 (resp. m � m0), we say that V is concentrated in degrees above (resp.
below) m0. Such a graded FI–module is called bounded from below (resp. above).

2.4 Weight and stability degree

For the rest of Section 2 we will assume that R D Q. We have seen how finite generation of FI–Q–
modules corresponds to representation stability of the corresponding consistent sequence of rational
†n–representations, but in order to make quantitative statements about stability ranges we need to
introduce the weight and stability degree of such FI–modules.
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Recall that if V is a †n–representation, .V /†n denotes the quotient of coinvariants of V . For an
FI–module V , this allows us to define a sequence f�a.V/ng of vector spaces and maps between them,
for each a � 0, by �a.V/n WD .V.a t n//†n . Any inclusion � W n ,! n C 1 gives us an inclusion
idt � W atn ,! at.nC1/, inducing a map �a.V/n! �a.V/nC1. Since we quotient by †nC1, the choice
of inclusion � does not matter.

With this, we can define the stability degree of an FI–module:

Definition 2.10 [Church et al. 2015, Definition 3.1.3] The injectivity degree inj-deg.V/ (resp. surjectivity
degree surj-deg.V/) of an FI–module V is the smallest s � 0 such that for all a � 0, the map �a.V/n!
�a.V/nC1, defined as above, is injective (resp. surjective) for all n� s (and if no such s exists we set the
degree to1). We define the stability degree stab-deg.V / of V to be the maximum of the injectivity and
surjectivity degrees.

Definition 2.11 The weight of an FI–module V , which we denote by weight.V/, is the maximum
weight j�j over all V.�/n appearing in the †n–representation V.n/, if such a maximum exists. If no
maximum exists, we set weight.V/D1 and if the FI–module is zero we set it to zero.

These definitions are relevant because of their relation to representation stability, which may now be
stated as follows:

Proposition 2.12 [loc. cit., Proposition 3.3.3] Let V be an FI–module. The consistent sequence fV n; �ng
determined by V is uniformly representation stable with stable range n� weight.V/C stab-deg.V/.

Remark 2.13 This implies that if an FI–module has finite weight and stability degree, it is finitely
generated. For this reason we will only be working with weight and stability degree going forward.
However, due to the Noetherian property of FI–modules, it is possible to freely take submodules and
quotients and preserve finite generation. This is not the case for stability degree, as we will see, making it
much easier to prove finite generation than to obtain an explicit bound on stability degree.

Let us recall some useful properties of weight and stability degree. First, the following is immediate from
the definitions:

Proposition 2.14 Let V1 and V2 be FI–modules. Then weight.V1˚V2/�max.weight.V1/;weight.V2//
and stab-deg.V1˚V2/�max.stab-deg.V1/; stab-deg.V2//.

Next, we will recall how weight and stability degree behave under taking tensor products:

Proposition 2.15 Suppose that V1;V2; : : : ;Vk are FI–modules with stability degrees � r1; r2; : : : ; rk
and weights � s1; s2; : : : ; sk , respectively. Then

weight.V1˝ � � �˝Vk/� s1C � � �C sk
and

stab-deg.V1˝ � � �˝Vk/�max.r1C s1; : : : ; rkC sk; s1C � � �C sk/:
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Proof The first part is [Church et al. 2015, Proposition 3.2.2], while the second part is [Kupers and
Miller 2018, Proposition 2.23].

We also need to know how stability degree and weight behave when taking submodules and quotients:

Proposition 2.16 Let V be an FI–module and W be an FI–submodule of V . Then weight.W/�weight.V/
and weight.V=W/� weight.V/. If in addition V is such that V.S/ is finite-dimensional for every finite
set S , we have the following:

(i) inj-deg.W/� inj-deg.V/.

(ii) surj-deg.V=W/� surj-deg .V /.

(iii) If inj-deg.V/� r and surj-deg.W/� r , then inj-deg.V=W/� r .

(iv) If surj-deg.V/� r and inj-deg.V=W/� r , then surj-deg.W/� r .

Proof The first part follows directly by the definition of weight, and (i) and (ii) are [Church et al. 2015,
Lemma 3.1.6].

To prove (iii) and (iv), note that for each a � 0, �a defines a functor from the category of FI–modules to
the category of sequences of vector spaces and linear maps, and this functor is exact. Thus the following
respective propositions from linear algebra suffice to prove (iii) and (iv): if f W V !W is a linear map of
finite-dimensional vector spaces, V 0 � V and W 0 �W are subspaces, f 0 W V 0!W 0 is a linear map such
that f 0.v/Df .v/ for all v2V 0 and f=f 0 WV=V 0!W=W 0 is the induced map between the quotients, then

(iii0) if f is injective and f 0 is surjective, f=f 0 is injective,

(iv0) if f is surjective and f=f 0 is injective, f 0 is surjective.

These are both simple exercises in linear algebra and therefore left to the reader.

Note however that given only the stability degree of an FI–module we can in general not say anything
about the stability degree of its FI–submodules or quotients. However, if an FI–module V is isomorphic
to both an FI–submodule of an FI–module and a quotient of an FI–module, for both of which we have
bounds on the stability degree, we can use the proposition above to determine a bound on stab-deg.V/.
This will be the case for an important class of FI–modules that we consider in Section 2.6. Note that in
particular, we get the following corollary:

Corollary 2.17 Suppose W is an FI–module which is a direct summand of another FI–module V , ie that
there exists a third FI–module U such that V ŠW˚U . Then stab-deg.W/� stab-deg.V/.

Finally, we need a way to determine the weight and stability degree in each degree when taking the
homology of a differential graded FI–module. We will prove the following more general statement (see
[Kupers and Miller 2018, Proposition 2.19]):
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Proposition 2.18 Let U f
�! V g

�!W be a sequence of FI–modules and morphisms of FI–modules such
that U.S/;W.S/ and V.S/ are finite-dimensional for all S 2 FI and g ıf D 0. Then

weight.ker.g/=im.f //� weight.W/;

and if all three FI–modules have stability degree� r , then stab-deg.ker.g/=im.f //� r . In particular , if V
is a dg FI–module such that Vm.S/ is finite-dimensional for each m and finite set S then weight.Hm.V//�
weight.Vm/, and if stab-deg.Vi /� r for i 2 fm� 1;m;mC 1g, we have stab-deg.Hm.V//� r .

Proof The first part follows directly from the first part of Proposition 2.16. We prove the second part by
showing that the homology has injectivity and surjectivity degree � r . For injectivity degree, note that
ker.g/ has injectivity degree � r by Proposition 2.16(i), since it is an FI–submodule of V . Furthermore,
since the category of FI–modules is abelian, im.f / Š U=ker.f /, which has surjectivity degree � r
by Proposition 2.16(ii). Thus it follows from Proposition 2.16(iii) that ker.g/=im.f / has injectivity
degree � r .

For surjectivity degree, we argue similarly as follows: The injectivity degree of im.g/ is at most r by
Proposition 2.16(i), and since im.g/ Š V=ker.g/, we thus get by Proposition 2.16(iv) that ker.g/ has
surjectivity degree � r . Thus the quotient ker.g/=im.f / does as well, by Proposition 2.16(ii).

2.5 FI#–modules

Many FI–modules appearing “naturally” actually have additional structure, which may be encoded using
the notion of an FI#–module. The category FI# has the same objects as FI, but the morphisms S ! T are
given by a pair of subsets A� S and B � T and a bijection A! B . We call these partial injections. An
FI#–object in a category C is simply a functor FI#

! C. Since FI is a subcategory of FI#, any FI#–object
has an underlying FI–object, so all the notions defined in the previous sections can be defined for (graded)
FI#–modules by simply considering the underlying (graded) FI–module.

We consider FI#–modules because there is a natural way to define duals in this category. Note that the
category FI# is naturally isomorphic to its opposite category simply by taking the inverse of the bijection
(see the end of [Church et al. 2015, Remark 4.1.3]). This allows us to make the following definition:

Definition 2.19 If V W FI#
! VectQ, we define the dual FI#–module V� as the composite functor

FI# Š�! .FI#/op Vop
��! Vectop

Q
HomQ.�;Q/
��������! VectQ:

2.6 Schur functors

The graded FI–modules that we will study will be constructed by composing Schur functors with simpler
graded FI–modules, which is why they are of finite type. In this section we will review what we mean by
Schur functors in this context and their properties when composed with graded FI–modules.
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If � is a partition of k � 0, we define the Schur functor S� W grVectQ! grVectQ on objects by

V 7! S�˝†k V
˝k;

considering V ˝k with the standard†k–action and considering S� as a graded vector space concentrated in
degree 0. Another definition, which gives an isomorphic functor, is that S�.V / is given by the composition
of the kth tensor power functor with the action of a certain idempotent operator c� 2QŒ†k�, known as a
Young symmetrizer, acting on V ˝k (see [Fulton and Harris 1991] for a definition). This characterizes
S�.V / as a subrepresentation of V ˝k .

If W is a finite-dimensional graded †k–representation, we more generally define its associated Schur
functor by

V 7!W ˝†k V
˝k;

and denote it by SW . Note that since W is finite-dimensional, this functor decomposes as a direct sum of
Schur functors S� (possibly shifted in degree).

Even more generally, given a symmetric sequence W D .W.1/;W.2/; : : : / of (graded) vector spaces,
ie a sequence in which W.k/ is a graded †k–representation, we can associate to it the endofunctorL
k�1 SW.k/ ıV of grVectQ, which we will denote by SW and call the Schur functor associated to W .

Schur functors are of interest to us, since they preserve stability degree and weight in the following way:

Proposition 2.20 Let W D .W.1/;W.2/; : : : / be a symmetric sequence of graded vector spaces , where
each W.k/ is finite-dimensional and concentrated in nonnegative degree , and let V W FI! grVectQ be a
graded FI–module such that V.S/ is concentrated in strictly positive degrees for every S 2 FI. Suppose
that V.S/ is finite-dimensional in each degree and that weight.Vi /� s and stab-deg.Vi /� r for all i �m.
Then weight..SW ıV/m/�ms and stab-deg..SW ıV/m/�max.r C s;ms/.

Proof By definition SW ıV decomposes as the direct sumM
k�1

SW.k/ ıV;

and we may decompose each summand further as

SW.k/ ıV D
M
j�0

M
i�1

W.k/j ˝†k .V
˝k/i :

Since W.k/ is concentrated in nonnegative degree and V is concentrated in positive degree, it follows
that SW.k/ ıV is concentrated in degrees � k. We thus have

.SW ıV/m D
mM
kD1

M
iCjDm

W.k/j ˝†k .V
˝k/i :

By Corollary 2.17, it thus suffices to find bounds on the weight and stability degree ofW.k/j˝†k .V
˝k/i

for all k � m and all i and j such that i C j D m. By definition, this is a quotient of the FI–module
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W.k/j ˝ .V˝k/i . Since W.k/j is a constant FI–module and .V˝k/i decomposes as a direct sum of
summands of the form Vl1˝� � �˝Vlk such that l1C� � �C lk D i , it follows by Propositions 2.15 and 2.16
that weight.W.k/j ˝ .V˝k/i /� is and surj-deg.W j ˝ .V˝k/i /�max.r C s; is/.

By the discussion above, we also have that W.k/j ˝†k .V
˝k/i is isomorphic to a direct sum of graded

FI–submodules of .V˝kŒj �/i (by decomposing W.k/j into irreducible †k–representations and applying
the corresponding Young symmetrizer for each summand), where Œj � denotes a shift of j degrees upwards.
Thus we get the same bound on injectivity degree, finishing the proof, since i �m.

2.7 Derivation Lie algebras as FI–Lie algebras

Now let us introduce more specific examples of FI–modules that will be of interest to us. Here it will be
useful to work with FI#–modules. We make the following definition:

Definition 2.21 Let H be a graded vector space. We define a graded FI#–module H by letting
H.S/ WD H˚S for any S 2 FI, and for any A � S , B � T and bijection f W A ! B we define a
linear map H.f / WH.S/!H.T / as the composition

H.S/�H.A/!H.B/ ,!H.T /;

where the first map is the natural projection, the second is the map induced by f and the last is the
natural injection.

In the following sections H will be the desuspension of the reduced homology of a simply connected
finite CW–complex, so that its homology is finite-dimensional. We then have weight.H/D 1, since H˚S

decomposes into a direct sum of trivial and standard representations of †.S/, which correspond to the
padded partitions �ŒjS j� of �D .1/ and �D .0/, respectively. It is also easily verified that stab-deg.H/D 1.

Composing with the free graded Lie algebra functor L, we get a new graded FI#–module, which we
denote by LH.

Since H is an FI#–module, we may consider its dual FI#–module H�. Let us describe it in some more
detail. For a finite set S we simply have H�.S/DH.S/�D .H�/˚S , and if S �A f

�!B � T is a partial
injection then H�.S � A f

�! B � T / is the composition

H�.S/�H�.A/ ıH.f
�1/

������!H�.B/ ,!H�.T /:

Remark 2.22 If we restrict this FI#–module to FI and i W S ,! T is an injection, we can describe the map
H�.i/ as follows: Let � 2H�.S/ and x˛ be in the summand of H˚T corresponding to ˛ 2 T . Then

(1) .H�.i/.�//.x˛/D
�
0 if ˛ 2 T n i.S/;
.� ıH.i/�1/.x˛/ if ˛ 2 i.S/:

Just as for H, the following proposition is easily verified:

Proposition 2.23 If H is a finite-dimensional graded vector space , then the graded FI#–module H� has
weight � 1 and stability degree � 1.
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Next, we will define the graded FI#–Lie algebra of derivations on the graded FI#–Lie algebra LH. Recall
that if L is a graded Lie algebra, we define a derivation on L as a (graded) linear map D W L ! L

which satisfies
DŒx; y�D ŒDx; y�C .�1/jxjjDjŒx;Dy�

for all x; y 2 L. We denote the graded vector space of all derivations by Der.L/.

Definition 2.24 We define the graded FI–module Der.LH/ W FI! grVectQ by letting Der.LH/.S/D
Der.LH.S// for S 2 FI, and for i W S ,! T an injection we define Der.LH/.i/ as follows: Recall
that a derivation on LH.T / is uniquely determined by its restriction to H.T /. Suppose therefore that
x˛ 2H.T / lies in the direct summand of H.T / corresponding to ˛ 2 T and let D 2Der.L.H˚S //. Then
Der.LH/.i/D is determined by

(2) .Der.LH/.i/D/.x˛/D
�
0 if ˛ 2 T n i.S/;
.LH.i/ ıD ıH.i/�1/.x˛/ if ˛ 2 i.S/:

Remark 2.25 The functor Der.LH/ may in fact be extended to all of FI# using a similar definition, but
since we will not be using this we only consider the simpler functor from FI#.

For a graded Lie algebra L, the commutator Lie bracket

ŒD;D0�DD ıD0� .�1/jDjjD
0jD0 ıD

makes Der.L/ into a graded Lie algebra. A straightforward computation using (2) shows that

Der.LH/.i/ŒD;D0�D ŒDer.LH/.i/.D/;Der.LH/.i/.D0/�;

giving us the following result:

Proposition 2.26 The functor Der.LH/ W FI! grVectQ of Definition 2.24 factors through the forgetful
functor grLieQ! grVectQ, where grLieQ is the category of graded Lie algebras over Q.

Further, we can determine explicit weights and stability degrees in each degree of this graded FI–module:

Proposition 2.27 Let H be a finite-dimensional graded vector space concentrated in strictly positive
degrees. If the degree of H is bounded strictly below d , for some d � 1, we have weight.Der.LH/m/�
mC d and stab-deg.Der.LH/m/�mC d .

Proof For every S 2 FI, we have an isomorphism of graded vector spaces

‰S WH�.S/˝LH.S/ Š�! Der.LH/.S/;

given by sending �˝A 2H�.S/˝LH.S/ to the derivation in Der.LH/.S/ defined by

x 7! �.x/A
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on x 2H.S/. We want to prove that this defines a map of graded FI–modules, ie that for every morphism
i W S ,! T , the diagram

(3)
H�.S/˝LH.S/ Der.LH/.S/

H�.T /˝LH.T / Der.LH/.T /

‰S

H�.i/˝LH.i/ Der.LH/.i/

‰T

is commutative. This can be verified by applying the definitions of ‰S and ‰T , together with the
description of H�.i/ given by (1) and the description of Der.LH/.i/ given by (2).

Thus Der.LH/ŠH�˝LH, as graded FI–modules. Note that H� is concentrated in negative degrees,
which are bounded from below, by the assumption on H . We thus have

.H�˝LH/m D
d�1M
iD1

.H�/�i ˝ .LH/mCi :

Since both H and H� are of weight and stability degree 1, the same argument as in the proof of
Proposition 2.20 shows that .H�/�i ˝ .LH/mCi is simultaneously a quotient of an FI–module of weight
and stability degree �mC i C 1, so .H�˝LH/m thus has both weight and stability degree mC d , due
to Propositions 2.16 and 2.17.

The FI–modules that we consider in Theorem A are the homology groups of graded FI–modules of the
type Der.LH/, with H as above, so it will follow immediately from Proposition 2.18 that we get the
claimed bounds on weight and stability degree. In the case of Theorem B, it turns out that we can use
Proposition 2.20 more directly, due to results from [Berglund and Madsen 2020].

2.8 FI–Lie models

Now, let us introduce the notion of an FI–Lie model, which will be one of our main tools. For the basic
theory of Lie models in rational homotopy theory, see for example [Félix et al. 2001].

Definition 2.28 Let X be a simply connected based FI–space and let L be a dg FI–Lie algebra. We say
that L is an FI–Lie model for X if

(i) for every S 2 FI, L.S/ is a dg Lie model for the space X .S/, and

(ii) for every morphism S ,! T in FI, the dgl map

L.S/! L.T /

is a model for the map X .S/! X .T /.

Remark 2.29 If L is an FI–Lie model for X , then H�.L/Š �Q
� .X / is an isomorphism of FI–modules.
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Remark 2.30 A reader may feel that Definition 2.28 is somewhat unnatural. Indeed, it is not the
“philosophically” correct definition of FI–Lie model, seen from a modern homotopy-theoretic perspective.
There is an equivalence of1–categories

.dgLieQ/�1 Š TopQ
�2;

between the1–categories of connected dg Lie algebras, localized at the quasi-isomorphisms, and simply
connected spaces, localized at the rational homotopy equivalences. The usual definition of dg Lie models in
rational homotopy theory is that a connected dg Lie algebra .L; d/ is a dg Lie model for a simply connected
space X if they are isomorphic under this equivalence. Equivalently, it suffices to require that they are
isomorphic under the equivalence between the homotopy categories h.dgLieQ/�1ŠhTopQ

�2. The correct
definition of FI–Lie model should therefore be that a dg FI–Lie algebra L is an FI–Lie model of a simply
connected pointed FI–space X if they are isomorphic under the equivalence of the homotopy categories

hFun.FI; .dgLieQ/�1/Š hFun.FI;TopQ
�2/:

In contrast, our definition is requiring isomorphism under the equivalence of “ordinary” functor categories

Fun.FI; h.dgLieQ/�1/Š Fun.FI; hTopQ
�2/:

Nevertheless, the naive Definition 2.28 is simpler and sufficient for our purposes here.

3 Rational homotopy theory for homotopy automorphisms

In this section we will review some rational homotopy theory for homotopy automorphisms we will need.

Let X be a simply connected topological space homotopy equivalent to a CW–complex. A homotopy
automorphism of X is a self-map ' WX !X that is a homotopy equivalence. We denote the topological
monoid of unpointed and pointed homotopy automorphisms of X by aut.X/ and aut�.X/, respectively.
Given a subspace A � X , we denote the topological monoid of A–relative homotopy automorphisms
of X , ie the homotopy automorphisms that preserve A pointwise, by autA.X/. When A is a point or
empty we simply write aut�.X/ and aut.X/, respectively, and when X DN is a manifold with boundary
AD @N , the monoid of boundary-relative homotopy automorphisms of N is denoted by aut@.N /.

If X is well pointed and A�X is a cofibration of cofibrant spaces in the Hurewicz model structure, then
all of aut.X/, aut�.X/ and autA.X/ are group-like monoids, and thus equivalent to topological groups.
We take the basepoint of a topological monoid G to be the identity element and �k.G; id/ is abbreviated
by �k.G/. We denote the classifying space of G by BG and its universal cover by fBG. Moreover, if a
topological monoid G is group-like, then G and �BG are weakly equivalent as topological monoids. Let
Gı �G denote the connected component of the identity. Then BGı ' fBG. We observe that

�k.G/˝QŠ �kC1.fBG/˝QŠ �kC1.BGı/˝QŠHk.gBGı/

for all k � 1 and where gBGı is any dg Lie algebra model for BGı.

The identity component of autA.X/ is denoted by autA;ı.X/.
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Remark 3.1 By [Farjoun 1996], there are functorial and continuous rationalization functors that preserve
cofibrations. In particular, given a cofibration A � X , there is a rationalization functor that induces a
group homomorphism r W �0.autA.X//! �0.autAQ.XQ//.

For k � 1 we have that
�k.autA.X//˝QŠ �k.autAQ.XQ//;

since B autA;ı.X/Q ' B autAQ;ı.XQ/; see [Berglund and Saleh 2020, Proposition 2.4].

A model for B autA;ı.X/ is given in terms of dg Lie algebras of derivations.

Definition 3.2 Given a dg Lie algebra L, let Der.L/ denote the dg Lie algebra of derivations of L, where
the graded Lie bracket is given by

Œ�; ��D � ı �� .�1/j� jj�j� ı �

and the differential is given by @D ŒdL;�� where dL is the differential of L.

Definition 3.3 Given a chain complex C DC�, the positive truncation of C , denoted by CC, is given by

CCi D

8<:
Ci if i > 1;
ker.C1

d
�! C0/ if i D 1;

0 if i < 1:

Definition 3.4 A dg Lie algebra .L.V /; d/ is called quasifree if its underlying graded Lie algebra
structure is a free graded Lie algebra on the graded vector space V .

Definition 3.5 We say that a dg Lie algebra map between two quasifree dg Lie algebras � WL.V /!L.U /

is free if � is injective and �.V /� U . In particular U has a decomposition U Š V ˚W .

Remark 3.6 One can show that the free maps between the quasifree dg Lie algebras are exactly the
cofibrant maps between them; see the remark after [Quillen 1969, Proposition 5.5].

Proposition 3.7 (a) Let X be a simply connected space of the homotopy type of a finite CW–complex
with a quasifree dg Lie algebra model LX . A dg Lie model for B aut�;ı.X/ is given by DerC.LX /.

(b) Let A � X be a cofibration of simply connected spaces of the homotopy type of finite CW–
complexes , and let LA! LX be a cofibration (ie a free map) of quasifree dg Lie algebras that
models the inclusion A�X . A dg Lie model for B autA;ı.X/ is given by the positive truncation of
the dg Lie algebra of derivations on LX that vanish on LA, denoted by DerC.LX kLA/.

(c) The inclusion DerC.LX kLA/! DerC.LX / is a model for B autA;ı.X/! B aut�;ı.X/ induced
by the inclusion autA;ı.X/ ,! aut�;ı.X/.

Proof For (a), see [Tanré 1983, corollarie VII.4(4)]. For (b), see [Berglund and Saleh 2020, Theorem 1.1].
Statement (c) follows by [loc. cit., Proposition 4.6] and the theory established in [Berglund 2020,
Sections 3.4 and 3.5].
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We recall the notion of geometric realizations of dg Lie algebras. For a detailed account on the subject
we refer the reader to [Hinich 1997; Getzler 2009; Berglund 2015; 2020].

Definition 3.8 [Hinich 1997, Definition 2.1.1] Let �� D ��� denote the simplicial commutative dg
algebra in which ��n is the Sullivan–de Rham algebra of polynomial differential forms on the n–simplex.
The geometric realization of a positively graded dg Lie algebra L is defined to be the simplicial set
MC.L˝��/ of Maurer–Cartan elements of the simplicial dg Lie algebra L˝��, denoted by MC�.L/.
We recall that the tensor product L˝� of a dg Lie algebra L with a commutative dg algebra � is again a
dg Lie algebra, where Œ`1˝ c1; `2˝ c2�D .�1/jc1jj`2jŒ`1; `2�˝ c1c2. A positively graded dg Lie algebra
L is a Lie model for a simply connected space X if and only if there exists a zigzag of rational homotopy
equivalences between the geometric realization MC�.L/ and X .

The functor MC� takes surjections to Kan fibrations [Getzler 2009, Proposition 4.7] and takes injections
to cofibrations (in the classical model structure on simplicial sets). In particular, if LA! LX is a free
map of dg Lie algebras that models a cofibration A�X , then the cofibration MC�.LA/ ,!MC�.LX / is a
simplicial model for the cofibration AQ �XQ. Thus autAQ.XQ/ and autMC�.LA/.MC�.LX // are weakly
equivalent as topological monoids.

Definition 3.9 The exponential exp.h/ of a nilpotent Lie algebra h concentrated in degree zero is the
nilpotent group with underlying set given by h and multiplication given by the Baker–Campbell–Hausdorff
formula. The exponential of a positively graded dg Lie algebra L, denoted by exp

�
.L/, is the simplicial

group given by the exponential exp.Z0.L˝��// of the zero cycles in L˝��; see [Berglund 2020].

Proposition 3.10 [loc. cit., Corollary 3.10] For a positively graded dg Lie algebra L there is an
equivalence of topological monoids between exp

�
.L/ and the loop space �MC�.L/.

Definition 3.11 Let L.V / � L.V ˚W / be a cofibration of free positively graded dg Lie algebras
and let Der.L.V ˚W / kL.V // denote the dg Lie algebra of derivations on L.V ˚W / that vanish on
L.V /; the differential is ŒdL.V˚W /;��. There is a left action of exp

�

�
DerC.L.V ˚W / kL.V //

�
on

MC�.L.V ˚W // given by

(4) ‚:x D
X
i�0

‚i .x/

i Š
:

See [Berglund and Saleh 2020, Section 3.2].

Proposition 3.12 [Berglund 2022, Proposition 3.7] Let A�X be a cofibration of simply connected
spaces with homotopy types of finite CW–complexes , and let � W L.V /! L.V ˚W / be a free map of
quasifree dg Lie algebras that models the inclusion A�X . Then the topological monoid map

F W exp
�

�
DerC.L.V ˚W / kL.V //

�
! autMC�.L.V //;ı

�
MC�.L.V ˚W //

�
' autAQ;ı.XQ/;

F .‚/.x/D‚:x;

is a weak equivalence.
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Proof Note that the action of exp
�

�
DerC.L.V ˚W /kL.V //

�
on MC�.L.V ˚W // fixes MC�.L.V //�

MC�.L.V ˚W // pointwise. In particular, the group action yields a map

exp
�

�
DerC.L.V ˚W / kL.V //

�
! autMC�.L.V //

�
MC�.L.V ˚W //

�
:

Moreover, since exp
�

�
DerC.L.V ˚W / kL.V //

�
is connected and F preserves the identity element, we

may replace the codomain by

autMC�.L.V //;ı
�
MC�.L.V ˚W //

�
;

ie the component of the identity. We proceed by adapting the proof of [loc. cit., Proposition 3.7] to our
situation. Given a positively graded dg Lie algebra h, there is an isomorphism of abelian groups

G WHk.h/! �k.exp
�
.h//

where a homology class of a cycle z 2Zk.h/ is sent to the homotopy class of the k–simplex z˝ �k 2
Z0.h˝�

�
k
/, where �k is the class kŠdt1 � � � dtk . That G defines an isomorphism is motivated in the

proof of [loc. cit., Proposition 3.7].

We have that �2
k
D 0, and consequently

F.� ˝ �k/D idC � ˝ �k :

Let us now analyze �k
�
autMC�.L.V //;ı

�
MC�.L.V ˚W //

��
for k � 1, as in the proof of [Berglund

and Madsen 2020, Theorem 3.6]. In order to simplify notation, MC�.L.V // is denoted by AQ and
MC�.L.V ˚W // by XQ. We have that an element f 2 �k.autAQ;ı.XQ// is represented by a map

f W .Sk t�/^XQ!XQ;

where f .�; x/D x for every x 2XQ and f .s; a/D a for every a 2 AQ and s 2 Sk .

A dg Lie algebra model for .Sk t�/^XQ is given by .L.U ˚ skU/; @/ where U D V ˚W and with a
differential determined by the following: Let d be the differential on L.U /. Then @.u/D d.u/ for every
u 2 U and @.sku/D .�1/kskd.u/ for every sku 2 skU .

Now, f W .Sk t �/ ^ XQ ! XQ is modeled by some map 'f W L.U ˚ skU/ ! L.U / that satisfies
'f .u/ D u for every u 2 U and 'f .skv/ D 0 for every v 2 V � U . Let �f be the unique derivation
on L.U / that satisfies �f .u/ D 'f .sku/ for every u 2 U . Note that �f is a cycle and that it vanishes
on L.V /, ie �f 2 Zk

�
DerC.L.U / kL.V //

�
. Also note that if f D �k.F /Œ� ˝ �k� then �f D � . Let

K W �k.autAQ;ı.XQ//!Hk
�
DerC.L.U / kL.V //

�
be given by K.f /D �f . It follows from [Berglund

and Madsen 2020; Lupton and Smith 2007] that this map is well defined and is an isomorphism.

Set hD DerC.L.U / kL.V //. The composition

Hk.h/
G
�! �k.exp

�
.h//

�k.F /
����! �k.autAQ;ı.XQ//

K
�!Hk.h/

is the identity map, which forces �k.F / to be an isomorphism. This proves that F is a weak equivalence.
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Recall that a topological group G0 acts on itself by conjugation G0 ! Aut.G0/ via g 7! �g where
�g.h/ D ghg�1. If g and g0 belong to the same connected component of G0, then �g and �g 0 are
homotopic and this induce equal maps on the homotopy groups of G0. This group action restricts to a
group action on the identity component G0ı of G0, which in turn induces an action of G0 on BG0ı. This
gives that �0.G0/ acts on ��.BG0ı/. Since a group-like monoid G is equivalent to a topological group G0,
we have that �0.G/ acts on ��.Gı/.

In the rest of this section we discuss the action of �0.autA.X// on �k.autA.X// from a rational homotopy
point of view. To do so we recall some theory.

Proposition 3.13 [Espic and Saleh 2020, Theorem 1.3] Given a map f WL.V /! g of positively graded
dg Lie algebras , there exists a minimal relative model q W L.V ˚W / ��! g for f in the following sense:

(a) L.V / is a dg subalgebra of L.V ˚W / and f D q ı �, where � WL.V /!L.V ˚W / is the inclusion.

(b) Given a quasi-isomorphism g W L.V ˚W /! L.V ˚W /, where g restricts to an automorphism
of L.V /, g is an automorphism.

Definition 3.14 Let � W L.V /! L.V ˚W / be a free map of quasifree dg Lie algebras. We say that an
endomorphism ' WL.V ˚W /!L.V ˚W / is �–relative if 'jL.V /D id, and two �–relative endomorphisms
' and  are �–equivalent if there exists a homotopy h WL.V ˚W /!L.V ˚W /˝ƒ.t; dt/ from ' to  
that preserves L.V / in the sense that h.v/Dv˝1 for every v2L.V /; see [Félix et al. 2001, Section 14(a)].

We denote the group of �–relative automorphisms of L.V ˚W / by Aut�.L.V ˚W //.

Lemma 3.15 [Espic and Saleh 2020, Corollary 4.6] Let � W L.V /! L.V ˚W / be a minimal relative
dg Lie model for a cofibration A�X of simply connected spaces. Then there are group isomorphisms

Aut�.L.V ˚W //=�–equivalenceŠ �0
�
autMC�.L.V //

�
MC�.L.V ˚W //

��
Š �0.autAQ.XQ//:

Remark 3.16 By this lemma, it makes sense to refer to an �–relative automorphisms of L.V ˚W / as
an algebraic model for an AQ–relative homotopy automorphism of XQ.

Definition 3.17 Consider the group action of Aut�.L.V ˚W // on Der.L.V ˚W /kL.V // given by the
following: for ' 2 Aut�.L.V ˚W // and � 2 Der.L.V ˚W / kL.V //, let

':� D ' ı � ı'�1:

This induces an action of Aut�.L.V ˚W // on exp
�

�
Der.L.V ˚W / kL.V //

�
.

There is also an action of Aut�.L.V˚W // on autMC�.L.V //;ı
�
MC�.L.V˚W //

�
; for ' 2Aut�.L.V˚W //

and f 2 autMC�.L.V //;ı
�
MC�.L.V ˚W //

�
, let

':f DMC�.'/ ıf ıMC�.'�1/:
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Proposition 3.18 The equivalence

F W exp
�

�
DerC.L.V ˚W / kL.V //

�
! autMC�.L.V //;ı

�
MC�.L.V ˚W //

�
' autAQ;ı.XQ/

of Proposition 3.12 is Aut�.L.V ˚W //–equivariant with respect to the actions in Definition 3.17.

Proof This is a straightforward verification left to the reader.

Corollary 3.19 Let f 2 autAQ.XQ/ and let ' 2 Aut�.L.V ˚W // be a relative model for f . The
automorphism

˛' W Der.L.V ˚W / kL.V //! Der.L.V ˚W / kL.V //; ˛'.�/D ' ı � ı'
�1;

is a model for the delooping of the homotopy automorphism

Adf W autAQ.XQ/! autAQ.XQ/; Adf .g/D f ıg ıf
�1;

where f �1 is an AQ–relative homotopy inverse to f .

4 Homotopy automorphisms of wedge sums

We fix some notation for this section. Let .X;�/ be a fixed simply connected space, homotopy equivalent
to a finite CW–complex. For any finite set S , let XS WD

WS
X . For any morphism S ,! T in FI, there is

an obvious induced basepoint-preserving map XS ,!XT given by inclusion of wedge summands in the
order specified by the injection S ,! T . Thus the functor S 7!XS is a pointed FI–space, which we will
denote by X .

We fix a quasifree dg Lie algebra model L.H/D .L.H/; dL.H// for X . A dg Lie model for XS is given
by the S–fold free product of dg Lie algebras

L.H/�S WD L.H/� � � � �L.H/Š L.H˚S /:

See [Félix et al. 2001, Section 24(f)]. The association S 7! L.H˚S / defines a dg FI–Lie algebra LH.
Given a morphism i WS ,!T in FI, we get an induced inclusionH˚S ,!H˚T , which induces an inclusion
L.H˚S / ,! L.H˚T / that models the map X .i/ W X .S/! X .T /; this follows from eg Example 1 in
Section 12(c) and Example 2 in Section 24(f) of [loc. cit.]. Thus S 7! L.H˚S / defines a dg FI–Lie
model for the pointed FI–space S 7! X .S/.

We proceed and define another pointed FI–space aut�.X / (the basepoint is always the identity) as follows:
For S 2 FI, we let aut�.X /.S/ WD aut�.XS /. For i W S ,! T in FI we get a map aut�.XS / ,! aut�.XT /,
defined, for x˛ 2XT in the wedge summand of XT corresponding to ˛ 2 T and f 2 aut�.XS /, by

.aut�.X /.i/f /.x˛/D
�
x˛ if ˛ 2 T n i.S/;
.X .i/ ıf ıX .i/�1/.x˛/ if ˛ 2 i.S/:

Note that aut�.X /.i/f is in some sense an extension by the identity of f . For instance, if is W n! nC1 is
the standard inclusion, then aut�.X /.is/f is the homotopy automorphism of XnC1 that coincides with f
on the first n wedge summands, and is the identity on the last summand.
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Restricting to the identity component gives a pointed sub-FI–space aut�;ı.X /. We are interested in the
rational homotopy groups of this FI–space.

Remark 4.1 It is tempting to say that we will construct an FI–Lie model for aut�.X /. However, this
pointed FI–space is generally not simply connected. Instead we take a functorial classifying space
construction B W TopMon! Top� from the category of topological monoids to the category of pointed
topological spaces and consider the pointed FI–space B aut�;ı.X /, where aut�;ı.XS / is the identity
component of aut�.XS / for every S 2 FI. For every S we have B aut�;ı.XS /'EB aut�.XS /, and so this
is a simply connected pointed FI–space, which enables us to apply our tools from rational homotopy
theory. Furthermore, for every k � 1

�
Q
k
.aut�.XS //Š �

Q
kC1

.B aut�;ı.XS //;

so
�

Q
k
.aut�.X //Š �Q

kC1
.B aut�;ı.X //;

as FI–modules.

We have by Proposition 3.7(a) that a model forB aut�;ı.XS / is given by DerC.L.H˚S //, with differential
given by ŒdL.H˚S /;��. The inclusion LH.i/ W L.H˚S / ,! L.H˚T / induces a graded Lie algebra map
DerC.L.H˚S // ,! DerC.L.H˚T //, as discussed in Proposition 2.26. Moreover, this map commutes
with the differential, ie it is a dg Lie algebra map. This, together with Proposition 2.26, yields that we
have a dg FI–Lie algebra .DerC.LH/; ŒdLH;��/.

We will show that .DerC.LH/; ŒdLH;��/ defines an FI–Lie model for the pointed FI–space B aut�;ı.X /.

Proposition 4.2 (a) Let is W n! nC1 denote the standard inclusion. Then a dg Lie algebra model for

B aut�;ı.X /.is/ W B aut�;ı.Xn/! B aut�;ı.XnC1/

is given by

'n WD DerC.LH/.is/ W DerC.L.H˚n//! DerC.L.H˚nC1//:

(b) The †n–action on B aut�;ı.Xn/ is modeled by the †n–action on DerC.L.H˚n//.

Proof (a) To simplify notation, let Lk denote L.H˚k/, let Hl Š H denote the last summand of
H˚nC1 and let Ll denote L.Hl/. In particular, LnC1DLn �Ll . Let cn WMC�.Ln/!MC�.LnC1/ and
cl WMC�.Ll/!MC�.LnC1/ denote the cofibrations induced by the standard inclusions Ln! Ln �Ll
and Ll ! Ln �Ll , respectively.

From Proposition 3.12 we get topological monoid equivalences

Fn W exp
�
.DerC.Ln//! aut�.MC�.Ln//:

Those maps have adjoints

zFn W exp
�
.DerC.Ln//�MC�.Ln/!MC�.Ln/:
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By the explicit formulas for fFng,

zFnC1 ı .exp
�
.'n/� cn/D cn ı zFn:

In particular, FnC1 ı exp
�
.'n/.‚/ is an extension of Fn.‚/ for ‚ 2 exp

�
.DerC.Ln//.

We also have that

zFnC1 ı .exp
�
.'n/� cl/.g; x/D cl.x/ for all .g; x/ 2 exp

�
.DerC.Ln//�MC�.Ll/:

In particular FnC1 ı exp
�
.'n/.‚/ restricts to the identity on MC�.Ll/�MC�.LnC1/. That means that

exp
�
.'n/ is a simplicial model for aut�;ı.X /.is/ W aut�;ı.Xn/! aut�;ı.XnC1/. This gives (a).

(b) This is a direct consequence of Proposition 3.18 and Corollary 3.19.

Theorem 4.3 The dg FI–Lie algebra .DerC.LH/; ŒdLH;��/ is an FI–Lie model for the pointed FI–space
B aut�;ı.X /.

Proof By the second part of Lemma 2.6, an FI–module is completely determined its underlying
consistent sequence. By Proposition 4.2, the stabilization maps and the †n–actions defining the consistent
sequence for the dg FI–Lie algebra .DerC.LH/; ŒdLH;��/ models the stabilization maps and the †n–
actions defining the consistent sequence for the FI–space B aut�;ı.X /. From this we conclude that
.DerC.LH/; ŒdLH;��/ is an FI–Lie model for the pointed FI–space B aut�;ı.X /.

We now have all the ingredients needed for proving Theorem A.

Theorem A Let .X;�/ be a pointed simply connected space with the homotopy type of a finite CW–
complex and let XS WD

WS
X for any finite set S . For each k � 1, the functor

S 7! �
Q
k
.aut�.XS //

is an FI–module. If Hn.X;Q/ D 0 for n � d , this FI–module is of weight � kC d � 1 and stability
degree � kC d .

Proof We will use the established terminology in this section. We have already seen in Theorem 4.3
that .DerC.LH/; ŒdLH;��/ is an FI–Lie model for B aut�;ı.X /. Since Hk.DerC.LH//Š �Q

k
.aut�.X //

(see Remark 4.1) it is enough to prove that Hk.DerC.LH// has the stated bounds on weight and
stability degree.

Since .DerC.LH/; ŒdLH;��/ defines a dg FI–Lie algebra, it follows that H�.DerC.LH// is a graded FI–
module. The truncation is defined precisely so that Hk.DerC.LH//ŠHk.Der.LH// for all k � 0. Since
H D s�1 zH�.X/ and X is assumed to be simply connected, H is finite-dimensional and concentrated in
positive degree, and since we have assumed that the homology of X vanishes in degree at least d , H
is concentrated in degrees strictly below d � 1. The given bounds on stability degree and weight now
follow from Propositions 2.27 and 2.18.
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5 Homotopy automorphisms of connected sums

LetM be a closed oriented d–dimensional manifold. For a nonempty finite set S , letMS D
�
#S M

�
n VDd

be the space obtained by removing an open d–dimensional disk from the S–fold connected sum of M . If
S D nD f1; : : : ; ng we simply write Mn. We then have a deformation retraction MS

'�!
WS

M1. Hence
there is an FI–module given on objects by S 7! �k.aut�.MS //, as defined in the previous section.

If we choose a basepoint in the boundary of MS , there is an inclusion map aut@.MS /! aut�.MS / for
every S 2 FI. In Section 5.1 we prove that the FI–module S 7! �k.aut�.MS // lifts to an FI–module
given on objects by S 7! �k.aut@.MS //. In Section 5.2 we prove that S 7! �

Q
k
.aut@.MS // is a finitely

generated FI–module using certain rational models.

5.1 The integral FI–module structure on the homotopy automorphisms of iterated
connected sums

For the purposes of this section, we give an explicit construction of Mn by removing the interiors of n
embedded little disks in Dd , which we fix as in Figure 1, left, and gluing n copies of M n VDd along the
new boundary components. Note that with this definition, we still have M1DM n VD

d . In Figure 1, right,
we see how we can embedMn intoMnC1, and by extending a boundary-relative homotopy automorphism
of Mn by the identity thus define a stabilization map

sn W aut@.Mn/! aut@.MnC1/:

In this section we will define a †n–action on the homotopy groups of aut@.Mn/ and, combining this
with the stabilization induced by sn, we obtain our FI–module structure. Before we do this, we need to
introduce some notation:

Definition 5.1 For any pointed spaceX and any finite set S , let us writeQS;X W†.S/!�0
�
aut�

�WS
X
��

for the group homomorphism given by sending � 2†.S/ to the homotopy class of the automorphism
XX .�/ W

WS
X !

WS
X described in the beginning of Section 4.

1 2 � � � n 1 2 � � � n nC1

Figure 1: We can define Mn by gluing copies of M1 into the disks on the left, and we show how
to define an embedding Mn ,!MnC1 on the right.
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Remark 5.2 Since �0
�
aut�

�WS
X
��

acts on �k
�
aut�

�WS
X
��

, we get an induced †.S/–action on
�k
�
aut�

�WS
X
��

by the above. This action coincides with the †.S/–action coming from the FI–module
structure discussed in Section 4.

Definition 5.3 The deformation retraction MS !
WS

M1 induces an equivalence

aut�.MS / ��! aut�

� S_
M1

�
:

Composing this map with the inclusion aut@.MS / ,! aut�.MS / yields a map

u W aut@.MS /! aut�

� S_
M1

�
that induces a group homomorphism �0.u/ W �0.aut@.MS //! �0

�
aut�

�WS
M1

��
.

The first thing we will show to construct our FI–module is the following:

Proposition 5.4 Assuming d � 3, there is a group homomorphism "n W†n! �0.aut@.Mn// such that
Qn;M1 factors as Qn;M1 D �0.u/ ı "n.

Remark 5.5 Since the group �0.aut@.Mn// acts on the higher homotopy groups �k.aut@.Mn//, this
means that there is a †n–action on the higher homotopy groups of aut@.Mn/ which is nontrivial whenever
"n is nontrivial. This action, together with the stabilization maps, will define our FI–module structure.

We will prove this in a number of steps, so let us first describe the idea: WritingD WDDd , we consider the
subgroup Gn � Diff@.D/ consisting of diffeomorphisms which fix the embedded little disks in D from
Figure 1, left, up to permutation. There is then a group homomorphism � WGn!†n, given by sending a
diffeomorphism to the permutation it induces on the little disks. We also get a group homomorphism
Gn! Diff@.Mn/, given by constructing Mn as above, and mapping f 2 Gn to the boundary-relative
diffeomorphism of Mn which is given by f outside the n glued-in copies of M1, and on

Fn
M1 is given

by �.f /. We will construct a group homomorphism †n ,! �0.Gn/, which postcomposed with the maps

�0.Gn/! �0.Diff@.Mn//! �0.aut@.Mn//

is the map "n described in Proposition 5.4. Let us now give the proof in more detail:

Proof Our choice of embedded disks in D defines an element e 2 Emb
�Fn

D;D
�
. Let Ne denote its

image in the quotient Emb
�Fn

D;D
�
=†n, where we take the quotient of the action permuting the

embedded disks. Restricting to the image of e defines a map Diff@.D/! Emb
�Fn

D;D
�
, which is a

Serre fibration. The quotient map Emb
�Fn

D;D
�
! Emb

�Fn
D;D

�
=†n is a covering map, so the

composition

(5) p W Diff@.D/! Emb
� nG

D;D

�.
†n
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is also a Serre fibration. The fiber over Ne consists of the diffeomorphisms which restricted to the image
of e are permutations, ie fibp. Ne/DGn. We thus get a connecting homomorphism

ı W �1.Emb
� nG

D;D

�.
†n/! �0.Gn/

in the long exact sequence of homotopy groups. We will therefore first show that there is an injective
group homomorphism †n ,! �1

�
Emb

�Fn
D;D

��
.

Note that if we let Cn. VD/ denote the ordered configuration space of n points in VD, there is a map
O� W Emb

�Fn
D;D

�
!Cn. VD/ given by restricting to the center of each embedded disk. This map also has

a section Os, given by sending a configuration to an embedding of n little disks, centered at the respective
points and with radii all equal to the minimum distance between the points and between the points and
the boundary of D, divided by three. We also get an induced map

(6) � W Emb
� nG

D;D

�.
†n! Cn. VD/=†n

on orbits, which has a section s defined in the corresponding way. We define Un. VD/ WD Cn. VD/=†n
for brevity. Since we have assumed that d � 3, we have that �1.Un. VD// Š †n and thus we get a
homomorphism �1.s/ W†n Š �1.Un. VD//! �1

�
Emb

�Fn
D;D

�
=†n

�
. Furthermore, note that since s is

a section, �1.�/ ı�1.s/ is the identity on �1.Un. VD// and so �1.s/ is injective.

By composing with the connecting homomorphism in the long exact sequence associated to p, we thus
get a homomorphism †n! �0.Gn/. In order to understand this map better, we describe the connecting
homomorphism ı in more detail. If  is a loop in Emb

�Fn
D;D

�
=†n based at Ne, representing an element

of �1
�
Emb

�Fn
D;D

�
=†n

�
, it lifts to a path Q in Diff@.D/ starting at idD , since p is a Serre fibration.

The connecting homomorphism sends the class of  to the connected component of Gn containing Q.1/.
If we consider the restriction of ı to the image of inclusion �1.s/ above, we see that a permutation � is
sent to the isotopy class of some diffeomorphism in Gn which, restricted to the little disks, is precisely � .
If we finally consider the composite map

†n! �0.Gn/! �0.Diff@.Mn//! �0.aut@.Mn//! �0.aut�.Mn//Š �0

�
aut�

� n_
M1

��
;

it follows by the definition of the mapGn!Diff@.Mn/ that this takes a permutation to the homotopy class
of the homotopy automorphism of

Wn
M1 given by permuting the wedge summands in the corresponding

way. In other words, the composition is equal to Qn;M1 , so we can simply define "n as the composition
of the first three maps.

Remark 5.6 If we assume that M1 has nontrivial homology, then for any nontrivial permutation �
we have that XM1.�/ W

Wn
M1!

Wn
M1 is not homotopic to the identity, since it induces a nontrivial

permutation of the reduced homology zH�
�Wn

M1

�
D
L

n
zH�.M1/, which is different from the identity
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map whenever zH�.M1/ is nontrivial. If that is the case, the homomorphism Qn;M1 is injective, so it
follows that "n is injective as well, and thus both �0.aut@.Mn// and �0

�
aut�

�Wn
M1

��
contain a subgroup

isomorphic to †n.

Corollary 5.7 Under the assumptions of Remark 5.6, fix a subspace A� @Mn, possibly empty, such that
A�Mn is a cofibration. Then all of the groups �0.autA.Mn//, �0.DiffA.Mn// and �0.HomeoA.Mn//

contain a subgroup isomorphic to †n.

Proof Suppose that A ¤ ¿ and let us first consider the case of homotopy automorphisms. The map
u W aut@.Mn/! aut�

�Wn
M1

�
factors as

aut@.Mn/! autA.Mn/! aut�

� n_
M1

�
;

proving this case. To get the cases with diffeomorphisms or homeomorphisms, consider the factorization

Diff@.Mn/! DiffA.Mn/! HomeoA.Mn/! autA.Mn/! aut�

� n_
M1

�
:

For the case where A is empty, we instead postcompose with the map aut�
�Wn

M1

�
! aut

�Wn
M1

�
, and

the resulting map factors as

aut@.Mn/! aut.Mn/! aut
� n_

M1

�
:

The composition of Qn;M1 with the map induced on �0 by the rightmost map above will still be injective,
and from this the case follows. To get the statement for diffeomorphisms and homeomorphisms, we
instead use the factorization

Diff@.Mn/! Diff.Mn/! Homeo.Mn/! aut.Mn/! aut
� n_

M1

�
:

Remark 5.8 A referee pointed out that the existence of the homomorphism †n ! �0.aut@.Mn// is
likely a consequence of a higher structure. More specifically, it is reasonable to expect that the spaceF
n�1B aut@.Mn/ can be endowed with the structure of an Ed–algebra, ie an algebra over the little

d–disks operad, in a similar way as, for example, the space
F
n�1B Diff@.Mn/. If this is the case, the

Ed–algebra structure maps in particular give us a map

Ed .n/=†n! B aut@.Mn/;

and since Ed .n/=†n ' Un. VD/, taking fundamental groups gives us a map †n! �0.aut@.Mn//, which
should be precisely "n. We expect this to be true, but have elected to use a more hands-on approach, since
rigorously constructing the Ed–algebra structure is nontrivial and seems to require using methods from
higher homotopy theory that go quite far beyond the scope of this paper. For comparison, what makes
this easier in the case of diffeomorphisms is that we have a good model for B Diff@.Mn/ as a topological
space, in terms of embeddings of Mn into R1 (with certain boundary conditions), modulo the action of
Diff@.Mn/. In contrast, it is not clear how to do a similar construction for homotopy automorphisms.
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We have now defined the †n–action on the homotopy groups of aut@.Mn/. Next we show that this action
is compatible with the stabilization maps sn.

Proposition 5.9 There is a commutative diagram

†n †nC1

�0.aut@.Mn// �0.aut@.MnC1//

"n "nC1

�0.sn/

where the upper horizontal map is the standard inclusion.

Proof Construct stabilization mapsGn!GnC1, Emb
�Fn

D;D
�
=†n!Emb

�FnC1
D;D

�
=†nC1 and

Cn. VD/=†n! CnC1. VD/=†nC1 in the same way as sn W aut@.Mn/! aut@.MnC1/, using Figure 1, right.
This gives us a diagram

†n †nC1

�1.Un. VD/ �1.UnC1. VD//

�1
�
Emb

�Fn
D;D

�
=†n

�
�1
�
Emb

�FnC1
D;D

�
=†nC1

�
�0.Gn/ �0.GnC1/

�0.aut@.Mn// �0.aut@.MnC1//

Š Š

where the top horizontal arrow is the standard inclusion. The two upper squares, as well as the bottom
square, are all commutative by the definition of the stabilization maps. The second square from the
bottom can be shown to be commutative simply by once again considering the definition of the connecting
homomorphism in detail as above, but we can also reason as follows: Define a map Diff@.D/!Diff@.D/
in the same was as we defined the stabilization maps, using Figure 1, right, and extending by the identity
(note however that this map is homotopic to the identity), giving us a commutative diagram

Diff@.D/ Diff@.D/

Emb
�Fn

D;D
�
=†n Emb

�FnC1
D;D

�
=†nC1

which is a map of Serre fibrations. By functoriality, this induces a map between the long exact sequences
of homotopy groups, in which the square we consider appears.

Corollary 5.10 For k � 1, the sequence f�k.aut@.Mn//; �k.sn/g is a consistent sequence of ZŒ†n�–
modules.
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Proof Recall that �0.aut@.Mn// acts on �k.aut@.Mn// and thus, through the stabilization map

�0.sn/ W �0.aut@.Mn//! �0.aut@.MnC1//;

�0.aut@.Mn// acts on �k.aut@.MnC1// as well. By definition of the stabilization map, �k.sn/ is
�0.aut@.Mn//–equivariant.

By considering �k.aut@.Mn// as a ZŒ†n�–module via the homomorphism "n W†n! �0.aut@.Mn//, it
follows from Proposition 5.9 and the equivariance discussed above that f�k.aut@.Mn//; �k.sn/g is a
consistent sequence of ZŒ†n�–modules.

Theorem 5.11 For each k � 1, the FI–module S 7! �k.aut�.MS // Š �k
�
aut�

�WS
M1

��
lifts to an

FI–module
S 7! �k.aut@.MS //;

where the standard inclusion n ,! nC 1 gives the induced stabilization map

�k.s/ W �k.aut@.Mn//! �k.aut@.MnC1//:

Proof We have shown in Corollary 5.10 that the homotopy groups f�k.aut@.Mn//gn�1 form a consistent
sequence of ZŒ†n�–modules, and from the previous discussion it is clear that the maps aut@.Mn/!

aut�
�Wn

M1

�
induce a map of consistent sequences to

˚
�k
�
aut�

�Wn
M1

��	
n�1

, which we know comes
from an FI–module. Thus, it is sufficient to show that f�k.aut@.Mn//gn�1 also comes from an FI–module.

From Lemma 2.6, it suffices to show that if � 2†nCm is such that � jn D id, it acts trivially on the image
of the stabilization map �k.aut@.Mn//! �k.aut@.MnCm//. Embedding Mn in MnCm according to the
composition of the embeddingsMn ,!� � � ,!MnCm defined by Figure 1, right, we may represent � by an
automorphism f� 2 aut@.MnCm/ which is supported completely on Mm �MmCn and is thus the identity
on Mn �MmCn. Any homotopy automorphism g 2 im.snCm�1 � � � sn W aut@.Mn/! aut@.MmCn// is
supported on Mn, so f�gf �1� D g. Hence � on acts trivially on the image of the stabilization map
�k.aut@.Mn//! �k.aut@.MnCm//.

5.2 Rational representation stability via algebraic models for relative homotopy
automorphisms

We will study a certain dg Lie model for B aut@;ı.Mn/ constructed in [Berglund and Madsen 2020], and
use it to prove that the FI–module S 7! �

Q
k
.aut@.MS //D �k.aut@.MS //˝Q is finitely generated.

We recall that a quasifree dg Lie algebra .L.V /; d/ is said to be minimal if d.V /� ŒL.V /;L.V /�. If two
minimal dg Lie algebras are quasi-isomorphic then they are isomorphic. Moreover, if L.V / is a minimal
dg Lie algebra model for a nilpotent space X of finite type, then one can show that V is isomorphic to
the desuspension of the reduced rational homology of X , which we will denote by s�1 zH�.X IQ/.

In this subsection we fix a d–dimensional simply connected oriented closed manifold M , where M1 D

M n VD has a nontrivial rational homology. The intersection form on H�.M/ induces a graded symmetric
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inner product of degree d on the reduced homology zH�.M1/. This in turn induces a graded antisymmetric
inner product of degree d � 2 on H D s�1 zH�.M1/.

Definition 5.12 Let H be a graded antisymmetric inner product space of degree d � 2 (eg s�1 zH�.M1/)
with a basis f˛1; : : : ; ˛mg. The dual basis f˛#

1; : : : ; ˛
#
mg is characterized by the following property:

h˛i ; ˛
#
j i D ıij :

Let !H 2 L2.H/ be given by

!H D
1

2

mX
iD1

Œ˛#
i ; ˛i �:

It turns out that !H is independent of choice of basis f˛1; : : : ; ˛mg; see [Berglund and Madsen 2020]
for details.

Remark 5.13 By the same arguments as above, the graded vector space s�1 zH�.Mn/ also has a structure
of a graded antisymmetric inner product space of degree d � 2 which coincides with the one given by the
direct sum .s�1 zH�.M1//

˚n.

The next proposition is due to Stasheff [1983, Theorem 2], and is discussed in [Berglund and Madsen
2020, Theorem 3.11].

Proposition 5.14 Let M DM d be a closed oriented d–dimensional manifold , let M1 DM n VD and let
H D s�1 zH�.M1/. Then the inclusion Sd�1 Š @M1 ,!M1 is modeled by a dg Lie algebra map

� W L.x/ ,! L.H/; �.x/D .�1/d!H ;

where L.H/ and L.x/ denote the minimal dgl models for M1 and Sd�1, respectively.

Given a fixed basis f˛1; : : : ; ˛mg for H D s�1 zH�.M1/ we get a basis for s�1 zH�.Mn/ŠH
˚n which is

of the form
f˛
j
i j 1� i �m; 1� j � ng:

We denote!H˚nD
1
2

P
i;j Œ.˛

j
i /

#; ˛
j
i �2L.H˚n/ by!n. We have that!n is invariant under the†n–action

on L.H˚n/ that permutes the summands of H˚n.

Note that � W L.x/! L.H˚n/ is not a cofibration. In order to model the inclusion @Mn � Mn by a
cofibration in the model category of dg Lie algebras we need a new model for Mn.

Lemma 5.15 Let L.H˚n; x; y/ be the dg Lie algebra that contains L.H˚n/ as a dg Lie subalgebra
where jxj D d � 2 and jyj D d � 1, and where

dx D 0 and dy D x� .�1/d!n:

Then
O� W L.x/! L.H˚n; x; y/; O�.x/D x;

is a cofibration that models the inclusion of @Mn Š S
d�1 into Mn. Moreover this model is a relative

minimal model in the sense of [Espic and Saleh 2020].
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Proof The dg Lie algebra map � W L.H˚n; x; y/! L.H˚n/ where �jH˚n D idH˚n , �.x/D .�1/d!n
and �.y/D 0 is a quasi-isomorphism. Straightforward computation shows that � ı O�D �, proving that
O� is a model for � (which is a model for the inclusion of the boundary). Minimality is straightforward
verification; see [loc. cit., Section 3].

By Proposition 3.7(b), a dg Lie algebra model for B aut@;ı.Mn/ is given by DerC.L.H˚n; x; y/kL.x//.
However, we will use another model thanks to the following result:

Proposition 5.16 [Berglund and Madsen 2020, Theorem 3.12] Let Der.L.H˚n/k!n/ denote the dg Lie
algebra of derivations on L.H˚n/ that vanish on !n and where the differential is given by ŒdL.H˚n/;��.
Then there is an equivalence of dg Lie algebras

DerC.L.H˚n/ k!n/! DerC.L.H˚n; x; y/ kL.x//; � 7! O�;

where O� jL.H˚n/ D � and �.x/D �.y/D 0.

Remark 5.17 It follows that DerC.L.H˚n/ k!n/ is a dg Lie algebra model for B aut@;ı.Mn/ and the
inclusion DerC.L.H˚n/k!n/!DerC.L.H˚n// is a model for the map B aut@;ı.Mn/!B aut�;ı.Mn/,
induced by the inclusion aut@;ı.Mn/ ,! aut�;ı.Mn/.

Definition 5.18 With the terminology of Section 2, we define a dg FI–Lie algebra Der.LH k!H/ as
follows: For S 2 FI, we let Der.LH k!H/.S/ WD Der.LH.S/ k!S / be the dg Lie algebra of derivations
on LH.S/D L.H˚S / that vanish on !S . For i W S ,! T in FI, we get a map

Der.LH k!H/.i/ W Der.L.H˚S / k!S / ,! Der.L.H˚T / k!T /;

defined as follows: Suppose x˛ 2H.T / lies in the direct summand of H.T / corresponding to ˛ 2 T and
let D 2 Der.L.H˚S / k!S /. Then Der.LH k!H/.i/D is determined by

.Der.LH k!H/.i/D/.x˛/D

�
0 if ˛ 2 T n i.S/;
.LH.i/ ıD ıH.i/�1/.x˛/ if ˛ 2 i.S/:

We conclude from having such a dg FI–Lie algebra the following:

Remark 5.19 The above dg FI–Lie algebra structure induces an FI–module structure on the homology.
For k � 1, we have that Hk.Der.L.H˚S /k!S //Š �

Q
k
.aut@.MS //, which gives an FI–module structure

on f�Q
k
.aut@.MS //gS2FI. We will show that this FI–module structure coincides with the one obtained by

rationalizing the FI–module structure on f�k.aut@.MS //gS2FI defined in Section 5.1.

Proposition 5.20 A dg Lie algebra model for the stabilization map B aut@;ı.Mn/! B aut@;ı.MnC1/ is
given by

'n W DerC.L.H˚n/ k!n/! DerC.L.H˚nC1/ k!nC1/;

where 'n.�/ coincides with � on the first n summands of H˚nC1 and vanishes on the last summand.

Proof The proof is omitted since it is very similar to the proof of Proposition 4.2.

Algebraic & Geometric Topology, Volume 24 (2024)



2702 Erik Lindell and Bashar Saleh

Proposition 5.21 The †n–action on �Q
� .aut@.Mn// induced by "n W†n! �0.aut@.Mn// is modeled by

the †n–action on Hk.Der.L.H˚n// k!n/ induced by the FI–module structure from Definition 5.18.

Proof For every � 2 †n, let �� 2 aut@.Mn// denote a representative for "n.�/ 2 �0.aut@.Mn//, and
define a self-equivalence

Ad� W aut@.Mn/! aut@.Mn/; Ad� .f /D �� ıf ı ���1 :

This induces a†n–action on �k.aut@.Mn// given by �:aD�k.Ad� /.a/ which is precisely the†n–action
given by the FI–module structure.

As we saw in Lemma 5.15, O� W L.x/ ! L.H˚n; x; y/ is a minimal relative model for the inclusion
@Mn ,!Mn.

By Lemma 3.15, �� is modeled by an O�–relative automorphism �� 2 AutO�.L.H˚n; x; y//, and hence, by
Corollary 3.19, the automorphism

˛�� W Der.L.H˚n; x; y/ kL.x//! Der.L.H˚n; x; y/ kL.x//; ˛�� .�/D �� ı � ı �
�1
� ;

is a model for the delooping of Ad� . In particular, Hk.˛�� / is a model for �k.Ad� /. Moreover, this
defines a †n–action on Hk

�
Der.L.H˚n; x; y/ kL.x//

�
given by �:b D Hk.˛�� /.b/ that models the

†n–action on �Q
k
.aut@.Mn// described above.

Since the isomorphism of Lemma 3.15 is not explicit, we do not know what �� is. However, viewing ��
as a nonrelative automorphism that models pointed homotopy automorphisms, we know that it models
the permutation of the summands of

Wn
iD1M1 corresponding to � 2†n. A model for this pointed map

is given by  � W L.H˚n; x; y/! L.H˚n; x; y/, where  � .˛
j
i / D ˛

�.j /
i ,  � .x/ D x and  � .y/ D y.

Since  � and �� model the same pointed homotopy class of pointed maps they have to be homotopic as
dg Lie algebra maps, and thus ˛�� and ˛ � induce the same map on the homology of Der.L.H˚n; x; y//.
In particular, for every cycle � 2Z

�
Der.L.H˚n; x; y//

�
, the difference ˛�� .�/�˛ � .�/ is a boundary

@� for some � 2 Der.L.H˚n; x; y//.

Note that  � is also O�–relative, but not necessarily O�–equivalent, to �� . Since �� and  � are O�–relative, ˛��
and ˛ � define automorphisms of Der.L.H˚n; x; y/ kL.x//. We will show that these automorphisms
induce the same map on homology. Given a cycle � 2Z

�
Der.L.H˚n; x; y/ kL.x//

�
, we have that � is

also a cycle in Der.L.H˚n; x; y//, and thus by the above there is some � 2 Der.L.H˚n; x; y// such
that ˛�� .�/�˛ � .�/D @�. By this equality @�.x/D 0.

Let Q� 2 Der.L.H˚n; x; y/ kL.x// be given by Q�jspan.H˚n;y/ D �jspan.H˚n;y/ and Q�.x/D 0. Now it is
straightforward to see that

˛�� .�/�˛ � .�/D @� D @ Q�:

Hence ˛�� and ˛ � induce the same morphisms on H�
�
Der.L.H˚n; x; y/jL.x//

�
. From this we

conclude that the †n–action on Hk
�
Der.L.H˚n; x; y/jL.x//

�
given by �:b DHk.˛ � /.b/ is a model

for the †n–action on �Q
k
.aut@.Mn//.
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Now consider the !n–preserving automorphism �� W L.H˚n/! L.H˚n/ given by �� D  � jL.H˚n/.
This yields an automorphism

˛�� W Der.L.H˚n/ k!n/! Der.L.H˚n/ k!n/; ˛�� .�/D �� ı � ı�
�1
� :

The †n–action on Der.L.H˚n/ k!n/ given by �:b D ˛�� .b/ is the same †n–action coming from the
FI–module structure described in Definition 5.18.

The diagram
DerC.L.H˚n/ k!n/ DerC.L.H˚n/ k!n/

DerC.L.H˚n; x; y/ kL.x// DerC.L.H˚n; x; y/ kL.x//

�

˛��

�

˛ �

where the vertical maps are the quasi-isomorphisms of dg Lie algebras described in Proposition 5.16,
is commutative, which gives that the induced †n–action on Hk.DerC.L.H˚n/ k!n// is a model for
the †n–action on Hk

�
Der.L.H˚n; x; y/jL.x//

�
— which, in turn, is a model for the †n–action on

�
Q
k
.aut@.Mn//.

We recall that the Lie operad L ie is a cyclic operad, ie that the †n–action on L ie.n/ extends to a
†nC1–action. Let L iec.nC 1/ denote L ie.n/ viewed as a †nC1–representation.

Proposition 5.22 [Berglund and Madsen 2020, Proposition 6.6] There is an isomorphism of FI–modules

Der.LH k!H/Š s
2�dSL iec .H/:

Proof We will prove that this isomorphism is a special case of the more general isomorphism of Berglund
and Madsen, where the authors consider the category of graded antisymmetric inner product spaces of
degree 2� d , with morphisms being linear maps of degree 0 that preserve the inner product. They call
this category Sp2�d . An Sp2�d–module is a functor from Sp2�d to the category of graded vector spaces.
By [loc. cit., Proposition 6.6], V 7! Der.L.V / k!V / defines an Sp2�d–module that is isomorphic to the
Sp2�d–module given by V 7! s2�dSL iec .V /.

For any morphism i W S ! T in FI, the associated map H.i/ W H.S/ D H˚S ! H.T / D H˚T is a
morphism of Sp2�d–modules. Thus the isomorphism above follows.

Theorem B Let M DM d be a closed simply connected oriented d–dimensional manifold. With MS

defined as above , we have the following:

(a) For each k � 1, the FI–module

S 7! �k

�
aut�

� S_
M1

��
Š �k.aut�.MS //

lifts to an FI–module
S 7! �k.aut@.MS //

Algebraic & Geometric Topology, Volume 24 (2024)
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sending the standard inclusion n! nC 1 to the map �k.aut@.Mn//! �k.aut@.MnC1// induced
by the stabilization map sn.

(b) The rationalization of this FI–module is of weight � kC d � 2 and stability degree � kC d � 1.

Proof (a) This is Theorem 5.11.

(b) By the isomorphism in Proposition 5.22,

Der.LH k!H/k Š SL iec .H/kCd�2:

By Proposition 2.20,
weight.Der.LH k!H/k/� kC d � 2

and
stab-deg.Der.LH k!H/k/� kC d � 2:

The weight and the stability degree for the homology follow from Proposition 2.18.
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The strong Haken theorem via sphere complexes

SEBASTIAN HENSEL

JENNIFER SCHULTENS

We give a short proof of Scharlemann’s strong Haken theorem for closed 3–manifolds (and manifolds
with spherical boundary). As an application, we also show that given a decomposing sphere R for a
3–manifold M that splits off an S2 �S1 summand, any Heegaard splitting of M restricts to the standard
Heegaard splitting on the summand.

57K30

1 Introduction

Any (closed oriented connected) 3–dimensional manifold M admits a Heegaard splitting, that is, it can
be decomposed into two 3–dimensional handlebodies V and V 0 of the same genus g along an embedded
surface S �M :

M D V [S V 0:

In theory, all information about the 3–manifold is encoded in the identification of the two handlebodies.
However, in practice, interpreting topological properties of M using a Heegaard splitting is often nontrivial.

A basic example of this occurs when studying spheres in M . If ˛ � S is a curve which bounds disks D

and D0 in both V and V 0, then gluing these disks yields a 2–sphere D[D0 �M which intersects S in
the single curve ˛. When essential, such a sphere is called a Haken sphere — but a priori it is completely
unclear what kind of spheres in M are of this form.

A classical theorem of Haken [6] shows that if M admits any essential sphere � , then it also admits a
Haken sphere � 0. In fact, Scharlemann [16] recently proved a strong Haken theorem, showing that � 0 can
in fact be chosen to be isotopic to � :

Theorem 1.1 (strong Haken theorem) Let M D V [S V 0 be a Heegaard splitting. Every essential
2–sphere in M is isotopic to a Haken sphere for M D V [S V 0.

Our purpose here is to give an independent short proof of Theorem 1.1 for any M which is closed or has
spherical boundary. We want to mention that Scharlemann’s version of the strong Haken theorem is in
fact more general, allowing for manifolds with arbitrary boundary, and also showing that any properly
embedded disk is isotopic to a Haken disk. This more general case could also be obtained from our
methods; for clarity we focus on the closed case.

© 2024 MSP (Mathematical Sciences Publishers). Distributed under the Creative Commons Attribution License 4.0 (CC BY).
Open Access made possible by subscribing institutions via Subscribe to Open.
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2708 Sebastian Hensel and Jennifer Schultens

To prove Theorem 1.1, we make crucial use of the (surviving) sphere complex, which is a combinatorial
complex encoding the intersection pattern of essential (surviving) spheres in M . Such complexes have
already been used successfully in the study of outer automorphism groups of free groups (via mapping
class groups of connected sums of S2 � S1). Here, we show that this perspective can also be useful
in streamlining arguments in low-dimensional topology. The other crucial ingredient is the classical
Waldhausen theorem on Heegaard splittings of the 3–sphere [18]. Together, these allow an inductive
approach to Theorem 1.1.

Our methods and results also allow control over Heegaard splittings of reducible manifolds. As a
motivating example, we prove:

Proposition 1.2 Every Heegaard splitting of Wn D n.S2 � S1/ is isotopic to a stabilization of the
standard Heegaard splitting.

Combining the uniqueness for W1 with the strong Haken theorem, we obtain the following structural
result on Heegaard splittings of arbitrary reducible 3–manifolds:

Corollary 1.3 For a reducible 3–manifold M with a Heegaard splitting M DV [S V 0, any decomposing
sphere that splits off an S2 �S1 summand can be isotoped so that S is standard in this summand.

Acknowledgements We would like to thank Martin Scharlemann for finding a mistake in an earlier
draft, and many helpful comments.

2 Heegaard splittings of closed 3–manifolds

In this section, we recall some preliminaries on closed 3–manifolds, their Heegaard splittings, and spheres
in such manifolds. The results presented here are classical.

2.1 Heegaard splittings

Definition 2.1 (Heegaard splitting) A handlebody is a 3–manifold that is homeomorphic to a regular
neighborhood of a graph in S3. A Heegaard splitting of a 3–manifold M is a decomposition M DV [S V 0,
where V and V 0 are handlebodies and S D @V D @V 0 D V \V 0.

The surface S is called the splitting surface or Heegaard surface. Heegaard splittings are considered
equivalent if their splitting surfaces are isotopic.

Remark 2.2 The Heegaard splitting M D V [S V 0 is completely specified by the pair .M;S/, so we
will sometimes write .M;S/ instead of M D V [S V 0.

Remark 2.3 The connected sum of two 3–manifolds M1 and M2 with Heegaard splittings .M1;S1/

and .M2;S2/ inherits a Heegaard splitting .M1 # M2, S1 # S2/. This Heegaard splitting is unique in the
sense that it is completely determined by the construction. Later, we will briefly consider a refined notion

Algebraic & Geometric Topology, Volume 24 (2024)



The strong Haken theorem via sphere complexes 2709

of equivalence for Heegaard splittings where we distinguish between the two sides of the splitting surface.
With respect to this refined notion of equivalence, the Heegaard splitting of a connected sum is then not
(a priori) unique, as the construction allows two different choices, namely which side of S1 is identified
to which side of S2.

Definition 2.4 Given a Heegaard splitting .M;S/, the Heegaard splitting obtained from the pairwise
connected sum .M;S/ # .S3;T /, where T is the standard unknotted torus in S3, is called a stabilization
of .M;S/. A Heegaard splitting is stabilized if it is the stabilization of another Heegaard splitting and
unstabilized otherwise.

A sphere that separates .M;S/ # .S3;T /, ie a sphere that splits off a punctured 3–ball containing an
unknotted punctured torus, is called a stabilizing sphere.

A stabilizing pair of disks is a pair .D;D0/ of disks such that D is properly embedded in V , D0 is properly
embedded in V 0 and @D\ @D0 is exactly one point.

Remark 2.5 A Heegaard splitting is stabilized if and only if it admits a stabilizing pair of disks. Indeed,
consider the standard unknotted torus in the 3–sphere and observe that it separates S3 into two solid tori.
The boundaries of the meridian disks of these solid tori intersect in exactly one point.

A crucial theorem of Waldhausen’s characterizes all Heegaard splittings of the 3–sphere; see [18].

Theorem 2.6 (Waldhausen’s theorem) Every Heegaard splitting of the 3–sphere is a stabilization of the
unique standard genus-0 Heegaard splitting.

2.2 Sphere complexes

A core tool in our argument is the following simplicial complex, which encodes the intersection patterns
of spheres in M :

Definition 2.7 (sphere complex) A sphere S in a 3–manifold is compressible if it bounds a 3–ball.
Otherwise it is incompressible. We say that a sphere is peripheral if it is isotopic into the boundary of the
manifold.

The sphere complex of a 3–manifold M is the simplicial complex S.M / determined by the following
three conditions:

(1) Vertices of S.M / correspond to isotopy classes of incompressible nonperipheral embedded 2–
spheres.

(2) Edges of S.M / correspond to pairs of vertices with disjoint representatives.

(3) The complex S.M / is flag.

It is not hard to see that a simplex in the sphere complex corresponds to a collection of nonisotopic
spheres that can be realized disjointly. See Figure 1 for an example of a simplex.

Algebraic & Geometric Topology, Volume 24 (2024)
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Figure 1: A 3–simplex in the sphere complex of W4, the double of a genus-4 handlebody
(alternatively, the connected sum of four copies of S2 �S1). Here, only one of the handlebodies
is pictured; the spheres comprising the simplex intersect it in the pictured disks.

Furthermore, a standard argument involving surgery at innermost intersection circles shows that the sphere
complex of any closed 3–manifold is connected (if it is nonempty). See eg [7] for a proof in the case of
doubled handlebodies, which also works in general.

2.3 Haken spheres

Our central aim will be to understand how essential spheres in M interact with Heegaard splittings of M .
The following notion is crucial:

Definition 2.8 Let M D V [S V 0 be a Heegaard splitting. An essential sphere in M that meets the
Heegaard surface S in a single simple closed curve is called a Haken sphere. A (not necessarily essential)
sphere that intersects S in a single simple closed curve essential in S is called a reducing sphere.

The following theorem was originally proved by Haken in [6]. Proofs can be found in the standard
references on 3–manifolds; see [8; 9; 17].

Theorem 2.9 (Haken’s lemma) If a closed 3–manifold M contains an essential sphere and M D

V [S V 0 is a Heegaard splitting , then M admits a Haken sphere.

In general, the Haken sphere is obtained by modifying the given essential sphere by surgery, and so
cannot be guaranteed to be related to the sphere given at the outset.

3 3–Manifolds with spherical boundary

In this section, we present versions of the results and notions of the previous section for 3–manifolds with
spherical boundary. These appear naturally in our inductive proof of the strong Haken theorem (even if
one is just interested in proving it in the closed case). For ease of notation, if M is a 3–manifold with
spherical boundary, then we call each component of @M a puncture. Similarly, we call such a manifold a
punctured manifold.

Algebraic & Geometric Topology, Volume 24 (2024)



The strong Haken theorem via sphere complexes 2711

3.1 Heegaard splittings

To define Heegaard splittings of punctured manifolds, we use spotted handlebodies.

Definition 3.1 A spotted handlebody is a handlebody with a specified set of disks D1 t � � � tDk in its
boundary. Each disk is called a spot. A Heegaard splitting of a 3–manifold M with spherical boundary is
a decomposition M D V [S V 0, where V and V 0 are spotted handlebodies with spots D1t � � � tDk and
D0

1
t � � � tD0

k
, respectively, and S D @V � .D1 t � � � tDk/D @V

0� .D0
1
t � � � tD0

k
/.

Remark 3.2 In a Heegaard splitting of a 3–manifold with spherical boundary, each puncture meets the
splitting surface in a single simple closed curve. This simple closed curve is the boundary of a spot on
each of the handlebodies.

Suppose M1 and M2 are two punctured manifolds with boundary components @i � Mi , and M D

M1[@1D@2
M2 is the manifold obtained by gluing the boundary components. Given Heegaard splittings

of M1 and M2, the manifold M inherits a Heegaard splitting which is obtained by gluing the handlebodies
at the corresponding spots.

The glued boundary components yield an essential 2–sphere � in M , which intersects the induced
Heegaard splitting in a single circle (ie it becomes a Haken sphere). Conversely, given a Haken sphere �
for any manifold M , one can cut the manifold and the splitting at � .

We need a version of Waldhausen’s theorem in the context of punctured 3–spheres (which is a fairly
straightforward consequence of Waldhausen’s theorem for S3).

Theorem 3.3 (Waldhausen’s theorem for punctured 3–spheres) Every Heegaard splitting of a punctured
3–sphere is a stabilization of a unique standard genus-0 Heegaard splitting.

Proof Let M be a punctured 3–sphere and M D V [S V 0 a Heegaard splitting. Construct yM D S3

from M by attaching a 3–ball to each puncture. By Alexander’s theorem, the result does not depend
on the attaching map. Moreover, the attaching maps can be chosen so that a meridional disk of each
3–ball caps off a component of @S . We thus obtain a closed surface yS that defines a Heegaard splitting
S3 D yV [ yS

yV 0.

Each 3–ball that has been attached to a puncture is a regular neighborhood of a point and, as such,
arbitrarily small. By Waldhausen’s theorem, S3 D yV [ yS

yV 0 is a stabilization of the standard genus-0
Heegaard splitting of S3. The stabilizing pairs of disks can be chosen to be disjoint from the attached
3–balls. Thus, after destabilizing, if necessary, we may assume that S is genus 0.

Hence, to prove the theorem, it suffices to show that any genus-0 splitting of a punctured S3 is standard. To
this end, observe that the spotted genus-0 handlebody V �S3 can be isotoped to be a regular neighborhood
of a graph � � V . The graph � can be chosen to have the following form: It has one vertex v0 in the
interior of M , and one vertex on each boundary component. Each vertex on a boundary component is
joined to v0 by an edge. We are done, once we show that any two such graphs � and � 0 are isotopic.

Algebraic & Geometric Topology, Volume 24 (2024)
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We may assume that � and � 0 have the same vertex set, and edges are disjoint or equal. Pick an edge
e � � and the edge e0 � � 0 joining the same vertices. Then e and e0 are isotopic rel endpoints by an
isotopy fixing � n e. This follows by the light bulb trick, noting that a small regular neighborhood of
� n e and all boundary spheres it touches is a sphere. Inductively, it follows that � and � 0 are isotopic,
proving the theorem.

At this point, we briefly want to address the ambiguity appearing in the previous proof when filling
the boundary and drilling it out again — namely, one can isotope a pair of stabilizing disks across a
puncture. This leads to a homeomorphism of the manifold preserving the Heegaard surface. Given a
Heegaard splitting of a 3–manifold, the Goeritz group of the splitting is the group of isotopy classes of
orientation-preserving diffeomorphisms of the manifold that preserve the splitting. Loosely speaking, the
Goeritz group will be small if the surface automorphism that defines the Heegaard splitting is complicated
relative to the handlebodies. Conversely, the Goeritz group will be as large as possible in the case of Wn,
the manifold for which this surface automorphism is the identity, and the Goeritz group is equal to
the handlebody group. Scharlemann finds a system of 4g C 1 generators for the Goeritz group of a
handlebody; see [14]. On the other hand, the Goeritz group of the 3–sphere is still largely mysterious.
We refer the interested reader to the recent [15].

3.2 Sphere complexes

We now want to define a useful sphere complex for punctured manifolds. One obvious change is that for
the vertices one should also exclude peripheral spheres, ie spheres which are homotopic into the boundary
(otherwise, such spheres are adjacent to any other vertex, rendering the resulting complex useless).
However, even with this modification, the resulting sphere complex will be somewhat problematic for our
purposes, as it may often be disconnected. Namely, suppose that M0 is an aspherical 3–manifold with
infinite fundamental group. Let M be the manifold obtained from M0 by removing two open balls. The
manifold M admits many essential nonperipheral spheres obtained by joining the two punctures by a
nontrivial tube. In fact, by asphericity of M0, any essential nonperipheral sphere in M is of this form. In
particular, no two such are disjoint.

To sidestep this issue, we use the following variant of the sphere complex:

Definition 3.4 (surviving sphere complex) We call a sphere S in a punctured 3–manifold M almost
peripheral if a component of M nS is a punctured 3–ball. Equivalently, S is almost peripheral if S is
inessential in the manifold obtained by filling the punctures of M .

If S is not almost peripheral, then it is surviving.

The surviving sphere complex of a 3–manifold M is the simplicial complex Ss.M / determined by the
following three conditions:

Algebraic & Geometric Topology, Volume 24 (2024)



The strong Haken theorem via sphere complexes 2713

(1) Vertices of Ss.M / correspond to isotopy classes of incompressible embedded surviving 2–spheres.

(2) Edges of Ss.M / correspond to pairs of vertices with disjoint representatives.

(3) The complex Ss.M / is flag.

The terminology stems from the fact that the spheres “survive filling in the punctures” and is in analogy
to the surviving curve complex used in the study of mapping class groups of surfaces; see eg [1; 5]. It
turns out that these complexes are much better behaved in our setting.

Lemma 3.5 Let M be a 3–manifold. Then the surviving sphere complex Ss.M / is connected (if it is
nonempty).

Proof Let � and � 0 be two incompressible embedded surviving 2–spheres in M . Up to isotopy, we may
assume that � and � 0 intersect transversely. Further, we may assume that up to isotopy, the number of
intersection components � \ � 0 is minimal.

Let C � � \ � 0 be an innermost intersection circle, ie suppose that it bounds a disk D � � with
D\ � 0 D @D D C . Denote by SC;S� � � 0 the two disks bounded by C , and denote by �˙ D S˙[D

the two 2–spheres obtained by disk-swapping. Observe that up to isotopy, both of these are disjoint
from � 0, and intersect � in at least one fewer circle than � 0. If either �C or �� were compressible,
then we could reduce the number of components in � \ � 0 by sliding � over the ball bounded by the
compressible sphere, which is impossible by our choice.

Assume that �� is almost peripheral. Then, after filling in the punctures of M , the spheres � and �C are
isotopic (by sliding D over the now unpunctured ball bounded by ��; see Figure 2). In particular, �C is
surviving, as the same is true for � .

Hence, at least one of �˙ is surviving, and we are done. Indeed, repeating this process produces a
sequence of spheres corresponding to vertices in a path, in Ss.M /, between Œ� � and Œ� 0�.

D

@M

@M

�

S�
SC

� 0

Figure 2: In the proof of Lemma 3.5: The innermost intersection circle of � and � 0 cuts � 0 into
two disks SC and S�. If �� is almost peripheral then �C is isotopic to � after filling the punctures.
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3.3 Haken spheres

Just as in the closed case, we call an essential sphere which intersects a Heegaard splitting of a punctured
manifold in a single curve a Haken sphere. For punctured manifolds, almost peripheral and surviving
Haken spheres behave slightly differently.

On the one hand, using the same strategy as in the proof of Theorem 3.3, we obtain the following corollary
of Theorem 2.9:

Theorem 3.6 (surviving Haken’s lemma) If M contains a surviving sphere and M D V [S V 0 is a
Heegaard splitting , then there is a surviving Haken sphere.

Proof Denote by � an essential surviving sphere in M . Let M 0 be the 3–manifold obtained from M

by gluing a ball to each boundary component. Denote by B �M 0 the disjoint union of the resulting
balls. By definition of almost peripheral, the image of � in M 0 is still essential. Thus, Haken’s lemma
(Theorem 2.9) applies, and yields a Haken sphere � 0 �M 0. By an isotopy preserving the Heegaard
surface, we may assume that � 0 is disjoint from B. We can thus interpret � 0 as a sphere in M �M 0,
where it is the desired Haken sphere.

On the other hand, almost peripheral spheres are also Haken spheres:

Lemma 3.7 (almost peripheral strong Haken theorem) Let M be a 3–manifold with at least two
punctures , and M D V [S V 0 be a Heegaard splitting. Then any almost peripheral sphere � in M is
isotopic to a Haken sphere.

Proof We begin with the case where � cuts off exactly two punctures ı1 and ı2. The almost peripheral
sphere � is then isotopic to the boundary of a regular neighborhood of ı1[˛[ ı2, where ˛ �M is a
properly embedded arc. We may homotope ˛ to lie in S , as any arc in a handlebody is homotopic into the
boundary. However, the arc may now not be embedded anymore. We can remove the self-intersections
by “popping subarcs over ı1 \ S”. To be more precise, parametrize ˛ W Œ0; 1�! S so that it starts on
ı1\S , and homotope so that all self-intersections are transverse. Consider the first self-intersection point
˛.t/D ˛.s/ for t < s. In particular, this implies that ˛jŒ0;t � is an embedded arc.

Now homotope a small subarc ˛jŒs��;sC�� to instead be the arc obtained by following ˛jŒ0;t � backwards
to ı1\S , following around ı1\S , and returning along ˛jŒ0;t � (see Figure 3). This homotopy is possible
in V , and the resulting arc has at least one fewer self-intersection.

After a finite number of modifications of this type, the boundary of a regular neighborhood of ı1[˛[ ı2
(which is homotopic to �) intersects S in a single curve, and thus is a Haken sphere. By a theorem of
Laudenbach [10], homotopy and isotopy are the same for spheres in 3–manifolds; hence the claim follows.1

1One could also avoid citing this theorem by isotoping ˛ into a regular neighborhood of S and resolving crossings of the
projection to S by isotopies which slide strands over the puncture similar to Figure 3.
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Figure 3: Removing self-intersections of an arc joining two spots.

Now we suppose � is a sphere cutting off k > 2 punctures. Then there is a sphere � 0, disjoint from � ,
which cuts off two punctures, and which is contained in the punctured S3 bounded by � . By the initial
case, � 0 may be assumed to be Haken. Let M 0 be the manifold obtained by cutting M at � 0, with the
induced Heegaard splitting; observe that � �M 0 is still almost peripheral, but now cuts off at most k � 1

spheres. By induction, � is a Haken sphere.

Since any essential nonperipheral sphere in a punctured S3 is almost peripheral, this implies the following:

Corollary 3.8 (strong Haken theorem for punctured 3–spheres) Any essential sphere in a punctured
3–sphere is isotopic to a Haken sphere.

4 Heegaard splittings of n.S 1 � S 2/

In this section, we study Heegaard splittings of a specific manifold, namely:

Definition 4.1 We denote the double of the genus-n handlebody by Wn. It is the connected sum of n

copies of S2 �S1.

A reader only interested in the strong Haken theorem may safely skip ahead to the next section. Our
goal here will be to prove that, similar to Waldhausen’s theorem for the 3–sphere, all Heegaard splittings
of Wn are “standard” in the following sense:

Definition 4.2 A Heegaard splitting of Wn is standard if it is the double of a genus-n handlebody. A
standard Heegaard splitting of Wn is a Heegaard splitting that is the connected sum of n copies of W1

with the standard Heegaard splitting.

Waldhausen seems to claim in [18] that all Heegaard splittings of Wn are standard (although it is not
entirely clear up to which equivalence relation, and the proof sketch is incomplete). In the unpublished
preprint [3], Oertel and Navarro Carvalho prove the result, using results on the homeomorphism groups of
handlebodies and Wn (in a very similar way to the argument we will use below). In this section, we show
that these techniques could also be used to prove a strong Haken theorem (and obtain the uniqueness of
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splittings as a corollary). We want to emphasize that this of course follows from the general strong Haken
theorem (Theorem 1.1), but consider the argument using homeomorphisms of Wn interesting enough to
warrant this alternative proof.

Proposition 4.3 Every unstabilized Heegaard splitting of W1 is standard.

Proof Suppose that W1 D V [S V 0 is a Heegaard splitting. We wish to show that W1 D V [S V 0 is
standard. Since W1 is reducible, Haken’s lemma tells us that there is a Haken sphere R for W1DV [S V 0.
Denote V \R by D and V 0\R by D0. Note that all essential spheres in W1, in particular R, are isotopic
to S2 � .point/.

We may assume that S intersects a bicollar of R in an annulus .S \R/� Œ�1; 1�. Removing this bicollar
leaves a copy of S2 � Œ�1; 1�, ie a twice-punctured 3–sphere that inherits a Heegaard splitting. By
Theorem 3.3, this Heegaard splitting is either of genus 0 or stabilized.

Since W1 D V [S V 0 is unstabilized, the Heegaard splitting obtained on the complement of S2 � Œ�1; 1�

must be of genus 0. Specifically, the splitting surface is a twice-punctured 2–sphere, ie an annulus. Hence
we can reconstruct W1 D V [S V 0: Indeed, say, V , is composed of a 3–ball attached to the two copies
D � f˙1g of D. It follows that V is a solid torus. The same is true of V 0, and hence W1 D V [S V 0 is
the standard Heegaard splitting.

First, we have the following classical result due to Griffiths [4]:

Theorem 4.4 The action of the mapping class group of a handlebody Vn on its fundamental group
�1.Vn/D Fn induces a surjection

Mcg.Vn/! Out.Fn/! 1:

We remark that the kernel of this map is quite complicated, and generated by twists about disk-bounding
curves [12]. Next, we need a theorem of François Laudenbach [10] (see also [2; 11] for a modern proof):

Theorem 4.5 The action of the mapping class group of a doubled handlebody Wn on its fundamental
group �1.Wn/D Fn induces a short exact sequence

1!K!Mcg.Wn/! Out.Fn/! 1:

The kernel K is finite , generated by Dehn twists about nonseparating spheres and acts trivially on the
isotopy class of every embedded sphere or loop.

Corollary 4.6 For the standard Heegaard splitting of Wn, every essential sphere in Wn is isotopic to a
Haken sphere.

Proof First, any two nonseparating spheres in Wn can be mapped to each other by a homeomorphism.
Namely, the complement of such a sphere is homeomorphic to Wn�1 with two punctures. Similarly,
separating spheres can be mapped to each other if and only if the fundamental groups of the complements
are free groups of the same rank (as the complement is a disjoint union of once-punctured Wk and Wn�k).

Algebraic & Geometric Topology, Volume 24 (2024)



The strong Haken theorem via sphere complexes 2717

Next, observe that there are Haken spheres of all such possible types, obtained by doubling a suitable
disk in the handlebody.

Let i W Vn!Wn be the inclusion induced by doubling. Observe that on the one hand, the boundary of Vn

maps under i to the standard Heegaard splitting of Wn, and on the other hand i induces an isomorphism
i� of fundamental groups. For any outer automorphism ' 2 Out.�1.Vn// of the fundamental group
of Vn, by Theorem 4.4 there is a homeomorphism f W Vn! Vn inducing it. Let F WWn!Wn be the
homeomorphism of Wn obtained by doubling f . Observe that F preserves the standard Heegaard splitting
of Wn by construction, and F induces ' via the isomorphism i� W �1.Vn/ ! �1.Wn/. Since ' was
arbitrary, this shows that any outer automorphism of �1.Wn/ can in fact be realized by a homeomorphism
of Wn preserving the standard Heegaard splitting.

Together with Laudenbach’s Theorem 4.5 this shows that any sphere is isotopic to the image of a Haken
sphere under a homeomorphism preserving the standard Heegaard splitting — hence, it is isotopic to a
Haken sphere.

Lemma 4.7 There is a unique Heegaard splitting of Wn of genus n.

Proof Connected sum decompositions of Wn are not unique. However, let Wn D V [S V 0 be the
standard Heegaard splitting and let Wn DX [Y X 0 be any Heegaard splitting of genus n. By repeated
application of Theorem 2.9, there are Haken spheres R1[ � � � [Rn�1 for Wn that cut Wn DX [Y X 0

into standard Heegaard splittings of W1. By Corollary 4.6, R1; : : : ;Rn�1 are also Haken spheres for
Wn D V [S V 0. By an Euler characteristic argument, these cut Wn D V [S V 0 into genus-1 Heegaard
splittings of the summands. By Proposition 4.3 these are standard. In particular, Y is isotopic to S .

Proof of Proposition 1.2 For an unstabilized Heegaard splitting, this is Lemma 4.7. Furthermore, if
nD 1, then this follows from Proposition 4.3. So suppose that n > 1 and Wn D V [S V 0 is stabilized.
By Corollary 4.6, there is a Haken sphere R that decomposes Wn into W1 # Wn�1. Moreover, by [13],
one of the Heegaard splittings inherited by the summands is stabilized. By induction, Wn D V [S V 0

is a stabilization of a connected sum of standard Heegaard splittings, ie a stabilization of the standard
Heegaard splitting of Wn.

5 Strong Haken theorem

Combining the uniqueness of Heegaard splittings for Wn (Proposition 1.2) with Corollary 4.6 yields
a strong Haken theorem for Wn: any sphere in Wn is isotopic to a Haken sphere. This statement was
recently proved by Scharlemann [16] for all 3–manifolds. In this section, we provide a short independent
proof of this theorem for closed manifolds and manifold with spherical boundary.

The following proof proceeds by two nested inductions. It naturally involves 3–manifolds with spherical
boundary, even if we just want to prove the theorem in the closed case. Recall that for such 3–manifolds,
we decree that each boundary sphere (puncture) meets the splitting surface in a single simple closed curve.
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Proof of Theorem 1.1 We prove the theorem by considering all punctured 3–manifolds and all Heegaard
splittings, ordered according to a suitable complexity. Namely, if M D V [S V 0 is a Heegaard splitting,
we define the complexity as the pair .g.S/; n.S// of genus and number of spots of the handlebodies
(ordered lexicographically). We perform a nested induction on the genus g and the number of boundary
components n. The argument for the inductive step is in fact the same in both cases, and so we describe
both inductions simultaneously.

Induction start (g D 0 and n� 0) Observe that the only punctured 3–manifold that can be obtained
from a Heegaard splitting of genus 0 is the 3–sphere. Thus, the strong Haken theorem in this case is
simply Corollary 3.8.

Induction steps Now suppose that the strong Haken theorem is known for all manifolds of complexity at
most .g; n/ and that M is a manifold of complexity .g; nC1/, or suppose that the strong Haken theorem
is known for all manifolds of complexity .g; k/; k � 0 and that M is a manifold of complexity .gC1; 0/.

First observe that by Lemma 3.7 any almost peripheral sphere in M is isotopic to a Haken sphere. We
thus have to show that surviving spheres in M are also isotopic to Haken spheres.

Claim 5.1 Suppose that R is a surviving Haken sphere in M , and suppose that R0 is a surviving sphere
disjoint from R and not isotopic to R. Then R0 is isotopic to a Haken sphere.

Proof Denote by M �R the punctured 3–manifold obtained by cutting at R. M �R has two punctures
more than M , corresponding to the two sides of R. M �R has one or two components, depending on
whether R is separating or not.

Let M 0 be the component of M �R containing R0. This manifold inherits a Heegaard splitting from
V [S V 0 with splitting surface a component of S 0 D S � .R\ S/. If R\ S is nonseparating, then
g.S 0/ < g.S/. If R\S is separating, then either the genus or the number of boundary components is
smaller for S 0. In either case, .g.S 0/; n.S 0// < .g.S/; n.S// lexicographically.

The sphere R0 defines an essential sphere in M 0: if it would bound a ball in M 0, the same would be true
in M (violating incompressibility of R0 in M ), and if it were isotopic to a boundary component of M 0,
then R0 would be peripheral in M or isotopic to R (both of which we exclude).

If R0 is almost peripheral in M 0, then by Theorem 3.6 it is isotopic to a Haken sphere in M 0. Otherwise,
since the complexity of the splitting of M 0 is smaller than the original one, we can use the inductive
hypothesis on M 0 to conclude that R0 is isotopic to a Haken sphere in M 0. Interpreting M 0 as a
submanifold of M , and using that the Heegaard splitting of M 0 is inherited from M , this shows that R0

is isotopic to a Haken sphere in M as well.

If M contains any surviving spheres, then the surviving Haken lemma (Theorem 3.6) implies that there is
a surviving Haken sphere �0. Connectivity of the surviving sphere complex (Lemma 3.5), together with
Claim 5.1, then inductively implies that any surviving sphere is isotopic to a Haken sphere.
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What are GT–shadows?
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Let B4 (resp. PB4) be the braid group (resp. the pure braid group) on 4 strands and NFIPB4
.B4/ be the

poset whose elements are finite-index normal subgroups N of B4 that are contained in PB4. We introduce
GT–shadows, which may be thought of as “approximations” to elements of the profinite version cGT
of the Grothendieck–Teichmüller group (Drinfeld 1991). We prove that GT–shadows form a groupoid
whose objects are elements of the underlying set NFIPB4

.B4/. GT–shadows coming from elements of cGT
satisfy various additional properties and we investigate these properties. We establish an explicit link
between GT–shadows and the group cGT. Selected results of computer experiments on GT–shadows are
presented. In the appendix we give a complete description of GT–shadows in the abelian setting. We
also prove that, in the abelian setting, every GT–shadow comes from an element of cGT. Objects very
similar to GT–shadows were introduced by D Harbater and L Schneps (1997). A variation of the concept
of GT–shadows for the gentle version of cGT was studied by P Guillot (2016 and 2018).
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1 Introduction

The absolute Galois group GQ of the field Q of rational numbers and the Grothendieck–Teichmüller
group cGT introduced by V Drinfeld in [7] are among the most mysterious objects in mathematics. A far
from complete list of references includes Ellenberg [8], Fresse [9], Harbater and Schneps [14], Ihara [15],
Lochak and Schneps [19], Nakamura and Schneps [22], Pop [23] and Schneps [25].
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Using the outer action of GQ on the algebraic fundamental group of P1
xQ
n f0; 1;1g, one can produce a

natural group homomorphism

(1-1) GQ! cGT
and, due to Belyi’s theorem [3], this homomorphism is injective. Although both GQ and cGT are
uncountable, it is very hard to produce explicit examples of elements in GQ and in cGT. In particular, the
famous question on surjectivity of (1-1) posed by Ihara at his ICM address [15] is still open.

The group GQ can be studied by investigating finite-degree field extensions of Q. In fact GQ coincides
with the limit of the functor that sends a finite-degree Galois extension K of Q to the Galois group
Gal.K=Q/. The goal of this paper is to propose a loose analog of such a functor for cGT.

The most elegant definition of the group cGT involves (the profinite completion bPaB of) the operad PaB of
parenthesized braids; see Bar-Natan [1], Fresse [9, Chapter 6] and Tamarkin [28]. PaB is an operad in the
category of groupoids that is “assembled from” braid groups Bn for all n � 1. The objects of PaB.n/
are words of the free magma generated by symbols 1; 2; : : : ; n in which each generator appears exactly
once. For example, PaB.3/ has exactly 12 objects: .12/3, .21/3, .23/1, .32/1, .31/2, .13/2, 1.23/, 2.13/,
2.31/, 3.21/, 3.12/, 1.32/. For every n� 2 and every object � of PaB, we have

AutPaB.n/.�/D PBn;

where PBn is the pure braid group on n strands.

As an operad in the category of groupoids, PaB is generated by the two morphisms

(1-2) ˇ WD

1

2

2

1

and ˛ WD

.1 2/ 3

1 .2 3/

:

Moreover, any relation on ˇ and ˛ in PaB is a consequence of the pentagon relation and the two hexagon
relations; see (A-13), (A-14) and (A-15) in Section A.3. The hexagon relations come from two ways of
connecting .12/3 to 3.12/ and two ways of connecting 1.23/ to .23/1 in PaB.3/. Similarly, the pentagon
relation comes from two ways of connecting ..12/3/4 to 1.2.34// in PaB.4/. For more details about the
operad PaB and its profinite completion bPaB, see Appendix A.

By definition, cGT is the group Aut.bPaB/ of (continuous) automorphisms1 of the profinite completion
bPaB of PaB.

Since the morphisms ˇ and ˛ from (1-2) are topological generators of bPaB, every yT 2 cGT is uniquely
determined by its values

(1-3) yT .ˇ/ 2 HomcPaB..1; 2/; .2; 1// and yT .˛/ 2 HomcPaB..1; 2/3; 1.2; 3//:
1We tacitly assume that our automorphisms act as identity on objects.
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Moreover, since AutcPaB..1; 2/3/DcPB3, AutcPaB..1; 2//DcPB2 and cPB2 Š
yZ, the underlying set of cGT

can be identified with the subset of pairs . ym; yf / 2 bZ �cPB3 satisfying some relations and technical
conditions.

Recall that PB3 is isomorphic to the direct product F2 �Z of the free group F2 on two generators and
the infinite cyclic group. The F2–factor is generated by the two standard generators x12 and x23, and
the Z–factor is generated by the element c WD x23x12x13. In this paper, we tacitly identify F2 (resp. its
profinite completionbF2) with the subgroup hx12;x23i � PB3 (resp. the topological closure of hx12;x23i

in cPB3). Occasionally, we denote the standard generators of F2 by x and y.

One can show2 (see, for example, Corollary 2.22 in Section 2 of this paper) that, for every yT 2 cGT,
the corresponding element yf 2 cPB3 belongs to the topological closure .ŒyF2; yF2�/

cl of the commutator
subgroup ofbF2.

Remark 1.1 Due to Proposition 2.19, the restriction of every (continuous) automorphism yT 2Aut.bPaB/
tobF2 �

bPB3 D AutcPaB..1; 2/3/ gives us an automorphism ofbF2. In fact, many authors introduce cGT as
the subgroup of (continuous) automorphisms ofbF2 of the form

x 7! x
y�; y 7! yf �1y

y� yf ;

where the pair .y�; yf /2 yZ��.ŒyF2; yF2�/
cl satisfies certain cocycle relations and the “invertibility condition”.

Another equivalent definition of cGT is based on the use of the outer automorphisms of the profinite
completions of the pure mapping class groups. For more details about this definition, we refer the reader
to [14, Main Theorem].

Remark 1.2 It is known [18, Theorem 2] that, for every . ym; yf / 2 cGT, the element yf satisfies further,
rather subtle, properties. It would be interesting to investigate whether GT–shadows satisfy consequences
of these properties.

1.1 The link between GQ and bGT

For completeness, we briefly recall here the link between the absolute Galois group GQ of rationals and
the Grothendieck–Teichmüller group cGT.

Applying the basic theory of the algebraic fundamental group (see for instance Grothendieck [11] and
Szamuely [27, Section 5.6]) to

P1
xQ
n f0; 1;1g;

we get an outer action of the absolute Galois group GQ onbF2. Using the fact that this action preserves
the inertia subgroups, we can lift this outer action to an honest action of the form

(1-4) g.x/D x�.g/; g.y/D yfg.x;y/
�1y�.g/ yfg.x;y/ for g 2GQ;

2This statement can also be found in many introductory papers oncGT.
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where � WGQ!
bZ� is the cyclotomic character and yfg.x;y/ is an element of .ŒyF2; yF2�/

cl that depends
only on g.

It is known — see Drinfeld [7, Section 4], Ihara [15, Section 3] and Szamuely [27, Theorem 4.7.7 and
Fact 4.7.8] — that:

� For all g 2GQ, the pair
�

1
2
.�.g/� 1/; yfg.x;y/

�
2bZ� yF2 defines an element of cGT.

� The assignment g2GQ 7!
�

1
2
.�.g/�1/; yfg.x;y/

�
2bZ�bF2 defines the group homomorphism (1-1).

� Finally, using Belyi’s theorem [3], one can prove that the homomorphism (1-1) is injective.

For more details, we refer the reader to Ihara [16].

1.2 The groupoid GTSh of GT–shadows and its link to bGT

Let us denote by PaB�4 the truncation of the operad PaB up to arity 4, ie

PaB�4
WD PaB.1/tPaB.2/tPaB.3/tPaB.4/:

Moreover, let NFIPB4
.B4/ be the poset of finite-index normal subgroups N C B4 such that N� PB4.

To every N 2 NFIPB4
.B4/, we assign an equivalence relation �N on PaB�4 that is compatible with the

structure of the truncated operad and the composition of morphisms. For every N 2 NFIPB4
.B4/, the

quotient
PaB�4=�N

is a truncated operad in the category of finite groupoids.

In this paper, we introduce a groupoid GTSh whose objects are elements of the underlying set NFIPB4
.B4/.

Morphisms from zN to N are isomorphisms of truncated operads

(1-5) PaB�4=�zN
Š�! PaB�4=�N:

We call these isomorphisms GT–shadows.

Just like PaB, the truncated operad PaB�4 is generated by the braiding ˇ 2 PaB.2/ and the associator
˛ 2 PaB.3/. Hence morphisms of GTSh with the target N 2 NFIPB4

.B4/ are in bijection with pairs

(1-6) .mCNordZ; f NPB3
/ 2 Z=NordZ�PB3=NPB3

that satisfy appropriate versions of the hexagon relations, the pentagon relation and some technical
conditions. Here, the integer N ord and the (finite-index) normal subgroup NPB3

E PB3 are obtained
from N via a precise procedure described in Section 2.2.

We denote by GT.N/ the set of such pairs (1-6) and identify them with GT–shadows whose target is N.
From now on, we denote by Œ.m; f /� the GT–shadow represented by a pair .m; f / 2 Z�PB3.
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A GT–shadow Œ.m; f /�2GT.N/ is called genuine if there exists an element yT 2cGT such that the diagram

(1-7)
bPaB�4 bPaB�4

PaB�4=�zN PaB�4=�N

yT

Š

commutes. In (1-7), the lower-horizontal arrow is the isomorphism corresponding to Œ.m; f /� and the
vertical arrows are the canonical projections. If such yT does not exist, we say that the GT–shadow
Œ.m; f /� is fake.3

In this paper, we show that genuine GT–shadows satisfy additional conditions. For example, every genuine
GT–shadow in GT.N/ can be represented by a pair .m; f / with4

(1-8) f 2 ŒF2; F2�;

where ŒF2; F2� is the commutator subgroup of F2 � PB3.

A GT–shadow Œ.m; f /� satisfying all these additional conditions (see Definition 2.20) is called charming.
In this paper, we show that charming GT–shadows form a subgroupoid of GTSh and we denote this
subgroupoid by GTSh~.

The groupoid GTSh~ is highly disconnected. However, it is easy to see that, for every N 2 NFIPB4
.B4/,

the connected component GTSh~conn.N/ is a finite groupoid; see Proposition 3.1. In all examples we
have considered so far (see Dolgushev [4] and Section 4 of this paper), GTSh~conn.N/ has at most two
objects and, for many of examples of N 2 NFIPB4

.B4/, the groupoid GTShconn.N/ has exactly one object,
ie GT.N/ is a group. Such elements of NFIPB4

.B4/ play a special role and we call them isolated. We
denote by NFIisolated

PB4
.B4/ the subposet of isolated elements of NFIPB4

.B4/.

In this paper, we show that the subposet NFIisolated
PB4

.B4/ is cofinal, ie for every N2NFIPB4
.B4/, there exists

K 2 NFIisolated
PB4

.B4/ such that K� N. We show that the assignment N 7! GT.N/ upgrades to a functor ML

from the poset NFIisolated
PB4

.B4/ to the category of finite groups and we prove that the limit of this functor is
precisely the Grothendieck–Teichmüller group cGT; see Theorem 3.8.

Remark 1.3 Recall from Harbater and Schneps [14] that, omitting the pentagon relation from the
definition of cGT, we get the gentle version cGT0 of the Grothendieck–Teichmüller group. It is not hard to
show that cGT0 is the group of continuous automorphisms of the truncated operad bPaB�3 and cGT is a
subgroup of cGT0. P Guillot [12; 13] studies a variant of GT–shadows for this gentle version cGT0 of the
Grothendieck–Teichmüller group.

3This name was suggested to the authors by David Harbater.
4It should be mentioned that, in the computer implementation [4], we only considered GT–shadows of the form Œ.m; f /� with
f 2 F2 � PB3.
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1.3 Organization of the paper

In Section 2, we introduce the poset of compatible equivalence relations on the truncated operad PaB�4,
and we show that NFIPB4

.B4/ can be identified with the subposet of this poset. We introduce the
concept of GT–pair and show that GT–pairs coming from elements of cGT satisfy certain conditions. This
consideration motivates the concept of GT–shadow; see Definition 2.9. We prove that GT–shadows form
a groupoid GTSh: objects of this groupoid are elements of NFIPB4

.B4/ and morphisms are GT–shadows.

In Section 2, we also investigate further conditions on GT–shadows coming from elements of cGT, introduce
charming GT–shadows and prove that charming GT–shadows form a subgroupoid of GTSh. In this section,
we introduce a natural functor Chcyclot from GTSh to the category of finite cyclic groups. We call this
functor the virtual cyclotomic character.

In Section 3, we introduce an important subposet NFIisolated
PB4

.B4/ of NFIPB4
.B4/ and construct a functor ML

from NFIisolated
PB4

.B4/ to the category of finite groups. In this section, we prove that the limit of the functor
ML is precisely the Grothendieck–Teichmüller group cGT.

In Section 4, we present selected results of computer experiments. We outline the basic information about
35 selected elements of NFIPB4

.B4/ and the corresponding connected components of the groupoid GTSh.
We say a few words about selected remarkable examples. Finally, we discuss two versions of the Furusho
property (see Properties 4.2 and 4.3) and list selected open questions.

In Appendix A, we give a brief reminder of (pure) braid groups, the operad PaB and its completion.

In Appendix B, we give a complete description of charming GT–shadows in the abelian setting and we
prove that, in this setting, every charming GT–shadow is genuine; see Theorem B.2.

1.4 Notational conventions

For a set X with an equivalence relation and a 2 X we will denote by Œa� the equivalence class that
contains the element a. For a category C, Ob.C/ denotes the set of objects of C. Every poset J is naturally
a category: Ob.J / WD J , for a; b 2 J , J.a; b/ is a singleton if a � b and J.a; b/ WD ∅ if a — b. For a
groupoid G, the notation  2 G means that  is a morphism of this groupoid.

Every finite group is tacitly considered with the discrete topology. For a group G, yG denotes the profinite
completion (see Ribes and Zalesskii [24]) of G. The notation ŒG;G� is reserved for the commutator
subgroup of G. For a normal subgroup H E G of finite index, we denote by NFIH .G/ the poset of
finite-index normal subgroups N in G such that N �H . Moreover, NFI.G/ WD NFIG.G/, ie NFI.G/ is
the poset of normal finite-index subgroups of a group G.

For a group G and elements K� N of the poset NFI.G/, the notation PN (resp. PK;N) is reserved for the
reduction homomorphism G!G=N (resp. G=K!G=N). The notation yPN is reserved for the canonical
(continuous) homomorphism from yG to G=N. Similar notation is used for the canonical functors to finite
quotients of a groupoid.
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The notation Bn (resp. PBn) is reserved for the Artin braid group on n strands (resp. the pure braid group
on n strands). Sn denotes the symmetric group on n letters. The standard generators of Bn are denoted by
�1; : : : ; �n�1 and the standard generators of PBn are denoted by xij for 1� i < j � n. We will tacitly
identify the free group F2 on two generators with the subgroup hx12;x23i of PB3.

We will freely use the language of operads as in Dolgushev and Rogers [6, Section 3], Fresse [9, Chapter 1],
Loday and Vallette [20], Markl, Shnider and Stasheff [21] and Stasheff [26]. In this paper, we work with
operads in the category of sets and in the category of (topological) groupoids. The category of topological
groupoids is understood in the “strict sense”. For example, the associativity axioms for the elementary
insertions5 ıi (for operads in the category of groupoids) are satisfied “on the nose”.

For an integer q � 1, a q–truncated operad in the category of groupoids is a collection of groupoids
fG.n/g1�n�q such that

� for every 1� n� q, the groupoid G.n/ is equipped with an action of Sn,

� for every triple of integers i; n;m such that 1� i � n, n;m; nCm� 1� q we have functors

(1-9) ıi W G.n/�G.m/! G.nCm� 1/;

� the axioms of the operad for fG.n/g1�n�q are satisfied in the cases where all the arities are � q.

For every operad O and every integer q � 1, the disjoint union O�q WD
Fq

nD0
O.n/ is clearly a q–truncated

operad. In this paper, we only consider 4–truncated operads. So we will simply call them truncated
operads.

The operad PaB of parenthesized braids, its truncation PaB�4 and its completion bPaB�4 play the central
role in this paper. See Appendix A for more details.
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5In the literature, elementary insertions are sometimes called partial compositions.
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2 GT–pairs and GT–shadows

2.1 The poset of compatible equivalence relations on PaB�4

An equivalence relation � on the disjoint union of groupoids6

PaB�4
D PaB.1/tPaB.2/tPaB.3/tPaB.4/

is an equivalence relation on the set of morphisms of PaB�4 such that, if  � z , then the source (resp.
the target) of  coincides with the source (resp. the target) of z . In particular,  � z implies that  and z
have the same arity.

Definition 2.1 An equivalence relation � on PaB�4 is called compatible if

� for every pair of composable morphisms ; z 2 PaB.n/, the equivalence class of the composition
 � z depends only on the equivalence classes of  and z ;

� for every ; z 2 PaB.n/ and every � 2 Sn,

 � z () �. /� �.z /I

� for every tuple of integers i; n;m, 1 � i � n, n;m; nCm� 1 � 4, and every 1; z1 2 PaB.n/,
2; z2 2 PaB.m/, we have

1 � z1 D) 1 ıi 2 � z1 ıi 2 and 2 � z2 D) 1 ıi 2 � 1 ıi z2:

It is clear that, for every compatible equivalence relation � on PaB�4, the set

(2-1) PaB�4=�

of equivalence classes of morphisms in PaB�4 is a truncated operad in the category of groupoids. The set
of objects of (2-1) coincides with the set of objects of PaB�4. The action of symmetric groups and the
elementary insertions are defined by the formulas

�.Œ �/ WD Œ�. /� for � 2 Sn and  2 PaB.n/;

Œ1� ıi Œ2� WD Œ1 ıi 2� for 1 2 PaB.n/ and 2 2 PaB.m/:

The conditions of Definition 2.1 guarantee that the composition of morphisms, the action of the symmetric
groups on PaB.n/=� and the elementary operadic insertions are well defined. The axioms of the (truncated)
operad follow directly from their counterparts for PaB�4.

Compatible equivalence relations on PaB�4 form a poset with the following obvious partial order: we
say that �1��2 if �1 is finer than �2, ie

 �1 z D)  �2 z :

6Recall that PaB.0/ is the empty groupoid.
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It is clear that, for every pair of compatible equivalence relations �1;�2 on PaB�4 such that �1��2,
we have a natural onto morphism of truncated operads

(2-2) P�1;�2
W PaB�4=�1! PaB�4=�2:

Moreover, the assignment � 7! PaB�4=� upgrades to a functor from the poset of compatible equivalence
relations to the category of truncated operads.

For every compatible equivalence relation � on PaB�4, we denote by P� the natural (onto) morphism of
truncated operads:

(2-3) P� W PaB
�4
! PaB�4=�:

2.2 From NFIPB4
.B4/ to the poset of compatible equivalence relations

In this paper, we mostly consider compatible equivalence relations for which the set of morphisms
of (2-1) is finite and a large supply of such compatible equivalence relations come from elements of the
poset NFIPB4

.B4/.

For N 2 NFIPB4
.B4/, we set

NPB3
WD '�1

123.N/\'
�1
12;3;4.N/\'

�1
1;23;4.N/\'

�1
1;2;34.N/\'

�1
234.N/;(2-4)

NPB2
WD '�1

12 .NPB3
/\'�1

12;3.NPB3
/\'�1

1;23.NPB3
/\'�1

23 .NPB3
/;(2-5)

where '123, '12;3;4, '1;23;4, '1;2;34 and '234 are the homomorphisms defined in (A-16), and '12,
'12;3, '1;23 and '23 are the homomorphisms defined in (A-17); see also the explicit formulas in (A-18)
and (A-19).

Proposition 2.2 For every N 2 NFIPB4
.B4/, the subgroup NPB3

(resp. NPB2
) is an element of the poset

NFIPB3
.B3/ (resp. the poset NFIPB2

.B2/).

Proof Since every subgroup of B2 is normal and NPB2
has a finite index in PB2, the statement about

NPB2
is obvious.

It is also easy to see that NPB3
is a subgroup of finite index in PB3. So it suffices to prove that

gNPB3
g�1
� NPB3

for all g 2 B3:

Let h 2 NPB3
and g 2 B3. Then

(2-6) '1;23;4.g � h �g
�1/D ou.m.g � h �g�1/ ı2 id12/;

where the map ou W PaB.n/! Bn and its right inverse m W Bn! PaB.n/ are defined in Section A.2.

Using identity (A-11), we get

m.g � h �g�1/D �.m.g// � �.�/ �m.g�1/;

where � D �.g/ and � WDm.h/.
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Therefore

(2-7) m.g � h �g�1/ ı2 id12 D
�
�.m.g// ı2 id12

�
� .�.�/ ı2 id12/ � .m.g

�1/ ı2 id12/:

Combining (2-6) with (2-7), we get

(2-8) '1;23;4.g � h �g
�1/D ou

�
�.m.g// ı2 id12

�
� ou.�.�/ ı2 id12/ � ou.m.g

�1/ ı2 id12/:

Since

ou
�
�.m.g// ı2 id12

�
� ou.m.g�1/ ı2 id12/D ou

�
�.m.g// ı2 id12 �m.g

�1/ ı2 id12

�
D ou

��
�.m.g// �m.g�1/

�
ı2 id12

�
D ou

�
m.g �g�1/ ı2 id12

�
D ou.id.1.23//4/D 1B4

;

the element '1;23;4.g � h �g
�1/ 2 B4 can be rewritten as

'1;23;4.g � h �g
�1/D zg � ou.�.�/ ı2 id12/ � zg

�1; where zg WD ou
�
�.m.g// ı2 id12

�
:

Thus it remains to prove that

(2-9) ou.�.�/ ı2 id12/ 2 N:

For this purpose, we consider the three possible cases: �.1/D 2, �.2/D 2 and �.3/D 2.

� If �.1/D 2, then ou.�.�/ ı2 id12/D '12;3;4.h/ and (2-9) is a consequence of h 2 '�1
12;3;4

.N/.

� If �.2/D 2, then ou.�.�/ ı2 id12/D '1;23;4.h/ and (2-9) is a consequence of h 2 '�1
1;23;4

.N/.

� If �.3/D 2, then ou.�.�/ ı2 id12/D '1;2;34.h/ and (2-9) is a consequence of h 2 '�1
1;2;34

.N/.

We proved that the element ghg�1 belongs to '�1
1;23;4

.N/ � PB3. The proofs for the remaining four
homomorphisms '123, '12;3;4, '1;2;34 and '234 are similar and we omit them.

It is clear that NPB2
D hx

Nord
12
i, where Nord is the index of NPB2

in PB2, ie Nord is the least common
multiple of orders of x12NPB3

, x23NPB3
, x12x13NPB3

and x13x23NPB3
in PB3=NPB3

.

Using the identities x12x13 D x�1
23

c and x13x23 D x�1
12

c involving the generator c (see (A-5)) of the
center of PB3, it is easy to prove the following statement:

Proposition 2.3 Let NPB2
D hx

Nord
12
i be the subgroup of PB2 defined in (2-5). Then Nord coincides with

(1) the least common multiple of orders of elements x12NPB3
, x23NPB3

and x12x13NPB3
;

(2) the least common multiple of orders of elements x12NPB3
, x23NPB3

and x13x23NPB3
; and

(3) the least common multiple of orders of elements x12NPB3
, x23NPB3

and cNPB3
.

Algebraic & Geometric Topology, Volume 24 (2024)



What are GT–shadows? 2731

Given N 2 NFIPB4
.B4/ and the corresponding normal subgroups NPB3

and NPB2
, we will now define an

equivalence relation �N on the set of morphisms in PaB�4.

The groupoid PaB.1/ has exactly one object and exactly one (identity) morphism. So PaB.1/ has only
one equivalence relation.

Let n 2 f2; 3; 4g and
; z 2 HomPaB.n/.�1; �2/:

We declare that  �N z if and only if

(2-10) ou.�1
� z / 2 NPBn

;

where NPB4
WD N. In other words,  �N z if and only if

z D  � �;

where ou.�/ 2 NPBn
and the source of  coincides with the target of �.

Proposition 2.4 For every N 2 NFIPB4
.B4/, �N is a compatible equivalence relation on PaB�4 in the

sense of Definition 2.1. Moreover , the assignment

N 7! �N

upgrades to a functor from the poset NFIPB4
.B4/ to the poset of compatible equivalence relations

on PaB�4.

Proof The first property of �N follows from the fact that NPB4
WD N (resp. NPB3

, NPB2
) is normal in B4

(resp. B3, B2).

The second property of �N follows from the obvious identity

ou. /D ou.�. // for all  2 PaB.n/ and � 2 Sn:

The proof of the last property is based on the observation that elementary operadic insertions for PaB
can be expressed in terms of the operations ? ıi id� , id�ıi?, and the composition of morphisms in the
groupoids PaB.3/ and PaB.4/.

Let n 2 f2; 3g and � be a morphism in PaB.n/ whose target coincides with its source. In particular,
ou.�/ 2 PBn. Let us prove that, if ou.�/ 2 NPBn

, then, for every � 2 Ob.PaB.m// with nCm� 1 � 4,
we have

ou.� ıi id� / 2 PBnCm�1 for all 1� i � n;(2-11)

ou.id� ıi �/ 2 PBnCm�1 for all 1� i �m:(2-12)

Let h D ou.�/. If m D 2, then there exists 1 � j � n (resp. j 2 f1; 2g) such that ou.m.h/ ıj id12/ D

ou.� ıi id� / (resp. ou.id12/ ıj m.h/D ou.id� ıi �/).
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Thus, if mD 2, (2-11) and (2-12) follow directly from the definitions of NPB3
, NPB2

, (2-4), (2-5) and the
definitions of the homomorphisms '123; : : : , '12; : : : ; see (A-16) and (A-17).

If mD 3, then there exist j ; k 2 f1; 2g such that

ou.� ıi id� /D ou..� ıj id12/ ık id12/:

For example, if � 2 HomPaB..2; 1/; .2; 1//, then ou.� ı2 id2.1;3//D ou..� ı2 id12/ ı3 id12/.

Thus (2-11) for mD 3 follows from (2-11) for mD 2. Similarly, (2-12) for mD 3 follows from (2-12)
for mD 2.

We will now use (2-11) and (2-12) to prove the last property of �N.

Consider 1; z1 2 HomPaB.n/.�1; �2/ and 2; z2 2 HomPaB.m/.!1; !2/. First suppose 1 �N z1, so
z1 D 1 � � for some � 2 HomPaB.n/.�1; �1/ such that ou.�/ 2 NPBn

. It follows that

z1 ıi 2 D .1 � �/ ıi .2 � id!1
/D .1 ıi 2/ � .� ıi id!1

/:

Due to (2-11), ou.� ıi id!1
/ 2 NPBnCm�1

and hence z1 ıi 2 � 1 ıi 2.

Now suppose 2 �N z2, so z2 D 2 � �
0 for some �0 2 HomPaB.m/.!1; !1/ such that ou.�0/ 2 NPBm

. It
follows that

1 ıi z2 D .1 � id�1
/ ıi .2 � �

0/D .1 ıi 2/ � .id�1
ıi �
0/:

Due to (2-12), ou.id�1
ıi �
0/ 2 NPBnCm�1

and hence 1 ıi z2 � 1 ıi 2.

This completes the proof of the fact that �N is indeed a compatible equivalence relation on PaB�4.

It is clear that, if zN;N 2 NFIPB4
.B4/ and zN� N, then zNPB3

� NPB3
and zNPB2

� NPB2
.

Thus the assignment N 7! �N upgrades to a functor from the poset NFIPB4
.B4/ to the poset of compatible

equivalence relations.

Later, we will need the following technical statement about NFIPB4
.B4/:

Proposition 2.5 (A) For every N 2 NFI.PB3/, there exists K 2 NFIPB4
.B4/ satisfying the property

KPB3
� N:

(B) For every N 2 NFI.PB2/, there exists K 2 NFIPB4
.B4/ such that KPB2

� N.

Proof Stronger versions of these statements are proved in Section 3.1; see Proposition 3.9. So we omit
the proof of this proposition.
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2.3 The set of GT–pairs GTpr.N/

Let N 2 NFIPB4
.B4/ and �N be the corresponding compatible equivalence relation on PaB�4. Let NPB3

(resp. NPB2
) be the corresponding normal subgroup of PB3 (resp. PB2) and Nord be the index of NPB2

in PB2.

Since the groupoid PaB.0/ is empty, Theorem A.1 implies that the truncated operad PaB�4 is generated
by morphisms ˛ and ˇ shown in equation (1-2).

Moreover any relation on ˛ and ˇ in PaB�4 is a consequence of the pentagon relation

(2-13)

.1.23//4 1..23/4/

..12/3/4 1.2.34//

.12/.34/

id12 ı1 ˛

˛ ı2 id12

id12 ı2 ˛

˛ ı1 id12 ˛ ı3 id12

and the hexagon relations

(2-14)

.12/3 3.12/ .31/2

1.23/ 1.32/ .13/2

ˇ ı1 id12

˛

id12 ı2 ˇ .2;3/ ˛�1

.2;3/ .id12 ı1 ˇ/

.1;3;2/ ˛

(2-15)

1.23/ .23/1 2.31/

.12/3 .21/3 2.13/

ˇ ı2 id12 .1;2;3/ ˛

˛�1

id12 ı1 ˇ .1;2/ ˛

.1;2/ .id12 ı2 ˇ/

Thus morphisms of truncated operads

(2-16) T W PaB�4
! PaB�4=�N

are in bijection with pairs

(2-17) .mCNordZ; f NPB3
/ 2 Z=NordZ�PB3=NPB3

satisfying in B3=NPB3
the relations

�1xm
12f

�1�2xm
23f NPB3

D f �1�1�2.x13x23/
mNPB3

;(2-18)

f �1�2xm
23f �1xm

12NPB3
D �2�1.x12x13/

mf NPB3
;(2-19)

and in PB4=N the relation

(2-20) '234.f /'1;23;4.f /'123.f /ND '1;2;34.f /'12;3;4.f /N:
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More precisely, this bijection sends a pair (2-17) to the morphism Tm;f WPaB
�4
!PaB�4=�N of truncated

operads defined by the formulas

Tm;f .˛/ WD Œ˛ �m.f /� and Tm;f .ˇ/ WD Œˇ �m.x
m
12/�;

where m is the map from Bn to PaB.n/ defined in Section A.2.

This observation motivates our definition of a GT–pair:

Definition 2.6 For N 2 NFIPB4
.B4/, the set GTpr.N/ consists of pairs

.mCNordZ; f NPB3
/ 2 Z=NordZ�PB3=NPB3

satisfying (2-18), (2-19) and (2-20). Elements of GTpr.N/ are called GT–pairs.

We will represent GT–pairs by tuples .m; f / 2 Z� PB3. It is straightforward to see that, if relations
(2-18), (2-19) and (2-20) are satisfied for a tuple .m; f /, then they are also satisfied for .mC qNord; f h/,
where q is an arbitrary integer and h is an arbitrary element in NPB3

. A GT–pair in Z=NordZ�PB3=NPB3

represented by a tuple .m; f / 2 Z�PB3 will be often denoted by

Œ.m; f /�:

For N 2 NFIPB4
.B4/ and a tuple .m; f / representing a GT–pair in GTpr.N/, we denote by Tm;f the

corresponding morphism of truncated operads,

(2-21) Tm;f W PaB
�4
! PaB�4=�N:

It is clear that, for every n 2 f2; 3; 4g, the assignment ou from Section A.2 induces the obvious map

(2-22) PaB.n/=�N! Bn=NPBn
; where NPB4

WD N:

By abuse of notation, we will use the same symbol ou for the map (2-22).

Using (2-22) together with the map m W Bn! PaB.n/ from Section A.2 and morphism (2-21), we define
group homomorphisms B2! B2=NPB2

, B3! B3=NPB3
and B4! B4=N. Restricting these homomor-

phisms to PB2, PB3 and PB4, we get group homomorphisms PB2! PB2=NPB2
, PB3! PB3=NPB3

and
PB4! PB4=N, respectively. More precisely, we have the following statement:

Corollary 2.7 Suppose that N 2 NFIPB4
.B4/. For every pair .mCNordZ; f NPB3

/ 2 GTpr.N/, and every
n 2 f2; 3; 4g, the assignment

(2-23) T
Bn

m;f
.g/ WD ou ıTm;f ım.g/

defines a group homomorphism Bn! Bn=NPBn
(with NPB4

WD N). The restriction of T
Bn

m;f
to PBn gives

us a group homomorphism

(2-24) T
PBn

m;f
W PBn! PBn=NPBn

:
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The action of T
B4

m;f
on the generators of B4 is given by the formulas

(2-25)

T
B4

m;f
.�1/ WD �1xm

12N;

T
B4

m;f
.�2/ WD '123.f /

�1.�2xm
23/'123.f /N;

T
B4

m;f
.�3/ WD '12;3;4.f /

�1.�3xm
34/'12;3;4.f /N:

The action of T
B3

m;f
on the generators of B3 are given by the formulas

(2-26) T
B3

m;f
.�1/ WD �1xm

12NPB3
and T

B3

m;f
.�2/ WD f

�1.�2xm
23/f NPB3

:

Finally, T
B2

m;f
sends �1 to �1xm

12
NPB2

.

Proof It is clear that, for every two composable morphisms 1; 2 2 PaB.n/=�N, we have

(2-27) ou.1 � 2/D ou.1/ � ou.2/:

Then using (A-11) from Section A.2 and the compatibility of Tm;f with the structure of the truncated
operad we get

T
Bn

m;f
.g1�g2/D ou

�
Tm;f .m.g1�g2//

�
D ou

�
Tm;f

�
�.g2/

�1.m.g1//�m.g2/
��

D ou
�
Tm;f

�
�.g2/

�1.m.g1//
�
�Tm;f .m.g2//

�
D ou

�
�.g2/

�1Tm;f .m.g1//�Tm;f .m.g2//
�

D ou
�
�.g2/

�1Tm;f .m.g1//
�
�ou
�
Tm;f .m.g2//

�
D ou

�
Tm;f .m.g1//

�
�ou
�
Tm;f .m.g2//

�
D T

Bn

m;f
.g1/�T

Bn

m;f
.g2/;

whence T
Bn

m;f
is a group homomorphism.

The second statement of the corollary follows immediately from the fact m is a right inverse of ou and
Tm;f acts trivially on objects of PaB.

We will now prove (2-25). The easier cases of T
B3

m;f
and T

B2

m;f
are left for the reader.

For the generator �1, we have

T
B4

m;f
.�1/D ou

�
Tm;f .m.�1//

�
D ou.Tm;f .id.12/3 ı1 ˇ//D ou

�
id.12/3 ı1 Œˇ �m.x

m
12/�

�
D �1xm

12 N:

For the generator �2, we have

T
B4

m;f
.�2/D ou

�
Tm;f .m.�2//

�
D ou

�
Tm;f ..2; 3/.id12 ı1 ˛

�1/ � .id.12/3 ı2 ˇ/ � .id12 ı1 ˛//
�

D ou
�
.2; 3/

�
id12 ı1 Œm.f

�1/ �˛�1�
�
�
�
id.12/3 ı2 Œˇ �m.x

m
12/�

�
�
�
id12 ı1 Œ˛ �m.f /�

��
D '123.f /

�1.�2xm
23/'123.f /N:

Finally, for the generator �3, we have

T
B4

m;f
.�3/D ou

�
Tm;f .m.�3//

�
D ou

�
Tm;f ..3; 4/.˛

�1
ı1 id12/ � .id.12/3 ı3 ˇ/ � .˛ ı1 id12//

�
D ou

�
.3; 4/

�
Œm.f /�1

�˛�1� ı1 id12

�
�
�
id.12/3 ı3 Œˇ �m.x

m
12/�

�
�
�
Œ˛ �m.f /� ı1 id12

��
D '12;3;4.f /

�1.�3xm
34/'12;3;4.f /N:
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Let us now use Corollary 2.7 to prove the following statement.

Corollary 2.8 Let N 2 NFIPB4
.B4/, Œ.m; f /� 2 GTpr.N/ and c be the generator of the center of PB3;

see (A-5). Then

T
PB3

m;f
.x12/D x2mC1

12
NPB3

; T
PB3

m;f
.x23/D f

�1x2mC1
23

f NPB3
;(2-28)

T
PB3

m;f
.x13/D x�m

12
��1

1
f �1x2mC1

23
f �1xm

12
NPB3

; T
PB3

m;f
.c/D c2mC1NPB3

:(2-29)

Proof The first equation in (2-28) is a simple consequence of the first equation in (2-26).

Using the second equation in (2-26), we get

T
PB3

m;f
.x23/D T

PB3

m;f
.�2

2 /D
�
f �1.�2xm

23/f
�2

NPB3
D f �1.�2

2 x2m
23 /f NPB3

D f �1 x2mC1
23

f NPB3
:

Thus the second equation in (2-28) is proved.

Using the definition of x13 WD �
�1
1
�2

2
�1D �

�1
1

x23�1, the first equation in (2-26) and the second equation
in (2-28), we get

T
PB3

m;f
.x13/D T

PB3

m;f
.��1

1 x23�1/D x�m
12 �

�1
1 f �1x2mC1

23
f �1xm

12 NPB3
:

Thus the first equation in (2-29) is also satisfied.

To prove the second equation in (2-29), we use the formulas (2-18), (2-19), (2-26), and the identities
x13x23 D x�1

12
c, x12x13 D x�1

23
c extensively.

T
PB3

m;f
.c/D T

PB3

m;f
..�1�2/

3/D .T
B3

m;f
.�1�2//

3

D �1xm
12f

�1�2xm
23f �1xm

12f
�1�2xm

23f �1xm
12f

�1�2xm
23f NPB3

D f �1�1�2.x13x23/
m�1xm

12�2�1.x12x13/
mff �1�2xm

23f NPB3

D f �1�1�2.x
�1
12 c/m�1xm

12�2�1.x
�1
23 c/m�2xm

23f NPB3

D f �1�1�2x�m
12 cm�1xm

12�2�1x�m
23 cm�2xm

23f NPB3

D c2mf �1.�1�2�1�2�1�2/f NPB3
D c2mC1NPB3

:

2.4 GT–pairs coming from automorphisms of bPaB

Let N 2 NFIPB4
.B4/ and �N be the corresponding compatible equivalence relation. Since the groupoids

PaB.n/=�N for 1� n� 4 are finite, we have a canonical continuous onto morphism of truncated operads

(2-30) yPN WbPaB�4
! PaB�4=�N:

Thus, given any continuous automorphism yT WbPaB!bPaB, we can produce the morphism of truncated
operads

TN W PaB
�4
! PaB�4=�N
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by setting

(2-31) TN WD
yPN ı

yT ıI;

where I is the natural embedding of truncated operads

(2-32) I W PaB�4
!bPaB�4:

In other words, for every continuous automorphism of bPaB and every N 2 NFIPB4
.B4/, we get a GT–

pair Œ.m; f /� corresponding to TN. In this situation, we say that the GT–pair Œ.m; f /� comes from the
automorphism yT .

GT–pairs coming from automorphisms of bPaB satisfy additional properties. Indeed, since I.PaB�4/ is
dense in bPaB�4 and the morphism

PN ı
yT WbPaB�4

! PaB�4=�N

is continuous and onto, the morphism TN is also onto.

Thus, if a GT–pair Œ.m; f /� comes from a (continuous) automorphism of bPaB, the group homomorphisms

T
PB4

m;f
W PB4! PB4=N;(2-33)

T
PB3

m;f
W PB3! PB3=NPB3

;(2-34)

T
PB2

m;f
W PB2! PB2=NPB2

;(2-35)

are onto.

GT–pairs satisfying these properties are called GT–shadows. More precisely:

Definition 2.9 Let N be a finite-index normal subgroup of B4 such that N� PB4. Furthermore, let NPB3

and NPB2
be the corresponding normal subgroups of B3 and B2, respectively, and let Nord be the index

of NPB2
in PB2. The set GT.N/ consists of GT–pairs Œ.m; f /�2GTpr.N/ for which group homomorphisms

(2-33), (2-34) and (2-35) are onto. Elements of GT.N/ are called GT–shadows.

It is easy to see that homomorphism (2-35) is onto if and only if

(2-36) .2mC 1/CNordZ 2 .Z=NordZ/�:

We say that a GT–pair Œ.m; f /� is friendly if m satisfies condition (2-36).

Due to the following proposition, only homomorphisms (2-34) and (2-35) matter.

Proposition 2.10 Let N 2 NFIPB4
.B4/, Œ.m; f /� 2 GTpr.N/ and Tm;f W PaB

�4
! PaB�4=�N be the

corresponding map of truncated operads; see (2-21). The following statements are equivalent :

(1) The pair Œ.m; f /� is a GT–shadow.

(2) Group homomorphisms (2-34) and (2-35) are onto.

(3) The map Tm;f W PaB
�4
! PaB�4=�N is onto.
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Proof The implication (1) D) (2) is obvious. It is also clear that if Tm;f W PaB
�4
! PaB�4=�N is onto,

then group homomorphisms (2-33), (2-34) and (2-35) are onto. Thus the implication (3) D) (1) is also
obvious.

It remains to prove the implication (2) D) (3).

Since group homomorphism (2-35) is onto, there exists 2 2 HomPaB.12; 12/ such that

Tm;f .2/D Œm.x
�m
12 /�:

Therefore,
Tm;f .ˇ � 2/D Tm;f .ˇ/ �Tm;f .2/D Œˇ�:

Since homomorphism (2-35) is onto, there exists 3 2 HomPaB..12/3; .12/3/ such that

Tm;f .3/D Œm.f
�1/�:

Therefore,
Tm;f .˛ � 3/D Tm;f .˛/ �Tm;f .3/D Tm;f .˛/ � Œm.f

�1/�D Œ˛�:

Since, as a truncated operad in the category of groupoids, PaB�4 is generated by ˇ and ˛, the truncated
operad PaB�4=�N is generated by the equivalence classes Œˇ� 2 PaB.2/=�N and Œ˛� 2 PaB.3/=�N.

Using the fact that Œˇ� and Œ˛� belong to the image of Tm;f , we conclude that the morphism of truncated
operads Tm;f is indeed onto.

Since the implication (2) D) (3) is established, the proposition is proved.

2.5 The groupoid GTSh

Let N 2 NFIPB4
.B4/ and Œ.m; f /� 2 GT.N/. The morphism of truncated operads

Tm;f W PaB
�4
! PaB�4=�N

gives us the obvious compatible equivalence relation �s:

(2-37) 1 �s 2 () Tm;f .1/D Tm;f .2/:

Due to the following proposition we have�sD�Ns
m;f

, where Ns
m;f WD ker.T PB4

m;f
/ and Ns

m;f 2NFIPB4
.B4/.

This will allow us to construct a groupoid GTSh with Ob.GTSh/ WD NFIPB4
.B4/. We will see that GT.N/

is the set of morphisms of GTSh with the target N and, for every morphism Œ.m; f /� 2 GT.N/, its source
is Ns

m;f
WD ker.T PB4

m;f
/.

Proposition 2.11 Let N 2 NFIPB4
.B4/, Œ.m; f /� 2 GT.N/ and

Ns
D Ns

m;f WD ker.T PB4

m;f
/E PB4:

Then Ns 2 NFIPB4
.B4/ and the compatible equivalence relation �s coincides with �Ns .
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Proof To prove the first statement, we observe that, since N 2 PB4, the standard homomorphism
� W B4! S4 induces a group homomorphism z� W B4=N! S4. Furthermore, using equations (2-25), it is
easy to see that the composition

 WD z� ıT
B4

m;f
W B4! S4

coincides with �. Thus Ns is the kernel of a group homomorphism T
B4

m;f
from B4 to a finite group B4=N.

Hence Ns is a finite-index normal subgroup of B4. Since we also have Ns � PB4, we conclude that
Ns 2 NFIPB4

.B4/.

Although the proof of the second statement is rather technical, the main idea is to show that group
homomorphisms T

PBn

m;f
for nD 2; 3; 4 are, in some sense, compatible with the homomorphisms

'123; '12;3;4; '1;23;4; '1;2;34; '234; '12; '12;3; '1;23; '23:

See equations (A-18) and (A-19). This fact is deduced from the compatibility of Tm;f with the structures
of truncated operads. Then the desired second statement of Proposition 2.11 is a simple consequence of
this compatibility property of homomorphisms T

PBn

m;f
for nD 2; 3; 4.

Let us consider h 2 PBn (for n 2 f2; 3g) and denote by zh any representative of the coset T
PBn

m;f
.h/ in

PBn=NPBn
. Our first goal is to prove that, for every

' 2

�
f'123; '12;3;4; '1;23;4; '1;2;34; '234g if nD 3;

f'12; '12;3; '1;23; '23g if nD 2;

there exists g 2 PBnC1=NPBnC1
such that

(2-38) g�1T
PBnC1

m;f
.'.h//g D '.zh/NPBnC1

:

Indeed, let nD 3 and ' D '1;23;4. Setting � WDm.h/ and using the compatibility of Tm;f with operadic
insertions and compositions we get

(2-39) Tm;f .�/ ı2 id12 D Tm;f .� ı2 id12/:

Applying ou to the left-hand side of (2-39), we get

(2-40) ou.Tm;f .�/ ı2 id12/D '1;23;4.zh/NPB4
;

where zh is an element of the coset T
PB3

m;f
.h/ in PB3=NPB3

.

As for the right-hand side of (2-39), we have

Tm;f .� ı2 id12/D Tm;f

�
˛
.1.2;3//4

..1;2/3/4
�m.'1;23;4.h// �˛

..1;2/3/4

.1.2;3//4

�
D Tm;f .˛

.1.2;3//4

..1;2/3/4
/ �Tm;f

�
m.'1;23;4.h//

�
�Tm;f .˛

..1;2/3/4

.1.2;3//4
/:

Thus

(2-41) ou.Tm;f .� ı2 id12//D g�1T
PB4

m;f
.'1;23;4.h//g;

where g D ou.Tm;f .˛
..1;2/3/4

.1.2;3//4
//.
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Combining (2-40) with (2-41), we conclude that (2-38) holds for nD 3 and ' D '1;23;4.

Let us now consider the case when nD 2 and ' D '12.

As above, setting � WDm.h/ and using the compatibility of Tm;f with operadic insertions and compositions
we get

(2-42) id12 ı1 Tm;f .�/D Tm;f .id12 ı1 �/:

Applying ou to the left-hand side of (2-42), we get

(2-43) ou.id12 ı1 Tm;f .�//D '12.zh/NPB3
;

where zh is an element of the coset T
PB2

m;f
.h/ in PB2=NPB2

.

The right-hand side of (2-42) can be rewritten as

Tm;f .id12 ı1 �/D Tm;f

�
m.'12.h//

�
:

Hence

(2-44) ou.Tm;f .id12 ı1 �//D ou
�
Tm;f

�
m.'12.h//

��
D T

PB3

m;f
.'12.h//:

Combining (2-43) with (2-44), we conclude that (2-38) holds for nD 2 and ' D '12 with g D 1PB3=NPB3
.

The proof of (2-38) for the remaining case proceeds in the similar way.

Let us now prove that, for every n 2 f2; 3; 4g,

(2-45) h 2 Ns
PBn
D) m.h/�s id..1;2/:::;

where ..1; 2/ : : : denotes 12 (resp. .1; 2/3, ..1; 2/3/4) if nD 2 (resp. nD 3, nD 4).

For n D 4, (2-45) is a straightforward consequence of the definition of Ns. So let n D 3 and zh be an
element of the coset T

PB3

m;f
.h/ in PB3=NPB3

.

Since T
PB4

m;f
.'.h// D 1 in PB4=N for every ' 2 f'123; '12;3;4; '1;23;4; '1;2;34; '234g, equation (2-38)

implies that
zh 2 '�1

123.N/\'
�1
12;3;4.N/\'

�1
1;23;4.N/\'

�1
1;2;34.N/\'

�1
234.N/:

In other words, zh 2 NPB3
and hence T

PB3

m;f
.h/D 1 in PB3=NPB3

Thus (2-45) holds for nD 3.

Let us now consider the case nD 2 and denote by zh an element of the coset T
PB2

m;f
.h/ in PB2=NPB2

.

Since '.h/ 2 Ns
PB3

for every ' 2 f'12; '12;3; '1;23; '23g and implication (2-45) is proved for nD 3, we
conclude that

T
PB3

m;f
.'.h//D 1 for all ' 2 f'12; '12;3; '1;23; '23g:

Therefore, equation (2-38) implies that

zh 2 '�1
12 .NPB3

/\'�1
12;3.NPB3

/\'�1
1;23.NPB3

/\'�1
23 .NPB3

/:

In other words, zh 2 NPB2
and hence T

PB2

m;f
.h/D 1 in PB2=NPB2

. Thus implication (2-45) holds for nD 2

as well.
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Let us now prove that, for every n 2 f2; 3; 4g and h 2 PBn,

(2-46) m.h/�s id..1;2/::: D) h 2 Ns
PBn
:

Again, for nD 4, (2-46) is a straightforward consequence of the definition of Ns. So let h 2 PB3.

Since m.h/ �s id.1;2/3, T
PB3

m;f
.h/ is the identity element of PB3=NPB3

. Hence, equation (2-38) implies
that '.h/ 2 Ns for every ' 2 f'123; '12;3;4; '1;23;4; '1;2;34; '234g, or equivalently h 2 Ns

PB3
.

Similarly, if h 2 PB2 and m.h/ �s id12, then T
PB2

m;f
.h/ is the identity element of PB2=NPB2

. Hence,
equation (2-38) implies that T

PB3

m;f
.'.h//D 1 in PB3=NPB3

for every

' 2 f'12; '12;3; '1;23; '23g;

or, equivalently,
m.'.h//�s id..1;2/3 for all ' 2 f'12; '12;3; '1;23; '23g:

Since implication (2-46) is already proved for nD 3, we conclude that

'.h/ 2 Ns
PB3

for all ' 2 f'12; '12;3; '1;23; '23g:

Thus h 2 Ns
PB2

and (2-46) is proved for nD 2.

Let n 2 f2; 3; 4g, � 2 Ob.PaB.n//, � 2 AutPaB.�/ and h WD ou.�/ 2 PBn. Our next goal is to prove that

(2-47) h 2 Ns
PBn
() ��s id� :

Since Tm;f is compatible with the action of the symmetric groups, we may assume, without loss of
generality, that the underlying permutation of � is the identity permutation in Sn.

Therefore

(2-48) �D ˛�..1;2/:::m.h/˛
..1;2/:::
�

and hence Tm;f .�/ D id� if and only if Tm;f .m.h// D id..1;2/:::; the latter is equivalent to m.h/ �s

id..1;2/:::.

Thus (2-47) is a consequence of implications (2-45) and (2-46).

Finally, let us use (2-47) to prove the statement of the proposition.

Let ; z 2 PaB.n/ (with n 2 f2; 3; 4g) and � be the source of both morphisms. Clearly,  �s z if and
only if ��s id� , where �D �1 � z .

Thus, due to (2-47),  �s z if and only if ou.�1 � z / 2 Ns
PBn

.

Proposition 2.11 has the following important consequences:

Corollary 2.12 For every GT–shadow Œ.m; f /� 2 GT.N/,

� jPB4 W N
sj D jPB4 W Nj,

� jPB3 W N
s
PB3
j D jPB3 W NPB3

j, and

� N s
ord DNord, or equivalently, Ns

PB2
D NPB2

.
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Corollary 2.13 For every GT–shadow Œ.m; f /� 2 GT.N/ the morphism Tm;f W PaB
�4
! PaB�4=�N of

truncated operads factors as
PaB�4

PaB�4=�Ns PaB�4=�N

PNs

Tm;f

T isom
m;f

where PNs is the canonical projection and T isom
m;f

is an isomorphism of truncated operads.

The assignment Œ.m; f /� 7! T isom
m;f

gives us a bijection from the set

fŒ.m; f /� 2 GT.N/ j Ns
D ker.T PB4

m;f
/g

to the set Isom.PaB�4=�Ns ;PaB�4=�N/ of isomorphisms of truncated operads (in the category of
groupoids).

Proof Due to Proposition 2.10 and the definition of the equivalence relation�s, we have the commutative
diagram of morphisms of truncated operads

PaB�4

PaB�4=�s PaB�4=�N

Tm;f

T isom
m;f

with T isom
m;f

being a bijection7 on the level of morphisms.

Thanks to Proposition 2.11, the equivalence relation �s coincides with �Ns . Hence T isom
m;f

is a morphism
of truncated operads

(2-49) T isom
m;f W PaB

�4=�Ns
Š�! PaB�4=�N:

Let us denote by S isom
m;f
W PaB�4=�N! PaB�4=�Ns the inverse of T isom

m;f
(viewed as a map of morphisms)

and show that S isom
m;f

is compatible with the composition of morphisms and with the operadic insertions.

As for the compatibility with operadic insertions, we have

S isom
m;f .Œ1� ıi Œ2�/D S isom

m;f .T
isom
m;f .Œz1�/ ıi T isom

m;f .Œz2�//D S isom
m;f .T

isom
m;f .Œz1� ıi Œz2�//

D Œz1� ıi Œz2�D S isom
m;f .Œ1�/ ıi S isom

m;f .Œ2�/

for any Œ1� 2 PaB.n/=�N, Œ2� 2 PaB.k/=�N and k � 4, 1� i � n� 4.

The compatibility of S isom
m;f

with the composition of morphisms is proved in a similar fashion.

Let us now consider an isomorphism of truncated operads

T isom
W PaB�4=�Ns

Š�! PaB�4=�N:

7We tacitly assume that T isom
m;f

acts as the identity on the level of objects.
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Pre-composing T isom with the canonical projection PNs WPaB�4
!PaB�4=�Ns we get an onto morphism

T WDT isomıPNs of truncated operads. Since T is uniquely determined by a GT–shadow Œ.m; f /�2GT.N/
such that ker.T PB4

m;f
/D Ns, we conclude that the assignment Œ.m; f /� 7! T isom

m;f
is indeed a bijection

(2-50) fŒ.m; f /� 2 GT.N/ j Ns
D ker.T PB4

m;f
/g Š�! Isom.PaB�4=�Ns ;PaB�4=�N/:

Corollary 2.13 is proved.

Let us now observe that the assignment

(2-51) Hom.zN;N/ WD Isom.PaB�4=�zN;PaB
�4=�N/

upgrades the set NFIPB4
.B4/ to a groupoid. The set of objects of this groupoid is NFIPB4

.B4/ and the set
of morphisms from zN to N is the set Isom.PaB�4=�zN;PaB

�4=�N/ of isomorphisms of truncated operads
(in the category of groupoids). Morphisms of this groupoid are composed in the standard way.

The second statement of Corollary 2.13 allows us to tacitly identify (2-51) with the set

fŒ.m; f /� 2 GT.N/ j ker.T PB4

m;f
/D zNg:

We will use the identification in the remainder of this paper and we denote by GTSh the resulting groupoid
of GT–shadows.

The following proposition gives us an explicit formula for the composition of morphisms in GTSh.

Proposition 2.14 Let N.1/, N.2/ and N.3/ be elements of NFIPB4
.B4/ and

Œ.m1; f1/� 2 HomGTSh.N
.1/;N.2//; Œ.m2; f2/� 2 HomGTSh.N

.2/;N.3//:

Then their composition Œ.m2; f2/� ı Œ.m1; f1/� is represented by the pair .m; f / where

(2-52) m WD 2m1m2Cm1Cm2 and f N
.3/
PB3
WD f2N

.3/
PB3
�T

PB3

m2;f2
.f1/:

Proof Let Œ.m2; f2/� 2 GT.N
.3// and Œ.m1; f1/� 2 GT.N

.2//, where

N.2/ WD ker.T PB4

m2;f2
/ and N.1/ WD ker.T PB4

m1;f1
/:

In other words, the GT–shadow Œ.m1; f1/� (resp. Œ.m2; f2/�) is a morphism from N.1/ to N.2/ (resp. a
morphism from N.2/ to N.3/) in GTSh.

By Corollary 2.13, we have the diagram of morphisms of truncated operads

(2-53)

PaB�4

PaB�4=�N.1/ PaB�4=�N.2/ PaB�4=�N.3/

PN.1/

Tm;f

T isom
m1;f1

T isom
m2;f2

where the vertical arrow is the canonical projection.
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Formula (2-52) is obtained by looking at the image of the associator Œ˛�2PaB�4=�N.1/ (resp. the braiding
Œˇ� 2 PaB�4=�N.1/) under T isom

m2;f2
ıT isom

m1;f1
. For Œ˛�, we have

Tm;f .˛/D T isom
m2;f2

.T isom
m1;f1

Œ˛�/D T isom
m2;f2

.Tm1;f1
.˛//D T isom

m2;f2

�
Œ˛ �m.f1/�

�
D Tm2;f2

.˛ �m.f1//D Tm2;f2
.˛/ �Tm2;f2

.m.f1//

D Œ˛ �m.f2/� �m.T
PB3

m2;f2
.f1//D Œ˛ �m.f /�;

where f is any representative of the coset f2N
.3/
PB3
�T

PB3

m2;f2
.f1/ in PB3=N

.3/
PB3

.

Similarly, computing Tm;f .ˇ/, it is easy to see that m� 2m1m2Cm1Cm2 mod N
.3/
ord .

Remark 2.15 Later we will see that it makes sense to focus only on GT–shadows that can be represented
by pairs .m; f / with

(2-54) f 2 F2 � PB3:

Let us call such GT–shadows practical.

Using (2-28) and (2-52), for the composition Œ.m; f /� WD Œ.m2; f2/�ı Œ.m1; f1/� of practical GT–shadows
Œ.m2; f2/� and Œ.m1; f1/� we get the formulas

(2-55)
m WD 2m1m2Cm1Cm2;

f .x;y/ WD f2.x;y/ f1.x
2m2C1; f2.x;y/

�1y2m2C1f2.x;y//:

Due to this observation, practical GT–shadows form a subgroupoid of GTSh.

Remark 2.16 The authors do not know whether there exists N 2 NFIPB4
.B4/ and an onto morphism of

truncated operads PaB�4
! PaB�4=�N that cannot be represented by a pair .m; f / 2 Z� F2.

2.5.1 The virtual cyclotomic character Let us observe that to every N 2 NFIPB4
.B4/ we assign the

(finite) cyclic group
PB2=hx

Nord
12
i Š Z=NordZ;

where Nord is the index of NPB2
in PB2. Moreover, if Œ.m; f /� is a morphism from K to N in the groupoid

GTSh, then both N and K give the same quotient PB2=hx
Nord
12
i of PB2, ie Kord DNord.

Proposition 2.14 implies that the assignment N 7! Z=NordZ upgrades to a functor Chcyclot from GTSh to
the category of finite cyclic groups. More precisely:

Corollary 2.17 Let Œ.m; f /� be a morphism from N.1/ to N.2/ in the groupoid GTSh. The assignments

(2-56)
N 7! PB2=NPB2

; Œ.m; f /� 7! Chcyclot.m; f / 2 Aut.PB2=N
.2/
PB2
/;

Chcyclot.m; f /.x12N
.2/
PB2
/ WD x2mC1

12
N
.2/
PB2
;

define a functor Chcyclot from the groupoid GTSh to the category of finite cyclic groups.
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Proof Since, for every GT shadow Œ.m; f /�, 2mC1 represents an invertible element of the ring Z=N .2/
ord Z,

Chcyclot.m; f / is clearly an automorphism of PB2=N
.2/
PB2
D PB2=N

.1/
PB2

.

Thus it remains to show that Chcyclot is compatible with the composition of GT–shadows.

For this purpose, we consider two composable GT–shadows: Œ.m1; f1/� 2 HomGTSh.N
.1/;N.2// and

Œ.m2; f2/� 2 HomGTSh.N
.2/;N.3//.

Since N.1/, N.2/ and N.3/ belong to the same connected component of GTSh, N.1/PB2
D N

.2/
PB2
D N

.3/
PB2

or
equivalently, N

.1/
ord DN

.2/
ord DN

.3/
ord . So let us set NPB2

WD N
.1/
PB2

and Nord WDN
.1/
ord .

Let Œ.m; f /� WD Œ.m2; f2/� ı Œ.m1; f1/�.

Due to the first equation in (2-52), m� 2m1m2Cm1Cm2 mod Nord. Hence

Chcyclot.m; f /.x12NPB2
/D x

2.2m1m2Cm1Cm2/C1
12

NPB2
D x

4m1m2C2m1C2m2C1
12

NPB2

D x
.2m1C1/.2m2C1/
12

NPB2
D .x

.2m1C1/
12

NPB2
/2m2C1

D Chcyclot.m2; f2/ ıChcyclot.m1; f1/ .x12NPB2
/:

Thus Chcyclot is indeed a functor from GTSh to the category of finite cyclic groups.

We call the functor Chcyclot the virtual cyclotomic character. This name is justified by the following
remark.

Remark 2.18 Let N 2 NFIPB4
.B4/, g 2GQ and Œ.m; f /� be the GT–shadow in GT.N/ induced by the

element in cGT corresponding to g. Then

(2-57) Chcyclot.m; f /.x12NPB2
/D x

�.g/Nord
12

NPB2
;

where � WGQ!
yZ� Š Aut.yZ/ is the cyclotomic character and �.g/Nord represents the image of �.g/ in

Aut.Z=NordZ/Š .Z=NordZ/�. Equation (2-57) follows from the discussion in [27, Example 4.7.4 and
Remark 4.7.5]. See also [16, Proposition 1.6].

2.6 Charming GT–shadows

Recall that PB3 is isomorphic to F2 �Z where the F2–factor is freely generated by x12 and x23 and the
Z–factor is generated by the central element c given in (A-5). This implies that cPB3 Š

yF2 �
yZ. Due to

the following proposition, the action of cGT on cPB3 (viewed as the automorphism group of .12/3 in bPaB)
respects this decomposition:

Proposition 2.19 For every (continuous) automorphism yT of bPaB�4, its restriction to the subgroup
yF2 �

cPB3 gives us an automorphism8 of yF2

yT j
yF2
W yF2!

yF2

defined by the formulas

(2-58) yT .x/ WD x2 ymC1 and yT .y/ WD yf �1y2 ymC1 yf :

8In fact, some specialists like to definecGT as a certain subgroup of continuous automorphisms of yF2.
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The restriction of yT to the central factor yZ of cPB3 gives us the continuous automorphism of yZ defined
by the formula

(2-59) yT .c/ WD c2 ymC1:

Proof Due to Proposition 2.5, the action of yT on cPB3 is determined by the group homomorphisms

T
PB3

m;f
W PB3! PB3=NPB3

; where N 2 NFIPB4
.B4/;

corresponding to GT–shadows Œ.m; f /� that come from yT .

Combining this observation with equations (2-28) and the second equation in (2-29) and using the fact
that c is a central element of PB3, we conclude that the restrictions of yT to yF2 and to yZ give us group
homomorphisms

(2-60) yT j
yF2
W yF2!

yF2 and yT j
yZ
W yZ! yZ;

respectively.

Since the restrictions of the inverse of yT to yF2 and to yZ give us inverses of the two homomorphisms in
(2-60), respectively, the homomorphisms in (2-60) are indeed automorphisms.

Explicit formulas (2-58) and (2-59) are consequences of equations (2-28) and the second equation
in (2-29).

If a GT–shadow Œ.m; f /� comes from an automorphism of bPaB then it satisfies further conditions. The
following definition is motivated by these conditions.

Definition 2.20 Let N 2NFIPB4
.B4/. A GT–shadow Œ.m; f /� 2 GT.N/ is called genuine if it comes from

an automorphism of bPaB. Otherwise, Œ.m; f /� is called fake. Further, a GT–shadow Œ.m; f /� 2 GT.N/ is
called charming if

� the coset f NPB3
can be represented by f1 2 ŒF2; F2�, and

� the group homomorphism

(2-61) T
F2

m;f
WD T

PB3

m;f

ˇ̌
F2
W F2! F2=.NPB3

\ F2/

is onto.

Since the intersection NPB3
\ F2 plays an important role, we will denote it by NF2

,

(2-62) NF2
WD NPB3

\ F2:

Clearly, the kernel of the homomorphism T
F2

m;f
WF2!F2=NF2

coincides with Ns
F2

and jF2 WN
s
F2
jDjF2 WNF2

j

for every charming GT–shadow Œ.m; f /�.

Let us prove that:

Proposition 2.21 Every genuine GT–shadow is charming.
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Proof Let N 2 NFIPB4
.B4/ and Œ.m; f /� 2 GT.N/ be a genuine GT–shadow. The element f 2 PB3 can

be written uniquely as
f D g ck ;

where g 2 F2, k 2 Z and c is defined in (A-5).

Since NPB3
is a normal subgroup of finite index in PB3, the subgroup NF2

WD NPB3
\ F2 is normal in F2

and it has a finite index in F2. Similarly, the subgroup NZ WD NPB3
\Z has a finite index in Z. Therefore,

the subgroup NF2
�NZ is normal and it has finite index in PB3.

Due to Proposition 2.5, there exists K 2 NFIPB4
.B4/ such that KPB3

is contained in NF2
�NZ. Since

Œ.m; f /� is a genuine GT–shadow, there exists .m1; f1/ 2Z�PB3 such that .m1; f1/ represents the same
GT–shadow Œ.m; f /� in GT.N/ and Œ.m1; f1/� 2 GT.K/.

Thus, without loss of generality, we may assume that mDm1 and f D f1, ie Œ.m; f /� 2 GT.K/.

Using relation (2-18), we have

�1xm
12f

�1�2xm
23f KPB3

D f �1�1�2.x13x23/
mKPB3

:

Next, using (A-5) and the fact that c is a central element of B3, we get that

xm
12�
�1
2 ��1

1 g.x12;x23/�1xm
12g.x12;x23/

�1�2xm
23g.x12;x23/c

�mCk
2 KPB3

:

Using equations in (A-6) from Section A.1, we deduce that

xm
12g.x�1

23 x�1
12 c;x12/.x

�1
23 x�1

12 c/mg.x�1
23 x�1

12 c;x23/
�1xm

23g.x12;x23/c
�mCk

2 KPB3

or
xm

12g.x�1
23 x�1

12 ;x12/.x
�1
23 x�1

12 /
mg.x�1

23 x�1
12 ;x23/

�1xm
23g.x12;x23/c

k
2 KPB3

:

Since KPB3
is a subgroup of NF2

�NZ, we have ck 2 NZ � NPB3
. Hence fc�kNPB3

D g.x12;x23/NPB3
,

and so the GT–shadow has a representative of the form .m; f / where f 2 F2.

It remains to show that

� Œ.m; f /� can be represented by a pair .m; f1/ with f1 2 ŒF2; F2�, and

� the homomorphism (2-61) is onto.

Since homomorphism (2-61) does not depend on the choice of the representative of the GT–shadow
Œ.m; f /�, we first prove that this homomorphism is indeed onto.

Due to Proposition 2.19, we have the following commutative diagram:

yF2
yF2

F2 F2=NF2

yT jyF2

yPNF2
i

T
F2
m;f
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Since F2 is dense in yF2, we get that the composition yPNF2
ı yT jyF2

ı i is surjective, whence we conclude
T

F2

m;f
is onto.

Let us now prove that Œ.m; f /� can be represented by a pair .m; zf / with zf 2 ŒF2; F2�.

Let q be the least common multiple of the orders of x12NF2
and x23NF2

in F2=NF2
and  x W PB4! Sq ,

 y W PB4! Sq be the group homomorphisms defined by equations

 x.x12/ WD .1; 2; : : : ; q/;  x.x23/D  x.x13/D  x.x14/D  x.x24/D  x.x34/ WD idSq
;

 y.x34/ WD .1; 2; : : : ; q/;  y.x12/ D  y.x23/ D  y.x13/ D  y.x14/ D  y.x24/ WD idSq
;

respectively.

Let K be an element of NFIPB4
.B4/ such that

(2-63) K� N\ ker. x/\ ker. y/:

Since Œ.m; f /� is a genuine GT–shadow, there exists a GT–shadow Œ.m1; f1/�2GT.K/ such that .m1; f1/

is also a representative of Œ.m; f /�. We can assume, without loss of generality, that f1 2 F2.

Applying equation (2-20) to f1 we see that

(2-64) f �1
1 .x13x23;x34/f

�1
1 .x12;x23x24/f1.x23;x34/f1.x12x13;x24x34/f1.x12;x23/ 2 K:

Inclusions (2-63) and (2-64) imply that

 x

�
f �1

1 .x13x23;x34/f
�1

1 .x12;x23x24/f1.x23;x34/f1.x12x13;x24x34/f1.x12;x23/
�
D idSq

;

 y

�
f �1

1 .x13x23;x34/f
�1

1 .x12;x23x24/f1.x23;x34/f1.x12x13;x24x34/f1.x12;x23/
�
D idSq

:

Hence the sum sx of exponents of x12 in f1 and the sum sy of exponents of x23 in f1 are multiples of q,
ie x
�sx

12
2 NF2

and x
�sy

23
2 NF2

.

Thus .m; f1x
�sx

12
x
�sy

23
/ is yet another representative of the GT–shadow Œ.m; f /� in GT.N/ and, by con-

struction, f1x
�sx

12
x
�sy

23
2 ŒF2; F2�.

The following statement can be found in many introductory (and “not so introductory”) papers on the
Grothendieck–Teichmüller group cGT. Here, we deduce it from Proposition 2.21.

Corollary 2.22 For every . ym; yf / 2 cGT, yf belongs to the topological closure of commutator subgroup
of yF2.

Proof It suffices to show that, for every N 2 NFI.F2/, the element yPN. yf / 2 F2=N can be represented by
f1 2 ŒF2; F2�. Let us observe that N� hci 2 NFI.PB3/.

Due to Proposition 2.5, there exists K 2 NFIPB4
.B4/ such that KPB3

� N� hci. Clearly, KF2
� N.

Since the pair .yPKord. ym/;
yPKF2

. yf // is a charming GT–shadow in GT.K/, the element yPKF2
. yf / 2 F2=KF2

can be represented by f1 2 ŒF2; F2�. Since KF2
� N, the same element f1 2 ŒF2; F2� represents the coset

yPN. yf / 2 F2=N.
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Let us denote by GT~.N/ the subset of all charming GT–shadows in GT.N/, and prove that GT.N/ can
be safely replaced by GT~.N/ in all the constructions of Section 2.5. More precisely:

Proposition 2.23 The assignment

(2-65) HomGTSh~.
zN;N/ WD fŒ.m; f /� 2 GT~.N/ j zND ker.T PB4

m;f
/g for zN;N 2 NFIPB4

.B4/

upgrades the set NFIPB4
.B4/ to a subgroupoid GTSh~ of GTSh.

Proof Let Œ.m1; f1/�2HomGTSh~.N
.1/;N.2// and Œ.m2; f2/�2HomGTSh~.N

.2/;N.3//. The GT–shadows
Œ.m1; f1/� and Œ.m2; f2/� are charming so we may assume, without loss of generality, that f1; f2 2 ŒF2; F2�.

Due to Remark 2.15, the composition Œ.m2; f2/� ı Œ.m1; f1/� is represented by a pair .m; f / with

f D f2f1.x
2m2C1; f �1

2 .x;y/y2m2C1f2.x;y//:

Since f1; f2 2 ŒF2; F2�, it is clear that f also belongs to ŒF2; F2�.

Since T
F2

m;f
W F2! F2=N

.3/ is the composition of the onto homomorphism T
F2

m1;f1
W F2! F2=N

.2/ and
the isomorphism T

F2;isom
m2;f2

W F2=N
.2/! F2=N

.3/, the homomorphism T
F2

m;f
is also onto.

We proved that the subset of charming GT–shadows is closed under composition.

To prove that the subset of charming GT–shadows is closed under taking inverses, we start with a charming
GT–shadow Œ.m; f /� 2 HomGTSh~.N

s;N/ and assume that f 2 ŒF2; F2�. Let Œ. zm; zf /� 2 HomGTSh.N;N
s/

be the inverse of Œ.m; f /� in GTSh. In other words,

(2-66)
2m zmCmC zm� 0 mod Nord;

f T
PB3

m;f
. zf /D 1PB3=NPB3

:

Our goal is to show that the coset zf NPB3
can be represented by g 2 ŒF2; F2�.

Since f �1 belongs to ŒF2; F2�, we have

f �1
D Œg11;g12�Œg21;g22� � � � Œgr1;gr2�;

where each gij 2 F2 and Œg1;g2� WD g1g2g�1
1

g�1
2

.

Since the homomorphism T
F2

m;f
W F2 ! F2=NF2

is onto, for every gij there exists zgij 2 F2 such that
T

F2

m;f
.zgij /D gijNF2

. Hence, for

g WD Œzg11; zg12�Œzg21; zg22� � � � Œzgr1; zgr2� 2 ŒF2; F2�;

we have T
PB3

m;f
.g/D f �1NPB3

, or, equivalently,

(2-67) f T
PB3

m;f
.g/D 1PB3=NPB3

:

Combining (2-66) with (2-67) we conclude that g�1 zf belongs to the kernel of T
PB3

m;f
W PB3! PB3=NPB3

.
Thus, due to Proposition 2.11, g also represents the coset zf NPB3

.

Since, by construction, g 2 ŒF2; F2�, the desired statement is proved.
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3 The Main Line functor ML and bGT

In this section, we use (charming) GT–shadows to construct a functor ML from a certain subposet of
NFIPB4

.B4/ to the category of finite groups. We prove that the limit of the functor ML is isomorphic to
the Grothendieck–Teichmüller group cGT.

3.1 Connected components of GTSh~, settled GT–shadows and isolated elements of
NFIPB4

.B4/

Since the set NFIPB4
.B4/ is infinite, so is the groupoid GTSh~. Moreover, the groupoid GTSh~ is highly

disconnected. Indeed, if zN and N are connected by a morphism in GTSh~, then they must have the same
index in PB4.

For N 2 NFIPB4
.B4/, we denote by

GTSh~conn.N/

the connected component of N in the groupoid GTSh~. Clearly, an element zN of NFIPB4
.B4/ is an object

of GTSh~conn.N/ if and only if there exists Œ.m; f /� 2 GT~.N/ such that

zND ker.T PB4

m;f
/:

We call objects of the groupoid GTSh~conn.N/ conjugates of N.

Since GT~.N/ is a finite set for every N 2 NFIPB4
.B4/, it is easy to show that:

Proposition 3.1 For every N 2 NFIPB4
.B4/, the (connected ) groupoid GTSh~conn.N/ is finite.

To establish a more precise link between (charming) GT–shadows and the group cGT, we will be interested
in a certain subposet of NFIPB4

.B4/. Let us start with the following definition:

Definition 3.2 Let N 2 NFIPB4
.B4/ and Œ.m; f /� 2 GT~.N/. A charming GT–shadow Œ.m; f /� is called

settled if its source Ns coincides with N, ie ker.T B4

m;f
/D N. An element N of the poset NFIPB4

.B4/ is
called isolated if every GT–shadow in GT~.N/ is settled.

Clearly, a GT–shadow Œ.m; f /� 2 GT~.N/ is settled if and only if Œ.m; f /� is an automorphism of the
object N in the groupoid GTSh~. Moreover, an element N 2 NFIPB4

.B4/ is isolated if and only if the
groupoid GTSh~conn.N/ has exactly one object. In this case, GT~.N/ is the group of automorphisms of the
object N in the groupoid GTSh~.

The following proposition gives us a simple way to produce many examples of isolated elements of
NFIPB4

.B4/.
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Proposition 3.3 For every N 2 NFIPB4
.B4/, the normal subgroup

(3-1) N] WD
\

K2Ob.GTSh~conn.N//

K

is an isolated element of NFIPB4
.B4/.

Proof Let Œ.m; f /� 2 GT~.N]/ and N];s be the source of the corresponding morphism in GTSh~,
ie N];s WD ker.T PB4

m;f
/.

Since N] � K, the same pair .m; f / 2 Z � F2 represents a GT–shadow in GT~.K/. Moreover, the
homomorphism from PB4 to PB4=K corresponding to Œ.m; f /�2GT~.K/ is the composition PN];KıT

PB4

m;f

of T
PB4

m;f
with the canonical projection

PN];K W PB4=N
]
! PB4=K:

Let h 2 N], let zh 2 PB4 be a representative of T
PB4

m;f
.h/ and let Ks be the source of the GT–shadow

Œ.m; f /� 2 GT~.K/, ie Ks WD ker.PN];K ıT
PB4

m;f
/.

Since N] � Ks, we have

(3-2) PN];K.T
PB4

m;f
.h//D 1PB4=K:

The identity (3-2) implies that zh 2 K for every K 2 Ob.GTSh~conn.N// and hence zh 2 N]. Therefore,
T

PB4

m;f
.h/D 1PB4=N] or equivalently, h 2 N];s.

We proved that

(3-3) N] � N];s:

Since these subgroups have the same index in PB4, inclusion (3-3) implies that N];s D N].

Since we started with an arbitrary GT–shadow in GT~.N]/, we proved that N] is indeed an isolated
element of NFIPB4

.B4/.

Remark 3.4 In all examples we have considered so far (see Section 4 on selected results of computer
experiments), GTSh~conn.N/ has at most two objects. Hence equation (3-1) gives us a practical way to
produce examples of isolated elements of NFIPB4

.B4/.

Let us denote by

(3-4) NFIisolated
PB4

.B4/

the subposet of isolated elements of NFIPB4
.B4/.

Since N] � N for every N 2 NFIPB4
.B4/, Proposition 3.3 implies that:

Corollary 3.5 The subposet NFIisolated
PB4

.B4/ of NFIPB4
.B4/ is cofinal. In other words , for every element N

of NFIPB4
.B4/, there exists K 2 NFIisolated

PB4
.B4/ such that K� N.
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Although Corollary 3.5 implies that the poset NFIisolated
PB4

.B4/ is directed (it is a cofinal subposet of a
directed poset), it is still useful to know that the intersection of two isolated elements of NFIPB4

.B4/ is an
isolated element of NFIPB4

.B4/:

Proposition 3.6 For every N.1/;N.2/ 2 NFIisolated
PB4

.B4/,

N.1/\N.2/

is also an isolated element of NFIPB4
.B4/.

Proof K WD N.1/\N.2/ is clearly an element of NFIPB4
.B4/. So our goal is to prove that K is isolated.

Let Œ.m; f /� 2 GT~.K/, and let Ks be the kernel of the homomorphism T
PB4

m;f
W PB4! PB4=K.

Recall that PK;N.1/ (resp. PK;N.2/) is the canonical homomorphism from PB4=K to PB4=N
.1/ (resp. to

PB4=N
.2/). Since K � N.1/ and K � N.2/, the pair .m; f / also represents a GT–shadow in GT~.N.1//

and a GT–shadow in GT~.N.2//. Moreover, the compositions PK;N.1/ ı T
PB4

m;f
and PK;N.2/ ı T

PB4

m;f
are

the homomorphisms PB4 ! PB4=N
.1/ and PB4 ! PB4=N

.2/ corresponding to these GT–shadows in
GT~.N.1// and GT~.N.2//, respectively.

Let us now consider h 2 Ks. Since T
PB4

m;f
.h/D 1PB4=K, we have

(3-5) PK;N.1/ ıT
PB4

m;f
.h/D 1PB4=N.1/ and PK;N.2/ ıT

PB4

m;f
.h/D 1PB4=N.2/ :

Since N.1/, N.2/ are both isolated, identities (3-5) imply that h 2 N.1/ and h 2 N.2/. Hence h 2 K.

Since we showed that Ks �K and both subgroups have the same (finite) index in PB4, we have the desired
equality Ks D K.

Recall that, for every isolated element N 2 NFIPB4
.B4/, the set GT~.N/ is a finite group. More precisely,

GT~.N/ is the (finite) group of automorphisms of N in the groupoid GTSh~. Let us denote this finite
group by ML.N/, and prove that:

Proposition 3.7 The assignment
N 7!ML.N/

upgrades to a functor ML from the poset NFIisolated
PB4

.B4/ to the category of finite groups.

Proof Let K� N be isolated elements of NFIPB4
.B4/. Our goal is to define a group homomorphism

(3-6) MLK;N WML.K/!ML.N/

and show that, for every triple of nested elements N.1/ � N.2/ � N.3/ of NFIisolated
PB4

.B4/,

(3-7) MLN.2/;N.3/ ıMLN.1/;N.2/ DMLN.1/;N.3/ :
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For this proof, it is convenient to identify GT–shadows Œ.m; f /� 2 GT~.K/ with the corresponding onto
morphisms Tm;f W PaB

�4
! PaB�4=�K of truncated operads. So let Œ.m; f /� 2 GT~.K/ and Tm;f be the

corresponding morphism.

Recall that PK;N denotes the canonical onto morphism of truncated operads

PK;N W PaB
�4=�K! PaB�4=�N:

Composing PK;N with Tm;f we get an onto morphism

PK;N ıTm;f W PaB
�4
! PaB�4=�N;

and hence an element of GT~.N/.

We set

(3-8) MLK;N.Tm;f / WD PK;N ıTm;f :

To prove that MLK;N is a group homomorphism from ML.K/ to ML.N/, we recall that, since K is isolated,
every onto morphism of truncated operads T W PaB�4

! PaB�4=�K factors as

PaB�4

PaB�4=�K PaB�4=�K

T
PK

T isom

Let us now show that, for every onto morphism of truncated operads T W PaB�4
! PaB�4=�K, the

following diagram commutes:

(3-9)

PaB�4

PaB�4=�K PaB�4=�K

PaB�4=�N PaB�4=�N

T
PK

T isom

PK;NPK;N

.PK;N ıT /isom

Since the top triangle of (3-9) commutes by definition of T isom, we only need to prove the commutativity
of the square. Let  2 PaB�4 and Œ �K (resp. Œ �N) be equivalence classes of  in PaB�4=�K (resp. in
PaB�4=�N). Since T isom.Œ �K/ D T . /, .PK;N ı T /isom.Œ �N/ D PK;N ı T . / and PK;N.Œ �K/ D Œ �N,
we have

PK;N ıT isom.Œ �K/D PK;N ıT . /D .PK;N ıT /isom.Œ �N/D .PK;N ıT /isom
ıPK;N.Œ �K/:

Thus (3-9) indeed commutes.

Now let T1 and T2 be onto morphisms (of truncated operads)

T1;T2 W PaB
�4
! PaB�4=�K:
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Since
T isom

1 ıT2 W PaB
�4
! PaB�4=�K

is the composition of T1 and T2 in GTSh~ and

.PK;N ıT1/
isom
ı .PK;N ıT2/ W PaB

�4
! PaB�4=�N

is the composition of PK;N ıT1 and PK;N ıT2 in GTSh~, our goal is to prove that

(3-10) PK;N ı .T
isom
1 ıT2/D .PK;N ıT1/

isom
ı .PK;N ıT2/:

Due to commutativity of (3-9), for T D T1 we have

PK;N ıT isom
1 ıT2 D .PK;N ıT1/

isom
ıPK;N ıT2:

Thus equation (3-10) indeed holds and we proved that MLK;N is a group homomorphism.

Let us now consider isolated elements N.1/ � N.2/ � N.3/ of NFIPB4
.B4/. Since

PN.1/;N.3/ D PN.2/;N.3/ ıPN.1/;N.2/ ;

we have

MLN.2/;N.3/ıMLN.1/;N.2/.Tm;f /DPN.2/;N.3/ıPN.1/;N.2/ıTm;f DPN.1/;N.3/ıTm;f DMLN.1/;N.3/.Tm;f /

for every Œ.m; f /� 2 GT~.N.1//.

Thus the desired identity (3-7) holds and the proposition is proved.

We call the functor9 ML the Main Line functor.

In the next section, we will prove the following theorem:

Theorem 3.8 The (profinite version) cGT of the Grothendieck–Teichmüller group is isomorphic to

lim.ML/:

3.2 Proof of Theorem 3.8

We will need the following auxiliary statements:

Proposition 3.9 (A) For every N 2 NFI.PB3/, there exists K 2 NFIisolated
PB4

.B4/ satisfying the property

KPB3
� N:

(B) For every N 2 NFI.PB2/ there exists K 2 NFIisolated
PB4

.B4/ such that KPB2
� N.

9One of the authors of this paper is trying to live in the sequence of suburbs of Philadelphia called the Main Line. The functor
ML is named after this beautiful sequence of suburbs.
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Proof Let N 2 NFI.PB3/ and  be a group homomorphism from PB3 to Sn such that ker. /D N.

Using relations (A-3) on the generators of PB4, it is easy to show that the equations

z .x12/ WD  .x12/; z .x23/ WD  .x23/; z .x13/ WD  .x13/;

z .x14/D z .x24/D z .x34/ WD idSn
;

define a group homomorphism z W PB4! Sn.

Moreover, the kernel of z satisfies the property

'�1
123.ker. z //D N:

Hence

(3-11) '�1
123.ker. z //\'�1

12;3;4.ker. z //\'�1
1;23;4.ker. z //\'�1

1;2;34.ker. z //\'�1
234.ker. z //� N:

Let zN be the normal subgroup of PB4 obtained by intersecting all normal subgroups of PB4 of index
jPB4 W ker. z /j. Since zN is a characteristic subgroup of PB4 of finite index (in PB4), we have

zN 2 NFIPB4
.B4/:

Furthermore, due to Corollary 3.5, there exists an isolated element K of NFIPB4
.B4/ satisfying the property

K� zN. Combining K� zN with zN� ker. z / and (3-11), we deduce that

KPB3
� N:

Thus the desired statement (A) is proved.

Just as for statement (A), we start with a group homomorphism � W PB2! Sn whose kernel coincides
with N.

It is easy to see that the equations

z�.x12/ WD �.x12/; z�.x23/ WD �.x12/
�1; z�.x13/ WD idSn

; z�.x14/D z�.x24/D z�.x34/ WD idSn
;

define a group homomorphism z� W PB4! Sn.

The kernel of z� satisfies the property

(3-12) '�1
12

�
'�1

123.ker.z�//
�
D N:

Let zN be the normal subgroup of PB4 obtained by intersecting all normal subgroups of PB4 of index
jPB4 W ker.z�/j. Since zN is a characteristic subgroup of PB4 of finite index (in PB4), we have

zN 2 NFIPB4
.B4/:

As above, there exists an isolated element K of NFIPB4
.B4/ satisfying the property K� zN. Combining

K� zN with zN� ker.z�/ and (3-12), we deduce that

KPB2
� N:

Thus statement (B) is also proved.
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Proposition 3.9 allows us to produce a more practical description of bPaB�4. To give this description, we
note that the assignment K 7!PaB�4=K upgrades to a functor from the poset NFIisolated

PB4
.B4/ to the category

of truncated operads in finite groupoids. Indeed, for every pair K1 � K2 of elements of NFIisolated
PB4

.B4/ we
have the obvious morphism of truncated operads

PK1;K2
W PaB�4=�K1

! PaB�4=�K2
:

Moreover, for every triple K1�K2�K3 of elements of NFIisolated
PB4

.B4/, we have PK2;K3
ıPK1;K2

DPK1;K3
.

Let us denote by

(3-13) ePaB�4

the limit of this functor.

More concretely, ePaB.n/ consists of functions

 W NFIisolated
PB4

.B4/!
G

K2NFIisolated
PB4

.B4/

PaB.n/=�K

satisfying these two conditions:

� For every K 2 NFIisolated
PB4

.B4/,  .K/ 2 PaB.n/=�K.

� For every pair K1 � K2 in NFIisolated
PB4

.B4/, PK1;K2
. .K1//D  .K2/.

Since for every pair K1 � K2 of elements of NFIisolated
PB4

.B4/ we have

PK1;K2
ı yPK1

D yPK2
;

the assignment
‰.y /.K/ WD yPK.y / for y 2bPaB.n/

defines a morphism of truncated operads

(3-14) ‰ WbPaB�4
!ePaB�4:

Let us prove:

Corollary 3.10 The morphism ‰ in (3-14) is an isomorphism of truncated operads in the category of
topological groupoids.

Proof Since the compatibility with the structures of truncated operads and the composition of morphisms
is obvious, it suffices to prove that ‰ is a homeomorphism of topological spaces.

Let � , � 0 be objects of PaB.n/ and y1; y2 2 HomcPaB.�; � 0/ such that ‰.y1/D‰. y2/ or equivalently, for
every K 2 NFIisolated

PB4
.B4/,

‰.y�1
2 � y1/.K/

is the identity automorphism of � in PaB.n/=�K.
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Thus, due to Proposition 3.9, the image of y�1
2
� y1 in PBn=N is the identity element for every N2NFI.PBn/.

Therefore y�1
2
� y1 is the identity element of cPBn and hence

y1 D y2:

We have proved that ‰ is one-to-one.

Let  2ePaB.n/, and let � and � 0 be the source and the target of  , respectively. Let � be any isomorphism
from � to � 0 in PaB.n/. By abuse of notation, we will use symbol � for its obvious image in bPaB.n/ and
in ePaB.n/.
Due to Proposition 3.9, there exists an element yh 2cPBn such that

(3-15) yPK.yh/D .�
�1
�  /.K/ for all K 2 NFIisolated

PB4
.B4/:

Equation (3-15) implies that ‰.� � yh/D  . Thus we have proved that ‰ is onto.

Since, for every K 2 NFIisolated
PB4

.B4/, the composition of ‰ with the canonical projection

ePaB�4
! PaB�4=�K

coincides with the continuous map

yPK WbPaB�4
! PaB�4=�K;

we conclude that ‰ is continuous.

Since ‰ is a continuous bijection from a compact space bPaB�4 to a Hausdorff space ePaB�4, ‰ is indeed
a homeomorphism.

Due to Corollary 3.10, we can safely replace bPaB�4 by ePaB�4 in all further considerations. We will also
use the same symbol I (resp. yPK for K2NFIisolated

PB4
.B4/) for the canonical embedding I WPaB�4

!ePaB�4

and the canonical projection yPK WePaB�4! PaB�4=�K.

Recall that, for every yT 2 cGT and K 2 NFIisolated
PB4

.B4/, the formula TK WD
yPK ı

yT ı I defines an onto
morphism of truncated operads PaB�4

! PaB�4=K. Since K is an isolated element of NFIPB4
.B4/,

Corollary 2.13 implies that the onto morphism TK factors as

(3-16) TK D T isom
K ıPK;

where T isom
K is an isomorphism of truncated operads

T isom
K W PaB�4=K Š�! PaB�4=K

and PK is the canonical projection PaB�4
! PaB�4=K.

Proposition 3.11 For every yT 2 cGT and for every K 2 NFIisolated
PB4

.B4/, the following diagram commutes:

(3-17)

ePaB�4 ePaB�4

PaB�4=�K PaB�4=�K

yT

yPK

T isom
K

yPK
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Proof By definition of T isom
K , yPK ı

yT ıI. /D T isom
K ıPK. / for every  2 PaB�4.

Hence

(3-18) yPK ı
yT .I. //D T isom

K ı yPK.I. // for all  2 PaB�4:

Since the image I.PaB�4/ of PaB�4 in ePaB�4 is dense in ePaB�4 and the target PaB�4=�K of the
compositions yPK ı

yT and T isom
K ıPK is Hausdorff, identity (3-18) implies that diagram (3-17) indeed

commutes.

Proof of Theorem 3.8 Let K and zK be elements of NFIisolated
PB4

.B4/ such that zK � K and PzK;K be the
canonical projection from PaB�4=�zK to PaB�4=�K. Furthermore, let TK and TzK be onto morphisms
from PaB�4 to PaB�4=K and PaB�4=zK, respectively, coming from yT 2 cGT.

Since yPK D
yPzK;K ıPzK, the diagram

PaB�4 PaB�4=�zK

PaB�4=�K

TzK

TK

PzK;K

commutes. Hence the assignment yT 7! fTKgK2NFIisolated
PB4

.B4/
gives us a map

(3-19) cGT! lim.ML/:

Let us show that the map (3-19) is a group homomorphism.

Indeed, let yT .1/; yT .2/2cGT, put yT WD yT .1/ı yT .2/ and let K2NFIisolated
PB4

.B4/. Using Proposition 3.11, we get

yPK ı
yT D yPK ı

yT .1/
ı yT .2/

D T
.1/; isom
K ı yPK ı

yT .2/
D T

.1/; isom
K ıT

.2/; isom
K ı yPK:

On the other hand, yPK ı
yT D T isom

K ı yPK and hence

(3-20) T isom
K ı yPK D T

.1/; isom
K ıT

.2/; isom
K ı yPK:

Since yPK WePaB�4! PaB�4=�K is onto, identity (3-20) implies that

T isom
K D T

.1/;isom
K ıT

.2/;isom
K :

Thus the map (3-19) is indeed a group homomorphism.

Our next goal is to show that homomorphism (3-19) is one-to-one and onto.

To prove that (3-19) is one-to-one, we consider yT 2cGT such that TK coincides with the canonical projection

PaB�4
! PaB�4=�K for every K 2 NFIisolated

PB4
.B4/:

Hence, for every  2 PaB�4, we have

yPK ı
yT .I. //D yPK ıI. / for all K 2 NFIisolated

PB4
.B4/:
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This means that the restriction of yT to the subset I.PaB�4/�ePaB�4 coincides with the restriction of
the identity map id WePaB�4!ePaB�4 to the subset I.PaB�4/. Since the subset I.PaB�4/ is dense in
ePaB�4 and the space ePaB�4 is Hausdorff, we conclude that yT is the identity map id WePaB�4!ePaB�4.
Thus the injectivity of (3-19) is established.

Note that an element of lim.ML/ is a family fTisom
K gK2NFIisolated

PB4
.B4/

of isomorphisms of truncated operads

Tisom
K W PaB�4=�K

Š�! PaB�4=�K

satisfying the following property: for every pair K� zK in NFIisolated
PB4

.B4/, the diagram

(3-21)

PaB�4=�K PaB�4=�K

PaB�4=�zK PaB�4=�zK

Tisom
K

PK;zK

Tisom
zK

PK;zK

commutes.

Due to commutativity of (3-21), the formula

(3-22) yT . /.K/ WD Tisom
K . .K//

defines a morphism of truncated operads in groupoids yT WePaB�4!ePaB�4.

To prove that yT is continuous, we need to show that the composition

yPK ı
yT WePaB�4

! PaB�4=�K

is continuous for every K 2 NFIisolated
PB4

.B4/.

By definition of yT in (3-22),

(3-23) yPK ı
yT D Tisom

K ı yPK for every K 2 NFIisolated
PB4

.B4/:

Since Tisom
K is an automorphism of the (finite) groupoid PaB�4=�K equipped with the discrete topology

and yPK is continuous, identity (3-23) implies that the composition yPK ı
yT is indeed continuous.

Thus equation (3-22) defines a continuous endomorphism of the operad ePaB�4.

To find the inverse of yT , we denote by Sisom
K the inverse of Tisom

K for every K 2 NFIisolated
PB4

.B4/. Then it
is easy to see that the formula

yS. /.K/ WD Sisom
K . .K//

defines the inverse of yT .

The proof of surjectivity of (3-19) is complete.
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Let us consider K;N 2 NFIPB4
.B4/ with K� N and a pair .m; f / 2 Z� F2 that represents a GT–shadow

in GT~.K/. Clearly, the same pair .m; f / also represents a GT–shadow in GT~.N/. In other words, if
K� N, then we have a natural map

(3-24) GT~.K/! GT~.N/:

It makes sense to consider this map even if neither K nor N are isolated.

Definition 3.12 We say that a GT–shadow Œ.m; f /� 2 GT~.N/ survives into K if Œ.m; f /� belongs to the
image of the map (3-24). In other words, there exists .m1; f1/ 2 Z� F2 such that Œ.m1; f1/� 2 GT

~.K/,
m1 Šm mod Nord and f1NF2

D f NF2
.

The following statement is a straightforward consequence of Proposition 3.3 and Theorem 3.8.

Corollary 3.13 Let N 2 NFIPB4
.B4/ and Œ.m; f /� 2 GT~.N/. The GT–shadow Œ.m; f /� is genuine if

and only if Œ.m; f /� survives into K for every K 2 NFIPB4
.B4/ such that K� N.

4 Selected results of computer experiments

In the computer implementation [4], an element N of NFIPB4
.B4/ is represented by a group homomor-

phism  from PB4 to a symmetric group such that ND ker. /. Each homomorphism  W PB4! Sd is,
in turn, represented by a tuple of permutations

(4-1) .g12;g23;g13;g14;g24;g34/ 2 .Sd /
6

satisfying the relations of PB4; see (A-3).

It should be mentioned that, in [4], we consider only practical GT–shadows; see Remark 2.15. In particular,
throughout this section, GT.N/ denotes the set of practical GT–shadows with the target N. Clearly, every
charming GT–shadow is practical.

Table 1 presents basic information about 35 selected elements

(4-2) N.0/;N.1/; : : : ;N.34/
2 NFIPB4

.B4/:

For every N.i/ in this list, the quotient F2=N
.i/
F2

is nonabelian. Table 1 also shows N
.i/
ord WD jPB2 W N

.i/
PB2
j,

the size of GT.N.i// (ie the total number of practical GT–shadows with the target N.i/) and the size of
GT~.N.i//. The last column indicates whether N.i/ is isolated or not.

For every nonisolated element N in the list (4-2), the connected component GTSh~conn.N/ has exactly two
objects. More precisely,

� N.4/ is a conjugate of N.3/ and N.3/\N.4/ D N.14/,

� N.11/ is a conjugate of N.10/ and N.10/\N.11/ D N.24/,

� N.17/ is a conjugate of N.16/ and N.16/\N.17/ D N.30/,

� N.27/ is a conjugate of N.26/ and N.26/\N.27/ D N.34/.
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For N.31/, GT.N.31// has 588 elements. To find the size of GT.N.31//, the computer had to look at
� 9 � 106 elements of the group F2=N

.31/
F2

. For the iMac with the processor 3.4 GHz, Intel Core i5, it took
over nine full days to complete this task.

For N.32/, GT.N.32// has 800 elements. To find the size of GT.N.32//, the computer had to look at over
9 � 106 elements of the group F2=N

.32/
F2

. For the iMac with the processor 3.4 GHz, Intel Core i5, it took
almost 10 full days to complete this task.

Remark 4.1 Recall that the definition of an isolated element of NFIPB4
.B4/ (see Definition 3.2) is based

on charming GT–shadows. In principle, it is possible that there exists an isolated element N 2NFIPB4
.B4/

for which GT.N/ has a nonsettled element. We did not encounter such examples in our experiments.

4.1 Selected remarkable examples

For the 19th example N.19/ in Table 1, the quotient F2=N
.19/
F2

has order 7776D 25 �35. Due to the similarity
between this order and the historic year 1776, we decided to call the subgroup N.19/ the Philadelphia
subgroup of PB4. This subgroup is the kernel of the homomorphism from PB4 to S9 that sends the
standard generators of PB4 to the permutations

(4-3)
g12 WD .1; 3; 2/.4; 6; 5/; g23 WD .1; 4; 9/.2; 7; 6/; g13 WD .1; 7; 5/.3; 6; 9/;

g14 WD .2; 6; 7/.3; 8; 5/; g24 WD .1; 8; 6/.3; 4; 7/; g34 WD .1; 2; 3/.7; 9; 8/;

respectively.

Since N.19/ is isolated, GT~.N.19// is a group. We showed that GT~.N.19// is isomorphic to the dihedral
group D6 D hr; s j r

6; s2; rsrsi of order 12. We also showed that the kernel of the restriction of the
virtual cyclotomic character to GT~.N.19// coincides with the cyclic subgroup hri of order 6.

The last element N.34/ in (4-2) has the biggest index 762; 048D 26 � 35 � 72 in PB4. This subgroup is the
kernel of the homomorphism from PB4 to S18 that sends the standard generators of PB4 to

(4-4)

g12 WD .1; 3; 5; 7; 9; 2; 4; 6; 8/.10; 12; 14; 16; 18; 11; 13; 15; 17/;

g23 WD .1; 3; 7; 8; 2; 4; 9; 6; 5/.10; 15; 17; 11; 12; 16; 18; 14; 13/;

g13 WD .1; 3; 8; 5; 4; 9; 2; 6; 7/.10; 11; 15; 17; 13; 12; 18; 14; 16/;

g14 WD .1; 3; 7; 8; 2; 4; 9; 6; 5/.10; 15; 17; 11; 12; 16; 18; 14; 13/;

g24 WD .1; 7; 6; 2; 4; 8; 9; 3; 5/.10; 15; 14; 11; 16; 18; 12; 13; 17/;

g34 WD .1; 3; 5; 7; 9; 2; 4; 6; 8/.10; 12; 14; 16; 18; 11; 13; 15; 17/;

respectively. We call this subgroup the Mighty Dandy.
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Due to Proposition 3.3, the Mighty Dandy is an isolated element and hence GT~.N.34// is a group. This
is what we showed about this group:

� GT~.N.34// has order 486D 2 � 35.

� The kernel Ker34 of the restriction of the virtual cyclotomic character to GT~.N.34// is an abelian
subgroup of order 81D 34; in fact, Ker34 is isomorphic to Z9 �Z9.

� GT~.N.34// is isomorphic to the semidirect product

.Z2 �Z3/Ë .Z9 �Z9/:

� The Sylow 3–subgroup Syl of GT~.N.34// is a nonabelian group of order 35D 243; Syl is a normal
subgroup of GT~.N.34// and it is isomorphic to the semidirect product

Z3 Ë .Z9 �Z9/:

Although every element N in the list (4-2) has the property jF2 W NF2
j > jPB4 W Nj, there are examples

N 2 NFIPB4
.B4/ for which jPB4 W Nj is significantly bigger than the index jF2 W NF2

j.

One such example was suggested to us by Leila Schneps. Leila’s subgroup NL of PB4 is the kernel of a
homomorphism from PB4 to S130 and it can be retrieved from one of the storage files in [4]. Here is
what we know about NL:

� The index of NL in PB4 is 229 � 312 D 285 315 214 344 192.

� The index of NL
PB3

in PB3 is 212 � 36 D 2 985 984.

� The index of NL
F2

in F2 is 210 � 35 D 248 832.

� N L
ord D 12.

� The order of the commutator subgroup of F2=N
L
F2

is 26 � 33 D 1728.

� There are only 48D 24 � 3 charming GT–shadows for NL.

� NL is an isolated element of NFIPB4
.B4/ and hence GT~.NL/ is a group.

We found that the group GT~.NL/ is isomorphic to the semidirect product

(4-5) Z2 Ë .Z2 �Z2 �Z2 �Z3/;

where the nontrivial element of Z2 acts on

(4-6) Z2 �Z2 �Z2 �Z3 D haja
2
i � hbjb2

i � hcjc2
i � hd jd3

i

by the automorphism
a 7! b; b 7! a; c 7! c; d 7! d�1:

The restriction of the virtual cyclotomic character to GT~.NL/ gives us the group homomorphism

GT~.NL/! .Z=12Z/�;

and the kernel of this homomorphism is the subgroup of (4-6) generated by ab, c and d .
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i jPB4 W N
.i/j jF2 W N

.i/
F2
j jŒF2=N

.i/
F2
; F2=N

.i/
F2
�j N

.i/
ord jGT.N.i//j jGT~.N.i//j isolated?

0 8 16 2 4 4 4 True
1 8 16 2 4 8 4 True
2 12 36 4 3 18 6 True
3 21 63 7 3 36 12 False
4 21 63 7 3 36 12 False
5 24 288 8 6 72 12 True
6 24 144 4 6 72 12 True
7 48 144 4 6 72 12 True
8 60 1500 60 5 100 20 True
9 60 900 4 15 360 24 True
10 72 144 18 4 16 8 False
11 72 144 18 4 16 8 False
12 108 972 27 6 72 12 True
13 120 6000 60 10 400 40 True
14 147 441 49 3 216 72 True
15 168 8232 168 7 294 42 True
16 168 1344 168 4 64 32 False
17 168 1344 168 4 64 32 False
18 180 13 500 60 15 600 40 True
19 216 7776 216 6 72 12 True
20 240 6000 60 10 400 40 True
21 324 8748 108 9 486 54 True
22 504 40 824 504 9 486 54 True
23 504 24 696 504 7 294 42 True
24 648 1296 162 4 32 16 True
25 720 54 000 240 15 1800 120 True
26 1512 40 824 504 9 486 54 False
27 1512 40 824 504 9 486 54 False
28 2520 63 000 2520 5 200 40 True
29 2520 45 360 2520 6 144 48 True
30 28 224 225 792 28 224 4 512 256 True
31 181 440 8 890 560 181 440 7 588 84 True
32 181 440 9 072 000 181 440 10 800 160 True
33 181 440 40 824 000 181 440 15 � 1800 120 True
34 762 048 20 575 296 254 016 9 � 4374 486 True

Table 1: The basic information about selected 35 compatible equivalence relations.

4.2 Is there a charming GT–shadow that is also fake?

Table 1 shows that the set GT~.N/ of charming GT–shadows corresponding to a given N 2 NFIPB4
.B4/

is typically a proper subset of GT.N/. For example, for the Philadelphia subgroup N.19/, we have 72

GT–shadows and only 12 of them are charming.
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Due to Proposition 2.21, every noncharming GT–shadow is fake. Thus, for a typical N from our list of
35 elements of NFIPB4

.B4/, we have many examples of a fake GT–shadows. For instance, GT.N.19//

contains at least 60 fake GT–shadows.

It is more challenging to find examples of charming GT–shadows that are fake. At the time of writing,
we did not find a single example of a charming GT–shadow that is also fake.

Here is what we did. In the list (4-2), there are exactly 24 pairs .N.i/;N.j// with i ¤ j such that

N.j/ � N.i/:

For each such pair, we showed that every GT–shadow in GT~.N.i// survives into N.j/, ie the natural
map GT~.N.j//! GT~.N.i// is onto. We also looked at other selected examples of elements K� N in
NFIPB4

.B4/ in which N belongs to the list (4-2) and K is obtained by intersecting N with another element
of (4-2). In all examples we have considered so far, the natural map GT~.K/! GT~.N/ is onto.

4.3 Versions of the Furusho property and selected open questions

Two versions of the Furusho property are motivated by a remarkable theorem which says roughly that, in
the prounipotent setting, the pentagon relation implies the hexagon relations. For a precise statement, we
refer the reader to [2, Theorem 3.1] and [10, Theorem 1].

We say that an element N 2 NFIPB4
.B4/ satisfies the strong Furusho property if:

Property 4.2 For every f NF2
2 F2=NF2

satisfying pentagon relation (2-20) modulo N, there exists
m 2 Z such that

� 2mC 1 represents a unit in Z=NordZ, and

� the pair .m; f / satisfies hexagon relations (2-18) and (2-19).

Furthermore, we say that an element N 2 NFIPB4
.B4/ satisfies the weak Furusho property if:

Property 4.3 For every f NF2
2 ŒF2=NF2

; F2=NF2
� satisfying pentagon relation (2-20) modulo N, there

exists m 2 Z such that

� 2mC 1 represents a unit in Z=NordZ, and

� the pair .m; f / satisfies hexagon relations (2-18) and (2-19).

Using [4], we showed that the following 11 elements of the list (4-2)

(4-7) N.1/; N.2/; N.3/; N.4/; N.6/; N.7/; N.9/; N.10/; N.11/; N.14/; N.24/

satisfy Property 4.2 and the remaining 24 elements of (4-2) do not satisfy Property 4.2.
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For instance, for the Philadelphia subgroup N.19/, N .19/
ord D 6 and there are 216 elements f N.19/

F2
in

F2=N
.19/
F2

that satisfy the pentagon relation modulo N.19/. However, for only 36 of these 216 elements,
there exists m 2 f0; 1; : : : ; 5g such that 2mC 1 represents a unit in Z=6Z and the pair .m; f / satisfies
hexagon relations (2-18) and (2-19) (modulo N

.19/
PB3

).

Using [4], we also showed that the 13 elements of the list (4-2)

(4-8) N.0/; N.1/; N.2/; N.3/; N.4/; N.5/; N.6/; N.7/; N.9/; N.10/; N.11/; N.14/; N.24/

satisfy Property 4.3, and the remaining 22 elements of (4-2) do not satisfy Property 4.3.

For instance, for the Mighty Dandy N.34/, N .34/
ord D9 and there are 4096 elements10 in ŒF2=N

.34/
F2

; F2=N
.34/
F2

�

that satisfy the pentagon relation modulo N.34/. However, for only 243 of them does there exist some
m 2 f0; 1; : : : ; 8g such that 2mC 1 represents a unit in Z=9Z and the pair .m; f / satisfies hexagon
relations (2-18) and (2-19) (modulo N

.34/
PB3

).

We conclude this section with selected open questions. Most of these questions are motivated by our
experiments [4].

Question 4.4 Let N2NFIPB4
.B4/ and .m; f /2Z�F2 be a pair satisfying (2-18), (2-19), (2-20) (relative

to �N). Recall that , due to Proposition 2.10, if the group homomorphisms T
PB2

m;f
and T

PB3

m;f
are onto then

so is the group homomorphism
T

PB4

m;f
W PB4! PB4=N:

Using [4], the authors could not find an example of a pair .m; f / 2 Z � F2 for which T
PB4

m;f
is onto

but T
PB2

m;f
is not onto or T

PB3

m;f
is not onto. Can one prove that , if T

PB4

m;f
is onto , then so are the group

homomorphisms T
PB2

m;f
and T

PB3

m;f
?

Question 4.5 Is it possible to find an example of a nonisolated N 2 NFIPB4
.B4/ for which the connected

component GTSh~conn.N/ has more than 2 objects? In other words , is it possible to find N 2 NFIPB4
.B4/

that has > 2 distinct conjugates?

Question 4.6 Is it possible to find K;N 2 NFIPB4
.B4/ such that K� N and the natural map

GT~.K/! GT~.N/

is not onto? In other words , can one produce an example of a charming GT–shadow that is also fake?

Question 4.7 Is it possible to find N 2 NFIPB4
.B4/ for which F2=NF2

is nonabelian and we can identify
all genuine GT–shadows in the set GT~.N/?

Note that, if F2=NF2
is abelian, all charming GT–shadows can be described completely and they are all

genuine. (See Theorem B.2 in Appendix B.)

10For the iMac with the processor 3.4 GHz, Intel Core i5, it took over 52 hours to find all these elements.
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Appendix A The operad PaB and its profinite completion

The operad PaB of parenthesized braids is an operad in the category of groupoids and it was introduced11

by D Tamarkin in [28].

In this appendix, we give a brief reminder of the operad PaB and its profinite completion. For a more
detailed exposition, we refer the reader to [9, Chapter 6].

A.1 The groups Bn and PBn

The Artin braid group Bn on n strands is, by definition, the fundamental group of the orbifold

Conf.n;C/=Sn;

where Conf.n;C/ denotes the configuration space of n (labeled) points on C, ie

Conf.n;C/ WD f.z1; : : : ; zn/ 2Cn
j zi ¤ zj if i ¤ j g:

It is known [17, Chapter 1] that Bn has the presentation

(A-1) h �1; �2; : : : ; �n�1 j �i�j�
�1
i ��1

j if ji � j j � 2; �i�iC1�i�
�1
iC1�

�1
i ��1

iC1 for 1� i � n� 2i;

where �i is the element depicted below:

1

: : :

i � 1 i i C 1 i C 2

: : :

n

Recall that the pure braid group PBn on n strands is the kernel of the standard group homomorphism
� W Bn! Sn. This homomorphism sends the generator �i to the transposition .i; i C 1/.

For 1� i < j � n, we denote by xij the elements of PBn given by

(A-2) xij WD �j�1 � � � �iC1�
2
i �
�1
iC1 � � � �

�1
j�1;

and recall [17, Section 1.3] that PBn has the presentation

PBn Š hfxij g1�i<j�n j relationsi

with the relations

(A-3) x�1
rs xij xrs D

8̂̂̂<̂
ˆ̂:

xij if s < i or i < r < s < j ;

xrj xij x�1
rj if s D i;

xrj xsj xij x�1
sj x�1

rj if r D i < s < j ;

xrj xsj x�1
rj x�1

sj xij xsj xrj x�1
sj x�1

rj if r < i < s < j:

11A very similar construction appeared in the beautiful paper [1] by D Bar-Natan.
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For example, the standard generators of PB3 are

(A-4) x12 WD �
2
1 ; x23 WD �

2
2 ; x13 WD �2�

2
1�
�1
2 :

The element

(A-5) c WD x23x12x13 D x12x13x23 D .�1�2/
3
D .�2�1/

3

has infinite order; it generates the center of PB3 and the center of B3.

The elements x12 and x23 generate a free subgroup in PB3. Thus PB3 is isomorphic to F2 �Z.

A direction calculation shows that

(A-6) ��1
1 x23�1 D x13; ��1

2 x12�2 D x�1
23 x�1

12 c; ��1
2 x13�2 D x12:

A.2 The groupoid PaB.n/

Objects of PaB.n/ are parenthesizations of sequences .�.1/; �.2/; : : : ; �.n// where � is a permutation Sn.
For example, PaB.2/ has exactly two objects .1 2/ and .2 1/ and PaB.3/ has 12 objects:

.12/3; .21/3; .23/1; .32/1; .31/2; .13/2; 1.23/; 2.13/; 2.31/; 3.21/; 3.12/; 1.32/:

To define morphisms in PaB.n/, we denote by p the obvious projection from the set of objects of PaB.n/
onto Sn. For example,

p..23/1/ WD

�
1 2 3

2 3 1

�
:

For two objects �1 and �2 of PaB.n/, we set

(A-7) HomPaB.�1; �2/ WD �
�1.p.�2/

�1
ı p.�1//� Bn;

where � is the standard homomorphism Bn to Sn.

For instance, HomPaB.2.31/; .31/2/ consist of elements g 2 Bn such that

�.g/D

�
1 2 3

3 1 2

�
:

An example of an isomorphism from 2.31/ to .31/2 in PaB.3/ is shown below:

2 . 3 1 /

. 3 1 / 2

The composition of morphisms in PaB.n/ comes from the multiplication in Bn. For example, if �
is the element of HomPaB.�1; �2/ corresponding to h 2 Bn and  is the element of HomPaB.�2; �3/

corresponding to g 2 Bn then their composition  � � is the element of HomPaB.�1; �3/ corresponding
to g � h. We use � for the composition of morphisms in PaB and the multiplication of elements in braid
groups.
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By definition of morphisms, we have a natural forgetful map

(A-8) ou W PaB.n/! Bn:

This map assigns to a morphism  2 PaB.n/ the corresponding element of the braid group Bn. Moreover,
since the composition of morphisms in PaB.n/ comes from the multiplication in Bn, we have

ou. � �/D ou. / � ou.�/

for every pair ; � of composable morphisms.

The isomorphisms ˛ 2 PaB.3/ and ˇ 2 PaB.2/ depicted as

ˇ WD

1

2

2

1

and ˛ WD

.1 2/ 3

1 .2 3/

as in (1-2) play a very important role. We call ˇ the braiding and ˛ the associator. Note that, although ˛
corresponds to the identity element in B3, it is not an identity morphism in PaB.3/ because .12/3¤ 1.23/.

The symmetric group Sn acts on Ob.PaB.n// in the obvious way. Moreover, for every � 2 Sn and
 2 HomPaB.n/.�1; �2/, we denote by �. / the morphism from �.�1/ to �.�2/ that corresponds to the
same element of the braid group Bn, ie

(A-9) ou.�. //D ou. /:

For example, if � D .1; 2/ 2 S3 then

�.˛/ D

. 2 1 / 3

2 . 1 3 /

:

For our purposes, it is convenient to assign to every element g 2 Bn the corresponding morphism
m.g/ 2 PaB.n/ from .: : .1; 2/3/ : : : n/ to .: : .i1; i2/i3/ : : : in/, where ik WD �.g/

�1.k/. It is easy to see
that the map

(A-10) m W Bn! PaB.n/

defined in this way is a right inverse of ou; see (A-8).

It is also easy to see that, for every pair g1;g2 2 Bn, we have

(A-11) m.g1 �g2/D �.g2/
�1.m.g1// �m.g2/:
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For example, for �1; �2 2 B3, m.�1/D id12 ı1 ˇ and

m.�2/ WD

.1 2/ 3

.1 3/ 2

:

The composition m.�2/ �m.�1/ is not defined because the source of m.�2/ does not coincide with the
target of m.�1/. On the other hand, the source of .1; 2/.m.�2// coincides with the target of m.�1/ and
.1; 2/.m.�2// � m.�1/Dm.�2 � �1/.

A.3 The operad structure on PaB

We already explained how the symmetric group Sn acts on the groupoid PaB.n/. Furthermore, it is easy
to see that fOb.PaB.n//gn�1 is the underlying collection of the free operad (in the category of sets)
generated by the collection T with

T.n/ WD

�
f1 2; 2 1g if nD 2;

∅ otherwise:
Thus the functors

(A-12) ıi W PaB.n/�PaB.m/! PaB.nCm� 1/

act on the level of objects in the obvious way.

For example,

.23/1 ı2 12 WD ..23/4/1; 21 ı1 .23/1 WD 4..23/1/; 2.3.14// ı3 1.32/ WD 2..3.54//.16//;

where we use the gray color to indicate what happens with the inserted sequence. For instance, in the
third example, 1.32/ 7! .3.54//.

To define the action of the functor ıi on the level of morphisms, we proceed as follows: given  2 PaB.n/,
z 2 PaB.m/ and 1� i � n, we set g WD ou. / and zg WD ou.z /; we compute the source and the target of
 ıi z using the rules of operad fOb.PaB.k//gk�1. Finally, to get the element of BnCm�1 corresponding
to  ıi z , we replace the strand of g that originates at the position labeled by i by a “thin” version of zg.
For example,

2 . 3 1 /

. 3 1 / 2

ı2

2

1

1

2

WD

. 3 2 / . 4 1 /

. 4 1 / . 2 3 /

:

For a more precise definition of operadic multiplications on PaB we refer the reader to [9, Chapter 6].
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The (iso)morphisms ˛ and ˇ satisfy the pentagon relation

(A-13)

.1.23//4 1..23/4/

..12/3/4 1.2.34//

.12/.34/

id12 ı1 ˛

˛ ı2 id12

id12 ı2 ˛

˛ ı1 id12 ˛ ı3 id12

and the two hexagon relations

(A-14)

.12/3 3.12/ .31/2

1.23/ 1.32/ .13/2

ˇ ı1 id12

˛

id12 ı2 ˇ .2;3/ ˛�1

.2;3/ .id12 ı1 ˇ/

.1;3;2/ ˛

(A-15)

1.23/ .23/1 2.31/

.12/3 .21/3 2.13/

ˇ ı2 id12 .1;2;3/ ˛

˛�1

id12 ı1 ˇ .1;2/ ˛

.1;2/ .id12 ı2 ˇ/

It is known [9, Theorem 6.2.4] that:12

Theorem A.1 As the operad in the category of groupoids , PaB is generated by morphisms ˛ and ˇ
of (1-2). Moreover , any relation on ˛ and ˇ in PaB is a consequence of (A-13), (A-14) and (A-15).

A.4 The cosimplicial homomorphisms for pure braid groups in arities 2 ; 3; 4

The collection fPBngn�1 of pure braid groups can be equipped with the structure of a cosimplicial group.
For our purposes we will need the cofaces of this cosimplicial structure only in arities 2; 3 and 4.

Let �1 and �2 be objects of PaB.n/ which differ only by parenthesizations, ie p.�1/D p.�2/. For such
objects, we denote by ˛�2

�1
the isomorphism from �1 to �2 given by the identity element of Bn. For

example, the associator ˛ is precisely ˛1.23/

.12/3
and ˛�1 is precisely ˛.12/3

1.23/
.

Using the identity morphism id12 2 PaB.2/, the maps ou, m (see (A-8) and (A-10)) and the operadic
insertions, we define the following maps from PB3 to PB4 and the maps from PB2 to PB3:

'123.h/ WD ou.id12 ı1 m.h//; '12;3;4.h/ WD ou.m.h/ ı1 id12/;

'1;2;34.h/ WD ou.m.h/ ı3 id12/; '234.h/ WD ou.id12 ı2 m.h//;

'1;23;4.h/ WD ou.m.h/ ı2 id12/;

(A-16)

12A very similar statement is proved in [1]. See Claim 2.6 in loc. cit. It goes without saying that Theorem A.1 can be thought of
as a version of Mac Lane’s coherence theorem for braided monoidal categories.
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'12.h/ WD ou.id12 ı1 m.h//; '23.h/ WD ou.id12 ı2 m.h//;

'12;3.h/ WD ou.m.h/ ı1 id12/; '1;23.h/ WD ou.m.h/ ı2 id12/:
(A-17)

Proposition A.2 The equations in (A-16) (resp. in (A-17)) define group homomorphisms from PB3

(resp. PB2) to PB4 (resp. PB3).

Proof Let us consider the map '1;23;4 W PB3! PB4. For elements h, zh 2 PB3, we set

 WDm.h/ and z WDm.zh/:

Since PaB is an operad in the category of groupoids, we have

. � z / ı2 id12 D . ı2 id12/ � .z ı2 id12/:

Hence

'1;23;4.h/ �'1;23;4.zh/D ou. ı2 id12/ � ou.z ı2 id12/D ou.. ı2 id12/ � .z ı2 id12//

D ou.. � z / ı2 id12/D '1;23;4.h � zh/;

where the last identity is a consequence of  � z Dm.h � zh/.

The proofs for the remaining eight maps are very similar and we leave it to the reader.

Since all nine maps in (A-16) and (A-17) are group homomorphisms, they are uniquely determined by
their values on generators of PB3 and PB4, respectively. It is easy to see that

'123.x12/D x12; '123.x23/D x23; '123.x13/D x13;

'234.x12/D x23; '234.x23/D x34; '234.x13/D x24;

'12;3;4.x12/D x13x23; '12;3;4.x23/D x34; '12;3;4.x13/D x14x24;

'1;23;4.x12/D x12x13; '1;23;4.x23/D x24x34; '1;23;4.x13/D x14;

'1;2;34.x12/D x12; '1;2;34.x23/D x23x24; '1;2;34.x13/D x13x14;

(A-18)

'12.x12/D x12; '23.x12/D x23; '12;3.x12/D x13x23; '1;23.x12/D x12x13:(A-19)

A.5 The profinite completion bPaB of PaB

Let G be a connected groupoid with finitely many objects and G be the group that represents the
isomorphism class of Aut.a/ for some object a of G. We tacitly assume that the group G is residually
finite. Following [5], an equivalence relation � on G is called compatible if:

(1) 1 � 2 implies the source (resp. the target) of 1 coincides with the source (resp. the target) of 2.

(2) 1 � 2 implies 1 �  � 2 �  and � � 1 � � � 2 (if the compositions are defined).

(3) The set G=� of equivalence classes is finite.

It is clear that, for every compatible equivalence relation � on G, the quotient G=� is naturally a finite
groupoid (with the same set of objects).
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Compatible equivalence relations on G form a directed poset and the assignment � 7! G=� gives us
a functor from this poset to the category of finite groupoids. In [5], the profinite completion bG of the
groupoid G is defined as the limit of this functor.

In [5], it was also shown that compatible equivalence relations on G are in bijection with finite-index
normal subgroups N of G. This gives us the following “pedestrian” way of thinking about morphisms inbG.a; b/: choose13 � 2 G.a; b/, then every morphism in  2bG.a; b/ can be uniquely written as

 D � � h;

where h 2 bG.

In [5], we also proved that the assignment G 7!bG upgrades to a functor from the category of groupoids to
the category of topological groupoids. Moreover, this is a symmetric monoidal functor.

Thus, “putting hats” over PaB.n/ for every n� 0 gives us an operad bPaB in the category of topological
groupoids.

Appendix B Charming GT–shadows in the abelian setting: examples of
genuine GT–shadows

Let us prove the following statement:

Proposition B.1 For N 2 NFIPB4
.B4/, the following conditions are equivalent :

(a) The quotient group PB4=N is abelian.

(b) The quotient group PB3=NPB3
is abelian.

(c) The quotient group F2=NF2
is abelian.

Proof Implications (a) D) (b) and (b) D) (c) are straightforward, so we leave them to the reader.

Let us assume that the quotient group F2=NF2
is abelian. Then the images of x12 and x23 in PB3=NPB3

commute. Furthermore, since the image of c in PB3=NPB3
is obviously in the center of PB3=NPB3

and
PB3 D hx12;x23; ci, we conclude that the quotient group PB3=NPB3

is also abelian.

To show that the generators xxij WD xijN for 1 � i < j � 4 of PB4=N commute with each other, we
consider the group homomorphisms from PB3 to PB4 given by formulas (A-18).

Note that, for every homomorphism ' W PB3! PB4 in the set

(B-1) f'234; '12;3;4; '1;23;4; '1;2;34; '234g;

we have NPB3
� '�1.N/ � PB3. Therefore, since the quotient PB3=NPB3

is abelian, the quotient
PB3='

�1.N/ is also abelian.

13G.a; b/ is nonempty because G is connected.
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Applying these observations to every ' in (B-1), we deduce that:

� The elements xx12, xx23, xx13 commute with each other.

� The elements xx23, xx34, xx24 commute with each other.

� The elements xx13xx23, xx34 and xx14xx24 commute with each other.

� The elements xx12, xx23xx24 and xx13xx14 commute with each other.

� The elements xx14, xx12xx13 and xx24xx34 commute with each other.

Using these observations one can show that Œxxij ; xxkl �D 1PB4=N for every pair in the set˚
f.i; j /; .k; l/g j 1� i < j � 4; 1� k < l � 4

	
�
˚
f.1; 2/; .3; 4/g; f.1; 3/; .2; 4/g; f.2; 3/; .1; 4/g

	
:

Luckily, due to (A-3), we have

x12x34 D x34x12; x23x14 D x14x23; x�1
13 x24x13 D Œx14;x34�x24Œx14;x34�

�1:

Thus all generators xxij of PB4=N commute with each other.

If one of the three equivalent conditions of Proposition B.1 is satisfied then we say that we are in the
abelian setting.

We can now prove the following analog of the Kronecker–Weber theorem:

Theorem B.2 Let N 2 NFIPB4
.B4/. If the quotient group PB4=N is abelian , then

(B-2) GT~.N/D f.mCNordZ;x1/ j 0�m�Nord� 1; gcd.2mC 1;Nord/D 1g;

where x1 is the identity element of F2=NF2
. Furthermore , every GT–shadow in (B-2) is genuine.

Proof Since x1 can be represented by the identity element of F2, every element of the set

(B-3) XN WD f.mCNordZ;x1/ j 0�m�Nord� 1; gcd.2mC 1;Nord/D 1g

satisfies the pentagon relation (2-20).

For every element of XN, the hexagon relations (2-18) and (2-19) boil down to

�1xm
12�2xm

23 NPB3
D �1�2.x13x23/

m NPB3
;(B-4)

�2xm
23 �1xm

12 NPB3
D �2�1.x12x13/

m NPB3
:(B-5)

Equation (B-4) follows easily from the identity

��1
2 x12�2 D x�1

23 x13x23

and the fact that the quotient PB3=NPB3
is abelian.
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Similarly, equation (B-5) follows easily from the identity

��1
1 x23�1 D x13

and the fact that the quotient PB3=NPB3
is abelian.

We proved that every element of XN is a GT–pair for N. Moreover, since 2mC 1 represents a unit in the
ring Z=NordZ, every GT–pair in XN is friendly, ie the group homomorphism T

PB2

m;1
W PB2! PB2=NPB2

is
onto.

Due to (2-28) and the second identity in (2-29), for every m 2 Z we have

T
PB3

m;1
.x12/D x2mC1

12
NPB3

; T
PB3

m;1
.x23/D x2mC1

23
NPB3

; T
PB3

m;1
.c/D c2mC1NPB3

:

Since the orders of the elements x12NPB3
, x23NPB3

and cNPB3
divide Nord and 2mC 1 represents a unit

in Z=NordZ, all three cosets x12NPB3
, x23NPB3

and cNPB3
belong to the image of T

PB3

m;1
. Thus, due to

Proposition 2.10, every element of XN is a GT–shadow.

Furthermore, every GT–shadow in XN is charming. The first condition of Definition 2.20 is clearly
satisfied and the second one follows from the fact that 2mC 1 represents a unit in Z=NordZ and the
orders of the elements x12NF2

, x23NF2
divide Nord.

Since the inclusion GT~.N/�XN is obvious, the first statement of Theorem B.2 is proved.

Let us now show that every GT–shadow in GT~.N/ is genuine.

By Remark 2.18 and the surjectivity of the cyclotomic character, we know that, for every x�2 .Z=NordZ/�

there should exist at least one genuine GT–shadow Œ.m; f /� 2 GT~.N/ such that

(B-6) 2 xmCx1D x�:

Let us assume that Nord is odd. In this case x2 2 .Z=NordZ/� and hence, for every fixed x� 2 .Z=NordZ/�,
equation (B-6) has exactly one solution xm 2 Z=NordZ.

Since, for every x�2 .Z=NordZ/�, we have exactly one GT–shadow . xm;x1/ in GT~.N/ such that 2 xmC1Dx�,
the surjectivity of the cyclotomic character implies that every GT–shadow in GT~.N/ is genuine.

The case when Nord D 2k (for k 2 Z�1) requires more work. In this case, equation (B-6) has exactly
two solutions for every x� 2

�
Z=2kZ

��. More precisely, if 2 xmCx1D x� then the solution set for (B-6) is
f xm; xmC xkg.

The proof of the desired statement about GT~.N/ is based on the fact that the integers 2mC 1 and
2mC 2kC 1 represent two distinct units in the ring Z=4kZ.

Let K be an element of NFIPB4
.B4/ such that

� K� N,

� PB4=K is abelian, and

� 4k divides K0 WD jPB2 W KPB2
j.
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One possible way to construct such K is to define a group homomorphism  W PB4!S4k by the formulas

(B-7)  .xij / WD .1; 2; : : : ; 4k/ for all 1� i < j � 4;

and set K WD N\ ker. /.

Since the natural group homomorphism

.Z=K0Z/�! .Z=4kZ/�

is onto, there exist x�1¤
x�2 in .Z=K0Z/� whose images in .Z=4kZ/� are the two distinct units represented

by 2mC 1 and 2mC 2kC 1, respectively.

Therefore there exist genuine GT–shadows Œ.m1; 1/� and Œ.m2; 1/� in GT~.K/ such that

2m1C 1� �1 mod K0 and 2m2C 1� �2 mod K0:

Consequently, m1 and m2 satisfy these congruences mod 4k:

2m1C 1� 2mC 1 mod 4k and 2m2C 1� 2mC 2kC 1 mod 4k:

Thus the images of the genuine GT–shadows Œ.m1; 1/� and Œ.m2; 1/� in GT.N/ are Œ.m; 1/� and Œ.mCk; 1/�.

Remark B.3 In the abelian setting, every charming GT–shadow comes from an element of GQ. The
authors do not know whether there is a genuine GT–shadow (in the nonabelian setting) that does not come
from an element of GQ. Of course, if such a GT–shadow exists then the homomorphism (1-1) is not onto.
(Some mathematicians believe that, in modern mathematics, there are no tools for tackling this question.)
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A simple proof of the Crowell–Murasugi theorem

THOMAS KINDRED

We give an elementary, self-contained proof of the theorem, proven independently in 1958–1959 by
Crowell and Murasugi, that the genus of any oriented nonsplit alternating link equals half the breadth of
its Alexander polynomial (with a correction term for the number of link components), and that applying
Seifert’s algorithm to any oriented connected alternating link diagram gives a surface of minimal genus.

57K10, 57K14

Every oriented link K � S3 bounds a connected oriented surface F called a Seifert surface. Such F is
homeomorphic to an `–punctured surface of some genus g.F /, where `D jKj (here and throughout, bars
count components). The link genus g.K/ is the minimum genus among all Seifert surfaces for K.

An ordered basis .a1; : : : ; an/ for H1.F / determines an n�n Seifert matrix V D .vij /, vij D lk.ai ; a
C
j /,

where lk denotes linking number and aCj is the pushoff of (an oriented multicurve representing) aj in the
positive normal direction determined by the orientations on F and S3.

The polynomial det.V � tV T /, denoted by �K .t/, is called the Alexander polynomial of K. Up to
degree shift, it is independent of Seifert surface and basis; see Kauffman [11] and Bar-Natan, Fulman
and Kauffman [2]. Writing �K .t/D ar tr C arC1trC1C � � �C as�1t s�1C ast s with ar ; as ¤ 0, we call
s� r the breadth of �K .t/ and denote it by bth.K/.

Given any oriented connected diagram D � S2 of a link K � S3, Seifert’s algorithm yields a Seifert
surface for K as follows. First, “smooth” each crossing of D in the way that respects orientation: ,

. This gives a disjoint union of oriented circles on S2 called the Seifert state of D; each circle is
called a Seifert circle. Second, cap all the Seifert circles with disjoint, oriented disks, all on the same
side of S2. Third, attach an oriented half-twisted band at each crossing, so that the resulting surface F is
oriented with @F DK, respecting orientation. Here is an example:

The purpose of this note is to give a short, elementary, self-contained proof of the following theorem, first
proven independently in 1958–1959 by Crowell and Murasugi.

© 2024 The Author, under license to MSP (Mathematical Sciences Publishers). Distributed under the Creative Commons
Attribution License 4.0 (CC BY). Open Access made possible by subscribing institutions via Subscribe to Open.
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Theorem 1 (Crowell [4] and Murasugi [14; 15]) If F is a surface constructed via Seifert’s algorithm
from a connected alternating diagram D of an oriented `–component link K, then

g.F /D g.K/D 1
2
.bth.K/C 1� `/:

To prove Theorem 1, we will show that a Seifert matrix V for F is invertible. The next two results show
that this indeed will suffice.

Proposition 2 Let F be a Seifert surface for an oriented `–component link K. If bth.K/D2g.F /C`�1,
then g.K/D g.F /D 1

2
.bth.K/C 1� `/.

Proof Given an arbitrary Seifert surface F 0 for K, one may compute �K .t/ from any Seifert matrix
for F 0, so bth.K/� ˇ1.F

0/D 2g.F 0/C 1� `. Hence g.F /� g.F 0/.

Proposition 3 (Murasugi [17]) Let V be a real n� n matrix, and let f .t/D det.V � tV T /. If V is
invertible , then the breadth of f .t/ equals n.

Proof Denoting the transpose of V �1 by V �T ,

f .t/D det.V T / det.V V �T
� tI/

is a nonzero scalar multiple of the characteristic polynomial of the invertible matrix V V �T , hence has
breadth n.1

Next, suppose that D � S2 is a connected oriented alternating link diagram such that applying Seifert’s
algorithm to D yields a checkerboard2 surface F .3 Then, since D is alternating and connected, all of the
crossing bands in F are identical: either they all positive, , or they are all negative, . Let V denote
a Seifert matrix for F .

Lemma 4 With the preceding setup , if the crossing bands in F are positive , then any nonzero x 2Zˇ1.F /

satisfies xT V x > 0; if the crossing bands in F are negative , then any such x satisfies xT V x < 0. Hence ,
in either case , V is invertible.

Here is a self-contained proof. A shorter argument, using Greene [9], follows.

Proof Assume without loss of generality that the crossing bands in F are positive. Among all oriented
multicurves in F that represent x, choose one, ˛, that intersects the crossing bands in F in the smallest

1The converse is also true. Indeed, if V is singular, then choose an invertible matrix P whose first column is in the nullspace
of V . Then det.PT VP � t.PT VP /T /D det2.P / �f .t/ has the same breadth as f .t/. Further, the first column of PT VP is 0,
so only constants appear in the first row of PT VP � t.PT VP /T . Hence, the breadth is less than n.
2That is, each Seifert circle bounds a disk in S2 disjoint from the other Seifert circles.
3Such a diagram is either positive or negative and is called special alternating.
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possible number of components. Then, for each crossing band X in F , ˛\X will consist of a (possibly
empty) collection of coherently oriented arcs. Therefore,

(1) xT V x D lk.˛; ˛C/D
X

crossing bands X

j˛\X j2

2
� 0:

Moreover, the inequality in (1) is strict, or else ˛ would be disjoint from all crossing bands, hence
nullhomologous (since D is connected). It follows that V is nonsingular, or else we would have V zD 0
for some nonzero vector z, giving zT V zD 0.

Alternatively, denote the Gordon–Litherland pairing [8] on F by h � ; � i. Since D is alternating and
connected, this pairing is definite; see Greene [9] or Murasugi [16]. Thus,

xT V x D lk.˛; ˛C/D 1
2

lk.˛; ˛C[˛�/D hx;xi ¤ 0:

To complete the proof of Theorem 1, we need one more definition and lemma. The Murasugi sum, also
called generalized plumbing, is a way of gluing together two spanning surfaces along a disk so as to
produce another spanning surface. We will prove that if Seifert surfaces F1 and F2 have invertible Seifert
matrices, then any Murasugi sum of F1 and F2 also has invertible Seifert matrix (and conversely).

Definition 5 For i D 1; 2, let Fi be a Seifert surface in a 3–sphere S3
i , and choose a compact 3–ball

Bi � S3
i that contains Fi such that

(i) Fi \ @Bi is a disk Ui whose boundary consists alternately of arcs in @Fi and arcs in int.Fi/,

(ii) j@U1\ @F1j D j@U2\ @F2j, and

(iii) the positive normal along U1 (using the orientations on S3
1

and F1) points into B1, whereas the
positive normal along U2 points out of B2.

Choose an orientation-reversing homeomorphism h W@B1!@B2 such that h.U1/DU2 and h.@U1\@F1/D

cl.@U2\ int.F2//.4 Then F D F1[h F2 is a Seifert surface in the 3–sphere B1[h B2. It is a Murasugi
sum or generalized plumbing of F1 and F2, denoted by F D F1 �F2.

Note that there are generally many ways to form a Murasugi sum between two given surfaces. As an
aside, we mention that the Murasugi sum construction extends easily to unoriented surfaces, and that
both the oriented and unoriented notions of Murasugi sum are natural operations in many respects; see
Gabai [5; 6], Ozawa [18], Ozbagci and Popescu-Pampu [19] and Kindred [12]. Here is one such respect:

Lemma 6 Given a Murasugi sum F D F1 �F2 of Seifert surfaces with Seifert matrices V, V1 and V2,
respectively, V is invertible if and only if both V1 and V2 are.

4It follows that h.cl.@U1 \ int.F1///D @U2 \ @F2.
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Proof Write V D .vij /. We may assume that V is taken with respect to a basis .a1; : : : ; ar ; b1; : : : ; bs/

for H1.F /, where .a1; : : : ; ar / is a basis for H1.F1/ and .b1; : : : ; bs/ is a basis for H1.F2/. Then V is
a block matrix of the form V D

�
V1

B
A
V2

�
. In fact, we claim that B D 0, ie

(2) V D

�
V1 A

0 V2

�
:

To see this, let j̨ � F1 represent aj and let ˇi � F2 represent bi for arbitrary 1� j � r and 1� i � s.
Then vij D lk.ˇi ; ˛

C
j /D 0 because, using the notation and setup from Definition 5, ˛Cj � int.h.B1//

and ˇi � B2. From (2), we have det.V /D det.V1/ det.V2/,5 so the result follows.

Now we can prove Theorem 1:

Proof of Theorem 1 Let F be a surface constructed via Seifert’s algorithm from an alternating diagram
D of an oriented link K. Then F is a Murasugi sum of checkerboard Seifert surfaces from connected
oriented alternating link diagrams.6

Lemma 4 implies that all of these checkerboard surfaces have invertible Seifert matrices, so Lemma 6
implies that F has an invertible Seifert matrix V. Since K has ` components, the size of V is ˇ1.F /D

2g.F /C 1� `. Thus, by Propositions 2 and 3,

g.F /D g.K/D 1
2
.bth.K/C 1� `/:

The preceding proof shows, more generally:

Theorem 7 Let F be a Seifert surface for an oriented `–component link K. If F is a Murasugi sum
of checkerboard surfaces from connected oriented alternating link diagrams , then g.K/ D g.F / D
1
2
.bth.K/C 1� `/.

In particular, an oriented connected link diagram is called homogeneous if it is a �–product, ie diagram-
matic Murasugi sum, of special alternating link diagrams. By definition, Theorem 7 applies to all such
diagrams (cf [3] Corollary 4.1):

Corollary 8 If F is constructed via Seifert’s algorithm from a homogeneous diagram of an `–component
oriented link K, then g.F /D g.K/D 1

2
.bth.K/C 1� `/.

We note another consequence of Lemma 6, in combination with:

Theorem 9 (Harer’s conjecture [10]; Corollary 3 of [7]) Any fiber surface in S3 can be constructed by
plumbing and de-plumbing Hopf bands.

5This is due to the formula det V D
P
�2Sr Cs

sign.�/
QrCs

iD1 vi�.i/ and the pigeonhole principle.
6Indeed, D is a �–product of special alternating diagrams: see [1, Definition 2.37 and Remark 2.38]. For an explicit construction,
see [20, page 98].
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Corollary 10 If F is an oriented fiber surface spanning an `–component link K � S3 and K has the
boundary orientation from F , then

g.F /D g.K/D 1
2
.bth.K/C 1� `/:

We close by considering knots K with g.K/ > 1
2

bth.K/. The simplest such knots have 11 crossings.
There are seven of them [13]: the Conway knot 11n34 has genus three, as do 11n45, 11n73 and 11n152,
while the Kinoshita–Terasaka knot 11n42 has genus two, as do 11n67 and 11n97. Lemma 6 implies that
if one takes a minimal genus Seifert surface for any one of these knots and de-plumbs (ie decomposes it as
a nontrivial Murasugi sum),7 then at least one of the resulting factors will have a singular Seifert matrix.
Also, by Theorem 1 of [6], all of these surfaces will have minimal genus. This raises the following natural
problem.

Problem 11 Characterize or tabulate those Seifert surfaces F which

(i) have minimal genus,

(ii) do not de-plumb,8 and

(iii) have singular Seifert matrices.

Interestingly, for each of the four aforementioned 11–crossing knots of genus three, de-plumbing a
minimal genus Seifert surface gives three Hopf bands and the planar pretzel surface P2;2;�2;�2, which
has Seifert matrix 24 2 �1 0

�1 0 1

0 1 �2

35 ;
and doing this for any of the three aforementioned 11–crossing knots of genus two gives one Hopf band
and a surface of genus one that has Seifert matrix240 1 0

1 0 �2

0 �1 0

35 :
See Figure 1. Another simple example of the type of surface referenced in Problem 11 is the planar
pretzel surface P4;4;�2, which has Seifert matrix�

4 �2

�2 1

�
:

In particular, each of these simplest examples spans a link of multiple components.

Question 12 Does there exist a knot K that satisfies g.K/ > 1
2

bth.K/ and has a minimal genus Seifert
surface F that does not de-plumb?
7Beware: surfaces may admit distinct de-plumbings; see Kindred [12]. Still, Lemma 6 implies that this sentence is true for any
de-plumbing of such a surface.
8That is, any decomposition of F as a Murasugi sum F D F1 �F2 has F1 or F2 as a disk.
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de-plumb

1 band

isotope

de-plumb

3 bands

Figure 1: De-plumbing Hopf bands from minimal genus Seifert surfaces for the knots 11n67 and 11n73.
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The Burau representation and shapes of polyhedra

ETHAN DLUGIE

We use a geometric approach to show that the reduced Burau representation specialized at roots of unity
has another incarnation as the monodromy representation of a moduli space of Euclidean cone metrics on
the sphere, as described by Thurston. Using the theory of orbifolds, we leverage this connection to identify
the kernels of these specializations in some cases, partially addressing a conjecture of Squier. The 4–strand
case is the last case where the faithfulness question for the Burau representation is unknown, a question
that is related eg to the question of whether the Jones polynomial detects the unknot. Our results allow us to
place the kernel of this representation in the intersection of several topologically natural subgroups of B4.

20F36, 57K20; 57R18

1 Introduction

We consider two representations of groups arising in low-dimensional topology. First is the (reduced)
Burau representation of braid groups

ˇn W Bn! GLn�1.ZŒt˙�/

that has been studied for almost a century [5]. Second is a monodromy representation of punctured sphere
mapping class groups coming from a geometric structure on the moduli space of Euclidean cone spheres,

� Ek WMod.S0;mI Ek/! PU.1;m� 3/;

as described by Thurston in [22]. It has been found using algebraic techniques that these seemingly
disparate representations are quite closely related in that the latter is, in a sense, a specialization of the
former; see McMullen [18] and Venkataramana [24]. Our first theorem is a slight rephrasing of those
results, which we will establish via geometric means. See the beginning of Section 2 for an introduction
to the terminology of Euclidean cone metrics used in the following statement.

Theorem 1.1 (the Burau representation and polyhedra monodromy) Fix a choice of curvatures Ek, which
is to say a tuple of real numbers Ek D .k1; : : : ; km/ with each 0 < ki < 2� and

Pm
iD1 ki D 4� . Suppose

further that n of these curvatures are equal , say k1 D � � � D kn with n�m�1, and write k� 2 .0; 2�/ for
this common value. Set q D exp.i.� � k�//. Then the diagram

Bn ˇn.Bn/ GLn�1.ZŒt˙�/

Mod.S0;mI Ek/ PU.1;m� 3/ PGLm�2.C/

��

ˇn

ev.�q/

�

�Ek
�

© 2024 The Author, under license to MSP (Mathematical Sciences Publishers). Distributed under the Creative Commons
Attribution License 4.0 (CC BY). Open Access made possible by subscribing institutions via Subscribe to Open.
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commutes , where ˇn is the n–strand (reduced ) Burau representation , � Ek is the monodromy representation
of the moduli space of cone metrics , �� is the map on mapping class groups induced by an inclusion of an
n–times marked disk � WDn ,! S0;m, and ev.�q/ is a slight alteration of an evaluation map to be defined
in Definition 3.3.

In the case where mD nC 1 and Dn is included into an .nC1/–times punctured sphere, the evaluation
map mentioned in this theorem really is just an evaluation. This allows us to realize the “specialized”
Burau representation ˇ.�q/, where the formal variable t is evaluated at a given unit complex number �q,
as one of these polyhedral monodromy representations.

Corollary 1.2 Let Ek D .k1; : : : ; knC1/ be as in Theorem 1.1 with k� D k1 D � � � D kn. Write q D
exp.i.� � k�// Then the diagram

Bn GLn�1.C/

Mod.S0;nC1I Ek/ PU.1; n� 2/ PGLn�1.C/

��

ˇ.�q/

�Ek
�

commutes , where Mod.S0;nC1I Ek/ is the subgroup of the mapping class group of the .nC1/–times
punctured sphere that preserves the .nC1/st point and may freely permute the other points.

This yields a containment ker.ˇ.�q//� nclBn
. zS/ � h�ni, where zS is a lift of a normal generating set for

ker.� Ek/ and �n 2 Bn is the full-twist braid on n–strands that generates the center of the braid group.

In the statement, and in the rest of the paper, the notation nclG.S/ indicates the normal closure of a set S
inside of a group G. We will also write �p 2 Bn for a full twist about a curve surrounding p points in the
n–punctured disk. Any two such twists are conjugate in the braid group.

In his influential paper [21], Squier briefly considered the specializations of the Burau representation at
roots of unity. He made a conjecture about the form that the kernels of such specializations would take.
We cannot verify Squier’s conjecture in the form that he stated it,1 but using Corollary 1.2 we are able to
identify the kernel of these specializations in several cases.

Theorem 1.3 (Burau at roots of unity) Suppose q is a primitive d th root of unity and denote by
ˇ.�q/ W Bn! GLn�1.C/ the specialization of the Burau representation at t D�q. Then we have

(1) ker.ˇ.�q//D nclBn
.�d ; �

j
n�1/ � h�

`
ni

for the following values of n, d , j , and `:

n 4 5 6 7 8 9 10

d 5 6 7 8 9 10 12 18 4 5 6 8 4 5 3 4 3 3 3

j 1 1 14 8 6 5 4 3 1 5 3 2 4 2 1 2 6 3 2

` 5 3 7 4 9 5 3 9 4 2 3 8 2 5 6 4 3 2 3

1See Section 6 for a discussion on this point.
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Here � 2 Bn denotes one of the half-twist generators of Bn (all of which are conjugate), �n�1 2 Bn
denotes a full twist on a curve surrounding n� 1 points in the punctured disk (all of which are conjugate),
and �n 2 Bn denotes the full twist on the boundary of the punctured disk (which generates the center
of Bn). In a case with j D1, we mean that the kernel is ncl.�d / � h�`ni with no power of �n�1.

We can also use this method to identify the kernel of ˇ.�q/ in all cases with nD 3 and d � 7. The result
is given in Theorem 5.4 and corrects the statement of Funar and Kohno [13, Theorem 1.2].

Whether or not the Burau representation is faithful is a natural question to ask. At present, the answer
is unknown only in the nD 4 case, and this question has direct connections to the question of whether
the Jones polynomial detects the unknot; see Bigelow [3] and Ito [14]. An element of the kernel of ˇ4
must also lie in the kernel of every specialization. Thus Theorem 1.3 as a direct corollary restricts the
kernel of ˇ4 to live in the intersection of several topologically natural normal subgroups of the braid
group. One should note however that the intersection of these finitely many subgroups is still nontrivial
by Long [16, Lemma 2.1], so this alone is not enough to establish faithfulness.

Corollary 1.4 (narrowing ker.ˇ4/) Let ˇ4 WB4!GL3.ZŒt˙�/ denote the reduced Burau representation
of the 4–strand braid group. Then

ker.ˇ4/� nclB4
.�d ; �`3/ � h�

`
4i

for powers d , j , and ` as indicated in the table in Theorem 1.3. All eight of these normal subgroups have
infinite index in B4.

In fact all of the normal subgroups of braid groups given by Theorem 1.3 have infinite index in their
respective braid groups. We comment on the relationship between this and some remarkable work of
Coxeter [9] in Section 6.

Some history and context The question of the faithfulness of the Burau representation has persisted
since the representation was first defined nearly a century ago; see Burau [5]. Faithfulness is easily shown
for n D 2, and 3 (see eg Birman [4, Theorem 3.15]). Faithfulness for other cases remained open for
several decades. Squier put forth two conjectures [21, (C1) and (C2)] that, if both true, would yield
the faithfulness of the Burau representation. However, Moody found the Burau representation to be
nonfaithful for n� 10 [19], and this result was quickly lowered to n� 6 by Long and Paton [17]. A few
years later, Bigelow found a simpler example of an element in the kernel of ˇ6 and furthermore found
that the Burau representation is not faithful for nD 5 [1]. Funar and Kohno proved Squier’s conjecture
(C2) in [13], so we know, for all n� 5, that Squier’s conjecture (C1) is false for almost all (even) values
of d . As of the writing of this article, the faithfulness question is only open in the nD 4 case.

Braid groups are already known to be linear by another representation, the Lawrence–Krammer repre-
sentation. See Krammer [15] for an algebraic treatment of this result and Bigelow [2] for a topological
proof. Yet the faithfulness of the Burau representation, especially in the nD 4 case, is still of interest
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due to its connection with the Jones polynomial in knot theory. Nonfaithfulness of ˇ4 implies that the
Jones polynomial fails to detect the unknot; see Bigelow [3] and Ito [14]. There has been work on the
n D 4 question in the last few decades. For instance, a computer search by Fullarton and Shadrach
shows that a nontrivial element in the kernel of ˇ4 would have to be exceedingly complicated [12],
suggesting faithfulness. On the other hand, Cooper and Long found that ˇ4 is not faithful when taken
with coefficients mod 2 and with coefficients mod 3 [7; 8].

Thurston’s work in [22] was a geometric reframing of the monodromy of hypergeometric functions
considered by Deligne and Mostow in [10]. The algebrogeometric approach to studying these monodromy
representations has continued, notably in work of McMullen [18] and Venkataramana [24]. The analysis
of Euclidean cone metrics on surfaces was extended by Veech [23] and is still today an active area of
research in low-dimensional topology and dynamical systems.

Organization The rest of the paper is organized as follows:

� Section 2 introduces Euclidean cone metrics on the sphere, and we construct explicit complex projective
coordinates on the moduli space.

� In Section 3, we prove Theorem 1.1 and Corollary 1.2, which allow us to relate the Burau representation
at roots of unity with the monodromy representation of the moduli spaces of Euclidean cone metrics. Our
proof uses the complex projective coordinates defined in Section 2.

� In Section 4, we gather several results about the complex hyperbolic geometry of the moduli space
and facts about geometric orbifolds.

� In Section 5, we prove Theorem 1.3, identifying the kernel of the Burau representation at some roots
of unity. This uses Corollary 1.2 with the results of Section 4. We also present the application of these
ideas to the ˇ3 case in Section 5.2.

� Section 6 contains a discussion of limitations of this work and several possible future directions and
connections that I hope can spark further research with these techniques.
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2 Euclidean cone metrics on S 2

Here we recall the moduli space of Euclidean cone metrics on the sphere. We describe local coordinates
on the moduli space into complex projective space. The construction is used in the proof of Theorem 1.1
in Section 3.

Following [22], we consider Euclidean cone metrics on the sphere. Such a metric is flat everywhere
on the sphere away from some number of singular cone points b1; : : : ; bm. Around each cone point bi
one sees some cone angle not equal to the usual 2� that one finds around a smooth point. Define the
curvature ki at bi to be the angular defect of the cone point. The Gauss–Bonnet theorem applies with
this notion of curvature to give

Pm
iD1 ki D 4� .

Thurston considers only those cone metrics which are nonnegatively curved,2 ie all ki > 0. Fixing a tuple
of positive real numbers Ek D .k1; : : : ; km/ with 0 < ki < 2� and

Pm
iD1 ki D 4� , Thurston considers the

moduli space of Euclidean cone metrics on the sphere with curvatures Ek up to orientation-preserving
similarity. We denote this space by M. Ek/.

There is a natural map from M. Ek/ to (a finite cover of) the usual moduli space of conformal structures
on the punctured sphere by simply taking the conformal class of a flat cone metric. There is also an
inverse map inspired by the Schwarz–Christoffel mapping of complex analysis. Thurston uses this idea
to show that the moduli space M. Ek/ is actually orbifold-isomorphic to the moduli space of conformal
structures on m–punctured spheres with punctures labeled by the ki [22, Proposition 8.1]. This more
classical moduli space is a complex orbifold of dimension m� 3. The orbifold fundamental group of the
moduli space is Mod.S0;mI Ek/, the group of mapping classes of the m–punctured sphere that preserve the
labeling by curvatures.

Thurston shows directly that the moduli space of cone metrics has complex dimension m� 3 by giving
local CPm�3 coordinates on M. Ek/ in terms of cocycles on the sphere with twisted/local coefficients.
Schwartz gave a more geometric interpretation of these coordinates in [20]. In brief, we have the following:

Lemma 2.1 [20] The moduli space M. Ek/ of Euclidean cone metrics on the sphere with m cone points
of curvatures k1; : : : ; km is a complex projective orbifold of dimension m� 3.

Taking a similar approach to Schwartz, we describe more concrete complex projective coordinates. This
specific construction is for the sake of our calculation in the proof of Theorem 1.1.

2.1 Local CP m�3 coordinates

A CPm�3 structure on moduli space is encoded by a developing map

dev W T . Ek/!CPm�3:

2A theorem of Alexandrov implies that every such metric arises uniquely as the intrinsic length metric on the boundary of a
convex polyhedron in Euclidean space.
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bi�1 biC1
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zm�1

z1

d

Figure 1: A marked Euclidean cone metric on the sphere and the complex coordinates measured
from the boundary of the developing image of a flat disk in the sphere.

Here T . Ek/ is the Teichmüller space of Euclidean cone metrics on the sphere up to scaling with curvatures Ek,
which is the universal cover of the moduli space M. Ek/. We describe the map dev in a few steps.

� A point in Teichmüller space is a flat cone sphere X and an isotopy class of homeomorphisms
f W S0;m ! X from the m–times marked sphere S0;m D .S2; fb1; : : : ; bmg/ such that f .bi / 2 X is a
cone point of curvature ki . The isotopy is taken relative to the cone points, and the metric on X is only
considered up to scaling.

� A Euclidean developing arises as follows. There is a disk D � S0;m such that

D\fb1; : : : ; bmg D @D\fb1; : : : ; bmg D fb1; : : : ; bm�1g;

and b1 through bm�1 are arranged counterclockwise in order around @D. Abusing notation, we also
write b1; : : : ; bm for the images of these points in X . Since f .D/�X has no cone points in its interior
and is simply connected, it has an isometric immersion (a developing map) to the Euclidean plane
d W f .D/! E2. This map is only defined up to orientation-preserving planar isometries.

� Complex coordinates come from the positions of the cone points in E2 �C, namely the tuple

.d.b1/; : : : ; d.bm�1// 2Cm�1:

These points are well defined up to isotopy of f , since the isotopy is relative to the cone points. If we instead
record the differences zi Dd.biC1/�d.bi /, i D 1; : : : ; m�2, then we get a point .z1; : : : ; zm�2/2Cm�2

that is well defined up to a translation of d . The last coordinate zm�1Dd.b1/�d.bm�1/ can be recovered
from the rest; see Figure 1.
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� Finally, projectivization is required because we can modify d further by a rotation or real scaling (X
was only defined up to scaling). This means we have to mod out by the action of C�, which is to say we
get a well-defined point Œz1 W � � � W zm�2� 2CPm�3.

All of the choices in the construction are accounted for, and we get a well-defined assignment .X; Œf �/ 7!
Œz1 W � � � W zm�2�. This defines dev W T . Ek/! CPm�3 and descends to a complex projective structure on
moduli space.

3 The Burau representation and polyhedra monodromy

In this section, we show that specializing the Burau representation to roots of unity yields (a portion of)
the monodromy representation of Thurston’s moduli space of Euclidean cone metrics.

Considering cone metrics with curvatures Ek D .k1; : : : ; km/, the mapping class group of interest is the
subgroup of the m–punctured sphere mapping class group which preserves the labeling of points by
their curvatures. Points labeled with the same curvature may be interchanged. We denote this group by
Mod.S0;mI Ek/.

If k1 D � � � D kn with n � m, then there is an action of the n–strand braid group Bn!Mod.S0;mI Ek/.
Theorem 1.1 says that something akin to a specialization of the Burau representation appears in the
monodromy representation of Mod.S0;mI Ek/ from Thurston’s work. To connect the representations in the
general case, which involves mapping between matrix groups of different dimensions, we need to define
the evaluation map GLn�1.ZŒt˙�/! PGLm�2.C/ used in the statement of the theorem.

Definition 3.1 Define a map v WGLn�1.ZŒt˙�/! .Z.t//n�1 to the free module over the field of rational
functions by sending a matrix A to the column vector

v.A/D
1

1�tn
.In�1�A/.1� t; 1� t

2; : : : ; 1� tn�1/>:

One can show that this map is a crossed homomorphism.3 We use it to define an affine extension�.�/ W GLn�1.ZŒt˙�/! GLn.Z.t// by

zAD

�
A v.A/

0 1

�
:

One can show that this map is a group homomorphism.

We would like to evaluate this matrix at a complex number, but it might be possible that one of the entries
of v.A/ is undefined at the desired evaluation. Conveniently, this is never the case for matrices in the
image of the Burau representation.

3The derivation of the formula for v.A/ comes from our understanding of the topological meaning behind the Burau representation.
To keep the topic of this work contained, we simply present the formula here and comment on its utility in the course of the proof
of Lemma 3.2.
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Lemma 3.2 For any A 2 ˇn.Bn/ one has zA 2 GLn.ZŒt˙�/, ie the matrix zA has coefficients in the ring
of Laurent polynomials rather than the field of rational functions.

Proof Recall (see eg [4, Chapter 3]) that under the reduced Burau representation, the half-twist generator
�i acts as

ˇn.�i /D Ii�2˚

0@1 0 0

t �t 1

0 0 1

1A˚ In�i�2
for 1 < i < n� 1, while

ˇn.�1/D

�
�t 1

0 1

�
˚ In�3 and ˇn.�n�1/D In�3˚

�
1 0

t �t

�
:

A straightforward computation gives that v.ˇn.�i //D.0; : : : ; 0; 0/ for iD1; : : : ; n�2, and v.ˇn.�n�1//D
.0; : : : ; 0; 1/. We remark that the effect of the affine extension then is nothing more than to take the matrix
ˇn.�i / 2 GLn�1.ZŒt˙�/ to the matrix ˇnC1.�i / 2 GLn.ZŒt˙�/.

So the lemma holds for each ˇn.�i /. Since GLn.ZŒt˙�/ is a subgroup of GLn.Z.t// and the ˇn.�i /
generate the image ˇn.Bn/, the lemma follows.

Since the matrices in the image of the Burau representation have Laurent polynomial coefficients, we
can specialize the formal variable t to any nonzero complex number and obtain a matrix with complex
coefficients.

Definition 3.3 Let �q 2 C be a nonzero complex number and let m � n C 1. Define the map
ev.�q/ W ˇn.Bn/! PGLm�2.C/ by the composition

ˇn.Bn/
�.�/
��! GLn.ZŒt˙�/

.�/˚Im�2�n
���������! GLm�2.ZŒt˙�/

t 7!�q
����! GLm�2.C/� PGLm�2.C/:

In the casemDnC1, we interpret the second map .�/˚I�1 as deleting the last row and column of a matrix.

Remark 3.4 In the case mD nC 1, the second map serves to undo the effect of the first. Thus the map
ev.�q/ factors through the evaluation of the Burau representation:

ˇn.Bn/� GLn�1.ZŒt˙�/
t 7!�q
����! GLn�1.C/� PGLn�1.C/:

This observation is the basis of the proof of Corollary 1.2.

Now we have the algebraic setup required to prove Theorem 1.1.

Proof of Theorem 1.1 We will verify that the diagram

Bn ˇn.Bn/

Mod.S0;mI Ek/ PU.1;m� 3/ PGLm�2.C/

��

ˇn

ev.�q/

�Ek
�
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bi
biC1

zi�1 zi

ziC1

k�

��.�i /

biC1
bi

d d

Figure 2: The action of ��.�i / on the disk in S0;m, indicated with polka dots, is depicted on the
top. On the bottom is the effect on the developing image, with the outline of the original disk
superimposed on the right for comparison.

commutes on a generating set for the braid group. In particular, we will use the n� 1 Artin generators
�1; : : : ; �n�1 2Bn�Mod.Dn/ that swap two points in the n–times marked disk with a counterclockwise
half-twist.

Label the marked points of S0;m as b1; : : : ; bm and consider cone metrics which have curvature ki at
bi for each i . The n points b1; : : : ; bn can be freely permuted by mapping classes since they have the
same curvature k� D k1 D � � � D kn, and so there is an inclusion of surfaces � WDn ,! S0;m sending the n
marked points of a marked disk Dn to the points b1; : : : ; bn. We write �i for the generator of Bn, the
counterclockwise half-twist on Dn that swaps the points ��1.bi / and ��1.biC1/.

Now we compute the action of ��.�i / on the complex projective coordinates as constructed in Section 2.1.
Recall that our construction was to take a disk in a cone sphere X on whose boundary lay the cone
points b1; : : : ; bm�1 and to look at the differences z1; : : : ; zm�2 between those points under a developing
map to C. Applying a half twist ��.�i / changes that disk as indicated in the top of Figure 2, and we
consult the bottom of the figure for the effect on the developing image. The computation is done for one
particular choice of homotopy class of disk in the cone sphere, but the induced action on the coordinates
is independent of the chosen disk.
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The arc between bi and biC1 is taken to itself with reverse orientation on the cone sphere, but from within
the disk it is approached from the opposite side, around the cone point bi . Thus the developing image of
this arc is rotated clockwise by the angle deficit/curvature at bi , which is k�, and is then reflected. This
means zi is mapped to �exp.�ik�/zi D exp.i.��k�//zi under the monodromy representation of ��.�i /.
Similarly, zi�1 maps to zi�1 � exp.i.� � k�//zi , and ziC1 maps to zi C ziC1. All other coordinates
are fixed.

So writing q D exp.i.� �k�//, we see that the coordinates z1; : : : ; zm�2 are transformed linearly via the
matrix

� Ek.��.�i //D Ii�2˚

0@ 1 0 0

�q q 1

0 0 1

1A˚ Im�i�3
for 1 < i < n�1, with appropriate modifications for the cases i D 1 and i D n�1 as necessary. Evidently
this is the image of the Burau representation ˇn.�i / after our modified evaluation map ev.�q/. Since the
diagram commutes when applying the various maps to any �i 2 Bn and the �i generate the braid group,
we have the desired result.

In the casemD nC1, the evaluation map ev.�q/ is truly an evaluation of the Burau representation (rather
than the evaluation of the affine extension of the representation). This is the basis for Corollary 1.2.

Proof of Corollary 1.2 In the case mD nC 1, Remark 3.4 tells us that the commutative diagram in
Theorem 1.1 factors as

Bn ˇn.Bn/ GLn�1.ZŒt˙�/

GLn�1.C/

Mod.S0;nC1I Ek/ PU.1; n� 2/ PGLn�1.C/

��

ˇn

ˇ.�q/

�

t 7!�q

�Ek
�

which gives the commutative diagram in the statement of the corollary. Thus an element of ker.ˇ.�q//
must lie in the kernel of the composite map

Bn
���!Mod.S0;nC1I Ek/

�Ek
�! PU.1; n� 2/:

The inclusion of the punctured disk � WDn ,! S0;nC1 induces a surjective map of mapping class groups
�� WBn� Mod.S0;nC1I Ek/ whose kernel is the central subgroup h�ni generated by the full-twist braid (see
eg [11, Proposition 3.19]). If ker.� Ek/D nclMod.S0;nC1I

Ek/.S/, then a product of conjugates of elements of
S �Mod.S0;nC1I Ek/ lifts to a product of conjugates of elements of zS � Bn. Lifts differ by the kernel
of ��, so the kernel of the composition � Ek ı �� equals nclBn

. zS; �n/ D nclBn
. zS/ � h�ni, the last equality

following because the full twist �n is central in the braid group.
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4 The completion of moduli space and orbifolds

In this section we gather several results that we will leverage in combination with Corollary 1.2 to restrict
the kernel of the Burau representation. First, we recall Thurston’s results about the metric completion of
the moduli space of Euclidean cone metrics. Then we gather facts about orbifold fundamental groups
and the monodromy representations of geometric orbifolds. Orbifold structures will allow us to exactly
identify the kernels of the representations � Ek .

Lemma 2.1 says that M. Ek/ is a complex projective orbifold, yielding a monodromy representation
� Ek WMod.S0;mI Ek/! PGLm�2.C/. But in fact there is an extra piece of information we have, a hermitian
form on the complex coordinate space whose diagonal part A WCm�2!R simply measures the area of
a Euclidean cone sphere whose developing map (before scaling) yields the coordinates z1; : : : ; zm�2 2C.
Since acting by mapping classes only changes the choice of disk in a Euclidean cone sphere X and not the
underlying geometry ofX , we see that our monodromy representation lands in the unitary group of the area
form, ie � Ek WMod.S0;mI Ek/!PU.A/. Thurston gave a geometric method to find the signature of this form:

Lemma 4.1 [22, Proposition 3.3] The area form A has signature .1;m� 3/.

And so PU.A/�PU.1;m�3/ is the group of holomorphic isometries of complex hyperbolic space CHm�3.
Therefore M. Ek/ is in fact a complex hyperbolic orbifold. As Thurston explains, the complex hyperbolic
metric is not complete. The metric completion M. Ek/ is obtained by adding several strata: lower-
dimensional moduli spaces corresponding to the collision of groups of cone points whose curvatures sum
to less than 2� . Around each (real) codimension-2 stratum where two cone points collide there is a cone
angle in the complex hyperbolic metric. Thurston examines the geometry of these strata:

Lemma 4.2 [22, Proposition 3.5] The cone angle around a codimension-2 stratum of M. Ek/ where
cone points of curvature k1 and k2 collide is

(i) � � k� when k� D k1 D k2, and

(ii) 2� � .k1C k2/ when k1 ¤ k2.

In general, the completion of the moduli space of Euclidean cone metrics has the structure of a complex
hyperbolic cone manifold. We won’t go into the particulars of cone manifolds, but we note that in certain
cases the completed moduli space is actually a complex hyperbolic orbifold.

Lemma 4.3 [22, Theorem 4.1] If the cone angles around all codimension-2 strata of M. Ek/ are integral
submultiples of 2� , then the metric completion M. Ek/ is a complex hyperbolic orbifold. A codimension-2
stratum with cone angle 2�=d is an orbifold stratum of order d .

Corollary 1.2 allows us to understand the kernel of the specialized Burau representation because the
monodromy representation � Ek has a kernel that is quite explicit thanks to orbifold theory.
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First, the proof of [6, Theorem 2.9] and the paragraph following it tell us how to find the orbifold
fundamental group of the completed moduli space when this space has an orbifold structure:

Lemma 4.4 [6, Theorem 2.9] Suppose the completed moduli space M. Ek/ is a complex hyperbolic
orbifold. Then the kernel of the map

Mod.S0;mI Ek/D �orb
1 .M. Ek//� �orb

1 .M. Ek//

is the normal closure of powers of loops around the added codimension-2 strata of M. Ek/, the power being
the order of the given stratum.

And then, as a special case of [6, Theorem 2.26], we have the following:

Lemma 4.5 [6, Theorem 2.26] Suppose the completed moduli space M. Ek/ is a complex hyperbolic
orbifold. Then the monodromy representation of the completed moduli space �orb

1 .M. Ek//!PU.1;m�3/
is faithful.

5 The kernel of Burau at roots of unity

In this section, we explain how Corollary 1.2 and the results gathered in Section 4 can be used to identify
the kernel of the Burau representation specialized at certain roots of unity. In particular, we will prove
Theorem 1.3 and Corollary 1.4.

Our analysis uses the 94 choices of curvatures Ek enumerated by Thurston [22] for which the completion
of the moduli space of Euclidean cone metrics M. Ek/ is a complex hyperbolic orbifold. In these cases, we
know exactly the kernel of the monodromy representation � Ek WMod.S0;mI Ek/! PU.1;m� 3/. Searching
Thurston’s list of orbifolds allows us, via the commutative diagram of Corollary 1.2, to restrict the kernel
of the associated specialization of the Burau representation. First we demonstrate how our method applies
in the nD 6 case and verify it with a certain braid already known to lie in the kernel of ˇ6.

Example 5.1 (the case of n D 6 and d D 4) To obtain a containment on the kernel of the Burau
representation, we appeal to a particular moduli space of cone structures. Consider the choice of
curvatures Ek D 2�.1; 1; 1; 1; 1; 1; 2/ � 1

4
. The completion of the moduli space M. Ek/ is formed by adding

two codimension-2 strata. One stratum corresponds to the collision of two cone points of curvature 2� � 1
4

,
and by Lemma 4.2 the cone angle around this stratum is ��2�

�
1
4

�
D2� � 1

4
. The other stratum corresponds

to the collision of a cone point of curvature 2� � 1
4

with the one of curvature 2�
�
2
4

�
, and the cone angle

here is again 2� � 2�
�
1
4
C
2
4

�
D 2� � 1

4
. Since these angles are submultiples of 2� , Lemma 4.3 says that

M. Ek/ is an orbifold. The added strata are orbifold strata both of order 4.

Now pick two mapping classes: � 2Mod.S0;7I Ek/ that exchanges two cone points of equal curvature
with a half-twist, and � 2Mod.S0;7I Ek/ that performs a full twist of a pair of points of distinct curvatures.
Then � and � represent the �orb

1 –conjugacy classes of loops around the added orbifold strata. Lemmas 4.4
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Figure 3: The same curve encircles either one puncture in the disk and the puncture outside of the
disk, or n� 1 punctures in the disk. So the full twist � 2Mod.S0;nC1I Ek) about this curve lifts to
the twist �n�1 2 Bn about n� 1 points.

and 4.5 give that the monodromy representation � Ek W Mod.S0;7I Ek/! PU.1; 4/ has kernel exactly the
normal subgroup nclMod.S0;7I

Ek/.�
4; �4/. The evident inclusion of a 6–punctured disk � W D6 ,! S0;7

induces a surjective map of mapping class groups �� W B6 � Mod.S0;7I Ek/ whose kernel is the central
subgroup h�6i (see eg [11, Proposition 3.19]).

Conflating notation, the mapping classes �; � 2Mod.S0;7I Ek/ lift to a half-twist generator � 2 B6 and a
full twist on five strands �5 2 B6; see Figure 3. So by Corollary 1.2 we have

(2) ker.ˇ.�q//� nclB6
.�4; �45 / � h�6i

for q D exp
�
2�i � 1

4

�
a primitive 4th root of unity.

Any braid in the kernel of the Burau representation ˇ6, before specialization, must also lie in the kernel
of any specialization. So (2) also gives a containment on ker.ˇ6/. There is in fact a not-too-complicated,
nontrivial braid known to lie in the kernel of ˇ6, found by Bigelow [1]. The containment (2) implies that
this braid is trivial if we allow ourselves the extra relations that �4 D �45 D �6 D 1. See Figure 4 for a
computation verifying this conclusion.

5.1 Proof of the main theorem

Following Example 5.1, we have the geometric reasoning we need to prove the theorem under consideration
in this section.

Proof of Theorem 1.3 First we note that one of the containments necessary to establish (1) can be
established by pure computation, which we now show. Again, we let � 2 Bn denote one of the half-twist
generators of the braid group, �n�1 2Bn a full twist on a curve surrounding n�1 points in the punctured
disk, and �n 2Bn the full twist on the boundary of the disk. One can show that, up to conjugacy, we have

ˇ.�d /D

�
.�t /d 1� t C t2� � � �C .�t /d�1

0 1

�
˚ In�3; ˇ.�

j
n�1/D

E
t .n�1/j In�2; ˇ.�`n/D t

n`In�1;
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Figure 4: Bigelow’s 6–strand braid [1, Figure 4] is nontrivial in B6, but it is trivial given the extra
relation �4 D 1. We use this relation to replace �3 with ��1 in the shaded areas of Bigelow’s
braid (left), isotope (center left), and trivialize instances of �4 (center right) to obtain a trivial
braid (right).

where �.�/ WGLn�2.ZŒt˙�/!GLn�1.Z.t// is the affine extension from Definition 3.1. Explicitly, we have

ˇ.�
j
n�1/D

0BBB@ t .n�1/j
1� t .n�1/j

1� tn�1

0B@ 1� t
:::

1� tn�2

1CA
0 1

1CCCA :
When t is evaluated at �q for q 2 C a primitive d th root of unity, it is evident that ˇ.�d / evaluates to
the identity. For all of the cases n, d , and j indicated in the table of Theorem 1.3, with j <1, one can
verify that �q is an ..n�1/j /th root of unity and not an .n�1/th root of unity. Thus ˇ.�jn�1/ evaluates to
the identity in all of these cases.

Finally, the matrix ˇ.�`n/ evaluates to .�q/n`In�1. The values ` indicated in the table are exactly given as
`D2d=gcd.2d; .dC2/n/, which is the order of the unit complex number .�q/n in the multiplicative group
of unit complex numbers. So ˇ.�`n/ evaluates to the identity for all of the cases given in the table. Thus

nclBn
.�d ; �

j
n�1/ � h�

`
ni � ker.ˇ.�q//:

For the reverse inclusion, we appeal to the geometry of the moduli space of polyhedra and use the
same strategy as Example 5.1. The appendix of [22] points us to several choices of curvatures Ek for
which the completed moduli space M. Ek/ is an orbifold. In the cases Ek D .k1; : : : ; kn; knC1/ where
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k1 D � � � D kn D k�, Corollary 1.2 comes into play to give a restriction on ker.ˇ.�q//. Here we give our
table again, with an extra row giving the number of the relevant entry in Thurston’s appendix:

n 4 5 6 7 8 9 10

d 5 6 7 8 9 10 12 18 4 5 6 8 4 5 3 4 3 3 3

j 1 1 14 8 6 5 4 3 1 5 3 2 4 2 1 2 6 3 2

` 5 3 7 4 9 5 3 9 4 2 3 8 2 5 6 4 3 2 3

# 55 2 77 47 84 9 75 48 5 54 1 44 4 50 16 3 14 12 11

For example, entry number 44 in Thurston’s appendix gives EkD 2�.3; 3; 3; 3; 3; 1/ � 1
8

. One added orbifold
stratum in the moduli space, corresponding to a half twist � on two points of the same curvature, has
cone angle � � 2�

�
3
8

�
D 2� � 1

8
. The other added orbifold stratum, corresponding to a full twist � on

two points of distinct curvature, has cone angle 2� � 2�
�
3
8
C
1
8

�
D 2� � 1

2
. So by Lemmas 4.4 and 4.5,

the kernel of � Ek W Mod.S0;6I Ek/! PU.1; 3/ equals nclMod.S0;6I
Ek/.�

8; �2/. Since � lifts to a half-twist
generator � 2 B5 and � lifts to a full twist on four strands �4 2 B5, Corollary 1.2 gives

ker.ˇ.�q//� nclBn
.�8; �24 / � h�5i

when q D exp
�
i
�
� � 2� � 3

8

��
D exp

�
2�i � 1

8

�
is a primitive 8th root of unity.

Since conjugates of �8 and �24 are already in the kernel of ˇ.�q/ by computation and

`D 2d=gcd.2d; .d C 2/n/D 8

is the order of .�q/8, which is the smallest power of �5 in the kernel of ˇ.�q/, we get the slightly
stronger restriction

ker.ˇ.�q//� nclBn
.�8; �24 / � h�

8
5 i:

This establishes the equality in Theorem 1.3. The other cases with j <1 are similar.

For the four cases in the table with j D1, one finds that knCknC1 � 2� . In these cases, the completion
M. Ek/ has no stratum added corresponding to the mapping class � , and so ker.� Ek/ is just given as
nclMod.S0;nC1I

Ek/.�
d /. The rest of the proof is the same.

Remark 5.2 For three of the four cases in the table with j D1, the image of �n�1 2 Bn under ˇ.�q/
in fact has infinite order. In other words, �jn�1 … ker.ˇ.�q// for any j . However, in the case nD 4 and
d D 5 we see that ˇ.�q/.�3/ has order 10. Our results thus imply that �103 2 nclB4

.�5; �54 /. This aligns
with [9, Section 11], which establishes the order of the central element in the group B3= ncl.�5/ (among
similar results).

Remark 5.3 For the cases .n; d/D .5; 6/, .7; 4/, and .4; 10/, the relevant choice of curvatures for the
above proof has all curvatures equal: k1 D � � � D kn D knC1. In these cases, the relevant moduli space
is a finite cover of the moduli space considered by Thurston, the cover in which the .nC1/st point is
distinguished. One can check that in these cases the full twist on the nth point and .nC1/st point still
corresponds to an orbifold stratum rather than just a cone stratum.
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In the same vein, the observant reader will find that we have neglected to use Thurston’s entry number 10,
which has Ek D 2�.1; 1; : : : ; 1/ � 1

6
with 12 cone points of equal curvature. This corresponds to the case

.n; d/D .11; 3/ in our context. However here, the cover of the moduli space that distinguishes the 12th point
is no longer an orbifold. The stratum corresponding to the twist � has cone angle 2��2�

�
1
6
C
1
6

�
D2�

�
2
3

�
.

So we cannot say for certain what the kernel of the representation � Ek is in this case.

Thinking of the broader context here, recall that the nD 4 case is the last remaining case in which we do
not know whether the Burau representation is faithful. Theorem 1.3 gives us the restriction on ker.ˇ4/ of
Corollary 1.4.

Proof of Corollary 1.4 Any element in the kernel of ˇ4, before specialization, is an element of the
kernel of every specialization. So ker.ˇ4/ � ker.ˇ.�q// for any q. In particular, the eight entries of
Theorem 1.3 with nD 4 give restrictions on ker.ˇ4/.

For the statement about infinite index, note that the quotientB4= ncl.�d ; �j3 ; �4/ is the orbifold fundamental
group of some M. Ek/ in the cases of interest. Part of [22, Theorem 0.2] is that M. Ek/ is a complex
hyperbolic orbifold of finite volume. Therefore, the orbifold fundamental group of this space must be
infinite and so the map B4 � Mod.S0;5I Ek/� �orb

1 .M. Ek// has a kernel of infinite index. The normal
subgroup nclB4

.�d ; �
j
3 / � h�

`
4i, with a higher power of �4, is a subgroup of this kernel.

5.2 Burau3 at roots of unity

Thurston’s appendix does not list choices of curvatures Ek with four cone points because there are infinitely
many such choices for which the completion M. Ek/ is a CH1

�RH2 orbifold. In fact, there are infinitely
many such Ek D .k1; k2; k3; k4/ satisfying k1 D k2 D k3, inviting us to include a 3–strand braid group.
Using the same method as in the proof of Theorem 1.3, we have the following:

Theorem 5.4 Let q be a primitive d th root of unity for d � 7. Then

ker.ˇ3.�q//D nclB3
.�d / � h�`3i;

where `D 2d=gcd.12; d C 6/ is the order of the unit complex number .�q/3.

Proof Take k1Dk2Dk3D��2�=d and k4D�C3�=d . With EkD .k1; k2; k3; k4/, the same argument
as in the proof of Theorem 1.3 gives the result. Namely, the completion of the moduli space M. Ek/ has one
orbifold stratum added, corresponding to a half twist � , of cone angle �� .��2�=d/D 2�=d . Note that
in this case one has k3C k4 > 2� , so there is no added stratum corresponding to the mapping class � .

This theorem corrects [13, Theorem 1.2], which is incorrect in the cases when d is a multiple of 3. I would
like to note that the correct result was evident in the course of the arguments of that paper. Additionally,
when stated in this form, it is clear that Theorem 5.4 combines with their result [13, Theorem 2.1] to give
a new proof of the faithfulness of ˇ3.
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6 Future directions

My original motivation for developing these results was to use Thurston’s moduli space of polyhedra
to place restrictions on the kernel of the Burau representation. Perhaps the restrictions we have found
in Corollary 1.4 can be combined with other results about the kernel of ˇ4 to prove faithfulness of the
representation, or to narrow down a search for a nontrivial element of the kernel. The connections with
Squier’s conjectures yield other questions and future directions.

A mismatch between our results and Squier’s conjecture Squier conjectured that the kernel of ˇ.�q/
would be equal to ncl.�d / for any n and for q any d th root of unity [21, (C1)]. From the results of [13]
and the typical nonfaithfulness of Burau [1], we know that for any n� 5 this conjecture is false for almost
all even values of d . The form we have acquired in Theorem 1.3 for the finitely many special cases of
ker.ˇ.�q// certainly looks more complicated than Squier’s very simple normal generating set. It would
be interesting to see in which cases the normal subgroup ncl.�d ; �jn�1/ � h�

`
ni is or is not equal to ncl.�d /,

ie to see when Squier’s conjecture is correct as originally stated. Part of investigating this question could
be a calculation along the lines of Figure 4.

The case with more than nC1 cone points One restriction in this work is that we have only considered
choices of curvatures Ek D .k1; : : : ; km/ with m D nC 1. There are two reasons for this. First, taking
mD nC 1 allows us to identify the kernel of the composite map

Bn
���� Mod.S0;nC1I Ek/

�Ek
�! PU.1; n� 2/

in terms of ker.� Ek/ because the map of mapping class groups �� is surjective. When m > nC 1, the
induced map on mapping class groups is injective (and not surjective) [11, Theorem 3.18],

Bn
��,�!Mod.S0;mI Ek/

�Ek
�! PU.1;m� 3/;

but I was unable to rigorously identify the preimage of ker.� Ek/ in Bn in this case. I would like to see
how to identify the kernel in this case and whether it could give any more information about the Burau
representation.

Second, the condition m D nC 1 tells us that the “evaluation map” in Theorem 1.1 is actually an
evaluation, and so we can place the evaluation of the Burau representation in the commutative diagram as
in Corollary 1.2. When m> nC 1, this is not the case. It is not hard to find braids b 2 Bn and roots of
unity q for which ˇ.b/jtD�q is trivial while ev.�q/.ˇ.b// is not. For instance, powers of the full-twist
braid exhibit this behavior. So it is not immediately clear to me how the moduli space of polyhedra could
be used to place restrictions on ker.ˇ.�q//, aside from the cases explored in this paper.

Similar results for the Gassner representation To get further mileage out of Thurston’s list, one might
consider the Gassner representation of the pure braid group

Gn W PBn! GLn�1.ZŒt˙1 ; : : : ; t
˙
n �/;
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which specializes to the Burau representation by sending ti to t for all i . See [4, Chapter 3] for a
construction. Since the Gassner representation is defined on a subgroup of the braid group and takes
values in a larger matrix group, one might expect it to be “more faithful” than the Burau representation.
Yet it is not known whether or not Gn is faithful for any value of n� 4. A version of Theorem 1.1 for the
Gassner representation exists, for instance in [24] via an algebraic approach. A geometric or topological
construction would be desirable along the lines of our Theorem 1.1, though our method of proof would
be much more cumbersome in this context due to the more complicated generating set of the pure braid
group. Yet armed with a version of Theorem 1.1 and Corollary 1.2 for the Gassner representation, more
of Thurston’s 94 moduli spaces could help to identify the kernels of some specializations of various Gn.
Though finitely many restrictions on kerGn could never establish faithfulness alone (see [16, Lemma 2.1]),
perhaps this could shed some light on the faithfulness question for these representations.

Relationship with some remarkable work of Coxeter In [9], Coxeter investigated the quotients of
braid groups defined by Bn.d/DBn= ncl.�d /. For nD 2, the quotient is a finite cyclic group. For d D 2,
the quotient is isomorphic to the symmetric group on n letters. For all but five other choices of .n; d/,
the quotient Bn.d/ is an infinite group. Coxeter established infiniteness in these cases using hyperbolic
geometry, and I think this is along the lines of the argument for infinite index in the proof of Corollary 1.4.
The five sporadic cases of .n; d/ for which Bn.d/ is finite correspond to the Platonic solids, and Coxeter
gave a remarkable formula for the order of Bn.d/ in terms of the combinatorics of the associated Platonic
solid. Coxeter proved his formula by individually computing the orders of these five quotient groups and
checking that the formula works in each case. I hope that the geometric perspective of the moduli spaces
considered here might give more insight into — and perhaps a more revealing proof of — Coxeter’s result.
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Turning vector bundles
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We define a turning of a rank-2k vector bundle E! B to be a homotopy of bundle automorphisms  t

from 1E , the identity of E, to �1E , minus the identity, and call a pair .E;  t / a turned bundle. We
investigate when vector bundles admit turnings and develop the theory of turnings and their obstructions.
In particular, we determine which rank-2k bundles over the 2k–sphere are turnable.

If a bundle is turnable, then it is orientable. In the other direction, complex bundles are turned bundles
and for bundles over finite CW–complexes with rank in the stable range, Bott’s proof of his periodicity
theorem shows that a turning of E defines a homotopy class of complex structure on E. On the other
hand, we give examples of rank-2k bundles over 2k–dimensional spaces, including the tangent bundles
of some 2k–manifolds, which are turnable but do not admit a complex structure. Hence turned bundles
can be viewed as generalisations of complex bundles.

We also generalise the definition of turning to other settings, including other paths of automorphisms,
and we relate the generalised turnability of vector bundles to the topology of their gauge groups and the
computation of certain Samelson products.

57R22; 55R15, 55R25

1 Introduction

Let � WE!B be a real Euclidean vector bundle over a base space B, which for simplicity we assume is
connected. The bundle E has two canonical automorphisms: 1E , the identity, and�1E , the automorphism
which takes a vector to its negative. A turning of E is a continuous path  t of bundle automorphisms
from 1E to �1E : if a turning of E exists, we call E turnable and the pair .E;  t / a turned vector bundle.
The turning problem for E is to determine whether E is turnable.

While the turning problem is a natural topological problem amenable to classical methods in algebraic
topology, to the best of our knowledge it has not been explicitly discussed in the literature. Our primary
interest in turnings stems from the fact that they generalise complex structures. As we explain in Section 5,
Bott’s original proof of his periodicity theorem shows for bundles over finite CW–complexes that stable
turnings are equivalent to stable complex structures. On the other hand, we discovered that there are
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unstable bundles which are turnable but do not admit a complex structure; eg see the discussion following
Theorem 1.3. Hence there is a sequence of strict inclusions

fcomplex bundlesg¨ fturned bundlesg¨ fstably complex bundlesg:

The turning problem and its generalisations also arise naturally in the study of gauge groups. Turnings are
closely related to the group of components and the fundamental group of the gauge group associated to E,
and by studying turnings we can gain information about the low-dimensional topology of gauge groups;
see eg Theorem 1.9. The generalised turning problem for loops in the structure group is also related to
certain Samelson products and our results on turnings lead to new computations of Samelson products,
which have implications for the high-dimensional topology of certain gauge groups; see Proposition 3.31.

1.1 Turnability of vector bundles

We begin with some elementary remarks on the turning problem. Given b 2 B, let Eb WD �
�1.b/ be

the fibre over b, which is a Euclidean vector space. Since a turning of E restricts to a path from 1Eb

to �1Eb
, if E is turnable, then the rank of E must be even. Moreover, a turning of E can be used to

continuously orient each fibre Eb . Hence if E is turnable, then E is orientable; see the discussion prior
to Lemma 2.4. On the other hand, if E admits a complex structure then the map t 7! ei� t1E defines a
turning of E and so complex bundles are turned bundles. Since oriented rank-2 bundles are equivalent to
complex line bundles, they are turnable and so we assume k > 1, unless stated otherwise.

We next discuss the turning problem stably. Suppose that the base space B is (homotopy equivalent to) a
finite CW–complex, let Rj denote the trivial rank-j bundle over B and let E˚Rj denote the Whitney
sum of E and Rj . We say that E is stably turnable if E˚Rj is turnable for some j � 0 and similarly
we say that E admits a stable complex structure if E˚Rj admits a complex structure for some j � 0.
Then we have the following result; see Theorem 5.10 for a more refined statement.

Theorem 1.1 Let E! B be a vector bundle over a finite-dimensional CW–complex. Then E is stably
turnable if and only if E admits a stable complex structure.

The question of whether E admits a stable complex structure, while in general difficult, can be characterised
entirely using the ring structure in real K–theory; see Proposition 5.11. We therefore turn our attention
to the turning problem for bundles outside the stable range and in this paper we pay close attention to
rank-2k bundles over 2k–dimensional CW–complexes. Such bundles are just outside the stable range
and provide a large class of interesting examples, including the tangent bundles TM of orientable smooth
2k–manifolds M and rank-2k bundles over S2k . Starting with TS2k , we recall that Kirchoff [12] proved
that if TS2k admits a complex structure then TS2kC1 is trivial. Shortly afterwards Borel and Serre [3]
showed that TS2k admits a complex structure if and only if k D 0; 1 or 3 and a little later Bott and
Milnor [6] showed that TS2kC1 is trivial if and only if k D 0; 1 or 3. An important first result on the
turning problem is the following strengthening of Kirchoff’s theorem; see Theorem 4.3.
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Theorem 1.2 If TS2k is turnable then TS2kC1 is trivial.

Combined with the results of Borel and Serre and Bott and Milnor, Theorem 1.2 shows that TS2k is
turnable if and only if it admits a complex structure. However, such a statement does not hold generally,
even for rank-2k bundles E over S2k , as Theorem 1.3 below shows.

We next consider the turnability of all oriented rank-2k bundles over S2k. Stable vector bundles over S2k

are classified by the real K–theory groups eKO.S2k/ which are, respectively, isomorphic to Z, Z=2 and 0

for k respectively even, congruent to 1 mod 4 or congruent to 3 mod 4. Given an oriented rank-2k

vector bundle E! S2k , we let �E 2eKO.S2k/ denote the reduced real K–theory class defined by E.
When k D 2, oriented vector bundles over S4 admit unique homotopy classes of spin structures. By
Kervaire [10], the spin characteristic class p D p1=2 defines an isomorphism p WeKO.S4/!H 4.S4IZ/

and by Wall [17], �2.p.�E// D �2.e.E// for all oriented rank-4 bundles E! S4, where �d denotes
reduction mod d and for any base space B, e.E/ 2H 2k.BIZ/ denotes the Euler class of an oriented
rank-2k bundle E! B. As a corollary of Theorem 4.1 we obtain:

Theorem 1.3 For k > 1, let E! S2k be an oriented rank-2k bundle. Then E is turnable if and only if
one of the following holds:

(a) k D 2 and �4.e.E/Cp.�E//D 0 or �4.e.E/�p.�E//D 0.

(b) k D 3.

(c) k > 2 is even , �4.e.E//D 0 and �2.�E/D 0.

(d) k > 3 is odd and �4.e.E//D 0.

Theorem 1.3 gives many examples of bundles which are turnable but do not admit a complex structure.
For example, for m� 2 let �m 2�m�1.SOm/ denote the homotopy class of the clutching function of TSm

and for n 2 Z let nTSm denote the bundle corresponding to n�m 2 �m�1.SOm/. Then for m D 4j ,
nTS4j is turnable if and only if n is even, whereas by a theorem of Thomas [16, Theorem 1.7], nTS4j

admits a complex structure if and only if nD 0.

Theorem 1.3 leads to a general result on the turnability of rank-2k bundles over general finite 2k–
dimensional CW–complexes. If J is a complex structure on E ˚ R2j for some j � 0, denote by
ck.J / 2H 2k.BIZ/ the k th Chern class of J . We define the subgroup I2k.B/�H 2k.BIZ=4/ by

I2k.B/ WD

�
..�2/ ıSq2

ı �2/.H
2k�2.BIZ// if k is odd;

0 if k is even;

where Sq2 is the second Steenrod square and �2 is the natural map induced by the inclusion of coefficients
�2 W Z=2! Z=4.

The following result is a simple consequence of Theorems 6.1 and 6.2.
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Theorem 1.4 Let E! B be an oriented rank-2k vector bundle over a finite CW–complex of dimension
at most 2k, and if k is even , assume that H 2k.BIZ/ contains no 2–torsion. Then E is turnable if and
only if there is a j � 0 and a complex structure J on E˚R2j such that

Œ�4.ck.J //�D˙Œ�4.e.E//� 2H 2k.BIZ=4/=I2k.B/:

Remark 1.5 When k is even and H 2k.BIZ/ contains 2–torsion, the condition in Theorem 1.4 remains
necessary but is no longer sufficient; see Theorem 6.1 and Example 6.3.

Theorem 1.4 shows that there are many examples of manifolds whose tangent bundles are turnable but
do not admit a complex structure. For example, if Ml D ]l.S

4 � S4/ is the l–fold connected sum
of S4 � S4 with itself, then for any j > 0, the bundle TMl ˚R2j admits two homotopy classes of
complex structures J , each with c4.J /D 0. But e.TMl/D˙2.l C 1/ by the Poincaré–Hopf theorem;
see [8, page 113]. It follows that TMl does not admit a complex structure and that TMl is turnable if and
only if l is odd; eg T .S4 �S4/ is turnable but does not admit a complex structure. For a more general
statement about when TM is turnable but does not admit a complex structure, see Corollary 6.4.

1.2 The turning obstruction for bundles over suspensions

In order to study the turning problem and obtain most of our results above, we define a complete obstruction
to the existence of turnings for bundles over suspensions. For this we need to refine our definition of turning
by specifying the homotopy class of the turning in a fibre. If  t is a turning of an oriented rank-2k bundle
E! B, then by restricting  t to a fibre Eb we obtain a path of isometries from 1Eb

to �1Eb
. When

Eb is identified with R2k via an orientation-preserving isomorphism, this path is identified with a path in
SO2k from 1 to �1, which is well defined up to path homotopy. Given a path  in SO2k from 1 to �1, we
shall call a turning a –turning if its restriction to each fibre is path homotopic to  . When k > 1, as we
generally assume, �1.SO2k/Š Z=2, so there are precisely two path homotopy classes of possible paths.

Suppose that the base space B D SX is a suspension, ie it is the union of two copies of the cone on X .
The restriction of E to each cone admits a –turning, which is unique up to homotopy and E admits a
–turning if and only if the –turnings over the cones agree over X up to homotopy. We can then define
the –turning obstruction of E by measuring the difference of the –turnings over the cones and there
are several equivalent ways to do this, which we present in Section 3.1. Here we discuss what we later
call the adjointed –turning obstruction. Recall that the set of isomorphism classes of oriented rank-2k

bundles over SX form a group, which is naturally isomorphic to ŒX;SO2k � via the map which sends the
isomorphism class of E to the homotopy class of its clutching function g W X ! SO2k . We define the
adjointed –turning obstruction

(1-1) TO W ŒX;SO2k �! ŒSX;SO2k �; Œg� 7!
�
Œx; t � 7! g.x/ .t/g.x/�1

�
;

where Œx; t � 2 SX is the point defined by .x; t/ 2 X � I . The following result, which follows from
Proposition 3.2 and Lemma 3.6, justifies calling TO the –turning obstruction.
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Proposition 1.6 Let E!SX be an oriented rank-2k vector bundle with clutching function g WX!SO2k .
Then E is –turnable if and only if TO .Œg�/D 0. Moreover , if X is itself a suspension , then TO is a
homomorphism of abelian groups.

Proposition 1.6 states that the –turning obstruction is additive for bundles over double suspensions.
This is an essential input to the Theorem 4.1, which largely computes TO for rank-2k bundles over
the 2k–sphere and both homotopy classes of paths  . Theorem 1.3 above is an immediate corollary of
Theorem 4.1.

The final element in the proof of Theorem 4.1 involves generalising the turning problem. The definition
of the –turning obstruction naturally leads us to consider the turning obstruction for an essential loop
� W I ! SO2k with �.0/D �.1/D 1. If we replace  .t/ by �.t/ in (1-1) above, we obtain the function

TO� W ŒX;SO2k �! ŒSX;SO2k �; Œg� 7!
�
Œx; t � 7! g.x/�.t/g.x/�1

�
:

If E! SX is a bundle with clutching function g WX ! SO2k , then TO�.Œg�/ is a complete obstruction
to finding a loop  t of bundle automorphisms of E based at the identity such that the restriction of  t

to a fibre Eb is an essential loop of isometries of Eb . Moreover, if  is a path in SO2k from 1 to �1,
then the concatenation of paths � �  represents the other path homotopy class of such paths. Hence
a bundle E! SX with clutching function g is turnable if and only if one of TO .Œg�/ or TO�� .Œg�/
vanishes. The following result relates TO� and TO and states that TO is in general 4–torsion; see also
Theorem 3.23.

Theorem 1.7 Let E be an oriented rank-2k vector bundle with clutching function g WX ! SO2k . Then:

(a) 2 TO�.Œg�/D 0.

(b) TO�� .Œg�/D TO�.Œg�/CTO .Œg�/.

(c) If k is even , then 2 TO .Œg�/D 0.

(d) If k is odd , then 2 TO .Œg�/D TO�.Œg�/ and 4 TO .Œg�/D 0.

Remark 1.8 Notwithstanding Theorem 1.7(d), we know of no example of a bundle E!SX with clutch-
ing function g, where 2 TO .Œg�/¤ 0. In particular, by Theorem 4.1, 2 TO .�4kC2/D TO�.Œ�4kC2�/D 0

for all k � 1. The proof we give of this result is computational and somewhat surprising to us. It would
be interesting to know if there is a space X and a clutching function g WX ! SO2k with 2 TO .Œg�/¤ 0.

1.3 General turnings, the topology of gauge groups and Samelson products

Let Fr.E/ denote the frame bundle of an oriented vector bundle E!B, which is a principal SO2k–bundle
over B. The group of automorphisms of E is canonically homeomorphic to the gauge group of Fr.E/,
and so the turning problem can be viewed as a problem in the topology of gauge groups: we are asking
when a topological feature of the structure group extends to the whole gauge group.
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To describe general turning problems, we let G be a path-connected topological group, for example a
connected Lie group, and P ! B be a principal G–bundle with gauge group GP : if G D SO2k and
P DFr.E/, then we shall write GE in place of GFr.E/. If Z.G/ denotes the centre of G, then multiplication
by z 2 Z.G/ defines an element zP 2 GP . Given a path  W I ! G between elements of Z.G/, the
–turning problem for P is to determine whether there is a path  t in GP with  .0/ D  .0/P and
 .1/D  .1/P and whose restriction to a fibre is path-homotopic to  .

When B D SX is a suspension, then principal G–bundles P ! SX are determined up to isomorphism
by their clutching functions g WX !G and the definition and properties of the –turning obstruction for
vector bundles generalise in the obvious way. The (adjointed) –turning obstruction is the map

TO W ŒX;G�! ŒSX;G�; Œg� 7!
�
Œx; t � 7! g.x/ .t/g.x/�1

�
;

and P is –turnable if and only if TO .Œg�/D 0; see Remark 3.22. If we allow  to vary among all paths
between central elements of G, the path homotopy classes of the possible paths  form a groupoid, which
is a full subcategory of the fundamental groupoid of G. We call this groupoid the central groupoid of G

and denote it by �Z .G/. If we fix Œg� 2 ŒX;G�, then we can regard TO .Œg�/ as a function of  . The
resulting map

�Z .G/! ŒSX;G�

is a morphism of groupoids (where the group ŒSX;G� is regarded as a groupoid on one object) and this
general point of view allows us to prove Theorem 1.7.

Returning to vector bundles E and the topology of their gauge groups GE , the �–turning problem has the
most direct implications (see Theorem 2.26):

Theorem 1.9 If B D SX is a suspension and nSX WD jŒSX;SO2k �j is finite , then for any rank-2k vector
bundle E! SX ,

j�0.GE/j D

�
nSX if E is �–turnable ,

1
2
nSX if E is not �–turnable.

Theorem 1.9 shows that when ŒSX;SO2k � is finite, for example when SX D S2k, then the �–turnability
of a vector bundle E is a homotopy invariant of its gauge group GE . While the turnability of E is not
a priori a homotopy invariant of GE , recent work of Kishimoto, Membrillo-Solis and Theriault [13] on
the homotopy classification of the gauge groups of rank-4 bundles E! S4, when combined with our
results in Theorem 4.1, does show that the turnability of these bundles is a homotopy invariant of their
gauge groups; see Proposition 4.8 for a more detailed statement.

We compute TO� for all rank-2k bundles over S2k in Theorem 4.1. In fact in this case TO�.Œg�/DhŒg�; �i
is the Samelson product of Œg� 2 �2k�1.SO2k/ and � 2 �1.SO2k/; see Lemma 3.24. On the other hand,
Samelson products are in general delicate to calculate and so the computations of TO�.Œg�/ in Theorem 4.1,
which are carried out using the point of view of the turning obstruction, may be of independent interest.
For example (see Proposition 3.29), for �4j�1 W S

4j ! S4j�1 an essential map, we have:
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Corollary 1.10 The Samelson product h�2k ; �i is given by h�4jC2; �i D 0 and h�4j ; �i D �4j�4j�1 ¤ 0.

Corollary 1.10 also has implications for the high-dimensional homotopy groups of certain gauge groups;
see Proposition 3.31 in Section 3.3.

Organisation The rest of this paper is organised as follows. In Section 2 we set up the necessary
preliminaries to discuss the turning problem. We define turnings and –turnings, universal bundles which
classify turnings and relate the turning problem to the topology of the gauge group. In Section 3 we define
the –turning obstruction for bundles over suspensions and develop the theory of the –turning obstruction,
regarded as a map from the central groupoid of a path-connected topological group G. We also show that the
�–turning obstruction is given by certain Samelson products. In Section 4, we consider rank-2k vector bun-
dles over the 2k–sphere and compute their turning obstructions in detail, proving Theorem 1.3. In Section 5,
we consider the turning problem for bundles in the stable range and prove Theorem 1.1. Finally, in Section 6
we combine the results of Sections 4 and 5 on rank-2k vector bundles over the 2k–sphere and stable
vector bundles to prove Theorem 1.4 on rank-2k vector bundles over 2k–dimensional CW–complexes.
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2 Turnings and gauge groups

In this section we set up the necessary definitions and notation for the turning problem and establish some
basic results. In Section 2.1 we define turnings and –turnings and introduce the terminology to describe
the relationship between turnings and orientations of a vector bundle. A more general notion of turning,
for principal G–bundles, is defined in Section 2.4. In Section 2.2 we define the associated turning bundle
of a vector bundle and construct a universal turned bundle. We also establish some equivalent conditions
to turnability in terms of the associated turning bundle and the universal turned bundle. In Sections 2.3
and 2.5 we study the connection between the turnability of a vector bundle and the low-dimensional
homotopy groups of its gauge group.

2.1 Turnings

All vector spaces V in this paper are real and Euclidean. The connected component of the group of
isometries of V is denoted by SO.V /, 12SO.V / is the identity and�1 WV !V is defined by�1.v/D�v

for all v 2 V . We use Rj to denote j –dimensional Euclidean space with its standard metric and as usual
we set SOj WD SO.Rj /.
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All vector bundles � WE! B are real and Euclidean and for simplicity we assume that the base space B

is connected. We denote the trivial bundle Rj �B! B by Rj ; the base space will either be specified
or clear from the context. We shall use the symbol E to ambiguously denote both the total space of the
bundle and the bundle itself. For b 2 B, Eb WD �

�1.b/ is the fibre of E over b, which is a vector space.
Let I WD Œ0; 1� be the unit interval.

Definition 2.1 Let V be an even-dimensional real vector space, so that �1 2 SO.V /. A turning of V is
a path  W I ! SO.V / from 1 to �1.

In particular, a turning of R2k is a path in SO2k from 1 to �1 and we write �˙1SO2k for the mapping
space Map

�
.I; .f0g; f1g//; .SO2k ; .f1g; f�1g//

�
consisting of all turnings of R2k , with the compact–open

topology. Note that �SO2k , the space of loops based at 1, acts freely and transitively on �˙1SO2k by
pointwise multiplication. Hence choosing  2�˙1SO2k defines a homeomorphism from �˙1SO2k to
�SO2k and we will use this homeomorphism to compute the homotopy groups of �˙1SO2k .

Definition 2.2 (standard turning of R2k) Let R2k DCk define the standard complex structure on R2k

and let Uk � SO2k be the unitary subgroup. The standard turning of R2k is the path

ˇ W I ! SO2k ; t 7! ei� t1 2 Uk � SO2k :

If 2k > 2, then �0.�˙1SO2k/Š �1.SO2k/Š Z=2, so there are two turnings of R2k up to homotopy.
Indeed, if x̌ is a representative of the other homotopy class and

� W .I; f0; 1g/! .SO2k ; 1/

is a loop representing the generator of �1.SO2k/, then Œ x̌�D Œ��ˇ�, where � denotes concatenation of
paths and Œ � denotes the path homotopy class of a path  . If we pointwise conjugate ˇ with a fixed
element of O2k n SO2k , then we obtain a path in Œ x̌�; equivalently, an orientation-reversing isomorphism
R2k !R2k pulls back ˇ to a turning that is path homotopic to x̌. Note that the turning defined by the
formula t 7! e�i� t1 is path homotopic to ˇ if k is even and to x̌ if k is odd.

Let V be a vector space of dimension 2k equipped with a turning and an orientation. If 2k > 2, then
we say that the turning and the orientation are compatible if the turning is homotopic to ˇ under an
orientation-preserving identification V Š R2k . If 2k D 2, then they are compatible if the turning is
homotopic to the path t 7! eri� t1 for some positive (odd) r under an orientation-preserving identification
V ŠR2. In both cases there is a unique orientation of V which is compatible with a given turning, hence
we obtain a well-defined map from the homotopy classes of turnings of V to its orientations. This map is
a bijection if 2k > 2 and surjective if 2k D 2.

Definition 2.3 (turning, turnable and turned) Let � WE! B be a rank-2k vector bundle. A turning
of E is a path  t in the space of automorphisms of E from 1E to �1E . If a turning exists, we say that
E is turnable, and a turned vector bundle is a pair .E;  t /, where  t is a turning of E.
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Clearly any trivial bundle is turnable and since bundle automorphisms can be pulled back along continuous
maps, the pullback of a turnable bundle is turnable. Furthermore, every complex bundle E is turnable via
the path t 7! ei� t1E .

A turning of a bundle restricts to a turning of each fibre, so by our earlier observations it determines an
orientation on each fibre. Therefore we have:

Lemma 2.4 Every turnable bundle is orientable.

If a rank-2 bundle is orientable, then it admits a complex structure, so we have:

Proposition 2.5 A rank-2 bundle is turnable if and only if it is orientable.

From now on we will focus on oriented bundles � WE!B of rank 2k and we assume that 2k > 2 unless
otherwise stated. Since we are assuming that B is connected, it follows that an orientable bundle has
precisely two possible orientations and we let xE denote the same bundle with opposite orientation.

Definition 2.6 For a path  2�˙1SO2k , let �SO2k ��˙1SO2k denote the connected component
of  .

Definition 2.7 (–turnable, positive/negative turnable) Let E be a rank-2k bundle and  2�˙1SO2k .
We say that E is –turnable if it has a turning whose restriction to each fibre Eb lies in �SO2k under
an orientation-preserving identification Eb ŠR2k .

We also say that E is positive/negative turnable if it has a turning which determines the positive/negative
orientation on E.

Obviously, if  is homotopic to  0, then –turnability is equivalent to  0–turnability. By definition
positive turnability is equivalent to ˇ–turnability, and negative turnability is equivalent to x̌–turnability. A
bundle is turnable if and only if it is positive turnable or negative turnable. Finally, a bundle E is positive
turnable if and only if xE is negative turnable. For the next definition, recall that E is called chiral if E is
not isomorphic to xE.

Definition 2.8 (bi-turnable, strongly chiral) If E is both positive and negative turnable, we call it
bi-turnable. If E is turnable but not bi-turnable, we say that E is strongly chiral.

If E Š xE, then E cannot be strongly chiral. This shows that strong chirality implies chirality.

Definition 2.9 (turning type) The turning type of an orientable rank-2k bundle is the property of being
either bi-turnable, strongly chiral or not turnable.

2.2 The associated turning bundle

We can also think of a turning of a bundle as a continuous choice of turning in each fibre. To make this
precise we define the associated turning bundle below, in analogy with the associated automorphism
bundle.
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Every oriented rank-2k vector bundle � WE! B has an associated principal SO2k–bundle, namely the
frame bundle Fr.E/, whose fibres consist of oriented, orthonormal frames of the fibres of E. We will
view such frames as linear isomorphisms �b WR

2k !Eb . Then SO2k acts on the right on the total space
of Fr.E/ via precomposition.

Definition 2.10 (the associated automorphism bundle and the associated turning bundle) For an oriented,
rank-2k vector bundle E! B we define, via the Borel construction,

(a) the associated automorphism bundle

Aut.E/ WD Fr.E/�SO2k
SO2k ! B;

where SO2k acts on itself by conjugation, and

(b) the associated turning bundle

Turn.E/ WD Fr.E/�SO2k
�˙1SO2k ! B;

where SO2k acts on �˙1SO2k by pointwise conjugation.

Remark 2.11 The fibre of Aut.E/ over b 2B can be identified with SO.Eb/, with the equivalence class
Œ�b;A� 2 Fr.E/�SO2k

SO2k corresponding to �b ıA ı��1
b
WEb!Eb . Similarly, the fibre of Turn.E/

over b consists of the turnings of Eb , with Œ�b;  � corresponding to the path t 7! �b ı  .t/ ı�
�1
b

.

A turning of a bundle E restricts to a turning of each fibre and so determines a section of Turn.E/. In
this way we obtain a homeomorphism between the space of turnings of E and the space of sections of
Turn.E/. In particular, we have:

Lemma 2.12 A vector bundle E is turnable if and only if Turn.E/! B has a section.

Definition 2.13 Fix a model BSO2k for the classifying space of oriented rank-2k vector bundles and
let V SO2k ! BSO2k denote the universal rank-2k bundle. We define BT2k WD Turn.V SO2k/ to be the
total space of the associated turning bundle, and let �2k W BT2k ! BSO2k be its projection.

Remark 2.14 The symbol BT2k should be read as a single unit. Defining a topological monoid T2k

whose classifying space is the associated turning bundle of the universal bundle V SO2k ! BSO2k is an
interesting question, but we will not address it in this paper.

Below we explain how BT2k acts as a classifying space for turned vector bundles.

Proposition 2.15 A rank-2k bundle E over a CW–complex X is turnable if and only if its classifying
map f WX ! BSO2k can be lifted over �2k W BT2k ! BSO2k .
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Proof Since E Š f �.V SO2k/, we have Turn.E/Š f �.Turn.V SO2k//; ie there is a pullback diagram

Turn.E/ //

��

BT2k

�2k

��

X
f

// BSO2k

It follows from the universal property of pullbacks that f can be lifted to BT2k if and only if Turn.E/
has a section, which is equivalent to the turnability of E.

We now show how BT2k classifies rank-2k turned vector bundles.

Definition 2.16 Let V T2k WD �
�
2k
.V SO2k/! BT2k .

Note that V T2k has a canonical turning, which we denote by  c
t . Since V T2k is defined as a pullback

of V SO2k , its fibre over x 2BT2k can be identified with .V SO2k/y , the fibre of V SO2k over yD�2k.x/.
By Remark 2.11, x itself can be regarded as a turning of .V SO2k/y and hence of .V T2k/x . That is, each
fibre .V T2k/x of V T2k comes equipped with a turning (which varies continuously with x), showing that
Turn.V T2k/ has a canonical section.

The turned bundle .V T2k ! BT2k ;  
c
t / is universal in the two senses explained in Theorem 2.18 below.

Definition 2.17 For a space X , let TB2k.X / be the set of isomorphism classes of rank-2k turned bundles
over X : it consists of equivalence classes of turned bundles over X , where two turned bundles are
equivalent if there is an isomorphism between them under which their turnings are homotopic.

Theorem 2.18 (.V T2k ;  
c
t / is a universal rank-2k turned bundle)

(a) If a rank-2k bundle E over a CW–complex X is equipped with a turning  t , then there is a
homotopically unique map X ! BT2k which induces .E;  t / from .V T2k ;  

c
t /.

(b) For every CW–complex X there is a bijection TB2k.X /Š ŒX;BT2k �.

Proof (a) A stronger statement holds: the space of pairs .g; xg/, where g WX ! BT2k is a continuous
map and xg WE! g�.V T2k/ is an isomorphism respecting the given turnings, is contractible. To such a
pair .g; xg/ we assign a pair .f; xf /, where f WX!BSO2k is a continuous map and xf WE! f �.V SO2k/

is an isomorphism, by letting f D �2k ıg and xf D xg (using that f �.V SO2k/D g�.��
2k
.V SO2k//D

g�.V T2k/). Each pair .f; xf / determines a pullback diagram as in the proof of Proposition 2.15. It
follows from the pullback property that f has a unique lift g W X ! BT2k corresponding to the given
turning of E (section of Turn.E/) and if we regard xf as an isomorphism xg WE! g�.V T2k/, then this xg
respects the turnings. This shows that the assignment .g; xg/ 7! .f; xf / is a homeomorphism. And since
V SO2k is a universal bundle, the space of pairs .f; xf / is contractible.
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(b) To a map g W X ! BT2k we assign g�.V T2k/ with its induced turning. This way we obtain a
well-defined map ŒX;BT2k �! TB2k.X /, because a homotopy of g induces a bundle over X � I with a
turning and after identifying this bundle with g�.V T2k/� I its turning determines a homotopy between
the turnings over X � f0g and X � f1g. It follows from (a) that this map is surjective.

Suppose that two maps g1;g2 W X ! BT2k determine the same element in TB2k.X /. This means
that, after identifying g�

1
.V T2k/ with E WD g�

2
.V T2k/ via some isomorphism, the induced turnings

on E are homotopic, ie there is a homotopy between the corresponding sections of Turn.E/. This
homotopy then determines a homotopy (via lifts of �2k ıg1 WX ! BSO2k) between g1 and another lift
g0

1
WX!BT2k such that under the isomorphism g�

2
.V T2k/DEŠg�

1
.V T2k/D .�2k ıg1/

�.V SO2k/D

.�2kıg
0
1
/�.V SO2k/D .g

0
1
/�.V T2k/ the same turning is induced on g�

2
.V T2k/ and .g0

1
/�.V T2k/. By (a),

this implies that g0
1

is homotopic to g2. Therefore the map ŒX;BT2k �!TB2k.X / is also injective, hence
it is a bijection.

Remark 2.19 In the constructions of this section, instead of�˙1SO2k we could use one of its connected
components, �SO2k for a  2�˙1SO2k . Then the turning bundle Turn.E/ would be replaced with
its subbundle Turn .E/ and BT2k with its connected component BT



2k
D Turn .V SO2k/. A bundle

E over a CW–complex X is –turnable if and only if Turn .E/ has a section and if and only if its
classifying map f W X ! BSO2k can be lifted to BT



2k
. Moreover, V T



2k
WD V T2k jBT



2k

is universal
among bundles equipped with a –turning.

2.3 The gauge group

For an oriented rank-2k vector bundle � W E ! B, recall that Fr.E/ denotes the frame bundle of E,
which is a principal SO2k–bundle over B. As an elementary exercise in linear algebra shows, the space
of automorphisms of a vector bundle E! B is canonically homeomorphic to the gauge group of Fr.E/,
as defined in [9, Chapter 7] and we will use these topological groups interchangeably, denoting them
by GE . In this section we relate the existence of turnings on E to the topology of GE .

The automorphisms 1E and�1E define elements of GE . Specifically, since�1 lies in Z.SO2k/, the centre
of SO2k , we obtain the global map �1E 2GE given by p 7!p.�1/. Considering Œ1E �; Œ�1E �2 �0.GE/,
we see from Definition 2.3 that E is turnable if and only if Œ�1E �D Œ1E � 2 �0.GE/. Indeed, somewhat
more is true, as we now explain.

Fixing a frame p 2 Fr.E/ over b D �.p/ and restricting to the fibre of Fr.E/! B over b, we obtain
a continuous homomorphism of topological groups rp W GE! SO2k . Replacing SO2k by the mapping
cylinder of rp , we regard rp as an inclusion and consider the pair .SO2k ;GE/. A path  2�˙1SO2k defines
an element Œ �G 2�1.SO2k ;GE/, by identifying 1E ;�1E 2GE with rp.1E/D1; rp.�1E/D�12SO2k

respectively, and viewing  as a path in SO2k connecting 1E and �1E . Since rp W GE ! SO2k is a
homomorphism of topological groups, �1.SO2k ;GE/ inherits a group structure from the group structures
on GE and SO2k and we denote the unit by e. Then we have:
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Lemma 2.20 A bundle E is –turnable if and only if Œ �G D e 2 �1.SO2k ;GE/.

Given the above, it is natural to consider the final segment of the homotopy long exact sequence of the
pair .SO2k ;GE/, which runs as follows:

(2-1) � � � ! �1.GE/
.rp/�
��! �1.SO2k/! �1.SO2k ;GE/! �0.GE/! 0:

Now Œ x̌�G D Œˇ�GC Œ��, where C denotes the natural action of �1.SO2k/ on �1.SO2k ;GE/ and Œ�� in
�1.SO2k/ is the generator. We see that Œˇ�G D Œ x̌�G if and only if .rp/� W �1.GE/! �1.SO2k/ is onto.
For example, in Section 4.2 we shall see that there are rank-4 bundles E! S4 which are ˇ–turnable but
not x̌–turnable. Applying Lemma 2.20 we see that for these bundles Œˇ�G ¤ Œ x̌�G 2 �1.SO2k ;GE/ and
hence the map .rp/� W �1.GE/! �1.SO2k/ is zero. In fact, the homomorphism �1.GE/! �1.SO2k/ is
closely related to the “turning obstruction for the essential loop in SO2k”, and we next discuss turnings
in a more general setting.

2.4 The central groupoid and general turnings

In this subsection we generalise the definition of a turning. Let G be a path-connected topological group
with centre Z.G/. For the computations in this paper the groups SO2k , their double covers Spin2k and
their quotients PSO2k WD SO2k=f˙1g will be relevant, and we will consider these groups in more detail
at the end of this subsection.

Let � W P ! B be a principal G–bundle over a path-connected space B. The gauge group of P , denoted
by GP , is the group of G–equivariant fibrewise automorphisms of P . Given z 2 Z.G/, fibrewise
multiplication by z defines a central element zP 2Z.GP /, where for all p 2 P ,

zP .p/ WD p � z:

We note that if Z.G/ is discrete, then the map Z.G/!Z.GP /, z 7! zP , is an isomorphism. We shall be
interested in paths  W I!G which start and end at elements of the centre Z.G/, and whether they can be
lifted to paths in GP which start and end at  .0/P and  .1/P . Hence we make the following definition:

Definition 2.21 (central groupoid) The central groupoid of G is the restriction of the fundamental
groupoid of G to paths which start and end in the centre of G. We will use �Z .G/ to ambiguously denote
the central groupoid of G or the set of its morphisms.

Remark 2.22 Pointwise multiplication gives �Z .G/, the set of morphisms of the central groupoid,
a group structure, and there is short exact sequence

1! �1.G; e/! �Z .G/!Z.G/�Z.G/! 1;

where �Z .G/!Z.G/�Z.G/ is defined by Œ � 7! . .0/;  .1// and e 2G is the identity. While we do
not use this group structure in what follows, it may be helpful for understanding �Z .G/; eg it shows that
�Z .SO2k/ has eight morphisms.
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For a point p 2P , let bD �.p/ and Pb WDp �G be the fibre of P!B over b. Define the restriction map

rp W GP !G

by restricting elements of the gauge group to the fibre over b and using the equation

�.p/D p � rp.�/

for all � 2 GP . If we vary p 2 Pb , then rp�g.�/ D g�1rp.�/g for all � 2 GP and g 2 G. Recalling
that G and B are path-connected, we see for any path �t W I ! GP with �0 D zP and �1 D z0

P
, that

Œrp.�t /� 2 �
Z .G/ is independent of the choice of p.

Definition 2.23 Let �t W I ! GP be a path such that �0 D zP and �1 D z0
P

for some z; z0 2Z.G/. We
define r.�t / 2 �

Z .G/ to be Œrp.�t /� for any p 2 P .

Definition 2.24 (–turning and –turnable) Let Œ � 2 �Z .G/ be represented by a path  W I ! G.
A –turning of a principal G–bundle P is a path �t W I ! GP with �0 D  .0/P ; �.1/ D  .1/P and
r.�t /D Œ � 2 �

Z .G/. If P admits a –turning then P is called –turnable.

We end this subsection by considering the groups SO2k , Spin2k and PSO2k . When 2k > 2, we have
PSO2k D SO2k=Z.SO2k/Š Spin2k=Z.Spin2k/ and we list the centres and fundamental groups of these
groups in the following tables (where j � 1), which follow from Lemma 2.25 below:

G Z.G/ �1.G/

Spin4j Z=2˚Z=2 feg

SO4j Z=2 Z=2
PSO4j feg Z=2˚Z=2

G Z.G/ �1.G/

Spin4jC2 Z=4 feg

SO4jC2 Z=2 Z=2
PSO4jC2 feg Z=4

The next lemma is well known but we include its proof to further illustrate the structure of the central
groupoid of SO2k .

Lemma 2.25 If k � 2, then Z.PSO2k/D feg, Z.Spin2k/Š �1.PSO2k/ and

�1.PSO2k/Š

�
Z=2˚Z=2 if k is even ,
Z=4 if k is odd.

Proof To see that the centre of PSO2k is trivial, let x 2 SO2k lie in the preimage of Z.PSO2k/. Then
the commutator Œx; � � defines a map SO2k!Z.SO2k/. Since Z.SO2k/ is discrete and Œx; 1�D 1, this is
the constant 1 map. Hence x 2Z.SO2k/ and thus Z.PSO2k/D feg.

If q W Spin2k ! SO2k denotes the nontrivial double covering, we see that Z.Spin2k/D q�1.Z.SO2k//.
Now Z.SO2k/D f˙1g, the covering q0 W Spin2k ! PSO2k is the universal covering of PSO2k and it is
the composition of q and SO2k ! PSO2k . It follows that Z.Spin2k/D .q

0/�1.Œ1�/Š �1.PSO2k/.
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To compute �1.PSO2k/we first consider the central groupoid �Z .SO2k/. It is generated by the morphisms
Œˇ�; Œ x̌� W 1! �1, subject to the relation .Œ x̌��1 ı Œˇ�/2 D Id1; ie Œ x̌��1 ı Œˇ� D Œ�� is the generator of
�1.SO2k/D Z=2. The following diagram shows the named morphisms in �Z .SO2k/:

�1 1
Œˇ�
ss

Œ x̌�

kk Œ��
yy

The projection SO2k ! PSO2k induces a surjective map of groupoids �Z .SO2k/! �1.PSO2k/, which
sends two morphisms Œ �; Œ 0�2�Z .SO2k/ into the same element of �1.PSO2k/ if and only if Œ 0�D Œ� �,
where � denotes the path  multiplied pointwise by �1. Since

Œ�ˇ�D

�
Œˇ��1 if k is even,
Œ x̌��1 if k is odd,

the computation of �1.PSO2k/ follows.

2.5 �–turnings and the path components of GE

Recall that � denotes the generator of �1.SO2k/ and that by definition a rank-2k vector bundle E! B

is �–turnable if and only if the restriction induces a surjective map �1.GE/! �1.SO2k/. We return to
our discussion of the exact sequence (2-1) from Section 2.3 and first identify it with an isomorphic exact
sequence. Assuming that b 2 B is nondegenerate, the homomorphism rp W GE! SO2k is onto and there
is a short exact sequence of topological groups

(2-2) GE;0! GE
rp
�! SO2k ;

where, by definition, GE;0 WD Ker.rp/� GE . Regarding (2-2) as a principal GE;0–bundle, it is classified
by a map SO2k ! BGE;0 such that

(2-3) GE
rp
�! SO2k ! BGE;0

is a fibration sequence. The homotopy long exact sequence of (2-1) maps isomorphically to the homotopy
long exact sequences of (2-3) and (2-2) as follows:

(2-4)

�1.GE/
.rp/�

// �1.SO2k/ // �1.SO2k ;GE/

Š

��

// �0.GE/ // 0

�1.GE/
.rp/�

// �1.SO2k/ // �1.BGE;0/

Š

��

// �0.GE/ // 0

�1.GE/
.rp/�

// �1.SO2k/ // �0.GE;0/ // �0.GE/ // 0

Now we fix the base space B and suppose that B D SX is a suspension. For any rank-2k vector
bundle E! SX , there is a homotopy equivalence GE;0 'Map..SX;�/; .SO2k ; 1// and in particular
the homotopy type of GE;0 does not depend on the vector bundle E. If j�0.GE;0/j D jŒSX;SO2k �j is
finite then the exact sequences above in (2-4) show that j�0.GE/j depends on the �–turnability of E.
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Specifically, we have the following:

Theorem 2.26 If B D SX is a suspension and nSX WD jŒSX;SO2k �j is finite , then for any rank-2k

vector bundle E! SX ,

j�0.GE/j D

�
nSX if E is �–turnable ,
1
2
nSX if E is not �–turnable.

In particular , the �–turnability of rank-2k vector bundles over SX with nSX finite is a homotopy invariant
of the gauge groups of these bundles.

Remark 2.27 As one might expect, if a rank-2k vector bundle E admits a spin structure, then the
�–turnability of E is equivalent to the z0

–turnability of the associated principal Spin2k–bundle for a
certain path z0

in Spin2k . Let e 2 Spin2k be the identity and define z0 2Z.Spin2k/nfeg to be the unique
element mapping to 1 2 SO2k . Since Spin2k is simply connected, there is a unique path homotopy class
of paths from e to z0, and we denote this path by z0

. Given a principal Spin2k–bundle P ! B, we can
consider the z0

–turning problem for P . As Spin2k acts on R2k via the double covering Spin2k! SO2k

and the standard action of SO2k , there is a rank-2k vector bundle EP WD P �Spin2k
R2k associated to P

and it is not hard to see that the following statements are equivalent:

(1) The principal Spin2k–bundle P ! B is z0
–turnable.

(2) The vector bundle EP associated to P is �–turnable.

(3) The map .rp/� W �1.GEP
/! �1.SO2k/ is onto.

3 The turning obstruction

In this section we define the turning obstruction for bundles over suspensions.

First we consider rank-2k oriented vector bundles. Over a suspension SX such a bundle corresponds to
an element of ŒX;SO2k �. Given a path  2�˙1SO2k we first define a map

to W ŒX;SO2k �! ŒX; �SO2k �

(where �SO2k ��˙1SO2k denotes the connected component of  , see Definition 2.6) and prove that
it is a complete obstruction to the –turnability of a bundle. We also introduce variants

to W ŒX;SO2k �! ŒX; �0SO2k � and TO ;TO W ŒX;SO2k �! ŒSX;SO2k �

and show that they are equivalent to to . Finally we prove that these maps are homomorphisms if X is a
suspension.

In Section 3.2 we consider bundles with a path-connected structure group G. Given a path  between
elements of the centre Z.G/, we define a generalised turning obstruction map to W ŒX;G�! ŒX; �G�.
If we fix an element Œg� 2 ŒX;G�, then we can regard to .Œg�/ as a function of  and we show that it is
compatible with concatenation of paths. We also consider a normalised version of the turning obstruction,
to W ŒX;G�! ŒX; �0G�. This allows us to compare turning obstructions for different paths and we find
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that to D toa for any a 2Z.G/ (where .a /.t/D a .t/). When Z.G/ is discrete, we introduce the
quotient PG DG=Z.G/ and use these observations to show that the turning obstructions are determined
by a map bto � . � / W �1.PG/� ŒX;G�! ŒX; �0G�, which is a homomorphism in the first variable (and
also in the second one, if X is a suspension). As an application we prove Theorem 1.7.

3.1 The turning obstruction for vector bundles

Let X be a CW–complex and C0X and C1X two copies of the cone on X , so that SX D C0X [X C1X .
By [9, Chapter 8, Theorem 8.2], the set of isomorphism classes of oriented rank-2k bundles over SX is in
bijection with ŒX;SO2k �, the set of homotopy classes of maps from X to SO2k . A bundle E corresponds
to its clutching function g WX! SO2k between two local trivialisations 'i WCiX �R2k!Ej

Ci X
, defined

by '�1
0
j
X
ı'1jX .x; v/D .x;g.x/v/.

Definition 3.1 (the –turning obstruction) Let  2�˙1SO2k .

(a) We define the map � W SO2k !�SO2k by � .A/D .t 7!A .t/A�1/.

(b) For any CW–complex X the –turning obstruction map is to WD .� /� W ŒX;SO2k �! ŒX; �SO2k �.

Let 0 2 ŒX; �SO2k � denote the homotopy class of the constant map. Definition 3.1 is justified by the
following:

Proposition 3.2 Let E be an oriented rank-2k bundle over SX with clutching function g WX ! SO2k .
Then E is –turnable if and only if to .Œg�/D 0 2 ŒX; �SO2k �.

Proof Recall that –turnings of E can be identified with sections of the associated –turning bundle
Turn .E/D Fr.E/�SO2k

�SO2k ; see Lemma 2.12 and Remark 2.19. The local trivialisations 'i of E

induce local trivialisations x'i W CiX ��SO2k ! Turn .E/j
Ci X

of Turn .E/. By construction, the
clutching function g WX ! SO2k is also the clutching function of Turn .E/— recall that SO2k acts on
�SO2k by pointwise conjugation.

Since CiX is contractible and �SO2k is connected, each restriction Turn .E/j
Ci X

has a unique section
si W CiX ! Turn .E/j

Ci X
up to homotopy, given by si.y/ D x'i.y;  /. Hence a global section of

Turn .E/ exists if and only if s0jX and s1jX are homotopic sections. For x 2X we have

s0.x/D x'0.x;  / and s1.x/D x'1.x;  /D x'0 ı x'
�1
0 ı x'1.x;  /D x'0.x; 

g.x//D x'0.x; � .g.x///;

where  g.x/ denotes the action of g.x/2SO2k on  2�SO2k . These sections are homotopic if and only
if � ıg WX !�SO2k is homotopic to the constant map with value  , ie if and only if to .Œg�/D 0.

The turning obstruction is a map of pointed sets, but ŒX;SO2k � is a group and we will show that
ŒX; �SO2k � can also be equipped with a group structure and that to and related maps are often group
homomorphisms; see Lemma 3.6.
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Let �0SO2k ��SO2k denote the component of contractible loops and define the homeomorphism

p W�SO2k !�0SO2k ; ı 7! .t 7! ı.t/ .t/�1/;

as well as the commutator map x� WD p ı � ,

x� W SO2k !�0SO2k ; A 7! .t 7!A .t/A�1 .t/�1/:

Definition 3.3 (normalised –turning obstruction) Let  2�˙1SO2k . For any CW–complex X , the
normalised –turning obstruction map is to WD .x� /� W ŒX;SO2k �! ŒX; �0SO2k �.

Since p is a homeomorphism, the induced map .p /� W ŒX; �SO2k �! ŒX; �0SO2k �, Œh� 7! Œp ı h�,
is a bijection which preserves 0, and hence an oriented rank-2k bundle E! SX with clutching function
g WX ! SO2k is –turnable if and only if to .Œg�/D 0. For computing to and to it is useful to consider
their adjointed versions, which we will define below.

Definition 3.4 (forgetful adjoints) Let h WX !�SO2k and h0 WX !�0SO2k be continuous maps.
By taking their adjoints

ad.h/ W SX ! SO2k ; Œx; t � 7! h.x/.t/; and ad.h0/ W SX ! SO2k ; Œx; t � 7! h0.x/.t/;

we define the forgetful adjoint maps ad W ŒX; �SO2k �! ŒSX;SO2k � and ad W ŒX; �0SO2k �! ŒSX;SO2k �.
(We call these maps “forgetful” because Œad.h/� and Œad.h0/� are regarded as elements of ŒSX;SO2k � rather
than of the more restricted sets of homotopy classes on which the inverse adjoint maps Œad.h/� 7! Œh� and
Œad.h0/� 7! Œh0� are naturally defined.)

If X is connected, then the forgetful adjoint maps are bijections and they preserve 0, the homotopy class
of the constant map.

Definition 3.5 (adjointed –turning obstructions) Define TO WD ad ı to W ŒX;SO2k �! ŒSX;SO2k �

and TO WD ad ı to W ŒX;SO2k �! ŒSX;SO2k �.

Lemma 3.6 (a) Let X be a CW–complex. Then TO D TO W ŒX;SO2k �! ŒSX;SO2k �.

(b) If X is a suspension , then to ; to ;TO and TO are each homomorphisms of abelian groups.

Proof (a) We show that the diagram

ŒX; �SO2k �

.p /�

��

ad
// ŒSX;SO2k �

ŒX;SO2k �

to
77

to ''

ŒX; �0SO2k �
ad
// ŒSX;SO2k �
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commutes. The left-hand triangle commutes be definition. For the right-hand square, consider the path of
paths s 7! s , where s W I ! SO2k is defined by s.t/D  .st/ for s; t 2 I . Then the map

H W SX � I ! SO2k ; .Œx; t �; s/ 7! g.x/ .t/g.x/�1s.t/
�1;

is a homotopy from ad.� ıg/ to ad.x� ıg/, which proves that the square commutes.

(b) First note that �0SO2k is a topological group (via pointwise multiplication of loops), so we can
use the homeomorphism p to get a topological group structure on �SO2k . Hence for H D SO2k ,
�0SO2k or �SO2k and any space Y the set ŒY;H � inherits a group structure from H (and with these
group structures .p /� is automatically an isomorphism).

If Y is pointed, then the set ŒY;H �� of homotopy classes of basepoint-preserving maps is also a group
and the forgetful map ŒY;H ��! ŒY;H � is an isomorphism. If Y is a suspension, then for any space Z

the set ŒY;Z�� has a group structure coming from the co-H-space structure on Y and on the sets ŒY;H ��

the two group structures coincide and they are abelian. Since the group structure on ŒY;Z�� is natural
in Z, it follows that if X is a suspension, then the maps to and to (which are induced by maps of
spaces) are homomorphisms (and all groups involved are abelian).

Finally, loop concatenation gives �0SO2k an H-space structure and the induced group structure on
ŒX; �0SO2k � coincides with the previously defined one. By comparing this with the group structure on
ŒSX;SO2k � coming from the suspension SX , we obtain that the forgetful adjoint maps and hence TO
and TO , are also homomorphisms.

Remark 3.7 By Lemma 3.6(b), if X D SY is a suspension, then the set of isomorphism classes of
–turnable bundles over SX D S2Y can be identified with a subgroup of ŒX;SO2k �.

Question 3.8 (a) The sets ŒX;SO2k � and ŒSX;SO2k � have natural group structures even when X is
not a suspension (or co-H-space). Is TO a group homomorphism for an arbitrary X ?

(b) Isomorphism classes of rank-2k oriented bundles over a space B are in bijection with ŒB;BSO2k �,
so when B is a suspension, TO can be regarded as a map ŒB;BSO2k �! ŒB;SO2k �. Is there a
similar –turning obstruction map for bundles over an arbitrary space B?

We next briefly discuss the behaviour of the turning obstruction under stabilisation: we will return to
this topic in greater detail in Section 5. Let i W SO2k ! SO2kC2 denote the standard inclusion and let
S D i� W ŒX;SO2k �! ŒX;SO2kC2� denote the stabilisation map induced by i . Given a path 0 2�˙1SO2,
taking the orthogonal sum with 0 defines a map i0

W�SO2k !�˚0
SO2kC2. It is clear from the

definitions that the turning obstructions satisfy to˚0
.Œi ıg�/D i0�.to .Œg�// and indeed we have:

Lemma 3.9 Let X be a CW–complex and g W X ! SO2k a map. Then the adjointed –turning
obstruction satisfies TO˚0

.Œi ıg�/D S.TO .Œg�//. In particular , TOˇ.Œi ıg�/D TO x̌.Œi ıg�/.
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Proof Write A˚B 2 SO2kC2 for the block sum of matrices A 2 SO2k and B 2 SO2 and consider the
path of paths s 7! .0/s , where .0/s W I ! SO2 is defined by .0/s.t/D 0.st/ for s; t 2 I . Then

H W SX � I ! SO2kC2; .Œx; t �; s/ 7! g.x/ .t/g.x/�1
˚ .0/.1�s/.t/;

is a homotopy from ad.�˚0
ı.i ıg// to i ıad.� .g//, which proves the first statement of the lemma. In

particular, TO˚0
.Œi ıg�/ is independent of the choice of 0 2�˙1SO2. Since for any  2�˙1SO2k

the map �0.�˙1SO2/! �0.�˙1SO2kC2/ given by Œ0� 7! Œ ˚ 0� is surjective, the second statement
follows.

We conclude this subsection with a remark on a related point of view on the turning obstruction.

Remark 3.10 Consider the associated –turning bundle of the universal bundle V SO2k (see Definition
2.13 and Remark 2.19) and the Puppe sequence

� � � !�BT


2k
!�BSO2k !�SO2k ! BT



2k
! BSO2k ;

where � denotes the based loops functor. After applying the functor ŒX;��� to this sequence and
the adjunction ŒX; �Y �� Š Œ†X;Y ��, where †X denotes the reduced suspension, we obtain an exact
sequence

� � � ! Œ†X;BT


2k
��! Œ†X;BSO2k ��

@
�! ŒX; �SO2k ��! ŒX;BT



2k
��! ŒX;BSO2k ��:

The arguments in the proof of Proposition 3.2 also show that the –turning obstruction can be identified
with the boundary map @ (note that Œ†X;BSO2k �� Š ŒX;SO2k �� Š ŒX;SO2k � and ŒX; �SO2k �� Š

ŒX; �SO2k �). So by using the exactness of the sequence we obtain an alternative proof of Proposition 2.15
for bundles over suspensions.

3.2 General turning obstructions

In this subsection we define the turning obstruction for the general turnings of principal bundles, as in
Section 2.4. This will help us establish some basic properties of the turning obstruction for vector bundles.

Definition 3.11 Let G be a path-connected topological group, a; b 2G arbitrary elements and  W I!G

a path in G. We introduce the following notation:

� �G denotes the space of loops in G based at the identity element.

� �0G ��G is the space of nullhomotopic loops, ie the connected component of the constant loop.

� �a;bG is the space of paths in G from a to b.

� �G is the space of paths homotopic (rel @I ) to  , ie the connected component of  in�.0/; .1/G.

� �Z G D
S

a;b2Z.G/�a;bG, where Z.G/ denotes the centre of G.
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Definition 3.12 (parametrised central groupoid of G) Let G be a path-connected topological group.
The parametrised central groupoid of G has objects the elements of Z.G/. The set of all morphisms
is ŒG; �Z G�. The set of morphisms from a to b is ŒG; �a;bG�. Given objects a; b; c 2Z.G/ and maps
f1 WG!�a;bG and f2 WG!�b;cG, the composition Œf2�ı Œf1� is represented by f1 �f2 WG!�a;cG,
defined by .f1 �f2/.x/D f1.x/�f2.x/, where � denotes concatenation of paths.

Let G be a path-connected topological group and recall that for a CW–complex X , isomorphism classes
of principal G–bundles over SX with structure group G are in bijection with ŒX;G�.

Definition 3.13 (general –turning obstruction) Let  2�Z G.

(a) We define the map � WG!�G by � .x/D .t 7! x .t/x�1/.

(b) For any CW–complex X the –turning obstruction map is to WD .� /� W ŒX;G�! ŒX; �G�.

Note that the image of � is contained in �.0/; .1/G, because  .0/;  .1/ 2 Z.G/, and in particular
in the component �G, because G is path-connected and � sends the identity element to  . We let
0 2 ŒX; �G� denote the homotopy class of the constant map. The proof of the following proposition is
entirely analogous to the proof of Proposition 3.2.

Proposition 3.14 Suppose that P is a G–bundle over SX with clutching function g WX !G. Then P is
–turnable if and only if to .Œg�/D 0 2 ŒX; �G�.

Definition 3.15 Let toG W �
Z .G/! ŒG; �Z G� be defined by toG.Œ �/D Œ� �.

This map is well defined, because a path homotopy between  and  0 determines a homotopy between the
maps � and � 0 . Since composition is defined in terms of concatenation both in �Z .G/ and ŒG; �Z G�,
it is a map of groupoids (with the identity map on the objects). With this notation,

to D toG.Œ �/� W ŒX;G�! ŒX; �G�� ŒX; �Z G�:

Definition 3.16 Let PG DG=Z.G/. Let pG W �
Z .G/! �1.PG/ denote the map of groupoids induced

by the projection G! PG (where �1.PG/ is regarded as a groupoid on one object).

Every  2 �Z G determines a homeomorphism p0 W �G ! �0G which sends a path ı to the loop
t 7! ı.t/ .t/�1. If Œ �D Œ 0�, so that �G D� 0G, then these homeomorphisms are homotopic; hence
they induce a well-defined map p0

Œ �
W ŒG; �G�! ŒG; �0G�. On the other hand, if Œ �¤ Œ 0�, then �G

and � 0G (and hence ŒG; �G� and ŒG; � 0G�) are disjoint, so p0
G

below is well defined:

Definition 3.17 Let p0
G
W ŒG; �Z G�! ŒG; �0G� be the union of the maps p0

Œ �
W ŒG; �G�! ŒG; �0G�.
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Since �0G is an H-space, ŒG; �0G� is a group, ie a groupoid on one object. For every pair ;  0 of
composable paths in �Z G, the diagram

�G �� 0G

p0�p0
 0

��

�
// �� 0G

p0
� 0

��

�0G ��0G
�

// �0G

commutes. Hence p0
G

is a map of groupoids.

Proposition 3.18 Suppose that G is a path-connected topological group and Z.G/ is discrete. Then toG

descends to a homomorphism btoG W �1.PG/! ŒG; �0G� of abelian groups , ie there is a commutative
diagram of groupoids:

�Z .G/

pG

��

toG
// ŒG; �Z G�

p0
G

��

�1.PG/
btoG

// ŒG; �0G�

Proof First we define btoG . Since Z.G/ is discrete, the projection G ! PG is a covering, so a loop
 2�PG can be lifted to a path z 2�Z G and we define btoG.Œ �/D p0

G
ı toG.Œz �/. If z 0 is another lift

of  , then z 0 D az for aD z 0.0/z .0/�1 2Z.G/. Then

.p0
z 0 ı�z 0.x//.t/D x z 0.t/x�1

z 0.t/�1
D xaz .t/x�1

z .t/�1a�1
D x z .t/x�1

z .t/�1
D .p0

z ı�z .x//.t/;

and so p0
G
ı toG.Œz

0�/D p0
G
ı toG.Œz �/. Therefore btoG.Œ �/ does not depend on the choice of the lift z .

A homotopy of  can be lifted to a homotopy of z , so btoG.Œ �/ is also independent of the choice of
the representative  of the homotopy class Œ �. Therefore btoG is well defined. By its construction, the
diagram commutes. Finally, a lift of the concatenation of two loops in �PG is the concatenation of lifts
of the loops, so btoG is a map of groupoids, ie a group homomorphism.

In light of the above, it is useful define the normalised turning obstruction map in the general setting:

Definition 3.19 Suppose that G is a path-connected topological group and  2�Z G.

(a) Let x� WG!�0G be defined by x� .x/D .t 7! x .t/x�1 .t/�1/.

(b) For any CW–complex X , let to D .x� /� W ŒX;G�! ŒX; �0G�.

That is, x� D p0 ı� and hence to D .p0 /� ı to W ŒX;G�! ŒX; �0G�. Since p0 is a homeomorphism,
.p0 /� W ŒX; �G� ! ŒX; �0G� is a bijection, so computing to is equivalent to computing to . In
particular, to and to vanish for the same bundles. From our earlier arguments we have:

Proposition 3.20 Suppose that G is a path-connected topological group and g WX !G is a map.

(a) If ;  0 2�Z G are composable paths , then to� 0.Œg�/D to .Œg�/C to 0.Œg�/.

(b) For any  2�Z G and a 2Z.G/, we have toa .Œg�/D to .Œg�/.
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If Z.G/ is discrete, then we can use Proposition 3.18 to describe to .Œg�/, regarded as a two-variable
function in  and Œg�, in terms of a simpler function. Hence we definebto � . � / W �1.PG/� ŒX;G�! ŒX; �0G�; btoŒ �.Œg�/D btoG.Œ �/ ı Œg�:

Equivalently, btoŒ �.Œg�/D g�.btoG.Œ �//D btoG.Œ �/�.Œg�/.

Proposition 3.21 Suppose that G is a path-connected topological group and Z.G/ is discrete. For every
CW–complex X, the maps to � . � / and bto � . � / satisfy:

(a) to .Œg�/D btopG.Œ �/.Œg�/ for every  2�Z G and Œg� 2 ŒX;G�.

(b) bto � .Œg�/ W �1.PG/! ŒX; �0G� is a homomorphism of abelian groups for every Œg� 2 ŒX;G�.

(c) If X is a suspension , then the map btoŒ � W ŒX;G�! ŒX; �0G� is a homomorphism of abelian groups
for every Œ � 2 �1.PG/.

Proof Part (a) follows from the commutativity of the diagram in Proposition 3.18.

Part (b) holds, because btoG is a homomorphism and the induced map g� W ŒG; �0G�! ŒX; �0G� is a
homomorphism for every Œg� 2 ŒX;G�, because �0G is an H-space.

Part (c) holds, because btoŒ � is induced by a map of spaces.

Remark 3.22 Just as with the turning obstruction for vector bundles, we can take the forgetful adjoints
of to and to and define

TO WD ad ı to W ŒX;G�! ŒSX;G� and TO WD ad ı to W ŒX;G�! ŒSX;G�:

We leave the reader to formulate and verify the obvious generalisation of Lemma 3.6. Then by
Proposition 3.14, a principal G–bundle P ! SX with clutching function g W X ! G is –turnable
if and only if TO .Œg�/D 0, equivalently if TO .Œg�/D 0.

We now deduce some consequences of Proposition 3.21. Recall that Œ�� 2 �1.SO2k/ is the generator.

Theorem 3.23 Let  2�˙1SO2k , let X be a CW–complex and E! SX a rank-2k vector bundle with
clutching function g WX ! SO2k . Then:

(a) 2 to�.Œg�/D 0.

(b) to�� .Œg�/D to�.Œg�/C to .Œg�/.

(c) If k is even , then 2 to .Œg�/D 0.

(d) If k is odd , then 2 to .Œg�/D to�.Œg�/ and hence 4 to .Œg�/D 0.

Proof Parts (a) and (b) are direct applications of Proposition 3.20 a).

Parts (c) and (d) follow from Proposition 3.21(a), Proposition 3.21(b) and the fact that �1.PSO2k/Š

.Z=2/2 when k is even and �1.PSO2k/Š Z=4 when k > 1 is odd; see Lemma 2.25.
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3.3 Samelson products and turning obstructions

In this subsection we relate turning obstructions to Samelson products. The Samelson product is a classical
operation in algebraic topology [15], and Samelson products can be delicate to compute. First, we show
that taking the Samelson product with some loop Œ � 2 �1.G/ coincides with the normalised turning
obstruction map TO (after suitable identifications); see Lemma 3.24. Second, we show that turning
obstructions in G are determined by Samelson products in PG; see Corollary 3.27. As an application we
determine some Samelson products based on our calculations of turning obstructions in Section 4.3; see
Proposition 3.29. Finally, we show that our results on the �–turning obstruction have consequences for
the high-dimensional topology of related gauge groups.

We start by recalling the definition of the Samelson product, in the special case when one of the operands
is a loop. Assume that X is connected with x0 2X a basepoint and let g W .X;x0/! .G; e/ be a based
map. Let  W .S1; 1/! .G; e/ be a map representing Œ � 2 �1.G; e/. Then there is a well-defined map

commg; WX ^S1
D†X !G; Œx; t � 7! g.x/ .t/g.x/�1 .t/�1:

This construction gives rise to the Samelson product

ŒX;G�� ��1.G; e/! Œ†X;G��; .Œg�; Œ �/ 7! hŒg�; Œ �i WD Œcommg; �:

We can identify the set Œ†X;G�� with ŒSX;G� via the forgetful map Œ†X;G��! Œ†X;G� and the map
Œ†X;G� ! ŒSX;G� induced by the collapse map SX ! †X (which are both isomorphisms). The
following lemma is a direct consequence of the definitions, where TO is defined in Remark 3.22.

Lemma 3.24 For any Œ � 2 �1.G; e/ and g W .X;x0/! .G; e/, we have

TO .Œg�/D hŒg�; Œ �i 2 ŒSX;G�:

Lemma 3.24 implies that certain Samelson products can be computed as a special case of turning
obstructions. On the other hand, we next show that turning obstructions can be computed from certain
Samelson products.

Definition 3.25 Let G be a path-connected topological group. Define the map spG W �1.G/! ŒG; �0G�

by spG.Œ �/D Œx 7! .t 7! x .t/x�1 .t/�1/�.

The map spG is a homomorphism, because the group structure of ŒG; �0G� can be defined via con-
catenation in �0G. This homomorphism encodes the Samelson product (similarly to how toG encodes
the turning obstruction): if Œ � 2 �1.G/ and g W X ! G, then hŒg�; Œ �i 2 Œ†X;G�� is the adjoint of
spG.Œ �/ ı Œg� 2 ŒX; �0G��.

Let � WG! PG denote the projection.

Algebraic & Geometric Topology, Volume 24 (2024)



Turning vector bundles 2831

Proposition 3.26 Suppose that G is a path-connected topological group and Z.G/ is discrete. Then
there is a commutative diagram of groups

�1.PG/
ytoG

//

spPG

��

ŒG; �0G�

.�0�/�
��

ŒPG; �0PG�
��
// ŒG; �0PG�

where .�0�/� is an isomorphism.

Proof Let  2�PG. Since Z.G/ is discrete, the projection � W G! PG is a covering, so  can be
lifted to a path z 2�Z G. By definition we have btoG.Œ �/D Œx 7! .t 7! x z .t/x�1z .t/�1/�. Its image
in ŒG; �0PG� is

Œx 7! .t 7! �.x z .t/x�1
z .t/�1//�D Œx 7! .t 7! �.x/ .t/�.x/�1 .t/�1/�;

using that � ı z D  . The image of spG.Œ �/ D Œy 7! .t 7! y .t/y�1 .t/�1/� in ŒG; �0PG� is also
Œx 7! .t 7! �.x/ .t/�.x/�1 .t/�1/�, therefore the diagram commutes.

Since � WG! PG is a covering, every nullhomotopic loop in PG can be lifted to a nullhomotopic loop
in G, hence �0� W�0G!�0PG is a homeomorphism. Moreover, this homeomorphism respects the
H-space structures, and therefore .�0�/� W ŒG; �0G�! ŒG; �0PG� is an isomorphism.

Recall that by Proposition 3.21, the turning obstruction map to can be computed from btoG ; namely
to .Œg�/DbtoG.pG.Œ �//ıŒg�2 ŒX; �0G� for every  2�Z G and g WX!G. By Proposition 3.26, we havebtoG.pG.Œ �//D Œ.�0�/

�1�ı spPG.pG.Œ �//ı Œ��, hence to .Œg�/D Œ.�0�/
�1�ı spPG.pG.Œ �//ı Œ� ıg�.

This shows that to is determined by spPG.pG.Œ �//; ie turning obstructions in G are determined by
Samelson products in PG. We can also express this in terms of the adjointed versions:

Corollary 3.27 Suppose that G is a path-connected topological group and that Z.G/ is discrete. Let
 2�Z G and g WX !G. Then

TO .Œg�/D .��/�1.hŒ� ıg�;pG.Œ �/i/ 2 ŒSX;G�;

where .��/�1 is the inverse of the isomorphism �� W ŒSX;G�! ŒSX;PG�.

Remark 3.28 If X is simply connected, then �� W ŒX;G�! ŒX;PG� is also an isomorphism, which allows
us to take the reverse point of view and compute Samelson products in PG from turning obstructions
in G: suppose that  2 �1.PG/ and g WX ! PG, then hŒg�; Œ �i D ��.TOz ..��/�1.Œg�/// 2 ŒSX;PG�,
where z 2�Z G is a lift of  .

In the next section we will compute various turning obstructions; see Theorem 4.1. By Lemma 3.24 those
results give a variety of information about Samelson products hŒg�; �i for � 2 �1.SO2k/ the generator, for
example we get the following proposition. Recall that �2k 2 �2k�1.SO2k/ is the homotopy class of a
clutching function of the tangent bundle of S2k , and for m> 2 let �m W S

mC1! Sm be essential.
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Proposition 3.29 The Samelson product h�2k ; �i 2 �2k.SO2k/ is given as follows:

(a) If k D 2jC1 is odd , h�4jC2; �i D 0.

(b) If k D 2j is even , h�4j ; �i D �4j�4j�1 ¤ 0.

Remark 3.30 Proposition 3.29 can be viewed as an extension of an odd-primary theorem of Hamanaka
and Kono [7, Theorem A] to the prime 2.

As another application of Lemma 3.24, we consider the situation where � is not the turning datum in
a turning problem, but instead the clutching function of a bundle. Let E2k

� ! S2 be a fixed nontrivial
oriented rank-2k bundle over S2. Then Fr.E/ is a nontrivial principal SO2k–bundle over S2, we write
G2k
� for the gauge group of Fr.E2k

� / and consider the fibration sequence (2-2) for G2k
� , which we write

as G2k
�;0
! G2k

� ! SO2k . As discussed in Section 2.5, G2k
�;0
ŠMap..S2;�/; .SO2k ; Id//. Hence there

is a natural isomorphism �i.G
2k
�;0
/Š �iC2.SO2k/ and by a theorem of Wockel [19, Theorem 2.3] the

boundary map
@2k
� W �i.SO2k/! �i�1.G

2k
�;0/D �iC1.SO2k/

in the associated long exact sequence is given by

@2k
� .Œg�/D�hŒg�; �i

for all Œg� 2 �i.SO2k/. Combining Lemma 3.24 and Theorem 4.1 therefore gives information about the
map @2k

� . In particular, for �2k and �4j�1 as in Proposition 3.29 we have:

Proposition 3.31 The boundary map @2k
� W �2k�1.SO2k/! �2k.SO2k/ satisfies

@4j
� .�4j /D �4j�4j�1 ¤ 0 and @4jC2

� .�4jC2/D 0:

Remark 3.32 If we let E1� denote the stabilisation of the E2k
� , then its frame bundle Fr.E1� / is a

nontrivial principal SO–bundle over S2 and we let G1� denote the gauge group of E1� . Since the stable
group SO is a homotopy abelian H–space, it follows that there is a weak homotopy equivalence

G1� 'Map.S2;SO/ŠMap�.S
2;SO/�SO:

By comparing the homotopy long exact sequences of the fibrations

G
4j
�;0
! G4j

� ! SO4j and G1�;0! G1� ! SO;

where G1
�;0
� G1� is the group of gauge transformations which are the identity in the fibre over the

basepoint, we see that @4j
� W �i.SO4j /! �iC1.SO4j / is zero for i < 4j�2. When i D 4j�2, the domain

of @4j
� is �4j�2.SO4j /Š �4j�2.SO/D 0, so @4j

� vanishes for i � 4j�2. Hence Proposition 3.31 shows
that the first possibly nonzero boundary map in the homotopy long exact sequence of G

4j
�;0
!G

4j
� ! SO4j

is in fact nonzero.
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4 Turning rank-2k bundles over the 2k–sphere

In this section we determine the turning obstructions for oriented rank-2k bundles over the 2k–sphere for
all k � 2. To state our results, it will be convenient to use the notation TOC WD TOˇ and TO� WD TO x̌
and when we wish to discuss these obstructions together, we will write TO˙. We also define the adjointed
�–turning obstruction TO� WD ad ı to� W �2k�1.SO2k/! �2k.SO2k/. With this notation, the goal of this
section is to compute the homomorphisms

TO˙ W �2k�1.SO2k/! �2k.SO2k/ and TO� W �2k�1.SO2k/! �2k.SO2k/:

Thus, if E ! S2k is a rank-2k vector bundle with clutching function g W S2k�1 ! SO2k , then E is
positive turnable if and only if TOC.Œg�/D 0, E is negative turnable if and only if TO�.Œg�/D 0 and E

is �–turnable if and only if TO�.Œg�/D 0.

In order to state the computations of TO˙ and TO� we record some facts we need about the source
and target groups of these homomorphisms, which can be found in [11]. We also introduce notation for
generators of these groups. Recall that e.�/D e.E�/ 2 Z is the Euler class and that e.�/ is even unless
k D 2; 4; see [6, Theorem, page 87]. Let �2k 2 �2k�1.SO2k/ denote the homotopy class of the clutching
function of TS2k . There is an isomorphism

�2k�1.SO2k/Š Z.�2k/˚C.�2k/;

where C.�2k/ is a cyclic group isomorphic to �2k�1.SO/ and S.�2k/2 �2k�1.SO/ is a generator. When
k D 2; 4, we take e.�2k/ D 1, and when k D 2, we assume that �4 admits a complex structure; see
Definition 4.6 and Theorem 4.7. When k ¤ 2; 4, by Lemma 4.13 below, we assume that C.�2k/ D

S.�2k�1.SO2k�2//; in particular, e.�2k/D 0.

There are isomorphisms

�2k.SO2k/Š

8̂̂̂<̂
ˆ̂:

0 if k D 3;

Z=4 if k � 5 is odd;
.Z=2/2 if k � 2 mod 4;

.Z=2/3 if k � 0 mod 4:

When k is odd, we let � 2 �2k.SO2k/ be a generator and note that �2k.SO/D 0. When k is even, the
stabilisation homomorphism S W�2k.SO2k/!�2k.SO/ is split onto, where �2k.SO/D 0 if k � 2 mod 4

and Z=2 if k � 0 mod 4. Moreover, for all k ¤ 3 there is a short exact sequence

(4-1) 0! Z=2.�2k�2k�1/! �2k.SO2k/
ev�˚S
����! �2k.S

2k�1/˚�2k.SO/! 0;

with ev W SO2k ! S2k�1 given by evaluation at a point in S2k�1 and �2k�1 W S
2k ! S2k�1 essential.

The sequence (4-1) is nonsplit when k � 5 is odd and splits when k is even.

Theorem 4.1 The turning obstructions TO˙ W �2k�1.SO2k/! �2k.SO2k/ satisfy the following:

(a) If k is odd , then TO˙.�/D e.�/�.

(b) If k � 2 mod 4, then ev�.TO˙.�2k//D 1, TOC.�2k/D 0 and TO�.�2k/D e.�2k/TO�.�2k/.

Algebraic & Geometric Topology, Volume 24 (2024)



2834 Diarmuid Crowley, Csaba Nagy, Blake Sims and Huijun Yang

(c) If k� 0 mod 4, then ev�.TO˙.�2k//D 1, S.TO˙.�2k//D 0 and S.TO˙.�2k//D 1; in particular ,
TO˙˝IdZ=2 is injective.

In particular , if k is odd , then TO�DTOC�TO�D0. If kD2j is even , then TO� satisfies the following:

(d) TO�.�4j /D �4j�4j�1 ¤ 0.

(e) If j D 1 or 2, then ev�.TO�.�4j //D 1 and TO�˝IdZ=2 is injective.

(f) If j � 3, then TO�.�4j /D 0.

Remark 4.2 Theorem 4.1 shows that unless k D 2, for all Œg� 2 �2k�1.SO2k/ we have TOC.Œg�/D 0

if and only if TO�.Œg�/D 0. Hence for k ¤ 2 rank-2k bundles E! S2k are either bi-turnable or not
turnable and so these bundles are not strongly chiral. On the other hand, when k D 2, a bundle E! S4

is strongly chiral if and only if e.E/ is odd.

The remainder of this section is devoted to the proof of Theorem 4.1. In Section 4.1 we consider the
turnability of the tangent bundle of the 2k–sphere, which is an essential input to the proof. In Section 4.2
we consider the exceptional case of the 4–sphere. In Section 4.3 we consider TO� D TOC�TO�. In
Section 4.4 we assemble the previous work to prove Theorem 4.1.

4.1 Turning the tangent bundle of the 2k–sphere

Let TSn denote the tangent bundle of the n–sphere. We fix the standard orientation on the n–sphere
and this orients TSn. In [12], Kirchoff proved that if TS2k admits a complex structure then TS2kC1 is
trivial. Later, it was proven in [6] that TS2kC1 is trivial if and only if 2kC1D 1; 3 or 7. Since elementary
calculations show that TS2 and TS6 admit complex structures, Kirchoff’s theorem implies that TS2k

admits a complex structure if and only if TS2kC1 is trivial. Here we prove a strengthening of Kirchoff’s
theorem, which only assumes that TS2k is turnable.

Theorem 4.3 (Kirchoff’s theorem for turnings) If TS2k is turnable , then TS2kC1 is trivial.

Corollary 4.4 TS2k is turnable if and only if it admits a complex structure , which is the case if and
only if 2k D 2 or 6.

Proof of Theorem 4.3 We first recall the following well-known definition of a clutching function cm

for TSm; see [9, Chapter 8, Corollary 9.9]. Given x 2 Sm�1, write Rm D hxi ˚ hxi? as the sum of
the line spanned by x and its orthogonal complement and write v 2Rm as v D .w;y/, where w 2 hxi
and y 2 hxi?. Let cm W S

m�1! Om be the function which assigns to x 2 Sm�1 the reflection to the
hyperplane orthogonal to x:

cm.x/ WR
m
!Rm; .w;y/ 7! .�w;y/:

Suppose that TS2k is turnable. We will show that the clutching function c2kC1 W S
2k ! O2kC1 is

nullhomotopic, proving that TS2kC1 is trivial. Using the notation above, we see that

TS2k
D f..0;y/;x/ j y 2 hxi?g �R2kC1

�S2k :
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Since TS2k is turnable, there exists a turning ˛t on TS2k with ˛0 D 1 and ˛1 D �1. We use ˛t to
define the homotopy of automorphisms of the trivial bundle given by

H W .R2kC1
�S2k/� I !R2kC1

�S2k ; ...w;y/;x/; t/ 7! ..�w; ˛t .y//;x/:

We see that H0 D c2kC1 and H1 D�1. Hence H is the required homotopy of clutching functions from
c2kC1 to a constant map.

4.2 Rank-4 bundles over the 4–sphere

The set of isomorphism classes of rank-4 bundles over S4 is in bijection with �3.SO4/Š Z˚Z. We
recall the canonical double covering

q W S3
�S3

! SO4; .x;y/ 7! .v 7! x � v �y/;

where we regard x;y 2 S3 as unit quaternions, v 2H and � denotes quaternionic multiplication. If we
define g.k1;k2/ W S

3! SO4 by x 7! q.xk1 ;xk2/, then the map

Z˚Z! �3.SO4/; .k1; k2/ 7! Œg.k1;k2/�;

is an isomorphism, which we use as coordinates for �3.SO4/. By [9, Chapter 8, Proposition 12.10], for
example, the map g.1;1/ is a clutching function for TS4 and so �4 D Œg.1;1/�.

Definition 4.5 For .k1; k2/ 2 Z2, let Ek1;k2
! S4 be the oriented rank-4 vector bundle with clutching

function g.k1;k2/; eg TS4 ŠE1;1.

Definition 4.6 We define �4 WD Œg.0;1/�.

The turning obstructions TOC, TO� and TO� take values in the group �4.SO4/, and we use the isomor-
phism q� W �4.S

3 �S3/! �4.SO4/ to identify �4.SO4/Š �4.S
3/˚�4.S

3/Š Z=2˚Z=2.

Theorem 4.7 The turning obstructions for rank-4 bundles over S4 are given follows:

(a) TOC.a; b/D .�2.a/; 0/.

(b) TO�.a; b/D .0; �2.b//.

(c) TO�.a; b/D .�2.a/; �2.b//.

Proof (a) Let i; j ; k 2H be the standard purely imaginary unit quaternions. If we take the standard
complex structure on HDC˚Cj to be given by left multiplication by i 2H, then g.0;1/.x/ commutes
with i for every x 2 S3, and so g.0;1/.x/ 2 U2 � SO4 for all x 2 S3. Thus E0;1 admits a complex
structure and so TOC.0; 1/D 0. By Corollary 4.4, TO˙.1; 1/¤ 0, hence TOC.1; 0/¤ 0.

Consider the map g.1;0/ W S3 ! SO4. In S3 there is a unique homotopy class Œ � of paths from 1

to �1, and we have .g.1;0//�.Œ �/D Œˇ�. Obviously, .g.1;0//�.ŒIdS3 �/D Œg.1;0/�D .1; 0/ 2 �3.SO4/ and
.g.1;0//�.�4.S

3//D Z=2˚ 0� �4.SO4/. Since g.1;0/ is a continuous group homomorphism, we have
.g.1;0//�.TO .ŒIdS3 �//DTOˇ.Œg.1;0/�/DTOC.1; 0/. This implies that TOC.1; 0/ is a nontrivial element
of Z=2˚ 0, ie TOC.1; 0/D .1; 0/. Therefore TOC.a; b/D a TOC.1; 0/C b TOC.0; 1/D .�2.a/; 0/.
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(b) Since j i D�k, right multiplication by i defines a complex structure on H whose induced orientation
is opposite to the standard orientation. Since g.1;0/.x/ commutes with right multiplication by i for all
x 2S3, we see that xE1;0 admits a complex structure. Hence TO�.1; 0/D 0, and therefore TO�.0; 1/¤ 0.

Let xS3 denote S3 with the opposite group structure, then g.0;1/ W xS
3 ! SO4 is a continuous group

homomorphism. The unique homotopy class of paths in xS3 from 1 to �1 maps to Œ x̌� under g.0;1/.
Therefore, similarly to part (a), we get that TO�.0; 1/D .0; 1/.

(c) By Theorem 3.23(b), TO�.a; b/D TOC.a; b/�TO�.a; b/.

We now discuss the relationship between the turning type of rank-4 bundles and the homotopy classification
of their gauge groups, due to Kishimoto, Membrillo-Solis and Theriault [13]. Following the notation
of [13], let Gk1;k2

denote the gauge group of Ek1;k2
. Let ffa; bgg denote the multiset consisting of the

elements a; b and for integers a and b write .a; b/ for their greatest common divisor. Then, for integers r ,
a and b, write M r .a; b/ for the multiset ff.a; r/; .b; r/gg. By [13, Theorem 1.1(b)] if Gk1;k2

' Gl1;l2

then M 4.k1; k2/DM 4.l1; l2/.

Recall that the turning type of an orientable bundle is characterised by whether it is either bi-turnable,
strongly chiral or not turnable. By Theorem 4.7, Ek1;k1

is bi-turnable if M 2.k1; k2/ D ff2; 2gg,
strongly chiral if M 2.k1; k2/D ff1; 2gg and not turnable if M 2.k1; k2/D ff1; 1gg. Hence, combining
[13, Theorem 1.1(b)] and Theorem 4.7, we have:

Proposition 4.8 The turning type of Ek1;k2
is a homotopy invariant of Gk1;k2

.

4.3 The turning obstruction TO�

In this subsection we cover some preliminaries for the computation of TO� W �2k�1.SO2k/! �2k.SO2k/.

For any m� 2, let Vm;2 be the Stiefel manifold of ordered pairs of orthonormal vectors in Rm. Given
v D .v1; v2/ 2 Vm;2 we define V D hv1; v2i and write x 2Rm as x D .v; w/ where v 2 V and w 2 V ?.
The isomorphism C! V defined by 1 7! v1 and i 7! v2 defines a complex structure on V . We define
v in �SOm by

v.t/.v; w/D .e
2�itv;w/;

and we define the map
LDLm W Vm;2!�SOm; v 7! v:

Next we consider the canonical projection p W SOm! Vm;2 and the composition

L ıp W SOm!�SOm:

It is clear from the definitions that L ıp is the map �� of Definition 3.13(a), so after the identification
�m�1.�SOm/D �m.SOm/ we obtain the following:

Lemma 4.9 For all Œg� 2 �m�1.SOm/, .L ıp/�.Œg�/D TO�.Œg�/.
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Remark 4.10 Combining Lemmas 4.9, 3.6 and 3.24, we get

.L ıp/�.Œg�/D TO�.Œg�/D TO�.Œg�/D hŒg�; �i;

and this equation can be generalised to give a method for computing similar Samelson products as follows.

For 2 � i � m, let Vm;i denote the Stiefel manifold of mutually orthonormal ordered i–tuples v D
.v1; : : : ; vi/ of vectors in Rm, set V D hv1; : : : ; vii DRi and write x 2Rm as x D .v; w/, where v 2 V

and w 2 V ?. Then given any map ˛ W S i�1! SOi we define ˛v 2�i�1SOm, the .i�1/–fold based loop
space of SOm, by

˛v.s/.v; w/D .˛.s/v; w/

for all s 2 S i�1 and .v; w/ 2Rm. Allowing v to vary, we obtain the map

L.˛/ W Vm;i!�i�1SOm; v 7! ˛v;

and note that L W Vm;2!�SOm above is L.˛/ for the special case of ˛ W S1! SO2 D U.1/; t 7! e2�it .
If � W SOi! SOm denotes the standard inclusion, and p W SOm! Vm;i the standard projection, then after
the identification �j .�

i�1SOm/D �iCj�1.SOm/, a higher-dimensional version of Lemma 3.6 leads to
the equation

.L.˛/ ıp/�.Œg�/D hŒg�; ��.Œ˛�/i

for all Œg� 2 �j .SOm/.

Now we consider the case mD 2k and the induced homomorphisms p� W �2k�1.SO2k/! �2k�1.V2k;2/

and L� W �2k�1.V2k;2/! �2k.SO2k/. Let ev W SO2k ! S2k�1 be the map defined by evaluation at a
point in S2k�1.

Definition 4.11 Define ak 2 Z by ak WD 1 if k is even and ak WD 2 if k is odd.

Lemma 4.12 Let k � 3. For any isomorphism �2k�1.V2k;2/! Z=2˚Z we have:

(a) p�.�2k/D .�2.ak/; 2/.

(b) L�.1; 0/D �2k�2k�1.

(c) ev�.L�.0; 1//D �2.ak/.

Proof (a) The sequence �2k�1.S
2k�2/! �2k�1.V2k;2/! �2k�1.S

2k�1/ is split short exact, with
p�.�2k/mapping to 22�2k�1.S

2k�1/DZ. It follows that the map f Dpı�2k WS
2k�1!V2k;2 vanishes

on mod 2 cohomology. Also for x 2H 2k�2.V2k;2IZ=2/ the generator, Sq2.x/ 2H 2k.V2k;2IZ=2/D 0

and so the functional Steenrod square Sq2
x.g/ is defined for all maps g W S2k�1! V2k;2 which vanish on

mod 2 cohomology. Moreover, g D 2g0 for some map g0 W S2k�1! V2k;2 if and only if Sq2
x.g/D 0.

Now the map �2k W S2k�1 ! SO2k factors over the double covering q W S2k�1 ! RP2k�1 and a
map � 0

2k
W RP2k�1 ! SO2k�1. Since q vanishes on mod 2 cohomology and Sq2.t2k�2/ D 0, for

t 2H 1.RP2k�1IZ=2/ a generator, it follows that the functional Steenrod square Sq2
t2k�2 is defined on q.
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We consider the composition

S2k�1 q
�!RP2k�1 � 0

2k
��! SO2k

p
�! V2k;2:

A degree argument shows that the map p ı � 0
2k
WRP2k�1! V2k;2 satisfies .p ı � 0

2k
/�.x/D t2k�2 and

naturality of functional Steenrod squares gives that

Sq2
x.p ı �2k/D Sq2

t2k�2.q/:

But q is the attaching map of the top cell of RP2k and so Sq2
t2k�2.q/D Sq2.t2k�2/D �2.ak/. Hence

we have Sq2
x.p ı �2k/D �2.ak/ and so p�.�2k/D .�2.ak/; 2/ 2 �2k�1.V2k;2/.

(b) Let �2k�2 WS
2k�2!V2k;2 be the inclusion of a fibre of the projection V2k;2!S2k�1. Then we have

.1; 0/D Œ�2k�2ı�2k�2�2�2k�1.V2k;2/. Hence it suffices to prove that L�.Œ�2k�2�/D �2k 2�2k�1.SO2k/.
Now a degree argument shows that ev�.L�.Œ�2k�2�//D 1C .�1/2k�2D 2 2 �2k�1.S

2k�1/DZ and we
consider the commutative diagram

V2k;2

��

L2k
// �SO2k

S

��

V2kC2;2

L2kC2
// �SO2kC2

Since �2k�2.V2kC2;2/D 0, we see that S.L�.Œ�2k�2�//D 0. Hence L�.Œ�2k�2�/ is the clutching function
of a stably trivial bundle with Euler class 2, so L�.Œ�2k�2�/D �2k , as required.

(c) The standard complex structure on R2k DCk defines a section s W S2k�1! V2k;2 of the projection
V2k;2 ! S2k�1 by s.v/ D .v; iv/. Taking induced maps on �2k�1 gives a splitting �2k�1.V2k;2/ Š

Z=2˚Z, where Œs�D .0; 1/ and Œ�2k�2 ı �2k�2�D .1; 0/. Since ev�.L�.1; 0//D 0, it suffices to prove
ev�.L�.Œs�//D �2.ak/.

It is clear that L ı s factors as the composition of the Hopf map H W S2k�1 ! CPk�1 and a map
L0 WCPk�1!�SO2k . Another degree argument shows that the adjoint of�.ev/ıL0 WCPk�1!�S2k�1

has degree one and so the homotopy class of S2k�1!�S2k�1 is determined by the functional Steenrod
square Sq2

zk�1.H /, where z 2H 2.CPk�1IZ=2/ is the generator. Since H is the attaching map of the
top cell of CPk , we have

Sq2
zk�1.H /D Sq2.zk�1/D �2.ak/ 2 Z=2ŠH 2k.CPk

IZ=2/;

which completes the proof of part (c).

Lemma 4.13 If k ¤ 2; 4, we may choose �2k 2 S.�2k�1.SO2k�2//� �2k�1.SO2k/.

Proof If k ¤ 2; 4, then �2k 2 �2k�1.SO2k/ is such that S.�2k/ generates �2k�1.SO/ and e.�2k/D 0.
The map �2k�1.SO2k�2/! �2k�1.SO/ is onto for k � 7 by [2], which proves the lemma when k � 7.
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For the remaining cases, k 2 f3; 5; 6g. If k D 3, then �2k.SO/D 0, and so �6 D 0. When k D 5; 6 we
consider part of the homotopy long exact sequence of the fibration SO2k�2! SO2k�1! S2k�2:

�2k�1.SO2k�2/! �2k�1.SO2k�1/! �2k�1.S
2k�2/! �2k�2.SO2k�2/! �2k�2.SO2k�1/:

Applying results of Kervaire [11], we deduce that the boundary map �2k�1.S
2k�2/!�2k�2.SO2k�2/ is

injective and so �2k�1.SO2k�2/!�2k�1.SO2k�1/ is onto. Since e.�2k/D0, �2k 2S.�2k�1.SO2k�1//

and so �2k 2 S.�2k�1.SO2k�2//.

Lemma 4.14 If k is odd , then TO�.Œg�/D 0 for all Œg� 2 �2k�1.SO2k/.

Proof By Lemma 4.12(a), p�.�2k/D .0; 2/ and by Lemma 4.12(c), L�.0; 2/D 0. Hence by Lemma 4.9,
TO�.�2k/D .L ıp/�.�2k/D 0. By Lemma 4.13, �2k 2 S.�2k�1.SO2k�2//, ie �2k D i ı � 0 for some
� 0 2 �2k�1.SO2k�2/, with i W SO2k�2 ! SO2k the inclusion. Using the analogue of Lemma 3.9 for
closed loops, TO�.�2k/ D TO1˚�.i ı �

0/ D S.TO1.�
0// D 0, where 1 denotes the constant loop at

1 2 SO2k�2.

4.4 The proof of Theorem 4.1

In this subsection we complete the proof of Theorem 4.1.

Proof of Theorem 4.1 (d) The j D 1 case follows from Theorem 4.7. If j � 2, then p�.�4j /D .1; 2/

by Lemma 4.12(a) and since �4j .SO4j / is a 2–torsion group, L�.1; 2/DL�.1; 0/. By Lemma 4.12(b),
L�.1; 0/D �4j�4j�1 and so TO�.�4j /D .L ıp/�.�4j /D �4j�4j�1.

(e) If j D 1, then TO�.�4j /D .0; 1/ by Theorem 4.7, and ev�.a; b/D aC b. If j D 2, then e.�4j /D 1

and so p�.�4j / D .�; 1/ for some � 2 Z=2. Since ev�.L�.1; 0// D 0, Lemma 4.12(c) ensures that
ev�.TO�.�4j //D ev�..�; 1//D 1.

(f) If j � 3, then by Lemma 4.13; �4j 2 S.�4j�1.SO4j�2// and so TO�.�4j /D 0 (as in Lemma 4.14).

(a) If k is odd, the fact that TOC.�/ D TO�.�/ follows from Theorem 3.23(b) and Lemma 4.14. If
k D 1; 3, then �2k.SO2k/D 0 and the statement holds trivially. If k � 5 is odd, then by Corollary 4.4,
TOC.�2k/ ¤ 0. Since k is odd, 2 TOC.�2k/ D TO�.�2k/ D 0 by Theorem 3.23(d) and Lemma 4.14.
Since �2k.SO2k/Š Z=4 and e.�2k/D 2, the result holds for Z.�2k/� �2k�1.SO2k/. If k � 3 mod 4

then �2k�1.SO2k/DZ.�2k/. If k � 1 mod 4, then �2k�1.SO2k/DZ.�2k/˚Z=2.�2k/, provided k � 5

as we are assuming. Hence it suffices to show that TOC.�2k/D 0. Now �2k�1.U /!�2k�1.SO/ is onto
and so S.�2k/ is stably complex. By [9, Chapter 20, Corollary 9.8] S.�2k/ admits a complex structure
with ck.�2k/D .k�1/! and since k � 5, .k�1/! is divisible by 4. Hence �2k �

1
2
.k � 1/!�2k admits a

complex structure; see Theorem 6.6. Then

0D TOC
�
�2k �

1
2
.k � 1/!�2k

�
D TOC.�2k/�

1
4
.k � 1/!.2 TOC.�2k//D TOC.�2k/:
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(b) The special case kD2 is proven in Theorem 4.7. For k�6, we first prove that ev�.TO˙.�2k//D1. By
Corollary 4.4, TO˙.�2k/¤0. By Theorem 3.23(b) and Theorem 4.1(d), we have TO�.�2k/DTOC.�2k/C

�2k�2k�1. Since Ker.ev�/ is generated by �2k�2k�1, it follows that ev�.TO˙.�2k//D 1. As k � 6, we
have e.�2k/ D 0 and we must show that TO˙.�2k/ D 0. By Lemma 4.13, �2k 2 S.�2k�1.SO2k�2//

and so TO�.�2k/D 0, so it suffices to show that TOC.�2k/D 0. The argument is analogous to the case
k � 1 mod 4.

(c) We first prove that ev�.TO˙.�2k//D 1. Since �2k is stably trivial, so is TO˙.�2k/. The proof is
now the same as the proof when k � 2 mod 4. To see that S.TO˙.�2k// D 1, we note that S.�2k/

generates �2k�1.SO/ŠZ and that the natural map �2k�1.U /! �2k�1.SO/ has image the subgroup of
index 2 by [4]. Hence �2k does not admit a stable complex structure and so �2k is not stably turnable by
Theorem 5.10. Now by Lemma 3.9, S.TO˙.�2k//D TO˙.S.�2k//D 1.

5 Stable turnings and stable complex structures

In this section we define stable turnings of vector bundles E! B. When B has the homotopy type of
a finite CW–complex, we will see that Bott’s proof of Bott periodicity shows that the space of stable
complex structures on E is weakly homotopy equivalent to the space of stable turnings of E. In particular,
in this case E is stably turnable if and only if E admits a stable complex structure.

Recall that Rj denotes the trivial vector bundle over B of rank j .

Definition 5.1 (stably turnable) A rank-n vector bundle E!B is stably turnable if E˚Rj is turnable
for some j � 0.

Of course, if E is turnable, then E is stably turnable.

Remark 5.2 In the definition of stably turnable, nCj must be even but n need not be even.

Remark 5.3 It is clear from the definition of turnings that if E˚Rj is turnable, then E˚RjC2l is
turnable for any nonnegative integer l .

For any rank-n vector bundle E!B, recall that Fr.E/, the frame bundle of E, is the principal SOn–bundle
associated to E and for any nonnegative integer j with nCj even,

Turn.E˚Rj /D Fr.E˚Rj /�SOnCj
�˙1SOnCj

is the associated turning bundle of E˚Rj . Now orthogonal sum with the path ˇ 2�˙1SO2 defines
the injective map iˇ W�˙1SOnCj !�˙1SOnCjC2, which we regard as an inclusion. Thus we regard
Turn.E˚Rj / as a subbundle of Turn.E˚RjC2/ and we set

Turn.E1/ WD
[

nCj even

Turn.E˚Rj /;

which is a fibre bundle over B with fibre �˙1SO WD
S1

jD1�˙1SO2j .
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Lemma 5.4 Let E! B be a vector bundle over a space homotopy equivalent to a finite CW–complex.
Then E is stably turnable if and only if Turn.E1/! B admits a section.

Proof Remark 5.3 and Lemma 2.12 tell us that a vector bundle E! B being stably turnable implies
that Turn.E1/!B admits a section. Conversely, noting that the inclusion map �˙1SO2j !�˙1SO is
.2j�2/–connected and B is homotopy equivalent to a finite CW–complex, it follows from the obstruction
theory (cf [18, Chapter VI, Section 5]) that if Turn.E1/! B admits a section, then there must exist
a nonnegative integer j such that Turn.E˚Rj / admits a section, which means that E! B is stably
turnable and the proof is complete.

Given Lemma 5.4, an efficient way to define the notion of a stable turning is via a section of Turn.E1/.

Definition 5.5 (stable turning and the space of stable turnings) A stable turning of a vector bundle
E ! B is a section of the fibre bundle Turn.E1/! B. The space of stable turnings of E, denoted
by �.Turn.E1//, is the space of sections of Turn.E1/ ! B, equipped with the restriction of the
compact–open topology.

We next consider minimal turnings, which are turnings that restrict to minimal geodesics in each fibre.
The manifold SO2k has a canonical Lie invariant metric, which allows us to consider geodesics in SO2k .
We write �min

˙1SO2k ��˙1SO2k for the subspace of paths which are minimal geodesics in SO2k from 1

to �1. Since the conjugation action of SO2k on itself is by isometries, it preserves geodesics and so
�min
˙1SO2k is an SO2k–subspace of �˙1SO2k . For any nonnegative integer j with nCj even, denote by

Turnmin.E˚Rj /� Turn.E˚Rj / the subbundle of minimal turnings and set

Turnmin.E1/ WD
[

nCj even

Turnmin.E˚Rj /;

which is a fibre bundle over B with fibre �min
˙1SOD

S1
jD1�

min
˙1SO2j .

Now �min
˙1SO is an SO–subset of �˙1SO and hence Turnmin.E1/ is a subbundle of Turn.E1/. Since

the inclusion �min
˙1SO!�˙1SO is a weak homotopy equivalence [14, Theorem 24.5], part (a) of the

next lemma follows immediately. Part (b) follows from Lemma 5.4.

Lemma 5.6 Let E! B be a vector bundle over a space homotopy equivalent to a finite CW–complex.
Then the following hold :

(a) The fibrewise inclusion Turnmin.E1/! Turn.E1/ is a weak homotopy equivalence.

(b) E is stably turnable if and only if Turnmin.E1/! B admits a section.

Now we recall the relationship of complex structures on a bundle and minimal turnings. A complex
structure on a rank-2k vector bundle E is an element J 2GE such that J 2D�1. In particular, a complex
structure on E endows each fibre of E with the structure of a complex vector space. If E has rank n,
then a stable complex structure on E is a complex structure on E˚Rj for some j � 0 with nCj even.
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Now let
J2k WD fJ 2 SO2k j J

2
D�1g

be the space of (special orthogonal) complex structures on R2k . The space J2k is an SO2k–space, where
SO2k acts on J2k by conjugation. For any nonnegative integer j with nCj even, define

J.E˚Rj / WD Fr.E˚Rj /�SOnCj
JnCj � Aut.E˚Rj /

to be the bundle of fibrewise complex structures on E˚Rj . Regarding GE D �.Aut.E// we see that a
complex structure on E is equivalent to a section of J.E/!B and that a stable complex structure on E

is equivalent to a section of J.E˚Rj /! B. Letting j tend to infinity, we define

J.E1/ WD
[

nCj even

J.E˚Rj /

to be the bundle of fibrewise stable complex structures on E. The space J.E1/ is the total space of a
bundle over B with fibre J1 WD

S1
jD1 J2j , and we have:

Lemma 5.7 A vector bundle E! B over a space homotopy equivalent to a finite CW–complex admits
a stable complex structure if and only if J.E1/! B admits a section.

In light of Lemma 5.7, an efficient way to define the notion of a stable complex structure is via a section
of J.E1/.

Definition 5.8 (stable complex structure and the space of stable complex structures) A stable complex
structure on an oriented vector bundle E!B is a section of the fibre bundle J.E1/!B. The space of
stable complex structures of E, denoted by �.J.E1//, is the space of sections of J.E1/!B, equipped
with the restriction of the compact–open topology.

Now a complex structure on R2k defines a minimal geodesic in SO2k via complex multiplication with
unit complex numbers in the upper half-plane. Explicitly, we define the map

'2k W J2k !�min
˙1SO2k ; J 7! .t 7! exp.� tJ //;

where exp W T1SO2k ! SO2k is the exponential map from the tangent space over the identity. Then '2k

is an SO2k–equivariant homeomorphism; see eg Milnor [14, Lemma 24.1]. It follows for any rank-2k

bundle E ! B that '2k induces a fibrewise homeomorphism '2k W J.E/! Turnmin.E/. Stably, we
define the map '1 WD limj!1 '2j W J1!�min

˙1SO and we have:

Lemma 5.9 Let E ! B be a vector bundle. The map '1 W J1 ! �min
˙1SO induces a fibrewise

homeomorphism '1 W J.E
1/! Turnmin.E1/.

Now the fibre bundle map
J.E1/! Turnmin.E1/! Turn.E1/

induces a map �.J.E1//! �.Turn.E1//. By combining Lemmas 5.9, 5.6(a), 5.4 and 5.7 we obtain:
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Theorem 5.10 Let E!B be a vector bundle over a space homotopy equivalent to a finite CW–complex.
The induced map �.J.E1//! �.Turn.E1// from the space of stable complex structures on E to the
space of stable turnings on E is a weak homotopy equivalence. Hence E is stably turnable if and only if
E admits a stable complex structure.

In the remainder of this section we present an alternative proof of the final sentence of Theorem 5.10
using K–theory. Let BU (resp. BO) be the classifying space of the stable unitary group U (resp. stable
orthogonal group O). Since O=U is homotopy equivalent to �2BO (cf [4]), the canonical fibration

O=U ,! BU ! BO

gives rise to the Bott exact sequence (cf Bott [5, (12.2)] or Atiyah [1, (3.4)])

(5-1) � � � ! KO�2.B/!eKU.B/ r
�!eKO.B/ @

�!eKO
�1
.B/! � � � :

Here r is the real reduction homomorphism and @ is the homomorphism given by @.�/D � � � , where � is
the generator of KO�1.pt/D Z=2 and � denotes the product in real K–theory.

Now for a rank-n vector bundle E!B, let �E 2eKO.B/ be the real K–theory class �E WDE	Rn, which
is represented by the virtual bundle obtained as the formal difference of E and the trivial rank-n bundle
over B. When B is homotopy equivalent to a finite CW–complex, the bundle E admits a stable complex
structure if and only if the real K–theory class �E lies in the image of the real reduction homomorphism r .
Hence the next proposition follows from the Bott exact sequence above.

Proposition 5.11 Let E ! B be a vector bundle over a space homotopy equivalent to a finite CW–
complex. Then E admits a stable complex structure if and only if � � �E D 0.

We now relate the boundary map @ in (5-1) to turnings of vector bundles. Let  WE!E be an automor-
phism of a vector bundle � WE!B. The mapping torus of  is the vector bundle T . /!B�S1, where

T . / WD .E � I/='

with .v; 0/ ' . .v/; 1/, and the bundle map is given by Œ.v; t/� 7! .�.v/; Œt �/. We note that T . / is
orientable if and only if  is orientation-preserving, in which case T . / inherits an orientation from E.
Let b̋ denote the exterior tensor product of vector bundles.

Lemma 5.12 Let R denote the trivial line bundle over S1. The bundle T . / is isomorphic to E b̋R

if and only if  is homotopic to the identity.

Proof The classification of vector bundles [9, Chapter 3, Section 4] shows that a vector bundle isomor-
phism E!E0 is equivalent to a vector bundle F ! B � I such that F jB�f0g DE and F jB�f1g DE0.
Similarly, a vector bundle automorphism E!E is equivalent to a vector bundle F ! B �S1 such that
F jB�f1g DE. In particular, the bundle E b̋R corresponds to the identity automorphism 1E WE!E. It
follows that a vector bundle isomorphism T . /!E b̋R is equivalent to a bundle over B �S1� I and
so is equivalent to a path of bundle automorphisms from  to 1E .
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An alternative proof of the final sentence of Theorem 5.10 Let L! S1 be the Möbius bundle, ie the
nontrivial rank-1 bundle. Then � 2 KO�1.pt/DeKO.S1/ is represented by the virtual bundle L	R. Let
�E be represented by the virtual bundle E0	R2k, where E0!B is a vector bundle of rank 2k, which is
larger than the formal dimension of B. Then � � �E 2 KO�1.B/D KO.B ^S1/ is represented by the
virtual bundle

.E0 b̋L/˚ .R2k b̋R/	 .R2k b̋L/	 .E0 b̋R/

over B � S1, which is canonically zero over B _ S1. Since L is the mapping torus of �1R W R! R,
it follows that R2k b̋L is the mapping torus of �1R2k W R2k ! R2k and so is trivial by Lemma 5.12.
Hence � � �E D 0 if and only if E0 b̋L is stably isomorphic to E0 b̋R.

Since L is the mapping torus of �1R WR!R, the bundle E0 b̋L is the mapping tours of �1E0 WE
0!E0.

Now by Lemma 5.12, E0 b̋L is isomorphic to E0 b̋R if and only if E0 is turnable. Hence �E � � D 0

if and only if E0 is stably turnable and so the final sentence of Theorem 5.10 follows directly from
Proposition 5.11.

6 Turning rank-2k bundles over 2k–complexes

In Section 5 we saw that a turning of bundle E induces a stable complex structure on E and in Section 4
we computed the turning obstruction for rank-2k bundles over the 2k–sphere. In this section we combine
these results to gain useful information about the turning obstruction for rank-2k bundles over 2k–
dimensional complexes. Throughout this section, B will be a space that is homotopy equivalent to a
connected finite CW–complex of dimension 2k or less.

Theorem 6.1 below gives a necessary condition for an oriented rank-2k bundle E over B to be positive-
turnable. Its statement requires some preliminary definitions. We will say that a complex structure J

on E ˚R2j for some j � 0 is compatible with E if J induces the same orientation on E ˚R2j as
E does. Recall that �2 WH�.BIZ=2/!H�.BIZ=4/ is the map induced by the inclusion of coefficients
�2 W Z=2! Z=4 and the subgroup I2k.B/�H 2k.BIZ=4/, which is defined by

I2k.B/D

�
..�2/ ıSq2

ı �2/.H
2k�2.BIZ// if k is odd;

0 if k is even:

Recall also that �4 denotes reduction mod 4.

Theorem 6.1 Let E!B be an oriented rank-2k vector bundle. If E is positive-turnable , then for some
j � 0, E˚R2j admits a complex structure J such that J is compatible with E and ck.J / satisfies

Œ�4.ck.J //�D Œ�4.e.E//� 2H 2k.BIZ=4/=I2k.B/:

Example 6.3 below shows that there are turnable bundles which do not satisfy the condition of Theorem 6.1.
However, this condition is sufficient for the bundle to be turnable if k is odd, and in many cases if k is
even.
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Theorem 6.2 Let E be an oriented rank-2k vector bundle over B with either k odd , or k even and
H 2k.BIZ/ 2–torsion free. If E admits a stable complex structure J such that

Œ�4.ck.J //�D Œ�4.e.E//� 2H 2k.BIZ=4/=I2k.B/;

then E is positive-turnable.

Example 6.3 Let M.Z=2; 4k�1/ WD S4k�1[2 D4k be the mod 2 Moore space with

H 4k.M.Z=2; 4k�1/IZ/D Z=2

and let c WM.Z=2; 4k�1/! S4k be the map collapsing the .4k�1/–cell. Since c is the suspension of
the map c0 WM.Z=2; 4k�2/! S4k�1, which collapses the .4k�2/–cell of M.Z=2; 4k�2/, we see that
the –turning obstruction of E WD c�.TS4k/ is the pullback c0�.TO .�4k// 2 ŒM.Z=2; 4k�2/;SO2k �.
Since �4k 62 2�4k�1.SO4k/, it follows that c0�.TO .�4k//¤ 0. By Proposition 3.2, E is not –turnable
for any path  and so E is not turnable. However, E is stably parallelisable and so admits a stable
complex structure J with c2k.J /D 0. Moreover e.E/D 0, since e.TS4k/ 2 2H 4k.S4k IZ/. Hence E

satisfies the condition of Theorem 6.1.

Before proving Theorems 6.1 and 6.2, we give an application of Theorem 6.2 which shows, in particular,
that for all l � 1 there are 8l–manifolds M whose tangent bundles are turnable but not complex,
eg M D S4 �S4.

Corollary 6.4 For i > 0, let M be an orientable 4i–manifold such that the following hold :

(a) M is stably parallelisable.

(b) �.M /¤ 0.

(c) KU.M /! KO.M / is injective.

Then TM does not admit a complex structure but TM is turnable if and only if �.M /� 0 mod 4. In
particular , for all m � 1 and l � 0, the manifolds Ml WD ]l.S

4m �S4m/ are such that TMl does not
admit a complex structure but TMl is turnable if and only if l is odd.

Proof TM is stably trivial and KU.M /!KO.M / is injective, so EJ , the complex bundle underlying J ,
is trivial, so c4j .J /D 0. On the other hand, e.TM /D �.M /D 2C 2l by the Poincaré–Hopf theorem
[8, page 113]. Hence by Theorem 6.6, TM does not admit a complex structure. However, by Theorems 6.1
and 6.2, TM is turnable if and only if l is odd.

We now turn to the proofs of Theorems 6.1 and 6.2. Without loss of generality, we may assume that B is
a finite CW–complex of dimension at most 2k. It will be useful to modify a rank-2k bundle E!B over
the 2k–cells of B and we first describe this process. Let F ! S2k be an oriented rank-2k bundle with
clutching function g. Given a 2k–cell e2k

˛ � B and a 2k–disc D2k
˛ embedded in the interior of e2k

˛ , we
define the bundle E ]˛ F ! B as follows: Write B D Bı[S2k�1

˛
D2k
˛ , where Bı WD B n Int.D2k

˛ / and

E DEı[� .R
2k
�D2k

˛ /;
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where Eı is the restriction of E to Bı and � WEjS2k�1
˛
!R2k �S2k�1

˛ is a bundle isomorphism. Define

E ]˛ F WDEı[gı� .R
2k
�D2k

˛ /:

We let e2k�
˛ 2 C 2k.B/ be the 2k–dimensional cellular cochain of B which evaluates to 1 on the 2k–

cell e2k
˛ , and 0 on every other 2k–cell. The next result follows from an elementary application of

obstruction theory.

Lemma 6.5 Let E1 and E2 be rank-2k oriented bundles over B. Then E1 is stably equivalent to E2 if
and only if there are 2k–cells ˛1; : : : ; ˛n of B and integers j1; : : : ; jn such that

E2 ŠE1 #˛1
j1TS2k #˛2

� � � #˛n
jnTS2k :

Moreover , in this case the Euler classes of E1 and E2 are represented by cocycles cc.e.E1// and
cc.e.E2// such that cc.e.E2//D cc.e.E1//C

Pn
iD1 2jie

2k�
˛i

.

Lemma 6.5 can be used to prove the following theorem of Thomas.

Theorem 6.6 [16, Theorem 1.7] Let E be a rank-2k vector bundle over B, where H 2k.BIZ/ is
2–torsion free. Then E admits a complex structure if and only if E admits a stable complex structure J

such that ck.J /D e.E/.

Proof of Theorem 6.1 Recall the universal rank-2k turning bundle

BT2k DESO2k �SO2k
�˙1SO2k ! BSO2k

from Definition 2.13 and define BT WD ESO�SO �˙1SO! BSO to be the universal stable turning
bundle. There is a natural map BT2k ! BT and by the results of Section 5, BT ' BU . Hence we
consider the commutative diagram

BUk

��

// BU

'

��

BT2k

��

S
// BT

��

B
f
//

xf
<<

BSO2k
// BSO

where f classifies E and xf classifies a positive-turning on E. Since the natural map BU ! BT is a
fibre homotopy equivalence over BSO, the turning on E induces a stable complex structure J on E.
Consider the lifting problem

BUk

��

B
Sı xf
//

==

BT
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Since the homotopy fibre of BUk ! BT is 2k–connected, the map J WD S ı xf W B! BT has a lift to
J 0 W B! BUk , which is unique up to homotopy. The map J 0 defines a complex rank-k bundle .E0;J 0/
over B, where E0 is stably equivalent to E.

By Lemma 6.5, there is a bundle isomorphism

(6-1) ˛ WE!E0 #˛1
j1TS2k # � � � #˛n

jnTS2k :

We set Bı WD B n
�Sn

iD1 Int.D2k
˛i
/
�
, Eı WD EjBı , E0ı WD E0jBı and ˛ı WD ˛jEı . The lift xf defines a

turning  t on E, which restricts to a turning  ıt on Eı, and the complex structure J 0 defines a turning
 0t on E0, which restricts to a turning  0ıt on E0ı that pulls back along ˛ı to a turning .˛ı/�. 0ıt / on Eı.

If  ıt and .˛ı/�. 0ıt / are equivalent turnings on Eı, then the obstruction to extending .˛ı/�. 0ıt / to E

vanishes. On the other hand, the obstruction to extending  0ıt to E0 vanishes. It follows that the cocyclePn
iD1 ji TOC.�2k/e

2k�
˛i

represents 0 in H 2k.BI�2k.SO2k//, so the cocycle
Pn

iD1 ji2e2k�
˛i

represents 0

in H 2k.BIZ=4/ and hence �4.ck.J //D �4.e.E//.

If  ıt and .˛ı/�. 0ıt / are not equivalent turnings on Eı, then they differ over the .2k�2/–cells and
.2k�1/–cells of Bı. If k is even, this variation does not effect the cohomology class represented byPn

iD1 ji ev�.TOC.�2k/e
2k�
˛i

/. If k is odd, then changing the turning can alter the values of the turning
obstruction over the cells e2k

˛i
by any element of ..�2/ ıSq2

ı �2/.H
2k�2.BIZ//.

Proof of Theorem 6.2 Suppose that E admits a stable complex structure J . Then, as in the proof of
Theorem 6.1, J descends to a complex rank-k bundle .E0;J 0/ on B such that E and E0 are stably iso-
morphic. Since .E0;J 0/ is a complex bundle, E0 is positive-turnable. Consider the bundle isomorphism ˛

from (6-1). Assume first k is even and that H 2k.BIZ/ contains no 2–torsion. Since J 0 stabilises to J ,
ck.J

0/ D ck.J / and so �4.ck.J
0// D �4.ck.J // D �4.e.E//. It follows that each ji in (6-1) is even.

Now 2 TS2k is positive-turnable by Theorem 4.1. Since E0 is positive-turnable, it follows that E is
positive-turnable.

When k is odd the argument is similar to the case where k is even, but requires adjustments. We first note
that �2.ck.J

0//D w2k.E/D �2.e.E//. Moreover, for k odd, TOC.�2k/D �2k�2k�1 2 2�2k.SO2k/. It
follows that if some ji in (6-1) is odd, then we can modify the turning of E0 to ensure that the pullback
of its restriction to E0ı extends to all of E.

Proof of Theorem 1.4 and Remark 1.5 These statements follow from Theorems 6.1 and 6.2 and the
fact that a turnable bundle over a connected space is either positively turnable or negatively turnable.

Question 6.7 From the proof of Theorem 6.1 we see that there is a map BT2k ! BU , obtained by
composing the stabilisation map BT2k ! BT with a homotopy inverse of the natural map BU ! BT .
This map BT2k!BU encodes the fact that a turned bundle .E;  t / over a finite CW–complex defines a
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stable turning of E and a stable complex structure J on E˚Rj for some j . It follows that the universal
bundle V T2k ! BT2k has a well-defined homotopy class of stable complex structures and hence there
are well-defined Chern classes ci.V T2k/ 2H 2i.BT2k IZ/.

We pose the following question:

What special properties, if any, do the Chern classes of V T2k possess?

For example, one would expect that ci.V T2k/D 0 for all i > k, and presumably also that there is an
equality Œ�4.ck.V T2k//�D Œ�4.e.V T2k//� 2H 2k.BT2k IZ=4/=I

2k.BT2k/.
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Rigidification of cubical quasicategories
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We construct a cubical analogue of the rigidification functor from quasicategories to simplicial categories
present in the work of Joyal and Lurie. We define a functor C� from the category cSet of cubical sets of
Doherty, Kapulkin, Lindsey, and Sattler to the category sCat of (small) simplicial categories. We show
that this rigidification functor establishes a Quillen equivalence between the Joyal model structure on cSet
(as it is called by the four authors) and Bergner’s model structure on sCat. We follow the approach to
rigidification of Dugger and Spivak, adapting their framework of necklaces to the cubical setting.
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Introduction

The last decades have seen an explosion of the use of1–categories in various fields such as algebraic
topology, algebraic geometry and homotopy type theory. In the early 2000s, various definitions of1–
categories have emerged, starting from the notion of quasicategories developed by Joyal [2008] and Lurie
[2009] based on the definition of Boardman and Vogt [1973]. Other definitions have been explored such
as enriched categories in spaces (or Kan complexes), or complete Segal spaces to name a few. By model
of1–categories we mean a category with a Quillen model category structure whose fibrant-cofibrant
objects are the 1–categories in consideration and whose notion of weak equivalence corresponds to
a good notion of equivalence of1–categories. Bergner’s book [2018] clearly explains these different
models and the Quillen equivalences relating them.
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2852 Pierre-Louis Curien, Muriel Livernet and Gabriel Saadia

For instance, the model for quasicategories is the Joyal model category structure on the category sSet of
simplicial sets, while the model for categories enriched in Kan complexes is the Bergner model structure
on the category sCat of (small) simplicial categories. There exists a so-called rigidification functor C�

from sSet to the category sCat which is a Quillen equivalence between these two models. This functor is
called rigidification because simplicial categories have a strict composition of 1–morphisms, as opposed
to quasicategories where only weak compositions exist. The construction of the rigidification as well as
the proof that it yields a Quillen equivalence have been achieved first in an unpublished manuscript of
Joyal [2007], then by Lurie [2009], and then by Dugger and Spivak [2011a]. Dugger and Spivak build
their rigidification functor using a technical tool, necklaces, and prove that there is a zigzag of weak
equivalences of simplicial categories between their construction and Lurie’s one. The key idea of this
construction is the following: given an ordered simplicial set X , the simplicial set C�.X/.a; b/ is the
nerve of a poset whose objects are directed paths and relations are generated by 2–simplices in X . If
X D�n, one obtains the subset lattice of an ordered set.

Cubical sets have been often considered as an alternative to simplicial sets in combinatorial topology,
including in the early work of Kan and Serre (see eg [Serre 1951]). It has been also developed in computer
science, in particular in concurrency theory (see eg [Fajstrup et al. 2016; Gaucher 2008; Pratt 1991]) and
in homotopy type theory (see eg [Cohen et al. 2018]). Based on the work of Kapulkin, Lindsey and Wong
[Kapulkin et al. 2019], Doherty, Kapulkin, Lindsey, and Sattler [Doherty et al. 2024] defined a notion
of cubical quasicategory, and have constructed a model category structure on cubical sets, analogous to
the Joyal structure on simplicial sets, whose fibrant-cofibrant objects are cubical quasicategories. They
also show that the categories cSet of cubical sets and sSet are related by two adjunctions. The first
one is T a U , where T W cSet! sSet is a triangulation functor, and the second one is Q a

R
, where

Q W sSet! cSet is a “cubification” functor implementing simplices as cubes with some degenerate faces.
Both give rise to Quillen equivalences between these model category structures, so cubical quasicategories
provide another definition for the notion of1–category. By plugging together the Quillen equivalences
T W cSet! sSet and C� W sSet! sCat of triangulation and rigidification, we get a Quillen equivalence
between Joyal model structure of cSet and Bergner’s model structure on sCat.

The goal of this paper is to build a different, direct Quillen equivalence C� W cSet! sCat using directed
paths in the spirit of Dugger and Spivak. Note that the same notion of directed path is used in directed
homotopy theory with applications to computer science. We refer the interested reader to the papers
by Ziemiański [2017; 2020]. In particular, for a representable cubical set �n and for two vertices a
and b, the simplicial set C�.�n/.a; b/ is the nerve of a poset whose objects are directed paths from a

to b in the n–cube, and relations are generated by 2–cubes in �n. We prove a result of independent
interest, namely that this poset is isomorphic to the weak Bruhat order on a symmetric group. Following
closely the techniques developed by Dugger and Spivak, we prove that the functor C� is the left
adjoint of a Quillen equivalence between two models of 1–categories, making use this time of the
cubification equivalence of [Doherty et al. 2024], by showing that C� factorises through cubification via
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Rigidification of cubical quasicategories 2853

our rigidification, up to natural homotopy, ie C�ıQ �
H)C�, and then concluding by the two-out-of-three

property.

Plan of the paper

In Section 1, we recall Bergner’s model structure and the material from [Doherty et al. 2024] needed
for our purposes. Section 2 is devoted to the study of paths and necklaces (adapted from [Dugger and
Spivak 2011a; 2011b]). We define our rigidification functor and study its properties in Section 3. The
Quillen equivalence is established in Section 4. Appendices A and B deal with relevant categorical and
combinatorial matters, respectively.

1 Recollection and notation

1.1 Simplicial rigidification

We recall the Bergner model structure of sCat, where sCat denotes the category of simplicial categories,
that is, categories enriched in simplicial sets. We recall that given a simplicial category C, the category
�0.C/ has as objects those of C and that (for all a; b) �0.C/.a; b/ is the set of connected components of
the simplicial set C.a; b/.

The Bergner model structure of sCat is the enriched model structure coming from the usual Kan–Quillen
model structure on sSet.

� Weak equivalences are Dwyer–Kan equivalences, that is, functors F W C!D such that

– �0.F / W �0.C/! �0.D/ is essentially surjective, and

– for all x; y 2 Ob.C/, the map Fx;y W C.x; y/!D.F x; Fy/ is a Kan–Quillen equivalence.

� Fibrations are Dwyer–Kan fibrations, that is, functors F W C!D such that

– �0.F / W �0.C/! �0.D/ is an isofibration between categories, and

– for all x; y 2 Ob.C/, the map Fx;y W C.x; y/!D.F x; Fy/ is a Kan fibration.

See [Bergner 2018] for more details.

Note that if F happens to be a bijection on objects, then �0.F / is a fortiori essentially surjective. This will
be the case in our main result, so we will have to focus only on the second condition for DK-equivalences.

For the next proposition we use notation of Section A.1.

Proposition 1.1.1 The following two functors form a Quillen adjunction

sSet
†
//

? sCat�;�
Hom
oo

where

� sCat�;� stands for the category of bipointed (small ) simplicial categories , with the model structure
induced by the Bergner structure on sCat,

Algebraic & Geometric Topology, Volume 24 (2024)



2854 Pierre-Louis Curien, Muriel Livernet and Gabriel Saadia

� the model structure on sSet is the Joyal structure ,

� †.S/ is the simplicial category with two objects , ˛ and !, and with only one nontrivial mapping
space Hom.˛; !/D S , and

� Hom.Cx;y/D C.x; y/.

Proof The functor Hom is a right adjoint and sends fibrations and acyclic fibrations to fibrations and
acyclic fibrations for the Kan–Quillen model category structure on sSet. Since the Kan–Quillen model
category structure is a left Bousfield localisation of the Joyal model category structure, we get the result.

The simplicial rigidification functor C� W sSet! sCat is obtained as a left Kan extension along the Yoneda
functor. On the representables, C� is defined as follows:

� Ob.C�.�n//D f0; : : : ; ng.

� For i � j , C�.�n/.i; j / is the nerve of the poset P.�i; j Œ/, where �i; j Œ is the set

fi C 1; i C 2; : : : ; j � 1g:

The poset structure is given by subset inclusion. Note that this is the one-point simplicial set if
j D i or j D i C 1. For i > j , C�.�n/.i; j /D∅.

� Composition N.P.�j; kŒ// �N.P.�i; j Œ//! N.P.�i; kŒ// is induced by the function mapping
Y;X to .X [fj g[Y / n fi; kg.

The nerve functor N W Cat ! sSet being monoidal, it induces a functor from categories enriched in
categories to categories enriched in simplicial sets (see [Riehl 2014, Chapter 3] for basics on enriched
category theory). We also call this functor the nerve functor and denote it by N . In particular, the
simplicial category C�.�n/ is obtained as the nerve of a poset-enriched category.

Remark 1.1.2 The simplicial rigidification functor is built by left Kan extension and so is cocontinuous,
which implies in particular that the set of objects of C�.X/ is in bijection with X0. This is a general fact.
Indeed, for a functor F W I ! sCat, the set of objects of the simplicial category colimF is in bijection
with the colimit (in Set) of the object functor Ob ıF W I ! Set, since the object functor is cocontinuous:
it is left adjoint to the codiscrete functor Set coDisc

���! sCat sending a set X to the simplicial category whose
set of objects is X and whose simplicial set of morphisms between any two objects is �0.

Theorem 1.1.3 [Bergner 2018, Corollary 7.8.17] The functor C� W sSet! sCat is the left adjoint of a
Quillen equivalence between the Joyal model structure on sSet and the Bergner model structure on sCat.

1.2 Cubical quasicategories

We next present the material of [Doherty et al. 2024] needed for our purposes. There are different notions
of cubical sets depending on whether one considers all or part of the negative and positive connections,
the diagonals, and the symmetries. In this paper we consider the category of cubical sets with negative
connections only, and shall denote it simply �. Note that as in [Doherty et al. 2024], our results certainly

Algebraic & Geometric Topology, Volume 24 (2024)



Rigidification of cubical quasicategories 2855

hold if we consider the category of cubical sets with positive connections instead, or both connections.
We refer the reader interested by the reason why at least one connection is needed for the constructions of
the Quillen functors to the introductions of [Doherty et al. 2024; Maltsiniotis 2009], as well as Liang Ze
Wong’s slides [2020].

The category � is the subcategory of the category of posets whose objects are Œ1�n; n � 0, and whose
morphisms are generated by

� the faces @ni;� W Œ1�
n�1! Œ1�n (1� i � n and � 2 f0; 1g), consisting in inserting � at the i–coordinate,

� the degeneracies �ni W Œ1�
n! Œ1�n�1 (1� i � n), consisting in forgetting the i–coordinate, and

� the negative connections ni;0 W Œ1�
n! Œ1�n�1 (1� i � n� 1), mapping .x1; : : : ; xn/ to

.x1; : : : ; xi�1;max.xi ; xiC1/; xiC2; : : : ; xn/:

Adapting [Grandis and Mauri 2003, Theorem 5.1] (see also [Maltsiniotis 2009]) to our case, we have that
every map in the category � can be factored uniquely as a composite

.@c1;�1 � � � @cr ;�r /.b1;0 � � � bq ;0/.�a1 � � � �ap /

with 1� a1 < � � �< ap, 1� b1 < � � �< bq and c1 > � � �> cr � 1.

In particular, it factors uniquely as an epimorphism followed by a monomorphism. Relying on this
factorisation, one can give an alternative presentation of � by generators (as above) and relations given
by cubical identities, as listed in [Doherty et al. 2024] just before Proposition 1.16.

The category of presheaves on � is called the category of cubical sets and denoted by cSet. The
representable presheaves are denoted by �n, and are called the n–cubes.

In addition, the factorisation of Grandis and Mauri in � induces the existence of the standard form of an
n–cube x in a cubical set S . We recollect here [Doherty et al. 2024, Proposition 1.18 and Corollaries 1.19
and 1.20], where, as usual, “nondegenerate” stands for “not in the image of a degeneracy or a connection”.

Proposition 1.2.1 Let S and T be two cubical sets.

(1) For any n–cube x W�n! S , there exists a unique decomposition x D y ı', where ' W�n!�m

is an epimorphism and y W�m! S is a nondegenerate m–cube.

(2) Any map ' W S ! T in cSet is determined by its action on nondegenerate cubes.

(3) A map ' W S ! T is a monomorphism if and only if it maps nondegenerate cubes of S to
nondegenerate cubes of T and does so injectively.

A vertex of a cubical set S is an element of S0 (where S0DS.Œ1�0/). The vertices of�n are in one-to-one
correspondence with the n–tuples .a1; : : : ; an/ of Œ1�n, or equivalently with the subsets of f1; : : : ; ng. We
will use either point of view, depending on the context.

Algebraic & Geometric Topology, Volume 24 (2024)
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Notation 1.2.2 The order of Œ1�n induces an order 4 on the vertices of �n:

.a1; : : : ; an/4 .b1; : : : ; bn/ () ai � bi for all 1� i � n:

It is isomorphic to the subset lattice of f1; : : : ; ng via .a1; : : : ; an/ 7! fi j ai D 1g. Hence it has a least
element ˛ D∅ and a greatest element ! D f1; : : : ; ng (or ˛ D .0; : : : ; 0/ and ! D .1; : : : ; 1/).

For a 4 b, let d.a; b/ be the cardinality of b n a and let �n
a;b

be the face map �d.a;b/ ,!�n satisfying
�n
a;b
.˛/D a and �n

a;b
.!/D b (see Lemma 1.2.4).

Example 1.2.3 If nD 5, aD .1; 0; 0; 0; 0/ and bD .1; 0; 1; 0; 1/, then bnaDf3; 5g, and �5
a;b
W�2!�5

is given by �5
a;b
.x; y/D .1; 0; x; 0; y/.

Lemma 1.2.4 A map ' W�n!�m satisfies d.'.˛/; '.!//� n. The map ' is a monomorphism if and
only if d.'.˛/; '.!//D n, and in this case ' is determined by '.˛/ and '.!/. In particular , if nD 1,
then '.˛/D '.!/ or '.!/ n'.˛/D fig for some i .

Proof We decompose ' D u ı v with v W�n!�p a composition of degeneracies and connections and
u W�p!�m a composition of faces. We have p � n, and v.˛/D ˛ and v.!/D !. A composition of
faces inserts some 0 and 1 at some places and thus leaves the distance between two vertices invariant.
In particular d.u.˛/; u.!//D p � n. In addition, since degeneracies and connections always decrease
d.˛; !/ strictly, we get that ' is a monomorphism if and only if ' is a composition of faces, if and only if
d.'.˛/; '.!//D n. A face is uniquely determined by its value on ˛ and !, so is a composition of faces.
The second part of the statement is immediate.

We next recall two model category structures on cubical sets. The first one, the Grothendieck model
structure, models homotopy types and is described by Cisinski [2014], and the second one models
.1; 1/–categories and is described in [Doherty et al. 2024].

Definition 1.2.5 We recall here some useful definitions of [Doherty et al. 2024, Section 4].

� The boundary of �n, that is, the union of all the faces of �n, is denoted by @�n and the canonical
inclusion by @n W @�n!�n.

� The union of all the faces except @i;� is denoted by uni;� , and the inclusion uni;�!�
n is called an

open box inclusion.

� Given a face @i;� of �n, its critical edge ei;� is the unique edge of �n that is adjacent to @i;� and
contains the vertex ˛ or ! which is not in @i;�. Namely, this is the edge between the vertices
.1� �; : : : ; 1� �/ and .1� �; : : : ; 1� �; �; 1� �; : : : ; 1� �/, where � is placed at the i–coordinate.
Equivalently, for �D1, this is the edge from ˛ to fig and if �D0 this is the edge from f1; : : : ; ngnfig
to !.

� For n � 2, quotienting by the critical edge results in the .i; �/–inner cube y�ni;�, the .i; �/–inner
open box yuni;�, and the .i; �/–inner open box inclusion hni;� W yu

n
i;�!

y�ni;�.
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� A (cubical) Kan fibration is a map having the right lifting property with respect to all open box
inclusions.

� A (cubical) inner fibration is a map having the right lifting property with respect to all inner open
box inclusions.

� A cubical quasicategory is a cubical set X such that X !� is an inner fibration.

Theorem 1.2.6 (Cisinski [Doherty et al. 2024, Theorem 1.34]) The category cSet carries a cofibrantly
generated model structure , referred to as the Grothendieck model structure , in which

� cofibrations are the monomorphisms , and

� fibrations are Kan fibrations.

We next sum up [Doherty et al. 2024, Theorems 4.2 and 4.16] for the Joyal model structure.

Theorem 1.2.7 The category cSet carries a cofibrantly generated model structure , referred to as the Joyal
model structure , in which

� cofibrations are the monomorphisms , and

� fibrant objects are cubical quasicategories.

Moreover , fibrations between fibrant objects are inner fibrations having the right lifting property with
respect to the two endpoint inclusions j0 W f0g !K and j1 W f1g !K, where K is the cubical set

1 // 0

��

0

1 1 // 0

We next recall the notion of equivalence and of special open box; see [Doherty et al. 2024, Section 4].

Definition 1.2.8 Let X be a cubical set.

� An edge f W �1 ! X is an equivalence if it factors through the inclusion of the middle edge
�1!K.

� For n� 2, 1� i � n and � 2 f0; 1g, a special open box in X is a map uni;�!X which sends the
critical edge ei;� to an equivalence.

Intuitively, in reference to the above drawing of K, the definition of equivalence says that f has a left
and a right inverse (the images of the nondegenerate horizontal edges), witnessed as such by the images
of the two 2–cubes.

Finally, we collect results of [Doherty et al. 2024, Sections 5 and 6] on the comparison between cubical
and simplicial models.
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Definition 1.2.9 We can construct a monoidal product ˝W cSet� cSet! cSet by taking the left Kan
extension of the monoidal product on � given by Œ1�n � Œ1�m 7! Œ1�nCm postcomposed with the Yoneda
morphism. In particular �n˝�m Š�nCm.

Note that this monoidal product is not symmetric.

In [Doherty et al. 2024] the authors provide four different but analogous functors sSet! cSet, each of
them labelled by a face of the 2–cube. We choose the one labelled by the face @2;1 (corresponding toQR;1
in [Doherty et al. 2024]) and denote it by Q throughout the paper. Note that one of these constructions
appeared first in [Kapulkin et al. 2019]. It is obtained as a left Kan extension of a functor �! cSet,
which we describe in the following definition.

Definition 1.2.10 Let n� 0. The cubical setQn is the quotient of the n–cube�n obtained as the pushout

.�0˝�n�1/t .�1˝�n�2/t � � � t .�n�1˝�0/ �n

�n�1 t�n�2 t � � � t�0 Qnp

.@1;1;@2;1;:::;@n;1/

�n

The family .Qn/n�0 assembles to a functor Q W�! cSet, where faces and degeneracies are induced by
the generating maps of � as follows:

� the i th face Q.di / W Qn�1 ! Qn is the map induced by �n�1 @i;0
��!�n if i > 0 and by @1;1 if

i D 0, and

� the i th degeneracy Q.si / WQnC1!Qn is the map induced by �nC1 i;0
��!�n if i > 0 and by �1

if i D 0.

Lemma 1.2.11 The set of vertices of Qn is in bijection with the set f0; : : : ; ng and the map �n sends
a � f1; : : : ; ng to sup a, setting sup∅D 0. Furthermore , the action of the faces and degeneracies on the
vertices of Qn coincides with the action on the vertices of the simplicial set �n.

Proof Since colimits in cSet are computed dimensionwise, the set .Qn/0 of vertices is obtained as the
pushout of the diagram above evaluated at Œ1�0. We claim that the set f0; : : : ; ng, together with the map

�n W P.f1; : : : ; ng/! f0; : : : ; ng; a 7! sup a;

satisfies the universal property of the pushout. Consider I1� f1; : : : ; i�1g and I2� fiC1; : : : ; ng. Then
.I1; I2/ is mapped horizontally to I1[fig[ I2 and vertically to I2; hence I1[fig[ I2 is identified to
I 01[fig[ I2 for any other I 01 � f1; : : : ; i � 1g. The claim follows easily from this observation. The rest
of the statement is also checked easily.

The left Kan extension of Q W�! cSet along the Yoneda morphism is also denoted by Q W sSet! cSet
and admits a right adjoint

R
defined as .

R
S/n WD HomcSet.Q

n; S/. We have the following Quillen
equivalences [Doherty et al. 2024, Corollary 6.24 and Proposition 6.25].
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Theorem 1.2.12 The adjunction Q W sSet� cSet W
R

is both a Quillen equivalence

� between the Joyal model structure on sSet and the Joyal model structure on cSet, and

� between the Kan–Quillen model structure on sSet and the Grothendieck model structure on cSet.

2 Necklaces and paths

In this section and the following one, we follow closely the steps taken by Dugger and Spivak [2011a]
in order to understand more concretely the simplicial rigidification functor. We adapt their approach to
define the simplicial rigidification of cubical sets.

2.1 Necklaces

Let cSet�;� D @�1 # cSet be the category of double pointed cubical sets. Given a cubical set S and
two vertices a; b 2 S0, the notation Sa;b stands for the double pointed cubical set corresponding to
the morphism .@�1 ! S/ 2 cSet�;� mapping 0 to a and 1 to b. We refer to Section A.1 for general
constructions. When there is no ambiguity on the double pointing, we omit the indices and write
S 2 cSet�;�. For example, the cube �n is naturally double pointed by ˛ and ! (see Notation 1.2.2), and
if not specified otherwise we will consider this double pointing.

Definition 2.1.1 � A (cubical) necklace is an object T of cSet�;� of the form �n1 _ � � � _�nk ,
for some sequence .n1; : : : ; nk/ of positive integers. The double pointing is induced by ˛ 2�n1
and ! 2�nk . The empty sequence corresponds to the necklace T D�0 and it is the unique one
satisfying ˛ D !.

� For k � 1, the canonical morphism Bi W �ni ! T in cSet is called the i th bead of T , so that
idT D B1 � � � � �Bk (see Definition A.1.2 for the notation).

� We denote by Nec the full subcategory of cSet�;�, whose objects are cubical necklaces. Objects
will be identified with sequences .n1; : : : ; nk/ of positive integers. Note that if S is a necklace and
.a; b/¤ .˛; !/, then an object of the slice category Nec # Sa;b , ie a morphism T ! Sa;b with T
a necklace, is not a morphism in Nec since the double pointing in Nec is given by .˛; !/.

� Given two sequences .n1; : : : ; nk/ and .m1; : : : ; ml/, their concatenation is the sequence

.n1; : : : ; nk; m1; : : : ; ml/:

� A decomposition of a nonempty sequence .n1; : : : ; nk/ in l blocks is a collection .A1; : : : ; Al/ of
nonempty sequences such that their concatenation is .n1; : : : ; nk/.

The following proposition describes the morphisms in Nec.
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// �
!
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Figure 1: The necklace associated to the sequence .2; 1; 2; 3/.

Proposition 2.1.2 (1) In the category Nec, a morphism ' from .n1; : : : ; nk/ to .m/ decomposes
uniquely as ' D '1 � � � � �'k , where all 'i W�ni !�m are morphisms in �, and satisfy

'1.˛/D ˛;

'i .!/D 'iC1.˛/ for all 1� i � k� 1;

'k.!/D !:

In particular , m� n1C � � �Cnk .

(2) Given a morphism f W .n1; : : : ; nk/! .m1; : : : ; ml/ in Nec, there is a decomposition .A1; : : : ; Al/
of the sequence .n1; : : : ; nk/ into l parts and morphisms fj W Aj ! .mj / in Nec such that

f D f1 _ � � � _fl :

This decomposition is unique if , for any 1 � i � k, the restriction of f to the bead .ni / is not
constant.

Proof The first part of the proposition is a direct consequence of the definition of the concatenation.
Note that a map from .n1; : : : ; nk/ to .m/ yields a chain ˛ D a0 4 a1 4 � � �4 ak�1 4 ak D ! in .�m/0
with d.ai�1; ai /� ni , by Lemma 1.2.4. Hence mD d.˛; !/� n1C � � �Cnk .

Let us prove the second part. For the sake of clarity, we denote by .˛i ; !i / the initial and terminal
vertices of �mi . For any cubical set S and any n � 0, we denote by � W S0 ! Sn the map induced
by the unique map �n ! �0 in �. Let T D �m1 _ � � � _�ml . By definition of concatenation, the
set of n–cubes in the cubical set T is the quotient of the disjoint union of the n–cubes of �mi by the
relation �.!i / D �.˛iC1/ for 1 � i � l � 1. Let ' W .n1; : : : ; nk/! T be a morphism in Nec and let
'i W .ni /! .m1; : : : ; ml/ be its components, that is, 'i is an ni–cube of T , and ' D '1 � � � � �'k . Since
'1.˛/ D ˛1, necessarily '1 is an n1–cube of �m1 . Since '1.!/ D '2.˛/, there are two possibilities:
either '1.!/ ¤ !1 and then '2 is an n2–cube of �m1 , or '1.!/ D !1 and '2 is an n2–cube of �m2 .
Inductively, we get a decomposition .A1; : : : ; Al/, where Ai is a sequence of consecutive nj such that
'j is an nj –cube of �mi . The decomposition is not unique in general. For example, if above we had
'2 D �.!1/, then we could have chosen to keep n2 in A1. But under the assumption that each 'i is
not constant, we do have uniqueness, since we can identify unambiguously in which component of T it
lies.

Example 2.1.3 (i) There is no morphism from .2; 1; 3/ to .3; 2; 1/: there is a unique decomposition
of .2; 1; 3/ into three parts and, by Lemma 1.2.4, there is no morphism in Nec from �2 to �3.
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(ii) A morphism f W .2; 1; 3/! .2; 1/ in Nec is either of the form g _ h with g W .2; 1/! .2/ and
h W .3/ ! .1/ in Nec (first type), or is id.2/ _.id.1/ �c!/, where c! W .3/ ! .1/ is the constant
map with value !. Indeed, there are two decompositions of .2; 1; 3/ into two blocks. The
decomposition ..2; 1/; .3// gives the first decomposition. The decomposition ..2/; .1; 3// gives
f D k _ .l1 � l2/, where k W .2/! .2/ 2Nec is necessarily the identity and l1 � l2 W .1; 3/! .1/.
The only maps l1 W .1/ ! .1/ such that l1.˛/ D ˛ are c˛ and the identity. If l1 D c˛, then
.k � c!/_ l2 W .2; 1/_ .3/! .2/_ .1/ is also a decomposition of f of the first type. If l1 D id.1/,
then l2 D c! .

Notation 2.1.4 If T D .n1; : : : ; nk/ is a cubical necklace, then T0 D .�n1/0 _ � � � _ .�nk /0 is a
bounded poset (see Definition A.2.1). We will also denote the order in T0 by 4. Moreover, setting
nD n1C� � �Cnk , any monomorphism in Nec from T to �n is a morphism of posets on vertices, which
justifies the notation 4.

The following lemma is an easy consequence of Lemma 1.2.4.

Lemma 2.1.5 Let T D .n1; : : : ; nk/ be a cubical necklace.

� Any monomorphism ' W T ,!�n in Nec is uniquely determined by a sequence a0 � a1 � � � � � ak
of vertices in �n satisfying a0 D ˛; ak D ! and d.ai�1; ai /D ni . The sequence

∅� f1; : : : ; n1g � � � � � f1; : : : ; n1C � � �Cnk�1g � f1; : : : ; ng

corresponds to an embedding T ,!�n that we will call the standard embedding.

� If n1D � � � D nk D 1, then any morphism ' W T !�n in Nec is uniquely determined by a sequence
a0 4 a1 4 � � �4 ak of vertices in �n satisfying a0 D ˛, ak D ! and d.ai�1; ai /� 1.

� If n1 D � � � D nk D 1, then any monomorphism ' W T ,!�n in Nec is uniquely determined by a
sequence a0 � a1 � � � � � ak of vertices in �n satisfying a0 D ˛, ak D ! and d.ai�1; ai /D 1.

Definition 2.1.6 Let T D .n1; : : : ; nk/ be a necklace and a 4 b be vertices of T . We define the cubical
set TŒa;b� and the morphism �T

a;b
W TŒa;b� ,! T in cSet as follows:

� If a; b 2�ni then TŒa;b� WD�d.a;b/ and �T
a;b
WD Bi ı �

ni
a;b

(cf Notation 1.2.2).

� If a 2�ni and b 2�nj with i < j , then TŒa;b� WD�d.a;!/ _�niC1 _ � � � _�nj�1 _�d.˛;b/ and
�T
a;b
WD .Bi ı �

ni
a;!/�BiC1 � � � � �Bj�1 � .Bj ı �

nj
˛;b
/.

Hence TŒa;b� is a necklace and �T
a;b
WTŒa;b� ,!T is a monomorphism in cSet. We call TŒa;b� the subnecklace

of T between a and b.

Remark 2.1.7 This is well defined as �0 is the unit of the monoidal product _, so the construction
of TŒa;b� does not depend on the bead chosen for containing a or b. Recall that Ta;b denotes a double
pointed version of T while TŒa;b� is a necklace whose underlying cubical set is different from T . The
next proposition makes the link between these two cubical sets.
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Proposition 2.1.8 Let T be a necklace and a 4 b 2 T0. The object �T
a;b
W TŒa;b� ,! T is terminal in

Nec # Ta;b .

Proof Let f W X˛;! ! Ta;b be a map in cSet�;� with X a necklace. Proceeding like in the proof of
Proposition 2.1.2, we get that f factors uniquely through TŒa;b� as f D �T

a;b
ı Of with Of WX˛;!! TŒa;b� a

morphism in Nec.

The next lemma states properties that will be needed in the proof of Proposition 3.3.2.

Lemma 2.1.9 Let S be a cubical subset of �n. Let a 4 b be two vertices of S .

(1) An m–cube x W�m! S is nondegenerate if and only if x is a monomorphism.

(2) A map f W T ! S with T a necklace is a monomorphism if and only if it is a monomorphism on
every bead.

(3) Any object f W T ! Sa;b of Nec# Sa;b factors uniquely as f D �.f /�.f /, where �.f / W T ! T f

is an epimorphism in Nec and �.f / W T f ! Sa;b is a monomorphism in cSet.

Proof We make use of Proposition 1.2.1.

(1) If x is nondegenerate in S , then x is nondegenerate in �n, hence a monomorphism, and so is x.
Conversely, if x is a monomorphism, we can factor uniquely x D ip with p an epimorphism and i a
nondegenerate map. In particular p is a monomorphism, thus an isomorphism of cubes, that is, it is the
identity.

(2) Let Bi W�ni ! T D .n1; : : : ; nk/ be the inclusion of the i th bead of T . If f is a monomorphism,
then fBi is. For the converse, we use Proposition 1.2.1(3). Let x W�m! T be a nondegenerate m–cube
of T . There exists a bead Bi such that x factors through it; thus f .x/D .fBi /.x/ is nondegenerate. Let
x and y be two nondegenerate cubes in T such that f .x/D f .y/. Assume x factors through Bi , and
y through Bj , with i < j . Then fBi .˛i /� fBi .!i /4 fBj . j̨ /. The inequalities hold because S is a
cubical subset of �n and the left one is strict because fBi is a monomorphism. Hence f .x/D f .y/ is
not possible. Therefore, x and y factor through the same bead, and hence x D y by our assumption.

(3) For every bead Bi of T , fBi factors uniquely as �i .f / ı �i .f / with �i .f / an epimorphism and
�i .f / a monomorphism (by (1)). Setting �.f /D �1.f /_ � � � _�k.f / and �.f /D �1.f /� � � � � �k.f /,
we get the desired factorisation (by (2)). It is unique since f writes uniquely as f1 � � � � �fk and each fi
factors uniquely.

2.2 The path category of a cubical set

In this section we associate to a cubical set S a category enriched in prosets (ie preordered sets) C�
path.S/

in Proset-Cat. The idea is that C�
path.S/.a; b/ has for objects concatenations of nondegenerate 1–cubes

joining a to b and that the preorder is induced by the 2–cubes of S .
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Notation 2.2.1 For n� 0, let In be the necklace .�1/_n. For n� 2 and 0� k � n� 2, let Ik;n be the
concatenation Ik _�2 _ In�2�k . The source and target maps sk;n; tk;n W In! Ik;n are the morphisms in
Nec defined by

sk;n D id_k _ .@1;0 � @2;1/_ id_n�2�k and tk;n D id_k _ .@2;0 � @1;1/_ id_n�2�k

as presented in the following diagram:

BkC2

''In
tk;n

��

D
B1
// � � �

Bk
//

BkC1 88
BkC3

// � � �
Bn

//

&&Ik;n D
B1
// � � �

Bk
//

1 88

2 &&

BkC1
BkC2

// � � �
Bn�1

//88

In

sk;n

FF

D
B1

// � � �
Bk

//

BkC1
''

BkC3

// � � �
Bn

//

BkC2

88

Definition 2.2.2 Let Sa;b 2 cSet�;�. The set C�
path.S/.a; b/ of paths joining a to b is defined as

C�
path.S/.a; b/D

[
n

Hom.In; Sa;b/=�;

where � is the equivalence relation generated by  �  0 if there exists a factorisation in cSet�;�

In Sa;b

Im



 0

For  W In! Sa;b and  0 W In! Sa;b , we write Œ�Ý Œ 0� if there exists 0� k � n� 2 and a factorisation
in cSet�;�

In

Ik;n Sa;b

In

sk;n



tk;n

 0

We then define the preorder structure C�
path.S/.a; b/ as the reflexive transitive closure ofÝ, which we

also denote byÝ.

The next proposition lifts the definition at the level of categories enriched in preordered sets, that is,
Proset-categories.

Proposition 2.2.3 Any cubical set S gives rise to a Proset-category C�
path.S/ whose objects are the

vertices of S and whose homsets are given by Definition 2.2.2, with composition given by concatenation
of paths. In addition , the assignment S 7! C�

path.S/ upgrades to a functor C�
path W cSet! Proset-Cat.
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Proof For  W In! Sa;b and ˇ W Im! Sb;c , the class of the concatenation  �ˇ W InCm D In_ Im!Sa;c
does not depend on the choice of the representatives  and ˇ. This defines a composition

C�
path.S/.b; c/�C

�
path.S/.a; b/! C�

path.S/.a; c/

by .Œˇ�; Œ�/ 7! Œ �ˇ�. Similarly if Œ�Ý Œ 0� and Œˇ�Ý Œˇ0� then Œ �ˇ�Ý Œ 0 �ˇ0�, and everything is
functorial in S .

2.3 The path category of a necklace

Let A be a totally ordered set with k elements. An element in the set of bijections †A of A is represented
by a sequence .a1; : : : ; ak/ such that fa1; : : : ; akg D A. We consider the (reverse right) weak Bruhat
order on †A, that is, the order generated by

.a1; : : : ; ai ; aiC1; : : : ; ak/ÝB .a1; : : : ; aiC1; ai ; : : : ; ak/ if 1� i < k and ai > aiC1:

For example, for AD f1; 2; 3g the Hasse diagram ofÝB is given by

231 // 213
))

321

55

))

123

312 // 132

55

Note that, given two disjoint subsets A and B of f1; : : : ; ng, the concatenation �W†A �†B !†AtB of
sequences is a map of posets (for the orderÝB ), where the total orders on A, B and AtB are induced
by that of f1; : : : ; ng. We refer to the book by Björner [1984] for more on orders on Coxeter groups.

Lemma 2.3.1 For all n, a and b, each element in C�
path.�

n/.a; b/ has a unique representative  , which
is a monomorphism , corresponding to a sequence a0 D a � a1 � � � � � al D b, with d.ai ; aiC1/ D 1.
The same holds replacing �n with any cubical subset S of �n.

Proof Let Œ 0� be an element of C�
path.�

n/.a; b/. By Lemma 2.1.5,  0 corresponds to some sequence
s0 D .a00 D a 4 x1 4 � � � 4 a0k0 D b/ such that d.a0i ; a

0
iC1/ � 1. We claim that the desired  is the

monomorphism corresponding to the sequence �.s0/ D .a0 D a � a1 � � � � � al D b/ obtained by
eliminating the repetitions in the sequence s0. This is a consequence of the following two easy facts:

(i) for  as just defined, Œ�� Œ 0�, and

(ii) if Œ 01�� Œ
0
2�, with corresponding sequences s01 and s02, then �.s01/D �.s

0
2/.

The last part of the statement follows from the observation that if s0 above lies in S , then so does �.s0/.

Proposition 2.3.2 For every pair of vertices a 4 b in �n, there is an isomorphism of preordered sets

C�
path.�

n/.a; b/!†bna;

compatible with concatenation. As a consequence , the preorder Ý on paths of a cube is a partial order ,
isomorphic to the weak Bruhat orderÝB on the symmetric group.

Algebraic & Geometric Topology, Volume 24 (2024)



Rigidification of cubical quasicategories 2865

Proof Assume a4b. With the notation of Lemma 2.3.1, we can associate with each Œ�2C�
path.�

n/.a; b/

a sequence a0 D a � a1 � � � � � al D b, with d.ai ; aiC1/D 1. We denote by xi the unique element in
aiC1 nai D fxig, so that fx1; : : : ; xlg D b na. Then the map ‰ W C�

path.�
n/.a; b/!†bna sending Œ� to

the sequence .x1; : : : ; xl/ in †bna is well defined and bijective.

Let f W Ik;m!�na;b in cSet�;�, witnessing Œf ı sk;m�Ý Œf ı tk;m�. Let

a0 4 � � �4 ak 4 akC1 4 akC2 4 � � �4 am;

a0 4 � � �4 ak 4 a0kC1 4 akC2 4 � � �4 am
be the sequences corresponding to f ısk;m and f ıtk;m, respectively. If d.ak; akC2/D2, then there exists
u<v such that akC2nakDfu; vg, akC1nakDfvg and a0

kC1
nakDfug, hence‰.f ısk;m/ÝB‰.f ıtk;m/.

If d.ak; akC2/ < 2, then
Œf ı sk;m�D Œ�D Œf ı tk;m�;

where  corresponds to a0 4 � � � 4 ak � akC2 4 � � � 4 am. Hence ‰ is a morphism of preordered sets.
Similarly, and even more straightforwardly, we see that ‰�1 is also a morphism of prosets, which in
particular implies that C�

path.�
n/.a; b/ is a poset.

We also observe that if a 64 b, there is no morphism Im ! .�n/a;b , and that the constant path is the
unique path in C�

path.�
n/.a; a/. Hence C�

path.�
n/ is a P –shaped poset-category, with P the subset lattice

of f1; : : : ; ng. We refer to Section A.2 for this notion, and for the description of the concatenation product
_ on such categories used in the following proposition.

Corollary 2.3.3 Let T D�n1 _ � � � _�nk be a necklace. Then

(1) for a 4 b 2 T0, the inclusion TŒa;b� � Ta;b induces an isomorphism of posets

C�
path.T /.a; b/Š C�

path.TŒa;b�/.˛; !/;

(2) if T D U _V , the composition in the poset category C�
path.T / provides a morphism

C�
path.V /.˛V ; !V /�C

�
path.U /.˛U ; !U /! C�

path.T /.˛T ; !T /;

which is an isomorphism of posets , and

(3) C�
path.T / is a poset-category and we have an isomorphism of poset-categories

C�
path.T /Š C�

path.�
n1/_ � � � _C�

path.�
nk /:

Proof (1) By Definition 2.1.6 and Proposition 2.1.8, a path  joining a to b in T is equivalent to a
morphism In! TŒa;b�, where TŒa;b� is a necklace. By Proposition 2.1.8, any map Ik;n! Ta;b factorises
through TŒa;b�, hence the result.

(2) Let us prove that the morphism of prosets induced by composition/concatenation

C�
path.�

n2/.˛2; !2/�C
�
path.�

n1/.˛1; !1/! C�
path.�

n1 _�n2/.˛1; !2/

Algebraic & Geometric Topology, Volume 24 (2024)



2866 Pierre-Louis Curien, Muriel Livernet and Gabriel Saadia

is an isomorphism of prosets. By Lemma 2.3.1, and viewing �n1 _�n2 as a cubical subset of �n1Cn2
via the standard embedding, any element in the right-hand side admits a unique representative

 W Il !�n1 _�n2 ;
which is a monomorphism.

Since  preserves ˛ and !, we have l D n1C n2 and thus  D 1 _ 2 is the unique decomposition
provided by Proposition 2.1.2. Hence the morphism is a bijection. We have to prove that Œ�Ý Œ 0�

implies Œ1�Ý Œ 01� and Œ2�Ý Œ 02�. It is enough to prove it for the “elementary moves” that generate
the relationÝ by reflexive and transitive closure. Any f W Ik;m!�n1 _�m1 factors as f D f1 _f2,
where either f1 or f2 is a path. It implies that if Œ�Ý Œ 0� then either Œ1�Ý Œ 01� and Œ2�D Œ 02�, or
Œ2�Ý Œ 02� and Œ1�D Œ 01�. In conclusion, (2) holds, since the left-hand side of the morphism is a poset.

(3) It is clear that this generalises to any finite wedge product of cubes. In particular, if

TŒa;b� WD�d.a;!i / _�niC1 _ � � � _�nj�1 _�d. j̨ ;b/;
then

C�
path.T /.a; b/D C�

path.TŒa;b�/.˛; !/ (by (1))

Š C�
path.�

d.a;!i //.˛i ; !i /� � � � �C
�
path.�

d. j̨ ;b//. j̨ ; !j / (by (2))

D C�
path.�

ni /.a; !i /� � � � �C
�
path.�

nj /. j̨ ; b/ (by (1))

Š .C�
path.�

ni /_ � � � _C�
path.�

nj //.a; b/ (by Proposition A.2.5):

Finally, we note that having established this isomorphism a fortiori implies that C�
path.T / is poset-enriched,

since all C�
path.�

ni / are.

Applying the nerve functor from Proset-categories to simplicial categories, we get the functor N ı
C�

path W cSet! sCat. Unfortunately it is not cocontinuous, as we show in Example 2.3.4, so that it cannot
serve as a left functor in a Quillen equivalence. The next section is devoted to build such a functor and to
study its properties.

Example 2.3.4 In this example, all simplicial categories involved have only one (possibly) nontrivial
mapping space, and hence reduce to simplicial sets. Consider the quotient z�2 of�2 obtained by collapsing
the edges between .0; 0/ and .0; 1/, and between .1; 0/ and .1; 1/, and consider the pushout X of the two
horizontal inclusions @2;0; @2;1 W�1! z�2. The cubical set X can be represented as

a
u

((
v //

w
66 b

with two nondegenerate 2–cubes inducing uÝ vÝw in C�
path.X/. It follows that N.C�

path.X// is not 1–
skeletal. However N.C�

path.�
1// and N.C�

path.
z�2// are 1–skeletal. But a pushout of 1–skeletal simplicial

sets is 1–skeletal, so the pushout of N.C�
path.@2;0// and N.C�

path.@2;1// cannot be N.C�
path.X//. The point

of this counterexample is that taking a colimit in cSet may result in merging of orders: X sees uÝvÝw,
while each copy of z�2 sees only uÝ v or vÝw. By applying the functor N ıC�

path before the colimit
functor, we lose this piece of magic!
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3 The rigidification functor C�

In this section, we define rigidification as a left Kan extension of the restriction ofN ıC�
path to the cubes�n,

and provide concrete descriptions of its simplicial homsets, making an essential use of necklaces (see
Remark 3.2.5).

3.1 Definition of the rigidification

The rigidification functor is defined as the left Kan extension along the Yoneda functor Y W�! cSet of
the composition

� Y
�! cSet

C�
path
��! Proset-Cat N

�! sCat:

By usual means, we obtain an adjunction C� W cSet� sCat WN�. The simplicial category C�.S/ is
obtained as the colimit over the category of elements of S of some C�.�n/.

Lemma 3.1.1 For every cubical set S , the set of objects of the simplicial category C�.S/ is in bijection
with S0, and thus will be identified with it.

Proof By Remark 1.1.2, the functor sCat Ob
�! Set is cocontinuous. We conclude since the statement

holds on cubes by definition (cf Proposition 2.2.3).

Notation 3.1.2 The previous lemma implies that the rigidification functor lifts to a functor

C�
W cSet�;�! sCat�;�:

We denote by C�
t the functor from cSet�;� to sSet defined on objects by

C�
t .Sa;b/D C�.S/.a; b/ for all a; b 2 S0:

Lemma 3.1.3 The space C�
t .�n/ is contractible.

Proof We have C�
t .�n/D C�.�n/.˛; !/ŠN.†f1;:::;ng/ by Proposition 2.3.2 with the weak Bruhat

order on †f1;:::;ng. The latter is a bounded poset (see Definition A.2.1); hence its nerve is contractible.

A direct application of Corollaries 2.3.3 and A.2.6 is the following theorem.

Theorem 3.1.4 For all necklaces T , there is an isomorphism of simplicial categories

C�.T /ŠN.C�
path.T //:

In addition , if T D U _ V , the composition in the simplicial category C�.T / provides a morphism
C�
t .V /�C

�
t .U /! C�

t .T /, which is an isomorphism of simplicial sets.

Corollary 3.1.5 Let T be a necklace. For every a4 b 2T0, the simplicial set C�.T /.a; b/ is contractible.
In particular , the simplicial set C�

t .T / is contractible.

Proof By Corollary 2.3.3, C�
path.T /.a; b/ is a product of bounded posets; hence its nerve is contractible.

We conclude using Theorem 3.1.4.
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3.2 Computing the rigidification functor

The construction by left Kan extension gives us a way to express C�.S/ as a colimit in sCat, which is
difficult to compute. In this section, we use necklaces as “paths of higher dimension” to obtain a handy
way to compute C�.S/. Indeed, we follow step by step the techniques developed by Dugger and Spivak
[2011a, Proposition 4.3].

Each object f W T ! Sa;b in Nec # Sa;b induces a morphism C�
t .T /! C�

t .Sa;b/ in sSet and this con-
struction gives a morphism colimNec#Sa;b C

�
t .T /!C�

t .Sa;b/ in sSet. We prove that it is an isomorphism,
so that C�.S/.a; b/D Ct .Sa;b/ is computed as a colimit in sSet.

Notation 3.2.1 Let Sa;b 2 cSet�;�.

� We set Et .Sa;b/ WD colimNec#Sa;b C
�
t .T /.

� Let .˛t /Sa;b WEt .Sa;b/! C�
t .Sa;b/ be the structure map from the colimit to the cocone C�

t .Sa;b/.

The following facts are left to the reader.

� The definition of Et is functorial, hence defines a functor Et W cSet�;�! sSet.

� The morphisms .˛t /Sa;b in sSet form a natural transformation ˛t WEt ) C�
t .

Our goal is to prove that ˛t is a natural isomorphism. In fact, we will prove that Et can be upgraded to a
functor E W cSet! sCat that is naturally isomorphic to C�.

Proposition 3.2.2 There exists a functor E W cSet! sCat and a natural transformation ˛ WE) C� such
that

� Ob.E.S//D S0,

� E.S/.a; b/DEt .Sa;b/, and

� ˛S is the identity on objects and ˛S .a; b/D .˛t /Sa;b WE.S/.a; b/! C�.S/.a; b/.

Proof We take �! Sa;a 2Nec # Sa;a as identity morphism ida 2E.S/.a; a/. The composition in the
simplicial category E.S/ is defined to be the composite featured as the left arrow in the diagram

Et .Sb;c/�Et .Sa;b/D colim
V!Sb;c

C�
t .V /� colim

U!Sa;b
C�
t .U / colim

V!Sb;c
U!Sa;b

.C�
t .V /�C

�
t .U //

Et .Sa;c/D colim
T!Sa;c

C�
t .T / colim

V!Sb;c
U!Sa;b

C�
t .U _V /

ıE

Š

Theorem 3.1.4Š

where the top arrow is invertible, as � is cocontinuous in sSet. Then the monoidal structure of
.cSet�;�;_;�/ ensures that E.S/ with identities and composition as above is a simplicial category.
The functoriality of E comes from that of Et .
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Let us check that the .˛t /Sa;b induce an enriched functor ˛S WE.S/! C�.S/, which is the identity on
objects. We have to prove that the following diagram commutes:

colim
V!Sb;c

C�
t .V /� colim

U!Sa;b
C�
t .U / colim

V!Sb;c
U!Sa;b

.C�
t .V /�C

�
t .U // colim

V!Sb;c
U!Sa;b

C�
t .U _V / colim

T!Sa;c
C�
t .T /

C�
t .Sb;c/�C

�
t .Sa;b/ C�

t .Sa;c/

.˛t /Sb;c�.˛t /Sa;b

Š Š

.˛t /Sa;c

It suffices to notice that for all V ! Sb;c and U ! Sa;b , C�.U _V /! C�.S/ is a simplicially enriched
functor and so the following square commutes:

C�.U _V /.˛V ; !V /�C
�.U _V /.˛U ; !U / C�.U _V /.˛U ; !V /

C�.S/.b; c/�C�.S/.a; b/ C�.S/.a; c/

Theorem 3.1.4 applied to our case gives

C�.U _V /.˛V ; !V /D C�.V /.˛V ; !V /;

C�.U _V /.˛U ; !U /D C�.U /.˛U ; !U /;

so the diagram becomes

C�
t .V /�C

�
t .U / C�

t .U _V /

C�
t .Sb;c/�C

�
t .Sa;b/ C�

t .Sa;c/

and we conclude by universality of colimits. The naturality of ˛S W E.S/! C�.S/ comes from the
naturality of ˛t .

Proposition 3.2.3 The natural transformation ˛ WE) C� is a natural isomorphism.

Proof Let S 2 cSet. We know that ˛S is the identity on objects. Assume first that S D T is a necklace.
Let a; b 2 T0. If a 4 b, by Proposition 2.1.8, �T

a;b
W TŒa;b� ,! T is terminal in Nec # Ta;b; hence

E.T /.a; b/ Š C�
t .TŒa;b�/ D C�.T /.a; b/, and the isomorphism is precisely induced by ˛T . If a 64 b,

then both categories are empty; hence the result holds for necklaces.

We prove that for all vertices a and b of S , the morphism ˛S .a; b/ W E.S/.a; b/! C�.S/.a; b/ is an
isomorphism of simplicial sets, by providing an inverse ˇS .a; b/. Recall that

˛S .a; b/D ˛t .Sa;b/ WEt .Sa;b/! C�
t .Sa;b/
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is the (unique) map from the colimit to the cocone C�
t .Sa;b/. Define .ˇt /Sa;b W C

�
t .Sa;b/!Et .Sa;b/ as

the composite

Et .Sa;b/
�

colim
�k!S

E.�k/
�
.a; b/

C�
t .Sa;b/

�
colim
�k!S

C�.�k/
�
.a; b/

Š �k is a necklace
.ˇt /Sa;b

Š

By naturality of all the maps involved in the diagram, the family .ˇt /Sa;b assembles to a natural transfor-
mation ˇt W C�

t )Et , giving rise to ˇ W C�)E.

We show, in this order, that ˇ is a right inverse, and a left inverse of ˛. To show the former, it
is enough to show ˛S ı ˇS ı jf D jf , for all f W �k ! Sa;b , where jf is the characteristic map
E.�k/! colim�k!S E.�k/, and where we identify C�.S/ with colim�k!S E.�k/. Indeed, we have

˛S ıˇS ı jf D ˛S ıE.f / (by definition of ˇ)

D C�.f / ı˛�k (by naturality of ˛)

D jf (by the identification above):

We prove now that .ˇt /Sa;b ı .˛t /Sa;b is the identity in a similar way. By the universal property of the
colimit, it is enough to prove .ˇt /Sa;b ı.˛t /Sa;b ıif D if for all T f

�! Sa;b , where if WC�
t .T /!Et .Sa;b/

is the characteristic morphism. This comes from the commutative diagram

Et .Sa;b/

C�
t .T / C�

t .Sa;b/

Et .T / Et .Sa;b/

C�
t .T /

.˛t /Sa;b

C�
t .f /

id

if

Š .ˇt /T .ˇt /Sa;b

Š .˛t /T

Et .f /

if

(the above triangle commutes by definition of ˛t , the middle square commutes by naturality of ˇt , and
the bottom triangle commutes by definition of Et .f /).

As a direct corollary, we get the main theorem of the section.

Theorem 3.2.4 Let S be a cubical set and a; b 2 S0. We have the following isomorphism of simplicial
sets:

C�
t .Sa;b/D C�.S/.a; b/Š colim

.T!Sa;b/2Nec#Sa;b
C�
t .T /:
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In the following remark, we point out that necklaces were instrumental in getting the characterisation
given in the previous theorem.

Remark 3.2.5 We do not have an isomorphism between C�.S/.a; b/ and the colimit above restricted
to cubes. This already fails when S is a necklace. Consider S D .1; 1/ and .a; b/D .˛; !/. There is no
morphism from a cube to S˛;! in cSet�;�, whereas there is one from the necklace S to itself (the identity
morphism). Hence the restricted colimit is empty, while C�.S/.a; b/ is not.

Remark 3.2.6 It can be shown, using the result above, that �0.C�.S//Š �0.C
�
path.S// for any cubical

set S .

3.3 Case of cubical subsets of a cube

Definition 3.3.1 Let Sa;b in cSet�;�, with S a cubical subset of an n–cube. The subcategory of Nec#Sa;b
whose objects are monomorphisms T ! Sa;b and arrows are monomorphisms between necklaces is
denoted SubNeck.Sa;b/. The category SubNeck.Sa;b/ is actually a poset, as shown in Proposition B.1.1.

Proposition 3.3.2 Let Sa;b 2 cSet�;�, with S a cubical subset of an n–cube. The rigidification functor
has the expression

C�.S/.a; b/D C�
t .Sa;b/Š colim

SubNeck.Sa;b/
C�
t .T /:

Proof We use Lemma 2.1.9 and its notation. Recall from Theorem 3.2.4 that

C�
t .Sa;b/Š colim

Nec#Sa;b
C�
t .T /:

Consider the inclusion functor U W SubNeck.Sa;b/ ,!Nec # Sa;b and fix f 2Nec # Sa;b . The category
f # U has �.f / W f ! �.f / as object, and hence is not empty. Let g W f ! h be an object in f # U , so
that hgD f D �.f /�.f /. The morphism g in Nec admits the factorisation gD �.g/�.g/. By the unique
decomposition of f as an epimorphism followed by a monomorphism, there exists an isomorphism
˛ W T f ! T 0, as illustrated by the diagram

T f

T T 0 Sa;b

V

�.f /
Š˛

�.f /

g

�.g/

�.g/
h

In conclusion, the morphism �.g/˛ is a monomorphism, hence a morphism in f # U from �.f / to g.
Thus the category f #U is connected. We have proved that U is a final functor, from which the statement
follows (cf [Mac Lane 1998, Section IX.3]).
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4 Quillen equivalence

In this section, we prove that the adjunction C� aN� is a Quillen equivalence between the Joyal model
structure on cSet and the Bergner model structure on sCat.

4.1 Properties of the functor C�

Proposition 4.1.1 The functor C� preserves cofibrations.

Proof Since cofibrations of cSet are generated by @n W @�n!�n, it is enough to prove that

C�.@n/ W C�.@�n/! C�.�n/

is a cofibration. We claim that the diagram

†.C�
t .@�n// C�.@�n/

†.C�
t .�n// C�.�n/

†.C�
t .@

n// C�.@n/

where the horizontal morphisms are given by the counit of the adjunction†aHom of Proposition 1.1.1, is a
pushout diagram. The set of objects of the simplicial categories on the right-hand side of the diagram is in bi-
jection with .�n/0D .@�n/0, which is a bounded poset. Let a and b be two such objects. If .a; b/¤ .˛; !/,
then �d.a;b/ � @�n, so that the functor Nec # .@�n/a;b ! Nec # .�n/a;b is an isomorphism of
categories. Theorem 3.2.4 implies then that the map C�.@n/.a; b/ W C�.@�n/.a; b/! C�.�n/.a; b/
is an isomorphism. We conclude by Proposition A.2.7. We show next that C�

t .@�n/! C�
t .�n/ is a

cofibration. Indeed @�n is a cubical subset of �n; hence C�
t .@�n/Š colimT2SubNeck.@�n/ C

�
t .T / by

Proposition 3.3.2, so C�
t .@�n/! C�

t .�n/ is a cofibration by Lemma B.1.5. The functor † preserves
cofibrations by Proposition 1.1.1, and so do pushout diagrams.

We refer to Definition 1.2.5 for the notation in the next lemma.

Lemma 4.1.2 In the diagram

C�.uni;�/.a; b/ C�.yu
n
i;�/.pa; pb/

C�.�n/.a; b/ C�. y�ni;�/.pa; pb/

C�.p/

Š

C�.p/

Š

the horizontal arrows (where p is the quotient map) are isomorphisms of simplicial sets when a¤ fig if
� D 1, and b ¤ f1; : : : ; ng n fig if � D 0.
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Proof We prove the isomorphism C�.p/ WC�.�n/!C�. y�ni;�/ with �D 1 and i D 1, so that the critical
edge e1;1 W�1!�n corresponds to the edge from ˛ D∅ to f1g. The other cases are similar. Since C�

preserves colimits, we have the pushout diagram

C�.�1/ C�.�n/

C�.�0/ C�. y�n1;1/

C�.e1;1/

Let us define the following simplicial category S . The set of objects of S is identified with that of y�n1;1.
We denote by N̨ D p.˛/ D p.f1g/. Define S. N̨ ; N̨ / D �, S. N̨ ; b/ D C�.�n/.˛; b/ for b ¤ N̨ and
S.a; b/DC�.�n/.a; b/ for a¤ N̨ . The composition is induced by that of C�.�n/. Let � WC�.�n/!S

be the map which coincides with p on objects, and is the identity on morphisms except for the case
� W C�.�n/.f1g; b/! S. N̨ ; b/, for which we use the composite

C�.�n/.f1g; b/! C�.�n/.f1g; b/�C�.�n/.˛; f1g/ ı�! C�.�n/.˛; b/Š S. N̨ ; b/;

which is well defined since C�.�n/.˛; f1g/D�. One checks easily that S satisfies the universal pushout
property; hence C�. y�n1;1/Š S . We conclude, since by definition of S ,

C�. y�n1;1/.pa; pb/Š S.pa; pb/D C�.�n/.a; b/ if a¤ f1g:

The side condition is needed since, for aD f1g and b � 1,

S.p.f1g/; b/D S. N̨ ; b/D C�.�n/.˛; b/ 6Š C�.�n/.f1g; b/:

The proof for the inner open box is exactly the same since C�.un1;1/.˛; f1g/D �.

Proposition 4.1.3 C�.hni;�/ W C
�.yu

n
i;�/! C�. y�ni;�/ is an acyclic cofibration.

Proof The proof is analogous to the proof of Proposition 4.1.1. Note that the set of vertices of yuni;�
coincides with that of y�ni;� and is a bounded poset. By Proposition A.2.7, in order to establish that the
diagram

†.C�
t .yu

n
i;�// C�.yu

n
i;�/

†.C�
t .
y�ni;�// C�. y�ni;�/

†.C�
t .h

n
i;�
// C�.hn

i;�
/

is a pushout diagram, we have to show that the maps

C�.hni;�/.pa; pb/ W C
�.yu

n
i;�/.pa; pb/! C�. y�ni;�/.pa; pb/

are isomorphisms, for every .a; b/ such that .pa; pb/¤ .p˛; p!/, or equivalently using Lemma 4.1.2,
that C�.hni;�/.a; b/ WC

�.uni;�/.a; b/!C�.�ni;�/.a; b/ is an isomorphism. The latter is established exactly
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as in the proof of Proposition 4.1.1, noticing that �d.a;b/ � uni;� for such .a; b/. What remains to prove
is that C�

t .yu
n
i;�/ ! C�

t .
y�ni;�/ is an acyclic cofibration, or equivalently, by Lemma 4.1.2 again, that

C�
t .u

n
i;�/! C�

t .�ni;�/ is an acyclic cofibration for the Kan–Quillen structure on simplicial sets. We
already know that it is a cofibration, since C� preserves cofibrations by Proposition 4.1.1 and so does C�

t .
Since C�

t .�n/ is contractible (Lemma 3.1.3), showing that C�
t .u

n
i;�/! C�

t .�n/ is acyclic amounts to
proving that C�

t .u
n
i;�/ is contractible. From Proposition 3.3.2, we have

C�
t .u

n
i;�/D colim

T2SubNeck.un
i;�
/
C�
t .T /:

Furthermore, we show in Section B.1 that the category SubNeck.uni;�/ is direct (and hence is Reedy). The
diagram .T !uni;�/ 7! C�

t .T / is Reedy cofibrant: for every T 2 SubNeck.uni;�/, the latching morphism

colim
U2SubNeck.T /

U¤T

C�
t .U /! C�

t .T /

is a monomorphism by Lemma B.1.5. It follows from [Hirschhorn 2003, Theorem 19.9.1], and from the
fact that any direct category has fibrant constants, that the natural map

hocolim
T2SubNeck.un

i;�
/
C�
t .T /! colim

T2SubNeck.un
i;�
/
C�
t .T /

is a weak equivalence of simplicial sets. In conclusion,

C�
t .u

n
i;�/� hocolim

T2SubNeck.un
i;�
/
C�
t .T /� hocolim

T2SubNeck.un
i;�
/
� �N.SubNeck.uni;�//� �

since C�
t .T / and N.SubNeck.uni;�// are contractible, by Corollary 3.1.5 and Proposition B.2.1.

4.2 Quillen adjunction

We shall use the following result of Joyal [2008, E.2.14].

Proposition 4.2.1 An adjunction L a R between two model categories is Quillen if and only if L
preserves cofibrations and R preserves fibrations between fibrant objects.

In view of this proposition, what remains to prove is that N� sends fibrations between fibrant categories
to fibrations between cubical quasicategories. We shall use two lemmas, which we now present. We
refer to Definition 1.2.8 for the definition of equivalence and that of special open box. The first lemma is
tautological.

Lemma 4.2.2 Let A be a fibrant simplicial category , v WC�.�1/!A and Qv W�1!N�.A/ its transpose.
Since C�.�1/ is the simplicial category with only one nontrivial arrow , we see v as an arrow in A. Then
Qv is an equivalence in the cubical quasicategory N�.A/ if and only if �0.v/ is an isomorphism in �0.A/.
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Lemma 4.2.3 Let p W X ! Y be an inner fibration between cubical quasicategories and u2i;� ! X a
special open box. Any commutative square of the following form has a lift :

u2i;� X

�2 Y

p

Proof It is a special case of [Doherty et al. 2024, Lemma 4.14]. We give a proof for the case .i; �/D .1; 1/,
the other cases being similar. We represent the map u21;1!X on the left below, with f an equivalence.
The 1–cube f being an equivalence, the middle diagram below exists. Gluing the two diagrams, we get
the partially filled 3–cube in X (on the right)

f

u
v

f
g

f

u

g

v

where our conventions for the coordinates in dimensions 2 and 3 are

1

2

1

2

3

The map B W�2! Y is represented by the following 2–cube in Y :

pf

pu w
pv

The proof goes in three steps. For the first step, we assume Y D �. We complete the above 3–cube cube
progressively, as follows:

u

f

u

g

v

v

u

f

u

g

v

v

u

f

u

g

v

v

The top face is full by hypothesis, the left and the bottom faces are given by degeneracies. Because X is
a cubical quasicategory, the back face (picture in the middle), then the right face (picture on the right),
and finally the whole cube, and hence a fortiori the front face, can be filled. In consequence any special
open box in a cubical quasicategory X can be filled by a 2–cube in X .
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The second step consists in filling the following 3–cube in Y , where the front, top, left and bottom faces
are already filled:

pu
�

pf

pu

pg

w

pv

pv

By [Doherty et al. 2024, Lemma 2.6], g is an equivalence because f is and so is pg. Hence the right
face is a special open box in the cubical quasicategory Y and thus can be filled by step 1. Then the whole
cube is filled because the critical edge associated to the back face is the identity.

For the last step, we resume the filling of the 3–cube of the first step (with the same pictures as above)
in X , but now in the general case. The aim is to fill in the front face of the 3–cube in X by a 2–cube A
satisfying pAD B . Because p is an inner fibration, its back face can be filled by a 2–cube such that the
dashed arrow in the picture in the middle is sent to � by p. Then the same is true for its right face, so the
dashed arrow in the picture on the right is sent to w by p. Finally, the whole cube is filled and sent by p
to the 3–cube in Y , and a fortiori its front face A satisfies pAD B .

Proposition 4.2.4 The functor N� sends fibrations between fibrant simplicial categories to fibrations
between cubical quasicategories.

Proof Using Proposition 4.1.3, we conclude by adjunction that N�.C/ is a cubical quasicategory if C is
a fibrant simplicial category, and that if f W C!D is a DK-fibration between fibrant simplicial categories,
then N�.f / is an inner fibration between cubical quasicategories. By Theorem 1.2.7, we are left to
show that N�.f / has the right lifting property with respect to the endpoint inclusions j0 W f0g !K and
j1 W f1g !K. These cases being similar, we only treat the first one. Consider a commutative square

f0g N�C

K N�D

Na

j0 N�f

We shall first lift the middle vertical edge of K. By Lemma 4.2.2, its image in N�.D/ corresponds to
some arrow v 2D0.a; b/, which is an isomorphism in �0.D/. The same will have to be true for its image
in N�.C/ through the lifting. The object Na of C satisfies f . Na/D a. We proceed as follows.

� Since �0.f / is an isofibration of categories, there exists some Nb 2 Ob.C/ and some v0 2 C0. Na; Nb/
such that f . Nb/D b, �0.f .v0//D �0.v/, and �0.v0/ is an isomorphism in �0.C/.

� Since D.a; b/ is a Kan complex, we can find a 1–simplex ı 2 D1.a; b/ such that @1ı D v and
@0ı D f .v

0/.

� Since f
Na; Nb
W C. Na; Nb/!D.a; b/ is a Kan fibration, we can lift ı 2D1.a; b/ to some Nı 2 C1. Na; Nb/

satisfying @0 Nı D v0.
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Then NvD @1 Nı 2 C0. Na; Nb/ meets our goal, ie satisfies f . Nv/D v, and �0. Nv/D �0.v0/ is an isomorphism in
�0.C/ such that Nv, seen as an edge in N�.A/, is an equivalence, by Lemma 4.2.2. Therefore, the two
open boxes in

1 0

Nv
��

0

1 1 0

are special. Calling this diagram Nv, our lifting problem reduces now to

K 0 N�C

K N�D

Nv

N�f

where K 0 is K without its 2–cubes and without its horizontal nondegenerate 1–cubes. This is performed
by applying Lemma 4.2.3 to each of the two special boxes above.

Proposition 4.2.5 The adjunction C� aN� is Quillen.

Proof This follows from Propositions 4.1.1 and 4.2.4, thanks to Joyal’s characterisation recalled in
Proposition 4.2.1.

4.3 Quillen equivalence

In order to prove that the Quillen adjunction C� aN� is a Quillen equivalence, we first compare it with
the simplicial rigidification C� using the functor Q of Section 1.2 and then use the Quillen equivalences
induced by Q and C�.

Lemma 4.3.1 There exists a morphism �n W C
�.Qn/! C�.�n/ in sCat, which is a bijection on objects

and is natural in Œn� 2�, ie a natural transformation � W C� ıQ) C� ıY .

Proof We start by defining a family of morphisms  n W C�.�n/! C�.�n/ in sCat. On objects, we
set  n.a/ D sup a (cf Lemma 1.2.11). If a 4 b (a � b), then sup a � sup b, and we define a map
 n.a; b/ W C

�.�n/.a; b/! C�.�n/.sup a; sup b/ in sSet, as follows. Since C�.�n/.a; b/ is the nerve
of the poset †bna with the weak orderÝB (see Section 2.3), and C�.�n/.sup a; sup b/ is the nerve of
the poset P.�sup a; sup bŒ/ with the inclusion order, we define this map at the level of the underlying
posets. Let k D d.a; b/ and .x1; : : : ; xk/ 2†bna. We set

Q n.a; b/.x1; : : : ; xk/D fxl j xp < xl for all p < lg\ �sup a; sup bŒ:

The map Q n.a; b/ is a morphism of posets. Assume xr > xrC1 for some r . Then

x WD .x1; : : : ; xk/ÝB .x1; : : : ; xrC1; xr ; : : : ; xk/DW y:

Algebraic & Geometric Topology, Volume 24 (2024)



2878 Pierre-Louis Curien, Muriel Livernet and Gabriel Saadia

We writeA.x/Dfxl jxp<xl for all p<lg. Then we observe thatA.x/nfxr ; xrC1gDA.y/nfxr ; xrC1g,
that xrC1 … A.x/, and that .xr 2 A.x// ) .xr 2 A.y//. It follows that A.x/ � A.y/, and hence
Q n.a; b/.x/� Q n.a; b/.y/.

We next show that Q n preserves the concatenation product. Assume a 4 b 4 c. Let

x WD .x1; : : : ; xk/ 2†bna; y WD .y1; : : : ; yk0/ 2†cnb:

We set z WD .x1; : : : ; xk; y1; : : : ; yk0/. We have to prove that if sup b … fsup a; sup cg (equivalently
sup a < sup b < sup c), then

Q n.a; c/.z/D Q n.a; b/.x/[fsup bg[ Q n.b; c/.y/:

We observe that A.z/ splits as A.x/[B , where B �A.y/ and A.y/\ �sup b; sup cŒ�B . This settles the
left-to-right inclusion, as well as the inclusions Q n.a; b/.x/� Q n.a; c/.z/ and Q n.b; c/.y/� Q n.a; c/.z/.
Since sup b > sup a, we have sup.b na/D sup b. Thus there exists l such that xl D sup b and xp � sup b
for all p 2 f1; : : : ; kg, and a fortiori fsup bg � Q n.a; c/.z/ holds.

In conclusion, setting  n DN. Q n/, we have shown that  n W C�.�n/! C�.�n/ is an enriched functor
of simplicial categories.

Let us prove that  n factors through the map C�.�n/ W C
�.�n/! C�.Qn/, where �n is the quotient

map of Definition 1.2.10. As C� is cocontinuous, from Definition 1.2.10, the following diagram is a
pushout:

C�.�0˝�n�1/tC�.�1˝�n�2/t� � �tC�.�n�1˝�0/ C�.�n/

C�.�n�1/tC�.�n�2/t� � �tC�.�0/ C�.Qn/

.C�.@1;1/;C�.@2;1/;:::;C�.@n;1//

C�.�n/

So, by universality, all we need to get our factorisation is a commutative square

C�.�0˝�n�1/tC�.�1˝�n�2/t� � �tC�.�n�1˝�0/ C�.�n/

C�.�n�1/tC�.�n�2/t� � �tC�.�0/ C�.�n/

.C�.@1;1/;C�.@2;1/;:::;C�.@n;1//

 n

ie for all 1� i � n, we want a lift in the diagram

C�.�i�1˝�n�i / C�.�n/ C�.�n/

C�.�n�i /

C�.@i;1/  n

i;n

We first define a map Qi;n between the underlying poset-enriched categories, and then we will set
i;nDN. Qi;n/. Let a˝a0 be a vertex of�i�1˝�n�i . We note that . nı@i;1/.a˝a0/D sup.a[fig[a0/ is
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independent of a and we set Qi;n.a0/D sup.fig[a0/. Let a˝a0 and b˝b0 be two objects of�i�1˝�n�i ,
with a 4 b and a0 4 b0, and .x1; : : : ; xkIy1; : : : ; yk0/ be an element of †bna �†b0na0 . We have

. n ı @i;1/.a˝ a
0
I b˝ b0/.x1; : : : ; xkIy1; : : : ; yk0/

D fyl j yp < yl for all p < lg\ �sup.fig[ a0/; sup.fig[ b0/Œ;

so Qi;n is a well-defined morphism of posets, and hence i;n DN. Qi;n/ provides the required lifting.

As a consequence, there is a well-defined morphism �n W C
�.Qn/! C�.�n/ in sCat for each Œn�, which

is a bijection on objects. It remains to show that it yields a natural transformation � W C� ıQ) C� ıY .
Namely, given u W Œn�! Œm� in � and denoting the induced map by u� WQn!Qm, we have to prove the
commutativity of the diagram

C�.Qn/ C�.Qm/

C�.�n/ C�.�m/

�n

C�.u�/

�m

C�.u/

Lemma 1.2.11 implies that it is commutative at the level of objects. It is enough to check it for u a face dj
or a degeneracy sj (left to the reader).

Remark 4.3.2 Note that C� ıY © C� ıQ.

Proposition 4.3.3 The natural transformation of Lemma 4.3.1 induces a natural DK-equivalence

� W C�
ıQ) C�:

Proof We follow closely the proof of [Doherty et al. 2024, Proposition 6.21]. Every simplicial set S is a
colimit of representables, and the functors C� ıQ and C� are left adjoint, hence preserve colimits. It
follows that we can upgrade the natural transformation of Lemma 4.3.1 as � W C� ıQ) C�, which is
componentwise a bijection on objects by Lemma 3.1.1. We prove first that if S is k–skeletal for some k,
then �S is a DK-equivalence. If k D 0 or k D 1, this is an isomorphism of simplicial categories. Assume
it is true for every k < n. The functors C� ıQ and C� preserve cofibrations, as well as Joyal weak
equivalences (since every object of sSet is cofibrant). Given any 1� i � n� 1, the cofibration ƒni !�n

is a Joyal weak equivalence of simplicial sets and ƒni is .n�1/–skeletal, so that ��n is a DK-equivalence
in sCat, by the two-out-of-three property. Given an .n�1/–skeletal simplicial set X , let us consider a
pushout diagram of the form X:

@�n //

��

X

��

�n // X 0

The left vertical arrow is a cofibration. Applying our functors, we get a cube diagram, where the front
face is .C� ıQ/.X/, and the back face is C�.X/. Both are pushout diagrams, and their left vertical arrow
is a cofibration. By the induction hypothesis and by the proof above, the morphisms �@�n , ��n and �X
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are DK-equivalences. We can thus apply [Hirschhorn 2003, Proposition 15.10.10] and conclude that
�X 0 is a DK-equivalence. Since an n–skeletal simplicial set is obtained by transfinite composition of
pushouts from its .n�1/–skeleton, we obtain that, for any n–skeletal simplicial set X , �X is a Dwyer–Kan
equivalence. Finally, we observe that any simplicial set S is a sequential colimit of cofibrations (the
family of inclusions of the n–skeleton into the .nC1/–skeleton), preserved by the two functors and thus
entailing that �S is a DK-equivalence, by [Hirschhorn 2003, Proposition 15.10.12].

Corollary 4.3.4 The adjunction C� aN� is a Quillen equivalence.

Proof The proposition above implies that the total left derived functor L.C� ıQ/ is isomorphic to
L.C�/. But C� is a Quillen equivalence (Theorem 1.1.3); hence C� ıQ is also a Quillen equivalence.
We conclude by Theorem 1.2.12 and the two-out-of-three property for Quillen equivalences.

Appendix A Tools in category theory

In this section, we collect some categorical and enriched categorical tools that are needed in the paper.

A.1 Wedge sum and concatenation

Let C be a category with a distinguished object �. Let X be an object of C. A point x in X is a map
x W � !X . We say also that X is pointed by x. If x is a point in X and y is a point in Y , we define the
wedge sum X _Y as the pushout (if it exists) of the diagram

X x
 � �

y
�! Y:

Example A.1.1 Taking the category of posets as C, the terminal singleton poset as distinguished object,
P a poset with a maximal element !, Q a poset with a minimal element ˛, and pointing P and Q by !
and ˛ respectively, the wedge sum P _Q is the poset obtained by “placing Q to right of P ”: P _Q as
a set is the pushout in the category of sets, and every element of P is less than every element of Q. Note
that P ! P _Q is an embedding of posets.

We will consider a similar construction in C�;� D �t� # C, the category of double pointed objects in C.
We will denote an object .a; b/ W � t�!X in this category by Xa;b .

Definition A.1.2 Let Xa;b and Yu;v be two objects of C�;�.

� The wedge sum X _Y of the pointed sets b W � !X and u W � ! Y is naturally double pointed by
.a; v/ W � t�!X _Y .

� For f W Xa;b ! X 0
a0;b0

and g W Yu;v ! Y 0u0;v0 , we denote by f _ g W .X _ Y /a;v ! .X 0 _ Y 0/a0;v0

the double pointed map induced by the universal property of the pushout and the natural maps
X 0!X 0 _Y 0 and Y 0!X 0 _Y 0. It endows C�;� with a monoidal structure, with unit � (doubled
pointed by itself). We call this product the concatenation product.
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Let X be an object in C and let u, v and w be points in X . For any maps f W Sa;b ! Xu;v and
g W Ta0;b0 !Xv;w in C�;�, we write f �g W .S _T /a;b0 !Xu;w for the corresponding structure map out
of the pushout.

A.2 P–shaped categories

We introduce the notion of P –shaped category, for P a poset.

Definition A.2.1 A bounded poset is a poset P having a least and greatest element denoted respectively
by ˛P and !P .

Remark A.2.2 Given two bounded posets P and Q, the poset P _Q (see Example A.1.1), is also
bounded, by ˛P and !Q.

In this section we fix .V;˝; I / a symmetric monoidal category, with initial object denoted by ∅. We
assume that ∅˝X Š∅ for all objects X in V.

Definition A.2.3 Let P be a poset. A V–enriched category C is P –shaped if

� the set of objects of C is in bijection with P ,

� C.p; p/D I for all p 2 P , and

� C.p; q/¤∅ implies p � q for all p; q 2 P .

It is double pointed by ˛P ; !P W � ! C, where � denotes the V–enriched category with one object and
homset I .

Note that the condition imposed above is implicitly used in this definition. Suppose that p < q � r . The
V–enriched structure implies that there is a composition morphism C.r; p/˝C.q; r/! C.q; p/, which
by the P –shape axioms is a morphism ∅˝ C.q; r/! ∅, which we take to be the identity up to the
identification ∅˝C.q; r/Š∅.

Example A.2.4 Any poset P gives rise to a V–enriched category yP : the objects are the elements of P ,
and for every p and q in P we have yP .p; q/ D I if p � q, and yP .p; q/ D ∅ otherwise. Hence yP is
P –shaped.

The next proposition computes the wedge sum C_D of a P –shaped V–category C and a Q–shaped
V–category D along !P and ˛Q.

Proposition A.2.5 Let P and Q be two bounded posets. Let C be a P –shaped V–category and D be a
Q–shaped V–category. The wedge sum ED C_D along !P and ˛Q, in the category of V–categories ,
exists and is .P_Q/–shaped. It is described as follows:
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� the set of objects of E is in bijection with P _Q, so we can identify objects of E with elements of
P _Q,

� E.x; y/D

8̂̂̂<̂
ˆ̂:
C.x; y/ if x; y 2 P;
D.x; y/ if x; y 2Q;
D.˛Q; y/˝C.x; !P / if x 2 P and y 2Q;
∅ otherwise;

and the composition is the obvious one.

Proof Note that C.!P ; !P / D I D D.˛Q; ˛Q/ implies that the definition above is consistent. Note
also that E is .P_Q/–shaped. We prove that E satisfies the required universal property in the category
of V–categories, taking � to be the V–category with one object, with homset I . Denote by �C W C! E

the natural morphism and similarly for �D. Given a V–category F and two V–functors F W C! F and
G WD! F satisfying F.!P /DG.˛Q/, we prove that there exists a unique V–functor H W E! F such
that H�C D F and H�D DG. The functor H is clearly uniquely defined on objects, and on most of the
morphisms. For x 2 P n f!P g and y 2Q n f˛Qg, we (have to) define H as the composite

D.˛Q; y/˝C.x; !P /
G˝F
��! F.G.˛Q/; G.y//˝F.F.x/; F.!P //

ı
�! F.F.x/;G.y//;

and we check easily that this defines an enriched functor.

Corollary A.2.6 Let P and Q be two bounded posets. If C is a P –shaped poset-category and D is a
Q–shaped poset-category, then N.C/_N.D/ is isomorphic to N.C_D/ as simplicial categories.

Proof It follows directly from the explicit description of C_D in Proposition A.2.5 and from the fact
that N.A�B/ŠN.A/�N.B/ for any posets A and B .

Proposition A.2.7 Let C be a P –shaped simplicial category, with P a bounded poset. Let

' W C.˛P ; !P /! Y

be a morphism of simplicial sets. Denote by D the colimit of the pushout diagram

†Y
†'
 �†C.˛P ; !P /! C;

where the right arrow is the counit of the adjunction of Proposition 1.1.1. The simplicial category D is
P –shaped and has simplicial sets of morphisms C.a; b/ if .a; b/¤ .˛P ; !P /, and Y if .a; b/D .˛P ; !P /.

For a � b � c, the composition D.b; c/˝D.a; b/!D.a; c/ is that of C if .a; c/¤ .˛P ; !P / and is the
composition in C followed by ' if .a; c/D .˛P ; !P /.

Proof Note that since the functor Ob W sCat! Set is cocontinuous, the set of objects of the colimit
of the diagram is in bijection with P . Moreover the description of the hom sets of D shows that the
category D is P –shaped. We check that the proposed simplicial category D satisfies the universal property
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of pushouts. Let E be a simplicial category with F W C! E and g W Y ! E.F.˛P /; F .!P // such that
g ı' D F˛P ;!P . There is a unique way to build H WD! E making the diagrams commute. It coincides
with F on objects as well as on morphisms D.a; b/! E.F.a/; F.b// for .a; b/¤ .˛P ; !P /. In addition,
we haveH˛P ;!P D g. It is easy to check thatH is a morphism of simplicial categories, using the equation
relating g and F .

Remark A.2.8 Proposition A.2.7 holds more widely for all P –shaped V–categories. All it uses is the
adjunction † ` Hom of Proposition 1.1.1. But the latter (as a mere adjunction) holds in the general
setting of bipointed P –shaped V–categories. Moreover, when restricted to Œ1�–shaped V–categories, the
adjunction is an equivalence.

Appendix B Combinatorics

B.1 The category SubNeck.T /, with T a necklace

Proposition B.1.1 The category SubNeck.�n/ is a poset. It is in bijection with the poset of ordered
partitions of f1; : : : ; ng, where the order A�r B is the refinement inverse order , defined as the reflexive
and transitive closure of

.A1I : : : IAk/�r .A1I : : : IAi [AiC1I : : : IAk/:

In particular , it has a greatest element , the partition with 1 block .f1; : : : ; ng/, and the set of minimal
elements is naturally in bijection with the symmetric group †n. This poset admits all least upper bounds.

Proof (See also [Ziemiański 2017, Section 7; 2020, Section 7], where elements of SubNeck.�n/ are
identified with cube chains.) As seen in Lemma 2.1.5, an object ' W�n1 _ � � ��nk ,!�n is determined

� by a sequence s' D .˛ D a0 � a1 � � � � � ak D !/, with ai 2 .�n/0, d.ai�1; ai / D ni and
n1C � � �Cnk D n, or, equivalently,

� by an ordered partition of f1; : : : ; ng: setting Ai D ai n ai�1, we get A' WD .A1I : : : IAk/.

We denote the set fa0; : : : ; akg arising from a sequence s as above by Ns. The following easy verifications
are left to the reader:

� Given ' and  in SubNeck.�n/, there is a morphism from ' to  if and only if Ns � Ns' , and this
morphism is unique.

� We have Ns � Ns' if and only if A' �r A .

In particular, if A is a set of sequences fs1; : : : ; slg then its least upper bound is the sequence s associated
to
Tl
iD1 Nsi .

The following corollary is a direct consequence of the previous proposition and of Proposition 2.1.2.
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Corollary B.1.2 Let T D�n1 _ � � � _�nk be a necklace. The category SubNeck.T / is a poset , whose
poset relation is denoted by �r . It is the product of the categories SubNeck.�ni /. In particular , it has a
greatest element and admits all least upper bounds.

Definition B.1.3 Let .P;�/ be a poset. A subset A of P is downward closed if for all y � x in P ,
x 2 A implies y 2 A. It is upward closed if it is downward closed in the opposite poset of P .

Lemma B.1.4 Let .P;�/ be a poset and A and B upward closed subsets of P . Then

N.A[B/Š colim.N.A/ - N.A\B/ ,!N.B//:

Proof We claim that
N.A\B/ N.A/

N.B/ N.A[B/

is a pushout diagram in the category sSet. Since colimits in sSet are computed dimensionwise, it is
enough to prove this claim for n–simplices. An element in Nn.A[B/ is a sequence x D .x0 � � � � � xn/
with xi 2 A[B for all i . Since A and B are upward closed subsets of P , if x0 2 A, then xi 2 A for
all i , and similarly if x0 2 B . Let X be a simplicial set and fA WN.A/!X and fB WN.B/!X be two
morphisms of simplicial sets that coincide on N.A\B/. We define g WNn.A[B/!Xn as g.x/D fA.x/
if x0 2A and g.x/D fB.x/ if x0 2B . It yields a well-defined map of simplicial sets, since if x0 2A\B
then xi 2 A\B for all i , and fA D fB on N.A\B/.

Lemma B.1.5 Let T be a necklace. If A� SubNeck.T / is downward closed (for the order �r ), then
the canonical morphism colimU2A C�

t .U /! C�
t .T / is a monomorphism of simplicial sets.

Proof We only need to examine the situation of two n–simplices u and v coming from different
subnecklaces U and V in A and whose images in C�

t .T / are identified:

�n C�
t .U /

C�
t .V / C�

t .T /

u

v

The composite map ' W�n! C�
t .T / gives a set A' of nC 1 paths of T (by Theorem 3.1.4) with values

both in U and V . Let W be the upper bound of A' in SubNeck.T /, provided by Corollary B.1.2. Since
U and V are upper bounds of A' , we have W �r U and W �r V in SubNeck.T /. Hence there is a
factorisation in the diagram

�n C�
t .U /

C�
t .W /

C�
t .V / C�

t .T /

u

v
w
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Moreover, W 2A since A is downward closed. Thus the diagram says that u, v and w are identified in
the colimit, which completes the proof.

B.2 On the homotopy type of SubNeck.un
i;�

/

To simplify the notation in this section, for n� 1, we will denote by Pn the poset of ordered partitions
of f1; : : : ; n C 1g, that is, Pn D SubNeck.�nC1/. Similarly, we set @Pn D SubNeck.@�nC1/ and
uPn D SubNeck.unC1nC1;0/ (see Definition 3.3.1). Note that

@Pn D Pn n .f1; : : : ; nC 1g/ and uPn D @Pn n .f1; : : : ; ngI fnC 1g/:

The nerve of Pn is contractible, since Pn has a greatest element.

The next proposition is what we need for Proposition 4.1.3.

Proposition B.2.1 For every n� 2, the nerve of SubNeck.uni;�/ is contractible.

Proof We first prove that for n � 1, the nerve of uPn is contractible. For n D 1, the poset uP1 is a
singleton, namely the ordered partition .f2gI f1g/, hence is contractible. Assume n� 2. Let us fix some
notation:

� For an ordered partition x D .A1I : : : IAk/ 2 Pn, and 0� l � k, we set

ml.x/ WD #.A1[ � � � [Al/;

with the convention that m0.x/D 0. Note that mk.x/D nC 1.

� For an ordered partition x D .A1I : : : IAk/ 2 Pn with nC 1 2 Al , we set

˛.x/ WDml�1.x/ and ˇ.x/ WDml.x/:

� We have @Pn D T0[T1[ � � � [Tn with

Ti WD fx 2 @Pnj˛.x/� i < ˇ.x/g:

� For every 0� i � n� 1 we set

Ti;iC1 WD Ti \TiC1 D .T0[ � � � [Ti /\TiC1:

We note that uPn D T0 [ T1 [ � � �Tn�1 [ T 0n with T 0n D Tn \ .uPn/. We also note (by a simple case
analysis) that T0; : : : ; Tn�1 and T 0n are upward closed, allowing us to use Lemma B.1.4 repeatedly and
get

N.uPn/Š colim

0BB@N.T0/ N.T1/ � � � � � � � � � N.Tn�1/ N.T 0n/

N.T0;1/ � � � N.Tn�1;n/

1CCA:
We claim that the colimit of this diagram is Kan–Quillen equivalent to its homotopy colimit. Indeed, let
D be the underlying category of the diagram, which has objects xi for 0� i � n and yi;iC1 for 0� i < n
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and morphisms from yi;iC1 to xi and xiC1. We endow D with the following Reedy structure: xi has
degree 2i and yi;iC1 has degree 2i C 1. Then D has fibrant constants. This follows from [Hirschhorn
2003, Proposition 15.10.2], noting that, for every object ˛ of D, the matching category at D is either
empty or the one point category. Moreover, the diagram above is Reedy cofibrant; hence the claim above
follows from [Hirschhorn 2003, Proposition 19.9.1]. In consequence, we focus our attention on the
homotopy type of N.Ti / for 0� i < n, N.T 0n/ and N.Ti;iC1/ for 0� i < n.

Let � W Pn ! Pn�1 be the poset morphism removing .nC 1/ from the ordered partition. Note that
�.Ti /� @Pn for every 1� i � n� 1 since

��1.f1; : : : ; ng/D
˚
.f1; : : : ; nC 1g/; .fnC 1gI f1; : : : ; ng/; .f1; : : : ; ngI fnC 1g/

	
;

and since none of the elements in this set lie in Ti for 1 � i � n � 1. Note that, given a partition
x D .A1I : : : IAk/ of Pn�1 and 0 � i � n � 1, there exists a unique l 2 f0; : : : ; k � 1g such that
ml.x/� i < mlC1.x/. We leave it to the reader to check the following facts:

� For 0� i < n, the induced map Ti;iC1
�
�! @Pn�1 is an isomorphism of posets with inverse

x D .A1I : : : IAk/ 2 @Pn�1 7! .A1I : : : IAlC1[fnC 1gI : : : IAk/;

where ml.x/� i < mlC1.x/.

� For 0 < i < n, the map Ti
�
�! @Pn�1 is an adjunction of posets with a section � given for

x D .A1I : : : IAk/ 2 @Pn�1 by

�.x/D

�
.A1I : : : ; Al I fnC 1gIAlC1I : : : IAk/ if ml.x/D i;
.A1I : : : IAlC1[fnC 1gI : : : IAk/ if ml.x/ < i < mlC1.x/:

(Indeed, � ı � D id and � ı� � id.)

� Similarly, the maps T0
�
�! Pn�1 and T 0n

�
�! @Pn�1 are adjunctions of posets with the respective

sections
.A1I : : : IAk/ 2 Pn�1 7! .fnC 1gIA1I : : : IAk/;

.A1I : : : IAk/ 2 @Pn�1 7! .A1I : : : IAkI fnC 1g/:

Putting everything together, and using the fact that an adjunction of posets gives rise to a homotopy
equivalence, and hence to a Kan–Quillen equivalence between their nerves, we have

N.uPn/� hocolim

0BB@N.Pn�1/ N.@Pn�1/ � � � N.@Pn�1/ N.@Pn�1/

N.@Pn�1/ � � � N.@Pn�1/

1CCA

� hocolim

0BB@N.Pn�1/
N.@Pn�1/

1CCA� colim

0BB@N.Pn�1/
N.@Pn�1/

1CCA�N.Pn�1/:
Hence the nerve of uPn is contractible.
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Finally, we have
SubNeck.unC1i;0 /D @Pn n .f1; : : : ; nC 1g n figI fig/;

SubNeck.unC1i;1 /D @Pn n .figI f1; : : : ; nC 1g n fig/;

and the proof of the contractibility of these posets is similar to that of uPn.

Remark B.2.2 One can find in [Baues 1980] a geometric interpretation linking cellular strings on the
cubes and the permutohedra, the original idea being attributed to Milgram. Related results relative to Pn
and @Pn can be found in, say, [Ziemiański 2017] or in [Ziegler 1995] (where they are put to use to establish
connections between cubical sets and higher dimensional automata, through directed path spaces): the
geometric realisations of the ordered partition posets are the permutohedra, which are homeomorphic to a
ball. Moreover, the pair .jN.Pn/j; jN.@Pn/j/ is homeomorphic to the pair .Dn; Sn�1/.
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Tautological characteristic classes, I

JAN DYMARA

TADEUSZ JANUSZKIEWICZ

We discuss the formalism of tautological characteristic classes of flat bundles. Applied to PSL.2;K/,
it yields the Witt class of Nekovář. Applied to PGLC.2n;K/, the general linear groups with positive
determinant over an arbitrary ordered field, it yields (a generalization of) the Euler class.

20G10; 20J06

Introduction

Take a chain complex C� and fix the degree k. The identity map Ck! Ck can be viewed as a cochain of
degree k, with values/coefficients in Ck . Usually it is not a cocycle, but we can force it to be, dividing by
boundaries, changing coefficients to Ck=Bk . Denote the resulting cocycle by T .

Now suppose that a group G acts on C�. Clearly T is G–equivariant, in other words it is a cocycle with
twisted coefficients. We can force T to be a constant coefficients cocycle simply dividing the coefficients
further down to the biggest quotient of theG–module Ck=Bk on whichG acts trivially, called coinvariants
of G. Denote the resulting image of T by � .

Besides producing an untwisted cocycle, this construction has an additional crucial advantage: the
modules Ck , or even Ck=Bk , are usually very big, while the coinvariants .Ck=Bk/G are much smaller
and sometimes manageable.

It is of interest to go halfway in this procedure: fix a (large) normal subgroupN ofG, and take coinvariants
.Ck=Bk/N . Then T becomes a (slightly twisted by an action of G=N ) cocycle taking values in (sometime
still manageable, but bigger) module of N –coinvariants.

One has every reason to expect that this purely algebraic construction has nice functorial properties, and
that it carries a significant amount of information about C� as a G–module. Theorem 1.5 spells out the
most natural form of functoriality.

This algebraic construction needs an input. For us such an input comes from a geometry (or, as some
will undoubtedly insist, algebra), namely from the complex of geometric configurations. One takes a
homogeneous spaceG=H (for example a projective space over an arbitrary fieldK) and builds a simplicial
complex whose simplices are n–tuples of points “in general position”. The notion of general position
that we use depends on the situation, and is discussed separately in each case, but the underlying idea is
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uniform. In all cases the simplicial complexes that we consider have an additional crucial star property
which is discussed in Section 2. The star property makes the simplicial complex contractible in a strong,
geometric sense. The chain complex is just the complex of (alternating or ordered) simplicial chains.

In order to construct characteristic classes of flat G–bundles, we have to address the problem that the G–
action on the space of configurations is not free. But this is done in a standard way, by “Borel construction”,
that we execute on the chain level. We end up with cocycles living in a cochain complex computing
group cohomology of G (seen as a discrete group). The star property implies almost immediately that the
cohomology class of the cocycle is bounded (see Theorem 3.1). The boundedness of tautological classes
is taken with respect to the natural seminorm on the coefficient group. One should keep in mind that this
has fairly different overtones from the usual R–coefficients bounded cohomology of Gromov [1982];
compare for example Ghys [1987].

The first interesting case when this construction produces something valuable is that of PGL.2;K/ acting
on the projective line. This has been studied by Nekovář, who defined and studied the “Witt class” for
PSL.2;K/, with coefficients in the Witt ring of quadratic forms over K. It is an amazing fact that the
four-term Witt relation Œa�C Œb�D ŒaC b�C Œab.aC b/� is indeed the cocycle relation in the complex of
projective point configurations. We review this in detail in Section 7.

The main results of the present paper concern the construction and study of the “Euler class for flat
PGL.n;K/–bundles” in the case where K is an arbitrary ordered field and n is even. This class is
constructed using the general strategy outlined above. We take the PGL.n;K/–action on the simplicial
complex of generic configurations of points in Pn�1.K/, the induced action on Cn=Bn, and then we
take coinvariants with respect to the group PGLC.n;K/ of maps with positive determinant. (Note
that coinvariants with respect to the full projective group are trivial, while coinvariants with respect
to PSL.n;K/ are too large for us to handle — for PGLC.n;K/ we have a nice answer.) The resulting
tautological class eu is (an analogue of) the Euler class — for flat PGL.n;K/–bundles. It is twisted by
the homomorphism to Z=2 whose kernel consists of maps with positive determinant. The coefficients are
Z for n even and trivial for n odd (see Theorem 8.1).

One can run a parallel construction starting from the GLC.n;K/–action on the positive projective space
Pn�1
C

.K/. The resulting class euC has coefficients in a free abelian group of rank bn=2c C 1 (see
Theorem 8.1; admittedly, the computation here is somewhat heavy). Consequently, euC can be split into
components euk that are cohomology classes with Z coefficients.

We prove several results about the Euler classes eu and euC. Theorems 9.1 and 10.1 explain the relation
between various components of euC. Theorem 11.1 gives a clean formula for the Euler class of a cross
product of bundles, while Theorem 12.5 gives a cup product formula for the direct sum. In Section 13 we
discuss functoriality. In particular, we relate eu and euC in Theorem 13.1. We also compare the Euler and
Witt classes for PSL.2;K/–bundles in Theorem 13.4. Finally, in Theorem 13.6, using the cross-product
formula, we show nontriviality of our Euler classes in every even dimension.
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Further characteristic classes and more applications are postponed to subsequent papers.

Tautological classes with coefficients in Ck=Bk were defined in a forgotten paper of James Dugundji
[1958], where he also proved some results of general nature, like functoriality and universality. The paper
was forgotten, probably because the results did not help with actual calculations: modules Ck=Bk are
usually very big and unmanageable. We discovered Dugundji’s paper when we were already well into
our project. Our initial inspiration came from the papers of Nekovář [1990] and Kramer and Tent [2010],
where the idea of passing to G–coinvariants is present. With a grain of salt, one may say that the Witt
and Maslov classes are constructed in these papers in the tautological way.

Reznikov [1997] noticed that for an ordered field K one has an “Euler class” for PSL.2;K/ with Z

coefficients. In fact, this class is (a multiple of) the image of the Witt class of Nekovář under the signature
map from the Witt ring to Z, given by the ordering of K.

The plan of the paper is as follows.

In Part I we discuss the general theory: Section 1 explains definitions and functoriality of tautological
classes in a purely algebraic, abstract context; in Section 2 it is shown how actions on simplicial complexes
can lead to examples, star-property is recalled, and a method of coefficient calculation for actions on
simplicial complexes is described; Section 3 is about (automatic) boundedness of tautological classes;
and Section 4 contains a simplicial counterpart of the process of representing classes of flat bundles by
pullbacks of invariant forms via sections.

Part II is about GL.2/: in Section 6 we discuss various actions of this group with a view towards
investigating the corresponding tautological classes; in Section 7 the Witt group appears as the coefficient
group coming from the general formalism applied to the homographic action on the projective line, and
the tautological Witt class is defined.

In Part III we define Euler classes for the groups PGL.n;K/ and PGLC.n;K/, where K is an arbitrary
ordered field. In Section 8 actions of these groups on Pn�1.K/ and on Pn�1

C
.K/ are used to define

tautological Euler classes eu and euC; coefficients are calculated, and euC is decomposed into a direct
sum of classes euk (with coefficients in Z). In Section 9 we establish a general relation between the
classes euk , and in Section 10 we express all of them in terms of eu0 in a weak sense using Smillie’s
argument. In Sections 11 and 12 we show some multiplicativity properties of eu0. In Section 13 we
further investigate relations between various Euler classes (and the Witt class); we also prove that all
these classes are nontrivial (for n even).
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I Generalities

1 Algebraic tautological classes

Chain complexes Let C�D .Cn; @n/ be a chain complex of abelian groups. As usual, we putZnDker @n
(cycles) and Bn D im @n (boundaries). Let us fix an integer d and consider idCd as an element of
Hom.Cd ; Cd /— the d–cochain group of the complex Hom.C�; Cd /. This element is usually not a
cocycle — yet, if we replace the coefficient group Cd by the quotient Cd=Bd , it becomes one.

Definition 1.1 Let C� be a chain complex. The tautological cocycle T dC� is the d–cycle of the com-
plex Hom.C�; Cd=Bd / defined by the quotient map Cd ! Cd=Bd . The tautological class �dC� is the
cohomology class of T dC� in Hd .Hom.C�; Cd=Bd //.

The cochain T dC� is indeed a cocycle:

ıT dC�.c/D T
d
C�
.@c/D @cCBd D Bd :

Notice that �dC� is functorial, in the following way: Let f WC�!K� be a chain map. Then fd WCd !Kd

induces a map Cd=ker @d !Kd=ker @d , which in turn induces a map

f� WH
d .Hom.C�; Cd=ker @d //!Hd .Hom.C�; Kd=ker @d //:

There is also the map f � W Hom.K�; Kd=ker @d /! Hom.C�; Kd=ker @d / inducing

f � WHd .Hom.K�; Kd=ker @d //!Hd .Hom.C�; Kd=ker @d //:

Clearly, f ��dK� D f��
d
C�

; indeed, both these classes are represented by the same cocycle

Cd 3 c 7! fd .c/C ker @d 2Kd=ker @d :

G–chain complexes Now suppose that the complex C� is a G–chain complex, ie it is acted upon by
a group G, by chain maps. The group Cd=Bd has the induced G–module structure. The tautological
cocycle T dC� W Cd ! Cd=Bd is a G–map.

Definition 1.2 Let C� be a G–chain complex. The tautological class �dC�;G 2H
d .HomG.C�; Cd=Bd //

(cohomology with twisted coefficients) is the cohomology class of T dC� .

We have found out that the above class has also been defined and investigated in a forgotten paper of
Dugundji [1958].

The G–module Cd=Bd is usually very big. To cut it down in size we will consider its coinvariants
group Ud D .Cd=Bd /G — its largest G–trivial quotient. This group might be either too small to carry
information or too big to extract information, yet in some cases it is nontrivial and manageable.

Definition 1.3 Let C� be a G–chain complex. Let Ud (or Ud .C�/) denote the coinvariants group
.Cd=Bd /G . The tautological class �d

C�=G
2Hd .HomG.C�; Ud // is the cohomology class of T d

C�=G
; the

cocycle obtained by composing the tautological cocycle T dC� with the quotient map Cd=Bd! .Cd=Bd /G .

Algebraic & Geometric Topology, Volume 24 (2024)
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Remark (1) The functor of coinvariants is right-exact [Brown 1982, II, Section 2]. Therefore,
Ud D .Cd /G=.Bd /G (strictly speaking, we divide by the image — not necessarily injective — of
.Bd /G in .Cd /G). Moreover, @ W CdC1! Cd induces a map @ W .CdC1/G! .Cd /G , and Ud can
also be described as .Cd /G=@..CdC1/G/.

(2) If N is a normal subgroup of G then there exists yet another, G=N –twisted tautological class � in
Hd

�
HomG.C�; .Cd=Bd /N /

�
.

Let us discuss functoriality. Suppose that C� is a G–complex and that K� is an H–complex. Assume
that � W G ! H is a homomorphism and that f W C�! K� is a �–equivariant chain map. The group
Ud .K�/ acquires a G–module structure via �. We have two maps,

Hd
�
HomH .K�; Ud .K�//

� f �
�!Hd

�
HomG.C�; Ud .K�//

� f�
 �Hd

�
HomG.C�; Ud .C�//

�
;

the right one induced by the f –induced coefficient map Ud .C�/! Ud .K�/. As before, it is straight-
forward to check that f ��d

K�=H
D f��

d
C�=G

— both of these classes are represented by the cocycle
Cd 3 c 7! Œfd .c/� 2 Ud .K�/.

Acyclic G–chain complexes Let us now assume that C� is an acyclic G–chain complex. By this we
mean that

(1) Cn D 0 for n < 0;

(2) C� comes equipped with an augmentation map — a G–homomorphism � W C0! Z, where Z has
the trivial G–module structure;

(3) the augmented complex

� � � ! Cn! Cn�1! � � � ! C1! C0
�
�! Z! 0! � � �

is exact.

(In other words: C� is a resolution of the trivial G–module Z.)

The tautological class �d
C�=G

can be used to define a cohomology class of the group G, as follows. Let
P� be a projective resolution of the trivial G–module Z. The cohomology groups H�.G;Ud / are defined
as cohomology groups of the complex HomG.P�; Ud / [Brown 1982, III, Section 1]. There exists a chain
map of resolutions  C� W P�! C� (respecting augmentations, ie extending by identity on Z to a chain
map of the augmented complexes). Moreover,  C� is unique up to chain homotopy [Brown 1982, I,
Lemma 7.4].

Definition 1.4 Let C� be an acyclic G–chain complex, P� a projective resolution of the trivial G–
module Z, and  C� WP�!C� a chain map of resolutions. Let  �C� WH

d .HomG.C�; Ud //!Hd .G;Ud /

be the map on cohomology induced by  C� . We define the tautological class

�dG;C� D  
�
C�
.�dC�=G/ 2H

d .G;Ud /:

These classes are functorial just as the previous ones:

Algebraic & Geometric Topology, Volume 24 (2024)
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Theorem 1.5 Let C� be an acyclic G–chain complex, K� an acyclic H–chain complex, � WG!H a
group homomorphism , and f W C�!K� a �–equivariant chain map. Consider two maps

Hd .H;Ud .K�//
��
�!Hd .G;Ud .K�//

f�
 �Hd .G;Ud .C�//I

the right one induced by the f –induced coefficient map Ud .C�/! Ud .K�/. Then

���dH;K� D f��
d
G;C�

:

Proof Consider the diagram

Hd
�
HomH .K�; Ud .K�//

�
Hd

�
HomG.C�; Ud .K�//

�
Hd

�
HomG.C�; Ud .C�//

�
Hd .H;Ud .K�// Hd .G;Ud .K�// Hd .G;Ud .C�//

f � f�

�� f�

There are tautological classes �K�=H 2H
d
�
HomH .K�; Ud .K�//

�
, defined as the class of the tautological

cochain TK�=G.k/D Œk�, and a similar �C�=G 2H
d
�
HomG.C�; Ud .C�//

�
. Their images in the group

Hd
�
HomG.C�; Ud .K�//

�
coincide, since both are clearly equal to the class of T defined by T .c/D Œf .c/�.

The classes �H;K� and �G;C� are images of �K�=H and �C�=G (respectively) under the vertical maps.
Thus, to prove the theorem, we only need to check that the above diagram is commutative.

Commutativity of the right square: The vertical maps are induced by a (unique up to chain homotopy)
G–map of chain complexes P.G/�! C�. The horizontal maps are induced by the coefficient map f�.
Since these two maps act on different arguments of the Hom functor, they commute.

Commutativity of the left square: That square is the result of applying a cohomology functor to the
diagram

K� C�

P.H/� P.G/�

f�

��

The two compositions to compare are G–maps from P.G/� to the acyclic chain complex K� (with the
G–structure induced via �). Such a map is unique up to chain-homotopy; hence the compositions are
chain-homotopic. After passing to cohomology, they become equal.

Remark 1.6 The procedure applied in Definition 1.4 to the tautological class works in greater generality,
for arbitrary coefficient groups and arbitrary classes. In Theorem 4.4 we will need the following version:
Let C� be an acyclicG–chain complex, A aG–module, T 2Zd .HomG.C�; A// anA–valuedG–invariant
d–cocycle, P� a projective resolution of the trivial G–module Z, and  C� W P�! C� a chain map of
resolutions. Let  �C� W HomG.C�; A/! HomG.P�; A/ be the cochain map induced by  C� . We define
the group cohomology class � 2Hd .G;A/ associated to T by � WD Œ �C�.T /�.
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2 Geometric complexes

Our main source of acyclic G–chain complexes is geometry. Suppose that G acts on an acyclic simplicial
complex X by simplicial automorphisms. Then the simplicial chain complex C�X is an acyclic G–chain
complex.

Definition 2.1 Let X be an acyclic simplicial G–complex. The definitions of Section 1 applied to the
acyclic simplicial G–chain complex C�X give rise to

� the coefficient group Ud D Ud .X/ WD Ud .C�X/;

� the tautological cocycle T d
X=G
WD T d

C�X=G
;

� the tautological class �d
X=G
WD �d

C�X=G
;

� the tautological group cohomology class �dG;X WD �
d
G;C�X

.

In our considerations, the G–complexes X will usually arise as restricted configuration complexes of
homogeneous G–spaces. We will typically start from a transitive G–action on a space P . We will use P

as the set of vertices of X , and span simplices of X on tuples of elements of P satisfying some genericity
conditions. (A typical example: G D SL.2;K/, P DK2 n f0g, a tuple of vectors spans a simplex if and
only if every two of them are linearly independent.) This scheme applies to many algebraic groups over
arbitrary infinite fields.

The acyclicity of these restricted configuration complexes is usually the consequence of the star-property
defined below.

Definition 2.2 [Kramer and Tent 2010] A simplicial complex X has the star-property if for any finite
subcomplex Y � X there exists a vertex v 2 X0 n Y 0 joinable with every simplex of Y (v is joinable
with a k–simplex � D Œy0; : : : ; yk� if v � � D Œv; y0; : : : ; yk� is a .kC1/–simplex in X ).

Fact 2.3 If X has the star-property, then it is acyclic.

Proof Let z D
P
a�� be a cycle in X . Let Y be the union of all simplices � that appear in z. Let v be

a vertex of X witnessing the star-property for Y . Then z D @
�P

a�v � �
�
.

For a complex X with the star-property there is another variant of an acyclic chain complex associated to
it; the (nondegenerate) ordered chain complex C o�X . The group C o

k
X is the free abelian group whose

basis is the set of all .kC1/–tuples of vertices of X that span k–simplices (in other words, the set of
ordered, nondegenerate k–simplices of X ). The boundary operator is defined by the usual formula

@Œv0; : : : ; vk�D

kX
iD0

.�1/i Œv0; : : : ; Ovi ; : : : ; vk�:
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By the same argument as in Fact 2.3, the complex C o�X is acyclic. (Warning: for finite simplicial
complexes the nondegenerate ordered chain complex does not calculate homology correctly, eg the
complex C o� .�

1/ is not acyclic.)

If a simplicial complex is acted upon by a group G, one can use the ordered chain complex to define
the coefficient group U o

d
WD .C o

d
X=Bo

d
X/G , the tautological cocycle T d

Co�X=G
and the tautological

class �d
Co�X=G

. (If X has the star-property, one can further define the tautological group cohomology
class �d

G;Co�X
.) There is a natural epimorphic G–chain map C o�X ! C�X ; it induces an epimorphism

U o
d
! Ud . The group U o

d
is usually insignificantly larger than Ud , as we shall see.

The calculations of the groups Ud and U o
d

are often used in this paper; we now explain how they are
done. Let X .n/ be the set of nondegenerate ordered n–simplices in a simplicial complex X . Let Rn be
a set of representatives of orbits of G on X .n/. For any � 2X .n/ we denote by �R the unique element
of Rn that is G–equivalent to � . For chains we put

�P
a��

�
R
D
P
a��R.

Fact 2.4 Let X be a simplicial G–complex.

(a) The group U o
d

is the quotient of the free abelian group with basis Rd by the subgroup spanned by
f.@�/R j � 2RdC1g.

(b) The group Ud is the quotient of the free abelian group with basis Rd by the subgroup spanned by
f.@�/R j � 2RdC1g[f.t�/R� sgn.t/� j � 2Rd ; t 2 SdC1g. Moreover , in this description one can
change the range of t from the permutation group SdC1 to any generating set of this group.

The proof is based on the formula U o
d
D .C o

d
X/G=@.C

o
dC1

/G and an analogous formula for Ud . We
denote by cG the image of the chain c in the coinvariants group.

Proof We start with a general remark. Suppose that a group G acts on a set Y . Let ZŒY � be the free
abelian group with basis Y . Then ZŒY � has a natural G–module structure, and the coinvariants module
ZŒY �G is the free abelian group with basis Y=G (the orbit space of the G–action on Y ). If R� Y is a set
of representatives of G–orbits, then the bijection R 3 r 7!G � r 2 Y=G induces the natural isomorphism
ZŒR�! ZŒY=G�! ZŒY �G .

Applying this discussion to theG–action onX .n/ we see that .C onX/GDZŒX .n/�GDZŒX .n/=G�'ZŒRn�.
This isomorphism .C onX/G! ZŒRn� is clearly given by cG 7! cR. Similarly, .C onC1X/G is isomorphic
to ZŒRnC1�, which is generated by RnC1. The map @ W .C onC1X/G! .C onX/G can be interpreted as the
map ZŒRnC1� 3 c 7! .@c/R 2 ZŒRn�; its image is generated by the images of elements of RnC1, ie by
the set f.@�/R j � 2RnC1g. Part (a) is proved.

For part (b): Let K be the kernel of the epimorphism C o
d
X ! CdX . The group K is generated by

ft� � .sgn t /� j t 2 SdC1; � 2 X .d/g (one can change the range of t from SdC1 to any generating set
of SdC1). Applying the coinvariants functor to the exact sequence K! C o

d
X ! CdX ! 0 we get the

middle row of the following commuting diagram with exact rows and columns:
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.C o
dC1

X/G .CdC1X/G 0

KG .C o
d
X/G .CdX/G 0

U o
d

Ud

0

@ @

�G

A diagram chase shows that an element of .C o
d
X/G that maps to 0 in Ud is a sum of images of elements

of KG and .C o
dC1

X/G . Consequently,

Ud ' .C
o
dX/G=.@.C

o
dC1X/G C �GKG/:

Therefore, a presentation of Ud can be obtained from the presentation of U o
d

given in (a) by adjoining
extra relations generating �GKG . These extra relations are images of generators of KG under �G , ie are of
the form .t�/G � .sgn t /�G (t 2 SdC1, � 2X .d/). Under the isomorphism .C o

d
X/G!ZŒRd � this form

maps to .t�/R � .sgn t /�R. To finish the proof we will check that .t�/R D .t�R/R. We have �R D g�
for some g 2G. This implies that t�R D g.t�/, and then .t�R/R D .g.t�//R D .t�/R.

3 Boundedness

A group cohomology class in Hd .G;R/ is called bounded if it can be represented by a bounded cocycle
c WSdBG!R (or, equivalently, a bounded G–invariant R–valued cocycle on SdEG). Here S�BG is the
singular chain complex of BG; a cocycle c is bounded if there exists M > 0 such that for each singular
simplex � W�d ! BG we have jc.�/j �M . Instead of R, one can use other groups with seminorm. In
particular, if X is a simplicial G–complex, the coefficient group U D Ud .X/ carries a natural seminorm,
induced by the `1–norm on CdX . Explicitly, for u 2 U we consider all chains

P
˛i�i 2 CdX that

represent u, and we declare the infimum of
P
j˛i j over all such chains to be juj.

Theorem 3.1 Suppose that X is an acyclic simplicial G–complex with the star-property. Then the
tautological cohomology class �dG;X 2 H

d .G;U / is bounded with respect to the seminorm discussed
above.

Proof We will construct a G–chain map ‰� W S�EG! C�X . For each n� 0 choose a free basis †n of
the freeG–module SnEG. We define‰n inductively. For each �02†0 we choose a vertex‰0.�0/2X .0/;
we extend ‰0 to S0EG by G–equivariance and linearity. Once ‰n�1 is defined, we define ‰n on †n
as follows. For �n 2†n we consider ‰n�1.@�n/D

P
�i 2 Cn�1X . By the star-property, there exists a

vertex v 2 X .0/ joinable to every �i ; we put ‰n.�n/D
P
v � �i , so as to have @‰n.�n/D ‰n�1.@�n/.

Then we extend ‰n to SnEG by G–equivariance and linearity. A straightforward induction shows that
for any singular simplex �n 2 SnEG the chain ‰n.�n/ is a sum of at most .nC 1/Š simplices.
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The class �dG;X is represented by the cocycle T d
X=G
ı‰d . The tautological cocycle T d

X=G
has norm at

most 1 — it maps a simplex to its class in Ud , and that class has norm � 1 by definition of the seminorm.
Therefore, for any singular simplex �d in EG,

jT dX=G.‰d .�d //j � .d C 1/Š:

Remark 3.2 There is a different approach to bounded group cohomology, based on the standard
homogeneous resolution of the trivial G–module Z (see [Brown 1982, I, Section 5]). That approach is
equivalent to the one used above, as shown in [Gromov 1982, pages 48–49]; for a more detailed account
see [Löh 2010, 2.5.5]. In these references real coefficients are used, but the proof works for coefficients
in an arbitrary abelian group with seminorm.

4 Characteristic classes

A cohomology class ˛ of a (discrete) group G can serve as a characteristic class of (flat) G–bundles.
Suppose that ˛ is obtained from a G–invariant cocycle on an acyclic G–space X as in Remark 1.6. Then
it is possible to describe the characteristic class using the cocycle directly, bypassing ˛ (see Theorem 4.4).
This section is organized as follows. We start by recalling the connection between group cohomology
and characteristic classes. Next, we describe the classical de Rham version of characteristic classes of
flat bundles. Then we discuss auxiliary notions and notation and, finally, we state and prove the main
statement, Theorem 4.4. (Recall that we consider G with discrete topology, so that all G–bundles are
flat — with locally constant transition functions — and BG is K.G; 1/.)

Let ˛ 2Hd .G;A/DHd .BG;A/ be a cohomology class of a group G. The space BG is the base of a
universal principal G–bundle EG. Every principal G–bundle P over a (paracompact) base space B has
a classifying map; a map fP W B! BG such that f �P EG ' P . The map fP is unique up to homotopy.
Notice that we use f �� to denote the pullback of the bundle � via the map f , and we also use f �� and
f �T for the pullback of a cohomology class � or of a cocycle T . Though occasionally confusing, this
dual usage is standard practice in bundle theory.

Definition 4.1 The cohomology class ˛.P / WD f �P .˛/ 2H
d .B;A/ is functorial in P , and is called the

characteristic class (corresponding to ˛) of the bundle P .

In this definition the G–module A may have nontrivial G–structure. Then the groups Hd .G;A/ and
Hd .B;A/ are cohomology groups with twisted coefficients, ie with coefficients in a flat G–bundle (local
system) with fibre A. For Hd .G;A/ D Hd .BG;A/ the bundle is EG �G A; for Hd .B;A/ we use
P �G A. We have P �G AD f �P .EG �G A/, so the coefficient system used over BG pulls back to the
one used over B; therefore we get a map f �P WH

d .G;A/!Hd .B;A/.

In de Rham theory there is a construction of characteristic classes of flat bundles that does not explicitly
refer to BG. In fact, it gives an explicit cocycle representative of the characteristic cohomology class
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in terms of a section. Suppose that P ! B is a principal flat G–bundle over a manifold B , and that
! 2�d .X/ is a G–invariant closed form on a contractible G–manifold X . To these data we will associate
a class in Hd

DR.B/. We start by forming the associated bundle E D P �G X with fibre X . Then we
choose a section s WB!E; it exists and is homotopically unique because X is contractible. Now the idea
is that a section s of a flat bundle is an ill-defined —G–ambivalent — map from the base to the fibre. The
G–ambivalence is countered by theG–invariance of !, so the pullback of ! by s is well defined. Let us be
more precise. Let 'U WEjU !U �X be local trivializations of E. Composing 'U with pr2 WU �X!X

we get a map  U WEjU !X . The compositions  U ı sjU WU !X are locally defined maps; these maps
are not compatible. However, due to the G–invariance of !, the forms !U D . U ı sjU /�! 2�d .U /
are compatible and define a global closed form in �d .B/. Slightly abusing the notation we denote this
form by s�!. The cohomology class of s�! in Hd

DR.B/ is a characteristic class of the bundle P . An
alternative description is to define the global form !E on E by gluing the compatible collection of forms
 �U! 2�

d .EjU /, and then take s�!E in the standard sense. (See [Morita 2001, Chapter 2] for more
information on these classes.)

Let us pass to the simplicial setting. Let P ! B be a principal G–bundle over a �–complex B . (For a
basic discussion of �–complexes see [Hatcher 2002, Section 2.1].) Let T 2Zd .HomG.C�X;A// be an
A–valued G–invariant simplicial cocycle on an acyclic simplicial G–complex X , and let � 2Hd .G;A/

be the associated cohomology class (as in Remark 1.6). The characteristic class of P (corresponding
to � ) is the cohomology class �.P / 2Hd .B;A/ (see Definition 4.1). We will use the strategy explained
in the de Rham setting and obtain a cochain on B representing �.P / (see Theorem 4.4).

To deal with sections in the simplicial context we introduce a special family of trivializations. Let P !B

be a principal G–bundle over a �–complex B . Let X be a simplicial G–complex. Let E D P �G X be
the associated bundle with fibre X . Consider a simplex � W�! B , part of the �–complex structure. The
bundle ��P is a flat principal G–bundle over a simplex; hence it has flat sections. Any such flat section
r W�! ��P induces a trivialization of ��E ' ��P �G X — the map

��X 3 .p; x/ 7! Œr.p/; x� 2 ��P �G X

is an isomorphism, whose inverse '�;r is a trivialization. We put  �;r D pr2 ı'�;r W �
�E!X . Notice

that all possible flat sections of ��P are G–related, and that

(4-1)  �;rg D g
�1 �;r :

Moreover, if �i is a face of � (say �i D � j�.i/, where �.i/D Œe0; : : : ; Oei ; : : : ; en�), then

(4-2)  �;r j��
i
E D  �i ;rj�.i/ :

We will now use the maps  �;r to define simplicial sections.

Definition 4.2 Let B be a �–complex, X a simplicial G–complex, P ! B a principal G–bundle, and
E D P �G X the associated bundle over B with fibre X . A section s W B!E is called simplicial if for
every simplex � W�! B from the �–structure of B , and for any  �;r W ��E!X as described above,
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the composition  �;r ı s ı� W�!X is an affine map of � onto some simplex of the simplicial structure
of X — possibly onto a simplex of dimension smaller than dim� (the composition s ı� defines a section
of ��E because, for p 2�, we have .��E/p DE�.p/).

Remark A simplicial section in uniquely determined by its values at the vertices of the base.

A twisted cochain in C d .B;A/ assigns to a simplex � W �! B a value in .P �G A/�.e0/ — the fibre
of the coefficient bundle over the initial vertex of � . This value extends to a (unique) flat section of
��.P �G A/D �

�P �G A. A flat section of that bundle can be described as Œr; a�, where r is a section
of ��P and a 2 A. For each g 2G the pair Œrg; g�1a� defines the same section; therefore one can also
describe sections as continuous (locally constant) G–maps ��P ! A— or G–maps from the G–torsor
of flat sections of ��P to A.

Definition 4.3 Let B be a �–complex, X a simplicial G–complex, P ! B a principal G–bundle, and
EDP �GX the associated bundle over B with fibreX , s— a simplicial section ofE. Consider a simplex
� W�! B from the �–structure of B and flat sections r of ��P . Then the expression T . �;r ı s ı �/ is
G–equivariant in r (due to (4-1) and the fact that T is a G–map). The formula

s�T .�/D Œr; T . �;r ı s ı �/�

defines the cochain s�T 2 C d .B;A/ (with twisted coefficients).

(The image of the map  �;r ı s ı � is a simplex in X , on which we put the orientation corresponding
under this map to the standard orientation of the standard simplex; we interpret the argument of T as that
oriented simplex. If the image of  �;r ı s ı � has dimension smaller than d , we interpret the argument
of T as the zero chain.)

Remark The fact that s�T is a cocycle will follow from the proof of the next theorem.

Theorem 4.4 Let T be an A–valued G–invariant cocycle on an acyclic simplicial G–complex X . Let
� 2Hd .G;A/ be the associated group cohomology class (as in Remark 1.6). Let P ! B be a principal
(flat) G–bundle over a �–complex B . Let s W B ! P �G X be a simplicial section. Then the class
�.P / 2Hd .B;A/— the characteristic class of P corresponding to � — is represented by the simplicial
cocycle s�T 2Zd .B;A/.

Proof The total space EG of the universal principal G–bundle EG! BG is contractible (it is also the
universal cover of BG). The G–action on EG is free. Therefore, the singular chain complex S�EG is
a projective (in fact, free) resolution of the trivial G–module Z. Moreover, .S�EG/G ' S�BG. Let
‰D‰C�X W S�EG!C�X be a resolution map from S�EG to the simplicial chain complex of X . This
map induces the map ‰� W HomG.C�X;A/! HomG.S�EG;A/, and

� D Œ‰�T � 2Hd .HomG.S�EG;A//DHd .G;A/:
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Let f D fP W B ! BG the a classifying map of the bundle P , and let F W P ! EG be a G–bundle
map covering f . Then �.P /D f �� D Œf �‰�T �. Let us describe the cocycle f �‰�T explicitly. This
cocycle should assign to any simplex � W�! B (from the �–structure of B) a value in .P �G A/�.e0/;
as explained in the paragraph preceding Definition 4.3, the choice of that value is equivalent to the choice
of a G–map from the G–set of flat sections r of ��P to the G–module A. Suppose that r W�! ��P is
a (flat) section. Then F ı r is a singular simplex in EG. The map r 7! T .‰.F ı r// 2 A is a G–map
(since each of F , ‰ and T is a G–map); it defines the value of the cochain f �‰�T (representing �.P /)
on the simplex � ,

(4-3) f �‰�T .�/D Œr; T .‰.F ı r//�:

The cochain f �‰�T depends on several choices:

(1) One can choose the space BG— within the homotopy type.

(2) One can choose f W B! BG— within the homotopy class.

(3) One can choose ‰— all resolution maps are possible.

Our strategy is to exploit these choices to ensure that f �‰�T D s�T .

Let †.B/ be the set of all simplices � forming the �–structure of B .

Lemma 4.5 One can choose the space BG and the map f such that

(a) f �EG ' P (ie f is a classifying map of P );

(b) all the maps f ı � for � 2†.B/ are pairwise distinct.

Proof For dimension d let md be the barycentre of the standard simplex �d . For each � 2†.B/ we put
p� D �.mdim� /. Then we choose a collection of pairwise different points .x� /�2†.B/ in BG. (If BG is
too small for that, we change it by wedging it with a contractible space of sufficiently large cardinality.)
Finally, we perform a homotopy of f (inductively over skeleta) to ensure f .p� /D x� .

Let f WB!BG be a classifying map of P satisfying the conditions of Lemma 4.5. Let F W P !EG be
a G–bundle map covering f (the composition of an isomorphism P ! f �EG with the canonical map
f �EG!EG).

Lemma 4.6 One can choose the resolution map ‰ W S�EG! C�X such that f �‰�T D s�T .

Proof Let us discuss how ‰ may be constructed. For each n � 0 choose a free basis †n of the free
G–module SnEG. Define ‰n inductively. The base case is ‰�1D idZ WZ!Z, with Z connected to the
resolutions by the augmentation maps @ W S0EG! Z, @ W C0X ! Z. Once ‰n�1 is defined, calculate —
for every � 2†n — the cycle ‰n�1.@�/. Since C�X is acyclic, this cycle is a boundary of some n–chain;
pick one such chain and define it to be ‰n.�/. A crucial remark is that if, for some � 2 †n and some
n–simplex � in X , we have ‰n�1.@�/D @� , then we may put ‰n.�/D � . Once ‰n is defined on †n, we
extend it to SnEG by G–equivariance and linearity.
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For each .� W�! B/ 2†.B/ choose a flat section r.�/ W�! ��P . Composing this section with the
canonical bundle map ��P !P , and then with F WP !EG, we get a singular simplex F ı r.�/ in EG.
We denote this simplex by Af ı � — it is a lift of f ı � . All the lifts Af ı � are pairwise G–inequivalent,
because all f ı� are pairwise distinct. Therefore we may choose the free bases †n such that they contain
all the lifts Af ı � (for � 2†.B/). We would like to define

(4-4) ‰.Af ı �/D  �;r.�/ ı s ı �:
To be able to do that we need to check that

(4-5) ‰.@.Af ı �//D @. �;r.�/ ı s ı �/:
Let �i D � j�.i/, where�.i/D Œe0; : : : ; Oei ; : : : ; en� with nD dim � . (Strictly speaking, we should also use
an extra map identifying �.i/ with the standard simplex. We will ignore this in order not to overburden
the notation.) We have

(4-6) @.Af ı �/D
nX
iD0

.�1/i .Af ı �/j�.i/:

Observe that .Af ı �/j�.i/ is a lift of f ı .� j�.i//; therefore .Af ı �/j�.i/ D .Af ı �i / � g.i/ for some
g.i/ 2G. By induction on the dimension we know that

‰..Af ı �i / �g.i//D g.i/�1‰.Af ı �i /D g.i/�1. �i ;r.�i / ı s ı �i /D  �i ;r.�i /g.i/ ı s ı �i ;
the last equality following from (4-1). We may finally write

(4-7) ‰.@.Af ı �//D
nX
iD0

.�1/i �i ;r.�i /g.i/ ı s ı �i :

On the other hand,

(4-8) @. �;r.�/ ı s ı �/D

nX
iD0

.�1/i �;r.�/ ı s ı �i :

Notice that s ı �i is a section of ��i E (where E D P �G X ); therefore (4-2) applies and yields

(4-9)  �;r.�/ ı s ı �i D  �i ;r.�/j�.i/ ı s ı �i :

The flat sections r.�/j�.i/ and r.�i / of the G–bundle ��i P are G–related: r.�/j�.i/D r.�i / �g for some
g 2 G. Recall that, for any � 2 †.B/, the singular simplex Af ı � is the composition of r.�/ with a
G–bundle map ��P !EG. It follows that .Af ı �/j�.i/D .Af ı �i / �g; therefore gD g.i/. Consequently,

(4-10)  �i ;r.�/j�.i/ ı s ı �i D  �i ;r.�i /g.i/ ı s ı �i :

Putting (4-8), (4-9) and (4-10) together we get

(4-11) @. �;r.�/ ı s ı �/D

nX
iD0

.�1/i �i ;r.�i /g.i/ ı s ı �i :
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Comparing this with (4-7) we obtain (4-5). We may therefore define‰ so that (4-4) holds for all � 2†.B/.
Then, for d–dimensional � we get

f �‰�T .�/D
�
r.�/; T

�
‰.F ı r.�//

��
D Œr.�/; T .‰.Af ı �//�D Œr.�/; T . �;r.�/ ı s ı �/�D s�T .�/:

Lemma 4.6 implies f �‰�T — a cocycle representing �.P /— is equal to s�T ; proving Theorem 4.4.

Remark In our applications of Theorem 4.4 the coefficients will be either untwisted or only mildly
twisted (eg a GL.2;K/–module A which is trivial as an SL.2;K/–module).

5 Homological core

Consider an acyclic simplicial G–complex X , the associated coefficient group Ud and the tautological
cohomology classes �X=G 2Hd .HomG.C�X;Ud // and �G;X 2Hd .G;Ud /.

Question Is it possible to represent these tautological classes by cocycles with coefficients in a proper
subgroup of Ud ?

In general, there is a candidate subgroup. The coefficient group Ud D .CdX/G=@.CdC1X/G has a
natural homomorphism @ W Ud ! .Cd�1X/G (induced by the usual @ W CdX ! Cd�1X ).

Definition 5.1 The homological core hUd of the group Ud is the kernel of the map @ WUd ! .Cd�1X/G .

The following theorem states a weaker property then asked for above, but is quite general.

Theorem 5.2 Let X be an acyclic simplicial G–complex. Let �G;X 2 Hd .G;Ud / be the associated
tautological class , and let z 2Hd .BG;Z/ be a homology class. Then h�G;X ; zi 2 hUd .

Proof The map @ W Ud ! .Cd�1X/G of coefficient groups induces horizontal maps in the commutative
diagram

Hd .HomG.C�X;Ud // Hd
�
HomG.C�X; .Cd�1X/G/

�
Hd .G;Ud / Hd .G; .Cd�1X/G/

@�

@�

The class �X=G 2Hd .HomG.C�X;Ud // is mapped to 0 by @�. Indeed, the class �X=G is represented by
the tautological cocycle given by TX=G.�d /D Œ�d �. Let t 2HomG.Cd�1; .Cd�1/G/ also be tautological:
t .�d�1/D Œ�d�1�. Then

.@�TX=G/.�
d /D @Œ�d �D Œ@�d �D t .@�d /D .ıt/.�d /;

that is, @�TX=G D ıt ; hence @��X=G D 0.

It now follows from the diagram that @��G;X D 0 as well. Therefore, @h�G;X ; zi D h@��G;X ; zi D 0.
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II GL.2 ; K/

In this part we describe some results of Nekovář [1990] from our point of view. This provides a perfect
illustration of the general method.

6 Review of possible actions

The first example where the general approach from Part I gives something interesting is G D GL.2;K/.
To proceed we need a simplicial action of G on a complex X with desired properties, one of them being
high transitivity. Such X can be constructed by taking as the vertex set a homogeneous space G=S for
some S and studying the notion of “generic k–tuple”. In GL.2;K/ we have the following interesting
subgroups.

(1) If S D
�
1
0
�

�

�
, then G=S DK2nf0g. A tuple is generic if it consists of pairwise linearly independent

vectors. The action of GL.2;K/ is effective and transitive on generic pairs. We will discuss this
case later.

(2) If S D
�
�

0
0
�

�
, then G=S D .P1.K/� P1.K// n� (where � is the diagonal). Generic k–tuples

are tuples of pairs .pi ; qi / with all the points pi and qj distinct. Here even the action on pairs is
not transitive, because the cross-ratio .p1; q1; p2; q2/ is preserved. The action of GL.2;K/ is not
effective; it factors through PGL.2;K/.

(3) If S D
�
�

0
�

�

�
, then G=S D P1.K/. The action factors through PGL.2;K/. Generic k–tuples are

tuples of distinct projective points. The action is triply transitive.

In the first two examples our approach yields very big groups of coefficients. We can compute them
(and we do so in the S D

�
1
0
�

�

�
case), but we cannot say much about them. In the third case transitivity

is higher; hence the coefficient group is smaller and easier to understand. We do the computation in
detail (following Nekovář). Actually in this case something interesting happens: while PGL.2;K/ acts
transitively on triples, the large normal subgroups PSL.2;K/ acts transitively on pairs, while its orbits on
triples are indexed by PK= PK2 — the group of square classes. This gives an untwisted cohomology class
for PSL.2;K/ and a (slightly) twisted cohomology class for PGL.2;K/.

Now we proceed with the description of the S D
�
1
0
�

�

�
case. We do not discuss the S D

�
�

0
0
�

�
case.

GL.2 ; K/–action on nonzero vectors Consider the GL.2;K/–action on GL.2;K/=
�
1
0
�

�

�
'K2 n f0g.

We declare a tuple of nonzero vectors in K2 to be generic if its elements are pairwise linearly independent.
The complex X has k–simplices spanned on generic .kC1/–tuples.

The action of GL.2;K/ is transitive on 1–simplices. However, the action of its large normal subgroup
SL.2;K/ does have an invariant: .v; w/ 7! det.v; w/ 2 PK. Thus, we have a potentially nontrivial 1–
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dimensional cocycle, with coefficients in a quotient of ZŒ PK�. However, any given generic triple can be
normalized by an element of SL.2;K/ to

(6-1)
��

1

0

�
;

�
0

a

�
;

�
�x=a

y

��
with nonzero a, x and y; the three determinants are a, y and x. To get the coefficient group we have to
divide ZŒ PK� by relations hai � hxiC hyi, for all nonzero a, x and y. The resulting coefficient group is
trivial, hence so is the cocycle.

The action of GL.2;K/ on generic triples of vectors has a complete invariant in PK � PK � PK: the triple of
pairwise determinants. The resulting coefficient group is the quotient of ZŒ PK � PK � PK� by the relation�

be�cd

a
; e; c

�
�

�
be�cd

a
; d; b

�
C .e; d; a/� .c; b; a/D 0

(all entries assumed nonzero). We skip the details, as they are not dissimilar to ones in the calculation
presented later, and the result is not especially meaningful.

GL.2 ; K/–action on projective line Consider the GL.2;K/–action on GL.2;K/=
�
�

0
�

�

�
' P1.K/. We

declare a .kC1/–tuple of projective points generic if they are pairwise distinct; we span k–simplices on
such tuples. Thus, the complex X is the (infinite) simplex with vertex set P1.K/.

The GL.2;K/ (in fact, PGL.2;K/) action on X is transitive on 2–simplices. However, the SL.2;K/–
action on 2–simplices has an invariant with values in PK= PK2 — the set of square classes. Our procedure
will produce a cocycle with constant coefficients (in a quotient group of ZŒ PK= PK2�) for PSL.2;K/, and
with twisted coefficients for PGL.2;K/. We discuss this in detail in the next section.

The cross-ration is a complete invariant of (ordered) 3–simplices, ie of 4–tuples of distinct points in
P1.K/, under the action of PGL.2;K/. Thus, our approach yields a 3–cocycle with coefficients in
ZŒ PK n f1g�=I , where I is the subgroup spanned by�

�.�� 1/

�.�� 1/

�
�

�
�� 1

�� 1

�
C

�
�

�

�
� Œ��C Œ��

with �;� 2 PK n f1g and �¤ �. This is related to the dilogarithm function; we do not pursue it further
(but see eg [Bergeron et al. 2014]).

7 Action on triples of points in the projective line

In this section we consider the action of G D PSL.2;K/ on the projective line P D P1.K/, for an infinite
field K. We define X as the (infinite) simplex with vertex set P ; in other words, we span simplices
of X on tuples of generic (ie pairwise distinct) points in P . The complex X has the star-property and is
contractible. To the induced action of G on X the formalism of Part I (see Definition 2.1) associates the
coefficient group U2, the tautological cocycle T , and a tautological cohomology class of G.

Theorem 7.1 The group U2 is isomorphic to W.K/, the Witt group of the field K.
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Let us briefly recall the definition of W.K/ (for details see [Elman et al. 2008, Chapter I]). The isometry
classes of nondegenerate symmetric bilinear forms over K form a semiring, with direct sum as addition
and tensor product as multiplication. Passing to the Grothendieck group of the additive structure of this
semiring we obtain the Witt–Grothendieck ring yW .K/. The Witt ring W.K/ is the quotient of yW .K/
by the ideal generated by the hyperbolic plane — the form with matrix

�
0
1
1
0

�
. Both rings have explicit

presentations in terms of generators and relations; see [Elman et al. 2008, Theorems 4.7 and 4.8].

Proof of Theorem 7.1 We apply Fact 2.4.

Generators We need to find the orbits of the G–action on the set of generic triples of points in P . We
denote by Œv� the point in P determined by the vector v 2K2; for v D

�
a
b

�
we shorten

��
a
b

��
to
�
a
b

�
.

Lemma 7.2 Every generic triple .Œu�; Œv�; Œw�/ of points in P is G–equivalent to a triple of the form

t� D

��
1

0

�
;

�
0

1

�
;

�
1

�

��
; where �D det.u; v/ det.v; w/ det.w; u/:

Triples t� and t� are equivalent if and only if �=� 2 PK2 (the set of squares in PK).

Proof There exists g 2 SL.2;K/ such that guD
�
1
0

�
, and gv D

�
0


�
for  D det.u; v/. Then

gw D

�
˛

ˇ

�
D ˛

�
1

ˇ=˛

�
for some ˛; ˇ 2 PK, so

g W .Œu�; Œv�; Œw�/ 7!

��
1

0

�
;

�
0



�
;

�
˛

ˇ

��
D

��
1

0

�
;

�
0

1

�
;

�
1

�

��
for �D ˇ=˛. Notice that

(7-1) �D
ˇ

˛
D

ˇ̌̌̌
1 0

0 

ˇ̌̌̌
�

ˇ̌̌̌
0 ˛

 ˇ

ˇ̌̌̌�1
�

ˇ̌̌̌
˛ 1

ˇ 0

ˇ̌̌̌
D det.gu; gv/ det.gv; gw/�1 det.gw; gu/

D det.u; v/ det.v; w/�1 det.w; u/:

Notice that the stabilizer of
��
1
0

�
;
�
0
1

��
in SL.2;K/ consists of diagonal matrices of the form

�
˛�1

0
0
˛

�
.

Such a matrix maps t� to��
˛�1

0

�
;

�
0

˛

�
;

�
˛�1

˛�

��
D

��
1

0

�
;

�
0

1

�
;

�
1

˛2�

��
D t˛2�:

The last claim of the lemma follows. Finally, the class in PK= PK2 of � given by (7-1) is the same as the
class of det.u; v/ det.v; w/ det.w; u/.

The lemma and Fact 2.4 imply that U2 is the quotient of ZŒ PK= PK2� by two sets of relations (boundary
relations and alternation relations). The generator of ZŒ PK= PK2� corresponding to t� (and the image of
this generator in U2) will be denoted by Œ�� and called the symbol of the triple.
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Alternation relations The transposition of the first two points of a triple maps t� to��
0

1

�
;

�
1

0

�
;

�
1

�

��
;

which can be transformed by
�
0
�1

1
0

�
to��

1

0

�
;

�
0

�1

�
;

�
�

�1

��
D

��
1

0

�
;

�
0

1

�
;

�
1

���1

��
:

Since Œ���1�D Œ��� in PK= PK2, the resulting relation can be written as �Œ��D Œ���. Next, consider the
transposition of the last two vectors of a triple; this transposition maps t� to��

1

0

�
;

�
1

�

�
;

�
0

1

��
;

which can be transformed by
�
1
0
���1

1

�
to��

1

0

�
;

�
0

�

�
;

�
���1

1

��
D

��
1

0

�
;

�
0

1

�
;

�
1

��

��
:

Again, we get �Œ��D Œ���.

Boundary relations A generic quadruple of points in P can be G–transformed to��
1

0

�
;

�
0

1

�
;

�
1

�

�
;

�
1

�

��
;

where genericity is equivalent to �;� 2 PK, �¤ �. The boundary of the corresponding 3–simplex is the
alternating sum of four triangles — triples obtained from the quadruple by omitting one element. We
calculate the symbols of those triples:

Omit
�
1
0

�
:
�ˇ̌̌̌
0 1

1 �

ˇ̌̌̌
�

ˇ̌̌̌
1 1

� �

ˇ̌̌̌
�

ˇ̌̌̌
1 0

� 1

ˇ̌̌̌�
D Œ.�1/ � .���/ � 1�D Œ����.

Omit
�
0
1

�
:
�ˇ̌̌̌
1 1

0 �

ˇ̌̌̌
�

ˇ̌̌̌
1 1

� �

ˇ̌̌̌
�

ˇ̌̌̌
1 1

� 0

ˇ̌̌̌�
D Œ� � .���/ � .��/�D Œ��.���/�.

Omit
�
1
�

�
: Œ��.

Omit
�
1
�

�
: Œ��.

The relation is
Œ����� Œ��.���/�C Œ��� Œ��D 0:

Putting aD ��� and b D �, we may rewrite this as

Œa�C Œb�D ŒaC b�C Œab.aC b/�:

The relation holds for all a; b 2 PK that satisfy aC b ¤ 0. This set of relations, plus the alternation
relation Œ�a� D �Œa�, gives the classical description of the Witt group W.K/; see [Elman et al. 2008,
Theorem 4.8].
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Definition 7.3 The tautological second cohomology class of the group G D PSL.2;K/ with coefficients
in U2 DW.K/ associated (as in Definition 2.1) to the action of G on X will be called the Witt class and
denoted by w 2H 2.PSL.2;K/;W.K//.

Remark 7.4 (1) Let T be the tautological (W.K/–valued) cocycle associated to the G–action on X .
From the proof of Theorem 7.1 it is useful to extract the following explicit formula for the value of
T on a 2–simplex inX determined by a triple of pairwise linearly independent vectors u; v;w 2K2:

(7-2) T .Œu�; Œv�; Œw�/D Œdet.u; v/ det.v; w/ det.w; u/�:

(2) One can see from the proof of Theorem 7.1 that the ordered coefficient group U o2 is isomorphic to
the Witt–Grothendieck group yW .K/ of the field K.

(3) The space P D P1.K/ and the complex X are acted upon by the larger group PGL.2;K/. As a
result, the Witt class can be interpreted as a twisted cohomology class of PGL.2;K/. The twisting
action of PGL.2;K/ on W.K/ is easy to see from the formula for � in Lemma 7.2; the class of
g 2 GL.2;K/ acts on the symbol Œ�� mapping it to Œdet.g/ ���.

(4) For K DR we have W.R/' Z. The isomorphism, called the signature map, maps Œ�� to C1 for
�>0 and to �1 for �<0. The pullback of the Witt class to SL.2;R/ is a class inH 2.SL.2;R/;Z/;
we will relate it to the usual (topological) Euler class (see Theorem 13.4 and Fact 13.5).

(5) ForKDQ the Witt group has a large torsion part which is a direct summand. Computer calculations
(using the computer algebra system FriCAS) indicate that the corresponding part of the Witt class
is nontrivial.

It is possible to give an explicit formula for a cocycle representing the Witt class. We use the standard
homogeneous resolution (see [Brown 1982, II, Section 3]) to describe group cohomology; W.K/–valued
2–cocycles are then represented by functions G �G �G!W.K/.

Theorem 7.5 Let us fix an arbitrary nonzero vector u 2K2. The map

(7-3) G �G �G 3 .g0; g1; g2/ 7! Œdet. Qg0u; Qg1u/ det. Qg1u; Qg2u/ det. Qg2u; Qg0u/� 2W.K/

is a cocycle representing the Witt class w 2H 2.PSL.2;K/;W.K//. (By Qgi we denote an arbitrary lift of
gi 2 PSL.2;K/ to SL.2;K/. The senseless symbol Œ0� is interpreted as 0.)

Proof It is straightforward to check that the maps

(7-4) ‰n W .g0; : : : ; gn/ 7!

�
.Œ Qg0u�; : : : ; Œ Qgnu�/ if the points Œ Qgiu� are pairwise different;
0 otherwise;

defines a G–chain map from the homogeneous standard resolution of G to C�X . (The only subtle case
is when Œ Qgiu� D Œ Qgju� for exactly one pair of indices i; j . Then ‰n�1@.g0; : : : ; gn/ has two nonzero
summands — however, these summands cancel in the alternating chain complex C�X .) Composing ‰2
with the tautological cocycle T given by (7-2) we obtain the statement of the theorem.
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III Euler class for ordered fields

In this part we define and investigate Euler classes for general linear and projective groups over arbitrary
ordered fields.

8 Tautological Euler classes: computation of coefficients

Let K be an ordered field. Let G DGL.n;K/; we will also consider the following closely related groups
(where we put PK DK n f0g and KC D f� 2K j � > 0g):

PG WD PGL.n;K/DG=f�I j � 2 PKg;

PCG WD PCGL.n;K/DG=f�I j � 2KCg;

GC WD GLC.n;K/D fg 2G j detg > 0g;

PGC WD PGLC.n;K/DGC=f�I 2GC j � 2Kg;

PCGC WD PCGLC.n;K/DGC=f�I j � 2KCg:

The natural maps between these groups are summarized in the diagram

GC PCGC PGC

G PCG PG

The defining action of G on Kn induces actions of PCG on PC and of PG on P ; here

PC WD Pn�1C .K/D .Kn n f0g/=KC; P WD Pn�1.K/D .Kn n f0g/= PK;

where the multiplicative groups KC and PK act on Kn by homotheties.

Next we define simplicial complexes X and XC by spanning simplices on generic tuples of points in
P and PC, respectively. We call a tuple .Œv0�; : : : ; Œvk�/ generic if every subsequence of .v0; : : : ; vk/
of length � n is linearly independent. Ordered fields are infinite, therefore these complexes have the
star-property and are contractible. The complex X is acted upon by PG, and XC by PCG. We restrict
these actions to PGC and to PCGC and we apply the formalism of Part I. We put

U WD Un.X/; UC D Un.XC/

(see Definitions 2.1 and 1.3), and we define the Euler classes as tautological classes

(8-1) eu WD �nPGC;X 2H
n.PGC; U /; euC WD �nPCGC;XC 2H

n.PCGC; UC/:

Notice that PGC is a normal subgroup of PG. Therefore the group U carries the structure of a PG–
module, and the class eu can also be considered as a twisted PG–class. (See the second remark after
Definition 1.3.) Similarly, the class euC can be regarded as a twisted PCG–class.

Our first goal is to compute U and UC, as abelian groups and as PG– and PCG–modules.
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Theorem 8.1 Let U (resp. UC) be the coefficient group associated to the action of PGLC.n;K/
(resp. PCGLC.n;K/) on the complex of generic tuples of points in Pn�1.K/ (resp. Pn�1

C
.K/). Then

U '

�
0 if n is odd;
Z if n is even;

UC ' Zbn=2cC1:

The PGL.n;K/– and PCGL.n;K/–structures are given by

Œg� �uD

�
u if detg > 0;
�u if detg < 0;

.g 2 GL.n;K//:

Proof Both calculations are based on Fact 2.4. We denote by .e1; : : : ; en/ the standard basis of Kn.

Calculation of U Nondegenerate ordered simplices of X correspond to generic tuples of points in P .

Lemma 8.2 The action of PGC on the set of generic .nC1/–tuples of points in P has one orbit for n
odd and two orbits for n even.

Proof Let p D .p1; : : : ; pnC1/ be a generic .nC1/–tuple of points in P . There is an element g 2 G
(unique up to scaling) that maps p to the standard tuple e D

�
Œe1�; : : : ; Œen�;

�Pn
iD1 ei

��
. If n is odd then

det.�g/D� det.g/; therefore g may be chosen in GC. It follows that in this case PGC acts transitively
on the set of generic .nC1/–tuples. For n even, all elements g mapping p to e have determinants of
the same sign. This sign is a PGC–invariant of p that we call the sign of p and denote by sgn.p/.
Generic tuples of the same sign are PGC–equivalent: if sgn.p/D sgn.p0/, gp D e and gp0 D e, then
g�1g0p0 D p and sgn det.g�1g0/DC1.

The case of n odd is now straightforward. The image of any n–simplex of X in .CnX/PGC is one and
the same generator of that cyclic group. The boundary of an .nC1/–simplex of X is an alternating sum
of an odd number of n–simplices; hence its image in .CnX/PGC is again that generator. It follows that
U D 0 for n odd.

Suppose now that n is even. Lemma 8.2 and Fact 2.4 imply that U is the quotient of the free abelian
group with two generators by two sets of relations (boundary relations and alternation relations). The
generators correspond to (representatives of) PGC–orbits on the set of generic .nC1/–tuples of points
in P ; explicitly, we choose

(8-2)
�
Œe1�; : : : ; Œen�;

� nX
iD1

ei

��
and denote it by ŒC� or ŒC1�, and

(8-3)
�
Œe1�; : : : ; Œen�1�; Œ�en�;

�� n�1X
iD1

ei

�
� en

��
and denote it by Œ�� or Œ�1�. We call ŒC� and Œ�� symbols.
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The group Z2 generated by ŒC� and Œ�� is isomorphic to .C onX/PGC . The image in this group of
an ordered n–simplex of X corresponding to a generic .nC1/–tuple p D .p1; : : : ; pnC1/ of points in
P is Œsgn.p/�. In practice, the sign can be calculated as follows: let pi D Œvi � for vi 2 Kn, and let
vnC1 D

Pn
iD1 ˛ivi ; then

(8-4) sgn.p/D sgn.det.v1; : : : ; vn/ �˛1 � � �˛n/

(this is the sign of the determinant of the matrix mapping .v1; : : : ; vnC1/ to
�
e1; : : : ; en;

Pn
iD1 ei

�
; that

matrix is the inverse of the product of the matrix with columns .v1; : : : ; vn/ and the diagonal matrix with
diagonal entries .˛1; : : : ; ˛n/).

The alternation relations all reduce to �ŒC�D Œ��. Indeed, it is straightforward to check that transposing
two neighbouring elements in (8-2) or (8-3) changes the sign of the tuple.

We now discuss the boundary relations. We observe that any ordered nondegenerate .nC1/–simplex
of X — corresponding to a generic .nC2/–tuple of points in P — can be mapped by an element of PGC
to

�D

�
Œe1�; Œe2�; : : : ; Œen�1�; Œsen�;

�� n�1X
iD1

ei

�
C sen

�
;

�� n�1X
iD1

biei

�
C sbnen

��
:

Here s D˙1 and bi 2K; genericity means that bi ¤ 0 and bi ¤ bj . We have

(8-5) @�D

nC2X
jD1

.�1/j�1Œsj �;

where sj is the sign of the tuple obtained from � by omitting the j th element. We have snC2 D s and
snC1 D s sgn

�Q
bi
�
. We claim that, for j < nC 1,

(8-6) sj D .�1/
j s sgn

�
bj
Y
i¤j

.bi � bj /

�
:

Indeed, for j < n we have

sgn det
�
e1; : : : ; Oej ; : : : ; en�1; sen;

n�1X
iD1

ei C sen

�
D .�1/n�j s D .�1/j s;

n�1X
iD1

biei C sbnen D bj

� n�1X
iD1

ei C sen

�
C

X
i¤j;n

.bi � bj /ei C .bn� bj /sen;

while for j D n we have

sgn det
�
e1; : : : ; en�1; ysen;

n�1X
iD1

ei C sen

�
D s D .�1/ns;

n�1X
iD1

biei C sbnen D bn

� n�1X
iD1

ei C sen

�
C

n�1X
iD1

.bi � bn/ei :
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Putting (8-5) and (8-6) together, we get

(8-7) @�D

nX
jD1

.�1/j�1
�
.�1/j s sgn bj

Y
i¤j

sgn.bi � bj /
�
C .�1/n

�
s sgn

�Y
i

bi

��
� Œs�:

We will show that this relation is trivial, ie that all the symbols cancel. We can assume s DC1; the case
s D�1 will automatically follow. Indeed, changing s flips all the symbols: ŒC1�$ Œ�1�, and trivially
transforms a trivial relation to a trivial relation.

Let us artificially put bnC1 D 0; then we may rewrite (8-7) more uniformly as

(8-8) @�D

nC1X
jD1

.�1/j�1
�

sgn
� j�1Y
iD1

.bj � bi /

nC1Y
iDjC1

.bi � bj /

��
� ŒC1�:

Let � 2SnC1 be the permutation ordering the numbers (indices) in the same way that the sequence b does:
�.i/ < �.k/() bi < bk . We put inv.j /D #fi j .i � j /.�.i/��.j // < 0g (the number of inversions of
� in which j is involved). Then our relation is

(8-9)
nC1X
jD1

.�1/j�1Œ.�1/inv.j /�� ŒC1�:

Lemma 8.3 .�1/inv.j /
D .�1/�.j /�j .

Proof If exactly k of the indices smaller than j are mapped by � to indices larger than �.j /, then
�.j /� j C k of the ones larger than j have to be mapped to values smaller than �.j /. Then

inv.j /D kC �.j /� j C k � �.j /� j .mod 2/:

Thus, inv.j / is odd if and only if j and �.j / differ in parity. Since the number of even j ’s is equal
to the number of even �.j /’s, this difference in parity appears equally often in each of the two forms:
.j; �.j //D .odd; even/ and .j; �.j //D .even; odd/. In (8-9), pairs of the first kind lead to summands
CŒ��, while pairs of the second kind give �Œ��. Thus, all the appearances of the symbol Œ�� cancel. It
follows that the sum adds up to ŒC�, which is cancelled by the extra term.

We have shown that the boundary relations are trivial. It follows that U is the quotient of Z2 by the
alternation relations, ie U ' Z. The PG–structure description follows from the formula

sgn.gp/D sgn.detg/ � sgn.p/;

valid for g 2G and all generic .nC1/–tuples p of points in P .

Calculation of UC A generic n–tuple of points in PC can be lifted to n linearly independent vectors
in Kn. The matrix M with columns given by these vectors is well defined up to multiplication on the
right by diagonal matrices with positive entries on the diagonal. The sign of detM is thus an invariant of
the tuple (the sign of the tuple); it is also a GC–invariant of the tuple (detgM D detg � detM D detM
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for g 2GC). In fact, this sign is the full GC–invariant: the tuple of vectors is transformed to the standard
basis by M�1 if detM > 0, and to the basis .e1; : : : ; en�1;�en/ by M�1 with negated lowest row if
detM < 0. We have shown the following statement.

Lemma 8.4 The action of GC on the set of generic n–tuples of points in PC has two orbits , detected by
the sign of the tuple.

We now consider the GC–action on the set of generic .nC1/–tuples. The symbol of such a tuple
.p1; : : : ; pnC1/ is defined to be a sequence of nC1 signs, ŒsI s1; : : : ; sn�. Here s is the sign of .p1; : : : ; pn/.
To get the other signs, we first lift each pi to a vector vi . Then we express vnC1 in terms of the other vi ,
vnC1D

Pn
iD1 anvn. Finally, si D sgn ai (genericity implies ai ¤ 0). Clearly, the symbol is GC–invariant.

Lemma 8.5 Two generic .nC1/–tuples of points in PC are GC–equivalent if and only if they have the
same symbol.

Proof Let the tuples be .pi / and .qi /, with symbol ŒsI s1; : : : ; sn�. Then a lift of .pi / is equivalent to�
e1; : : : ; en�1; sen;

nX
iD1

aiei

�
for some ai 2 PK, while a lift of .qi / is equivalent to�

e1; : : : ; en�1; sen;

nX
iD1

biei

�
for some bi 2 PK; moreover, si is the (common) sign of ai and of bi (for i < n; and sn is the common
sign of san and sbn). These two representing tuples of vectors are projectively related by the diagonal
matrix with positive diagonal entries bi=ai .

The following observation describes the G–action on symbols and allows us to determine the PCG–
structure on UC.

Fact 8.6 The symbol of a generic .nC1/–tuple is G–equivariant : if g 2G and detg < 0, then the tuples
.pi / and .gpi / have the opposite leading symbol sign s, and coinciding remaining symbol signs.

It follows from Lemma 8.5 that the group UC is the quotient of the free abelian group spanned by symbols
by alternation and boundary relations. We first deal with the alternation relations.

Alternation relations The symbol ŒsI s1; : : : ; sn� is represented by the tuple�
e1; : : : ; sen;

n�1X
iD1

siei C ssnen

�
:

Suppose that this tuple is permuted; what happens to the symbol? Since permutation commutes with
“linear map applied to each element”, we may and will assume sDC1— in our arguments, but not in the
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final statements. We first treat the case of a permutation � that fixes the last element. Then the symbol of
the permuted tuple is Œsgn � I .s��1.i//�. We get the “usual permutation relation”

ŒsI .si /�D sgn �Œs sgn � I .s��1.i//�:

Now let us consider the transposition of k and nC 1. The new leading sign is

det
�
e1; : : : ; ek�1;

nX
iD1

siei ; ekC1; : : : ; en

�
D sk :

We also have

ek D sk

nX
iD1

siei C
X
i¤k

.�sksi /ei ;

so that the total symbol after transposition is

ŒskI �sks1; : : : ;�sksk�1; sk;�skskC1; : : : ;�sksn�:

The “transposition relation” is thus

ŒsI .si /�D�ŒsskI �sks1; : : : ;�sksk�1; sk;�skskC1; : : : ;�sksn�:

In words: If the kth sign is C, then we can flip all the other signs (except the leading sign); the resulting
symbol will be equal to minus the original. If the kth sign is �, we get ŒsI .si /�D�Œ�sI .si /�.

There is a difference between the cases nD 2 and n > 2. In the latter case, for any sequence of n signs
there exists a stabilizing transposition; therefore, any sequence of n signs can be ordered (put in the form
CC � � � ��) by an even permutation. Let us begin with the case n > 2.

The case n > 2 As already mentioned, in this case one can use the usual permutation relation to order
the nonleading signs of a symbol without changing the leading sign. To shorten the notation, we will
use aC for ŒCICC � � � � �� (a plus signs after the semicolon), and a� for Œ�ICC � � � � �� (a plus
signs after the semicolon). For example, when nD 3, we put 0C D ŒCI����, 2C D ŒCICC�� and
2� D Œ�ICC��. The transposition relation (with sk D C1) gives a˙ D �.n� aC 1/˙ (for a > 0).
Picking sk D�1 in the transposition relation we get aC D�a�— for a < n, but nC D�n� also holds,
due to nC D�1C D 1� D�n�. To summarize:

Lemma 8.7 Let n > 2. Let AD faC j 0� a � bn=2cg. The quotient of the group .C onXC/PCGC by the
set of alternation relations is the free abelian group with generating set A for n even; for n odd it is the
direct sum of the free abelian group generated by A and a Z=2 generated by

�
nC1
2

�C.

(The extra Z=2–summand appearing for n odd will eventually get killed by the boundary relations.)

The case n D 2 There are eight symbols. The usual permutation relation for � D .12/ gives

(8-10) ŒCICC�D�Œ�ICC�; Œ�I�C�D�ŒCIC��; Œ�IC��D�ŒCI�C�; ŒCI���D�Œ�I���:
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The transposition relation (for � D .23/) is ŒsI s1; s2�D�Œss2I �s2s1; s2�. This gives

(8-11) �Œ�ICC�D Œ�I�C�; �ŒCIC��D Œ�IC��; �ŒCI�C�D ŒCICC�; ŒCI���D�Œ�I���:

We see that all the (signed) symbols appearing in the first three equalities of (8-10) and (8-11) are identified.
In particular, ŒC;C��D ŒCI�C�, so the a˙ notation still makes sense. Also, the relations aCC a� D 0
and 1CC 2C D 0 can be read off from the ones displayed above. Therefore the conclusion of Lemma 8.7
holds for nD 2.

Boundary relations We will show that they all follow from the alternation relations (with the exception
of
�
nC1
2

�C
D 0). Let us calculate the boundary of an .nC1/–simplex of XC represented by a generic

.nC2/–tuple of vectors. Such a tuple of vectors can be transformed by an element of GC to

�D

�
e1; : : : ; en�1; sen;

nX
iD1

siei ;

nX
iD1

sibiei

�
:

The genericity condition (assuming s D C1) is that all bi nonzero and pairwise different. (This will
follow from the calculation of @�.) If s D �1, we can transform the tuple by an orientation changing
linear map; this will change all leading signs in @�, and not touch the other signs. Thus, we will assume
s DC1— and then double the set of the resulting boundaries by changing the leading signs. If we omit
ej (i � n) from �, then the sign of the determinant of the standardizing matrix is the same as that of

det
�
e1; : : : ; ej�1; ejC1; : : : ; en;

nX
iD1

siei

�
D .�1/n�j sj :

The other signs can be read off from
nX
iD1

sibiei D
X
i¤j

.sibi � sibj /ei C bj

nX
iD1

siei :

The total symbol (for j omitted) is thus Œ.�1/n�j sj I .si sgn.bi � bj //i¤j ; sgn bj �.

Omitting the .nC1/st element gives ŒC1I .si sgn bi /�.

Omitting the .nC2/nd element yields ŒC1I .si /�. So, finally,

@�D

nX
jD1

.�1/j�1Œ.�1/n�j sj I.si sgn.bi�bj //i¤j ;sgn bj �C.�1/nŒC1I.si sgn bi /�C.�1/nC1ŒC1I.si /�:

Let us rewrite this boundary relation. We put (artificially) bnC1 D 0 and snC1 D �1. Then we have
sgn bj D snC1 sgn.bnC1� bj /, si sgn bi D si sgn.bi � bnC1/ and .�1/n�.nC1/snC1 DC1, so

@�D

nC1X
jD1

.�1/j�1Œ.�1/n�j sj I .si sgn.bi � bj //i¤j �C .�1/
nC1ŒC1I .si /�

D

nC1X
jD1

.�1/n�1Œsj I .si sgn.bi � bj //i¤j �C .�1/
nC1ŒC1I .si /�;

Algebraic & Geometric Topology, Volume 24 (2024)



2916 Jan Dymara and Tadeusz Januszkiewicz

where the last equality uses aCD�a�. Thus, we need to deduce from our alternation relations (assuming
snC1 D�1 and bnC1 D 0) that

nC1X
jD1

Œsj I .si sgn.bi � bj //i¤j �C ŒC1I .si /i¤nC1�D 0:

We see that we may change the order of summation to follow the order of the bi . Indeed, the above
summation can be phrased in an index-free way as follows. We have a set of nC1 numbers, each with an
attached sign (one of these pairs being 0 with �). For each element x of the set we form the corresponding
symbol ks , where s is the sign attached to the element x, and k is the number of positive expressions
of the form t .y � x/, where y runs through our set (and y ¤ x) and t is the sign attached to y. Finally,
there is an extra summand `C with ` counting all the positive signs.

We may thus renumber the bi and the si (in the same way) so as to have b1 > b2 > � � � > bn > bnC1,
with an unknown b equal to zero and the corresponding s equal to �1 and omitted in the extra summand
ŒC1I .si /�. Let us now consider two consecutive summands (numbered j and j C 1). They differ at most
by the leading sign, sj versus sjC1, and by the j th nonleading sign, sjC1 sgn.bjC1�bj /D�sjC1 versus
sj sgn.bj � bjC1/D sj . Substituting all four possible combinations of .sj ; sjC1/ we get:

Claim Two consecutive summands are of one of the forms

.a˙; a�/; .aC; .aC 1/C/; .a�; .a� 1/�/:

Suppose that k of the si are positive. Then the extra summand is kC, while the first and the last one
depend on .s1; snC1/ and are:

s1 snC1 first last
C C .n� kC 1/C .k� 1/C

C � .n� kC 1/C k�

� C .n� k/� .k� 1/C

� � .n� k/� k�

We can append the extra summand kC to the sum (while keeping the rule of the claim) and get summation
starting from .n� kC 1/C or .n� k/� and ending at kC. Then we start cancelling consecutive pairs
.a˙; a�/ (except that we do not cancel the first and the last element) until the sequence becomes monotone
(possibly except the first or the last pair). If the final monotone sequence runs from .n� kC 1/C to kC

then the terms pairwise cancel (first with last, second with last-but-one, etc) if n is even, and 1
2
.nC 1/ is

left if n is odd. If the sequence starts with .n�k/�, we may put an extra pair ..n�kC1/C; .n�kC1/�/
at the beginning of the sequence, to reduce to the former case — except when k D 0. If k D 0, we get a
sequence running from n� to 0C, ie .n�; .n� 1/�; : : : ; 1�; 0�; 0C/. The first n terms cancel in the same
manner as before, and 0�C 0C D 0.
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Finally, since the set of permutation relations is invariant under the “exponent sign” flip (a˙$ a�), the
boundary relations obtained from � with s D�1 are dealt with in the same way.

Fact 8.6 and the relation a� D�aC imply the remaining claim (the one describing the PCG–structure
on UC), completing the proof of Theorem 8.1.

Remark 8.8 Let T be the tautological (U –valued) n–cocycle associated to the PGC–action on X , and
let TC be the tautological (UC–valued) n–cocycle associated to the PCGC–action on XC. From the
proof of Theorem 8.1 it is useful to extract the following explicit description of these cocycles.

(a) Let n be even; then U 'Z is generated by the symbol ŒC�. Suppose that � D .Œv1�; : : : ; ŒvnC1�/ is
an n–simplex of X . Then vnC1 D

Pn
iD1 ˛ivi for some ˛i 2 PK. We have (see (8-4))

T .�/D Œsgn.det.v1; : : : ; vn/ �˛1 � � �˛n/�:

(Recall that Œ��D�ŒC�.)

(b) Recall that UC'Zbn=2cC1 with free generating set ADfaC j aD 0; : : : ; bn=2cg (see Lemma 8.7).
Suppose that � D .Œv1�; : : : ; ŒvnC1�/ is an n–simplex of XC. Then vnC1 D

Pn
iD1 ˛ivi for some

˛i 2 PK. To � we assign an .nC1/–tuple of signs ŒsI s1; : : : ; sn�, where s D sgn det.v1; : : : ; vn/
and si D sgn˛i . Next we put TC.�/D aC (if s DC1 and a of the si are C1) or TC.�/D a� (if
s D�1 and a of the si are C1). Finally, we express the symbol in term of the elements of A using
the relations aC D�a� and a˙ D�.nC 1� a/˙ (for a > 0).

Definition 8.9 The splitting of UC D
Lbn=2c
kD0

ZkC into cyclic summands generated by the elements kC

(0� k � bn=2c) induces the corresponding splittings of cocycles and cohomology classes:

TC D
M

Tk; Tk 2Z
n.HomPCGC.C�XC;Z//I

euC D
M

euk; euk 2H
n.PCGC;Z/I

�C D
M

�k; �k 2H
n.HomPCGC.C�XC;Z//:

(In the last formula, �C (�k) is the cohomology class of TC (Tk).)

Remark 8.10 Suppose that K <L is a field extension, and that on K and on L there are compatible field
orders. Then we have the group embedding � W PCGC.K/! PCGC.L/, and the natural �–equivariant
simplicial complex embedding XC.K/!XC.L/ inducing a coefficient group map f WUC.K/!UC.L/.
But, in our field-independent description of UC (see Theorem 8.1 and Remark 8.8) the map f is
represented by the identity. Applying Theorem 1.5 to these data we obtain ��euC.L/D euC.K/— the
Euler class euC is stable under ordered field restriction. It follows that all euk are also stable. Analogous
arguments show the same stability statement for eu.

Remark 8.11 It follows from Theorem 3.1 that the classes eu, euC and euk are bounded.
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9 Relation between the classes euk

The classes euk defined in Definition 8.9 are related.

Theorem 9.1
bn=2cX
kD0

.n� 2kC 1/euk D 0.

Proof We will see that this relation holds already in Hn.HomPCGC.C�XC;Z// for the classes �k . To
prove it, we will find a cochain c 2 C n�1.HomPCGC.C�XC;Z// such that

(9-1) ıc D

bn=2cX
kD0

.n� 2kC 1/Tk

in C n.HomPCGC.C�XC;Z//. The boundary map

@ W .CnXC/PCGC ! .Cn�1XC/PCGC

factors as the composition of the projection .CnXC/PCGC ! .CnXC=BnXC/PCGC D UC and a map
@0 W UC! .Cn�1XC/PCGC . Each Tk also factors — as the composition of the same projection and the
projection T 0

k
of UC on the kC–summand. Recall that .Cn�1XC/PCGC Š Z (with generator ŒC�; see

Lemma 8.4). We now consider a generator aC of UC and determine @0.aC/. Let

va D e1C � � �C ea � .eaC1C � � �C en/I

then .e1; : : : ; en; va/ determines a simplex in XC representing aC. We have

@0.aC/D @Œe1; : : : ; en; va�

D

nX
jD1

.�1/jC1Œe1; : : : ; Oej ; : : : ; en; va�C .�1/
nŒe1; : : : ; en�

D

nX
jD1

.�1/jC1.�1/n�j Œe1; : : : ; va; : : : ; en�C .�1/
nŒC�

D

aX
jD1

.�1/nC1ŒC�C

nX
jDaC1

.�1/nC1Œ��C .�1/nŒC�

D .�1/n..1� a/ŒC�� .n� a/Œ��/D .�1/n.n� 2aC 1/ŒC�:

Let c 2C n�1.HomPCGC.C�XC;Z//DHom..Cn�1XC/PCGC ;Z/ be defined by c.ŒC�/D .�1/n. Then
.c ı @0/.aC/D c.@0aC/D .n� 2aC 1/D

Pbn=2c
kD0

.n� 2kC 1/T 0
k
.aC/ holds for each aC. Formula (9-1)

follows.
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10 The Smillie argument

The Smillie argument (see [Gromov 1982, Section 1.3]) can be used to show that the classes euk are
proportional in a weak sense.

Theorem 10.1 For any h2Hn.BPCGC;Z/ (or h2Hn.BPCGC;Z=m/ for m odd ) and any k�bn=2c,

heuk; hi D .�1/
k
�nC1
k

�
heu0; hi:

If n is odd , then heuk; hi D 0 for all k.

Proof It is well known that there exists a finite simplicial complex Y , a simplicial cycle Z 2Zn.Y;Z/
(or in Zn.Y;Z=m/), and a map f W Y ! BG, such that f�ŒZ�D h. Let P D f �EPCGC (the pullback
of the universal bundle over BPCGC). Then

heuk; hi D heuk; f�ŒZ�i D hf
�euk; ŒZ�i D heuk.P /; ŒZ�i

for each k. We will use Theorem 4.4 to compute heuk.P /; ŒZ�i. Let E DP �PCGC PC be the associated
bundle.

Pick a generic section s W Y .0/!E. Genericity means that the values of the section at the vertices of any
n–simplex of Y , viewed as points in PC via a flat trivialization of E over that simplex, form a generic
tuple of points. Such a section can be picked vertex-by-vertex. At a vertex y the genericity conditions
mean that a certain finite union of proper projective subspaces of Ey is prohibited; since the ordered
field K is infinite, that union does not fill out Ey and a generic choice is possible. Any generic section s
determines a simplicial section of the associated XC–bundle over Y , and then Theorem 4.4 may be
applied.

For any function � WY .0/!f˙1gwe can form a modified section �s WY .0/!E defined in the obvious way:
if s.v/D .p; Œq�/ (for some q 2Kn n f0g), then .�s/.v/D .p; Œ�.v/q�/. Every section �s is again generic.
Theorem 4.4 gives euC.P /D Œ.�s/�TC�, and coefficient splitting allows us to deduce euk.P /D Œ.�s/�Tk�;
both formulae hold for all functions �. For a given n–simplex � of XC we will average the expression
h.�s/�Tk; �i over all possible functions �.

Let � D .v1; : : : ; vn; vnC1/ be one of the n–simplices of Y . Let us choose a flat section r of P
over � , and let s.vi / D Œr; Œqi ��, for qi 2 Kn n f0g. We denote by s�� the n–simplex of XC given by
.Œq1�; : : : ; Œqn�; ŒqnC1�/. This definition depends on the choice of r , but different choices lead to simplices
equivalent under the PCGC–action. The expression hTk; s��i is well defined and equal to hs�Tk; �i.
Let �D sgn det.q1; : : : ; qn/, and let qnC1 D

P
i�n aiqi . Suppose that exactly ` of the coefficients ai are

positive — so that the symbol of s�� is `�.

For any function � we have .�s/�� D .Œ�1q1�; : : : ; Œ�nqn�; Œ�nC1qnC1�/, where �i D �.vi /. We wish to
determine all functions � such that hTk; .�s/��i ¤ 0. This will happen if and only if the decomposition
�nC1qnC1 D

P
i�n bi�iqi has either k or nC 1� k positive coefficients bi .

Algebraic & Geometric Topology, Volume 24 (2024)



2920 Jan Dymara and Tadeusz Januszkiewicz

Let us first focus on the case of �nC1 D C1 and k positive bi ’s. We will represent the appropriate
functions � in the form �0�00; the idea is that �0 makes all the nonleading signs negative, while �00 changes
k of them to C. In more detail: �0nC1 D C1 and �0i D � sgn ai for i � n, while �00 is arbitrary with k
negative and n� k positive values (plus �00nC1 DC1). For such �0 and �00 the symbol of .�0�00s/�� is k˙,
where the exponent is

Q
i�n �

0
i

Q
i�n �

00
i � sgn det.q1; : : : ; qn/D .�1/`.�1/k�. There are

�
n
k

�
appropriate

functions �.

For �nC1 DC1 and nC 1�k positive bi ’s we get
�

n
nC1�k

�
D
�
n
k�1

�
possibilities, yielding .nC 1�k/˙,

with the exponent equal to .�1/`.�1/nC1�k�D�.�1/n.�1/`.�1/k�.

If �nC1 D�1 the analysis is analogous. The difference is that �0 should now be �0i D sgn ai ; therefore,
the only change is .�1/n�` instead of .�1/` in the final exponent sign formulae.

Putting these together, we get (with N D #Y .0/)�
Tk;

X
�

.�s/��

�
D

�
Tk; 2

N�.nC1/

��n
k

�
k.�1/

`.�1/k�
C

� n

k�1

�
.nC1�k/�.�1/

n.�1/`.�1/k�

C

�n
k

�
k.�1/

n�`.�1/k�
C

� n

k�1

�
.nC1�k/�.�1/

n.�1/n�`.�1/k�

��
D 2N�.nC1/

�
Tk;

��n
k

�
..�1/`.�1/k�C.�1/n�`.�1/k�/kC

�

� n

k�1

�
..�1/n.�1/`.�1/k�C.�1/n.�1/n�`.�1/k�/.nC1�k/C

��
D 2N�.nC1/

�
Tk;

��n
k

�
.1C.�1/n/.�1/`.�1/k�kC

�

� n

k�1

�
.1C.�1/n/.�1/n.�1/`.�1/k�.nC1�k/C

��
:

For n odd, this is zero. Thus, we assume n even; then the coefficients in the above expression add up to

2N�n
��n
k

�
C

� n

k�1

��
.�1/k.�1/`�D 2N�n

�nC1
k

�
.�1/k.�1/`�:

Similarly, if nC 1� ` of the coefficients ai are positive, we get

2N�n
�nC1
k

�
.�1/k.�1/nC1�`�:

In both cases, the result can be expressed as

2N�n
�nC1
k

�
.�1/kh.�1/`T`; s��i:

Since on any s�� exactly one of T` is nonzero, we can rewrite this formula as

2N�n
�nC1
k

�
.�1/k

X
`

h.�1/`T`; s��i;
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with summation over `� n=2. Let us summarize:�X
�

.�s/�Tk; �

�
D 2N�n

�nC1
k

�
.�1/k

X
`

h.�1/`s�T`; �i:

It follows that X
�

.�s/�Tk D 2
N�n

�nC1
k

�
.�1/k

X
`

.�1/`s�T`:

Now recall that, by Theorem 4.4, each .�s/�Tk is a cocycle representing the cohomology class euk.P /.
Therefore

2N euk.P /D 2
N�n

�nC1
k

�
.�1/k

X
`

.�1/`eu`.P /:

Comparing this formula for k D 0 and for any other value of k we get the following lemma (which may
be regarded as a variant of Theorem 10.1).

Lemma 10.2 Let P be a flat principal PCGC–bundle over a finite simplicial complex Y that has N
vertices. Then

2N euk.P /D 2
N .�1/k

�nC1
k

�
eu0.P /:

Evaluating both sides of the formula from the lemma on ŒZ� concludes the proof of Theorem 10.1.

Corollary 10.3 Let P be a PCGLC.n;K/–bundle over an even-dimensional manifold M n. Then any
triangulation of M has at least 2njheu0.P /; ŒM �ij simplices of dimension n.

Proof Pick a generic section s, over the given triangulation, of the associated bundle with fibre PC. Then,
by Theorem 10.1, jhs�Tk; ŒM �ij D jheuk.P /; ŒM �ij D

�
nC1
k

�
jheu0.P /; ŒM �ij. Since jhs�Tk; �ij � 1 and

the supports of the cocycles s�Tk are pairwise disjoint, the number of n–simplices of the triangulation is
at least

bn=2cX
kD0

jhs�Tk; ŒM �ij D jheu0.P /; ŒM �ij �

bn=2cX
kD0

�nC1
k

�
D 2njheu0.P /; ŒM �ij:

11 Cross product of Euler classes

It will be convenient to put Œn�D f0; 1; : : : ; ng. We will use groups GLC.n;K/ for varying n; therefore
we denote UC by Un;C in this and the next section.

Theorem 11.1 LetE andE 0 be GLC.n;K/– and GLC.k;K/–bundles over simplicial complexesX and
X 0 respectively. Let E �E 0 be the product bundle over X �X 0. For any simplicial cycles z 2Zn.X;Z/
and z0 2Zk.X 0;Z/,

(11-1) heu0.E/; zi � heu0.E 0/; z0i D heu0.E �E 0/; z � z0i:

Proof We first explain the general strategy of the proof. We may and do assume that X D supp z and
X 0 D supp z0. We triangulate X �X 0 subdividing each product of simplices � � � 0 in a standard way (to
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be recalled later). It is also convenient to treat E, E 0 and E �E 0 not as principal bundles, but as vector
bundles; eg the fibre Ex will be an n–dimensional vector space over K. We pick generic sections s of E
and s0 of E 0, and combine them to a section S of E �E 0. To ensure genericity of S we impose stronger
than usual, weird-looking genericity conditions on s and on s0. The section s induces a simplicial section
sC of the associated Xn;C–bundle, where Xn;C is the complex of generic tuples of points in Pn�1

C
.K/.

Then, by Theorem 4.4, we get cocycles s�
C
TC and s�

C
T0 representing euC.E/ and eu0.E/. For each

n–simplex � in X we have hs�
C
TC; �i D k˙ for some k; if k D 0 then hs�

C
T0; �i D ˙1, otherwise

hs�
C
T0; �i D 0. Similarly, we have cocycles s0�

C
T0 and S�

C
T0 representing eu0.E 0/ and eu0.E �E 0/.

Suppose that z D
P
� n�� and z D

P
� 0 n� 0�

0; then z� z0D
P
�;� 0 n�n� 0 �� ��

0, where � �� 0 denotes
the chain representing the standard subdivision of the product of simplices. We have

heu0.E/; zi D
X
�

n� hs
�
CT0; �i; heu0.E 0/; z0i D

X
� 0

n� 0hs
0�
CT0; �

0
i;

heu0.E �E 0/; z � z0i D
X
�;� 0

n�n� 0hS
�
CT0; � � �

0
i:

Thus, to establish the theorem it is enough to show that

(11-2) hs�CT0; �i � hs
0�
CT0; �

0
i D hS�CT0; � � �

0
i:

We do this step-by-step. In Corollary 11.4 we show that if the left-hand side of (11-2) is zero, then so is
the right-hand side. In Corollary 11.5 we show that if the left-hand side is nonzero, then in the chain
� � � 0 there is a unique summand (unique .nCk/–simplex) on which S�

C
T0 evaluates to ˙1. Finally, in

Lemma 11.6 we check that the sign of that evaluation is consistent with (11-2).

We proceed to the details. First we pick a generic section s of E over X .0/. The genericity condition is as
follows. For each `–simplex � D .x0; : : : ; x`/ of X (` < n), the vectors .s.x0/; : : : ; s.x`// are linearly
independent. For each n–simplex � D .x0; : : : ; xn/, if

Pn
iD0 ˛is.xi /D 0 is a nontrivial linear relation

(projectively unique, because of the previous condition), then
Pn
iD0 ˛i ¤ 0. To make sense of these

conditions we choose a (flat) trivialization of E over � .

This kind of section can be chosen vertex-by-vertex. Let X .0/ D .x1; x2; : : : ; xN /. First, we choose any
nonzero s.x1/2Ex1 . When s.x1/; : : : ; s.xi�1/ have been chosen, we choose (flat) trivializations over all
simplices with vertex xi . If � D .xi ; y1; : : : ; y`/ is an `–simplex of X (` < n) such that s.y1/; : : : ; s.y`/
have already been chosen, we use the trivialization of E over � to transport all s.yj / to Exi . There, these
vectors span a linear subspace E�i of dimension ` < n. We have to ensure s.xi / …E�i in order to fulfill
the first genericity condition for � .

Next, for each simplex � D .xi ; y1; : : : ; yn/ with s.y1/; : : : ; s.yn/ already chosen we pick a (flat)
trivialization of E over � and use it to transport the s.yj / to vectors s�j 2Exi . Then we form an affine
subspace

E�i D f˛1s
�
1 C � � �C˛ns

�
n j ˛1C � � �C˛n D 1g:

We have to choose s.xi / outside of this subspace in order to fulfill the second genericity condition for � .
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A linear space over an ordered (hence infinite) field is not a union of finitely many proper affine subspaces.
Therefore, s.xi / can be suitably chosen. By induction, there exists a generic section s of E over X .0/.

With the section s we associate a collection of scalars A. For each n–simplex � D .x0; : : : ; xn/ of X
let
Pn
iD0 ˛is.xi /D 0 be the linear relation with

Pn
iD0 ˛i D 1 (in some trivialization of E over �). For

every proper nonempty subset of Œn� we sum the corresponding ˛i ’s. The set A is the collection of all
such sums (over all n–simplices).

Now, analogously, we choose a generic section s0 of E 0 over X 0.0/. It has its own collection of scalars A0.
We want A and A0 to be disjoint. To this end, we perform the above section-choosing procedure
for E 0 with supplementary restrictions. Suppose that we are at step i , choosing s0.x0i /. There is a
collection of proper affine subspaces in E 0x0

i
that we need to avoid; we now describe an additional

finite collection, that will enforce our extra “joint genericity” condition. Let � 0 D .x0i ; y
0
1; : : : ; y

0
k
/ be

a k–simplex of X 0, such that s0.y0j / are already chosen, and let s�
0

j be s0.y0j / transported to E 0x0
i

via a
chosen trivialization of E 0 over � 0. For any generic (in the previous sense) s0i D s

0.x0i / there is a unique
relation ˇ0s0i C

Pk
jD1 ǰ s

� 0

j D 0 satisfying
Pk
jD0 ǰ D 1. Pick an ˛ 2A and a proper nonempty J � Œk�;

we want to ensure that
P
j2J ǰ ¤ ˛. Let us express this as a restriction for the possible position of s0i .

Suppose that s0i D
Pk
jD1j s

� 0

j , and that
P
j2J ǰ D ˛. Let us express ǰ in terms of the j . By the

original genericity requirement we know that � WD �1C
Pk
jD1j ¤ 0; therefore

�
1

�
s0j C

kX
iD1

i

�
s�
0

j D 0;

so ˇ0 D�1=� and ǰ D j =� . Thus, the condition
P
j2J ǰ D ˛ can be rewritten in terms of the j

(putting 0 D�1):
P
j2J j =� D ˛, or

P
j2J j D ˛� , or finally

kX
jD0

.˛� ıJ .j //j D 0:

Since J is proper and nonempty, regardless of the value of ˛ the set of vectors
Pk
jD1 j s

� 0

j for j
satisfying this condition forms a proper affine subspace of E 0x0

i
. (The two special suspect cases, J D f0g

with ˛ D 0 and J D f1; : : : ; kg with ˛ D 1, are easily seen to be impossible.) Thus, the extra genericity
conditions produce a new finite collection of proper affine subspaces to avoid, so that it is possible to
fulfill them.

Assume then that we have chosen jointly generic (in the above sense) sections — s of E and s0 of E 0. We
now form a generic section S of E�E 0 over .X�X 0/.0/ by S.x; x0/D .s.x/; s0.x0//. To claim genericity,
we need to describe the (standard) triangulation of X �X 0. We choose some total orders on X .0/ and
on X 0.0/, and order each simplex of X .n/ and of X 0.k/ accordingly. Let � D .x0; : : : ; xn/ 2 X .n/, and
let � 0 D .x00; : : : ; x

0
k
/ 2 X 0.k/. Let x.i;j / D .xi ; x0j /. We form the n� k integer grid — with vertex set

Œn�� Œk� and edges connecting pairs that differ on exactly one coordinate and exactly by 1. Shortest paths
from .0; 0/ to .n; k/ will be called admissible. (“Shortest” is equivalent to “going right or up at each
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step”.) For each admissible path  W ŒnC k�! Œn�� Œk� we span an .nCk/–simplex � in � � � 0 on the
vertices .x.j / j j 2 ŒnCk�/. It is well known that the set of all such � triangulates � �� 0 (see [Gelfand
and Manin 2003, I.1.5]).

We will call an .nC1/–tuple of vectors in an n–dimensional vector space linearly generic, if every n of
them are linearly independent.

Lemma 11.2 Vectors .v0; : : : ; vn/ are linearly generic if and only if there is a projectively unique linear
relation

Pn
iD0 ˛ivi D 0, and the coefficients in this relation are all nonzero.

Proof (() If some n of the vi ’s were linearly dependent, a nontrivial linear relation between them could
be extended — by adding 0 times the remaining vector — to a nontrivial relation with coefficient 0.
This is a contradiction.

()) For dimensional reasons, there is a nontrivial linear relation between the vi ’s; if some of its
coefficients were 0, it would give linear dependence of a proper subset of the vi ’s. If the relation
was not projectively unique, one could form a linear combination of two nonproportional relations
and obtain a nontrivial relation with coefficient 0.

Observe that for a linearly generic tuple .v0; : : : ; vn/, the class Œ.v0; : : : ; vn/� in Un;C is 0˙ if and only
if all the coefficients in the linear relation

Pn
iD0 ˛ivi D 0 are of the same sign.

Now we will tackle the question of genericity of the section S (of E � E 0 over .X � X 0/.0/). Let
� D .x0; : : : ; xn/ 2 X

.n/ and � 0 D .x00; : : : ; x
0
k
/ 2 X 0.k/. Using trivializations of E over � and of E 0

over � 0, we identify each Exi with the same vector space V (Š Kn/, and each E 0x0
j

with W (Š Kk/.
Thus, we put vi D s.xi / 2 V , wj D s0.x0j / 2W , V.i;j / D .vi ; wj /D S.x.i;j // 2 V ˚W . We would like
to show that for each admissible path  the vectors .V.j / j j 2 ŒnC k�/ are linearly generic. There are
unique scalars ˛i and ǰ such that

nX
iD0

˛ivi D 0;

nX
iD0

˛i D 1;

kX
jD0

ǰwj D 0;

kX
jD0

ǰ D 1:

Let Au D
Pu
iD0 ˛i and Bs D

Ps
jD0 ǰ . For a given path  , let us arrange these two sequences into one:

Cj D

�
Ai if .j /D .i;�/ and .j C 1/D .i C 1;�/;
Bi if .j /D .�; i/ and .j C 1/D .�; i C 1/:

We put CnCk D An D Bk D 1 and C�1 D 0.

Lemma 11.3 There is a projectively unique linear relation between the vectors .V.j / j j 2 ŒnC k�/. If
we require that the sum of coefficients be 1, this relation is

nCkX
jD0

.Cj �Cj�1/V.j / D 0:

If all Au and Bs are distinct , all coefficients of this relation are nonzero.
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Proof First, let us prove the formula. Projecting onto the first factor we get

(11-3)
nX
iD0

� X
j2�i

.Cj �Cj�1/

�
vi D 0;

where �i D fj 2 ŒnCk� j .j /D .i;�/g (similarly, we put � i D fj 2 ŒnCk� j .j /D .�; i/g). We have
�i D fu; uC 1; : : : ; uC `g for some integers u, `. ThereforeX

j2�i

.Cj �Cj�1/D CuC`�Cu�1 D Ai �Ai�1 D ˛i :

Consequently, (11-3) becomes
Pn
iD0 ˛ivi D 0. Similarly, the projection onto W is 0. Thus, the relation

stated in the lemma holds.

Suppose now that
PnCk
jD0 „jV.j / D 0 is a linear relation with

PnCk
jD0 „j D 1. Projecting onto the first

factor, we get
Pn
iD0 �ivi D 0, where �i D

P
j2�i

„j . Since
Pn
iD0 �i D

PnCk
jD0 „j D 1 and the vectors

vi are linearly generic, we know that �i D ˛i . Thus,X
j2�i

„j D ˛i :

Similarly, X
j2�i

„j D ˇi :

Since each j is the largest element of exactly one set �i or � i , these equations recursively and uniquely
determine all the „j .

Consequently, a linear relation between the V.j / with nonzero sum of coefficients is projectively unique.
This implies that there is no nontrivial relation with sum of coefficients 0— if it existed, it could be added
to the one with sum of coefficients 1, contradicting the uniqueness of the latter.

The last claim of the lemma follows directly from the formula.

Corollary 11.4 Suppose that the class Œ.v0; : : : ; vn/� in Un;C, or the class Œ.w0; : : : ; wk/� in Uk;C, is
not 0˙. Then , for every admissible path  , the class Œ.V.j / j j 2 ŒnC k�/� in UnCk;C is not 0˙.

Proof The assumption can be interpreted as ˛i < 0 for some i , or ǰ < 0 for some j . In each case
one of the sequences .Au/ or .Bs/ is not increasing; therefore, independent of  , the sequence .Cj / is
not increasing. Consequently, the relation between the V.j / (as in the lemma) cannot have all positive
coefficients, while it does have some since their sum is 1. Hence the claim.

Corollary 11.5 Suppose that the class Œ.v0; : : : ; vn/�D 0˙ in Un;C, and the class Œ.w0; : : : ; wk/�D 0˙

in Uk;C. Then there is a unique admissible path  such that Œ.V.j / j j 2 ŒnC k�/�D 0˙ in UnCk;C.

Proof The sequences .Au/ and .Bs/ are increasing. There is a unique  such that .Cj / is increasing as
well — then Œ.V.j / j j 2 ŒnC k�/�D 0˙. For other  we conclude as in the previous corollary.
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Now we know that (11-2) holds up to sign. To finish the proof it remains to work out the relation between
the signs that appear in the exponents in Corollary 11.5, and to check that this relation is consistent
with (11-2). The cycle z � z0 contains a triangulated version of the product � � � 0, for � 2 supp z and
� 0 2 supp.z0/, in the form

P
 sgn./� . The summation is over all admissible  . The sign sgn./ equals

.�1/A./, where A./ is the area of the part of the grid that lies under the image of  . In particular, if 
goes along the lower edge and the right-hand edge of the grid, the sign is C1. If we change  by moving
one .j / to the opposite vertex of a 1� 1 square — and get an admissible  0— then sgn. 0/D� sgn./.

Lemma 11.6 Suppose that Œ.v0; : : : ; vn/�D 0s and Œ.w0; : : : ; wk/�D 0s
0

. Then

Œ.V.j / j j 2 ŒnC k�/�D sgn./ � 0ss
0

for the  from the previous corollary.

Proof We choose orientations of the bundles E and E 0; we get induced orientations of V , W and
V ˚W . With respect to some positively oriented bases of V and W we have sgn det.v0; : : : ; vn�1/D s
and sgn det.w0; : : : ; wk�1/D s0. We will show that for every admissible  the sign formula

sgn detB.V.j / j j 2 ŒnC k� 1�/D sgn./

holds, where the determinant is calculated with respect to the basis

B D ..v0; 0/; : : : ; .vn�1; 0/; .0; w0/; : : : ; .0; wk�1//:

(This claim implies the lemma.)

First, for the  with A./D 0, the determinant isˇ̌̌̌
ˇ̌̌̌
ˇ̌̌̌
ˇ̌̌̌
ˇ

1 0 � � � 0 a0 a0 � � � a0
0 1 � � � 0 a1 a1 � � � a1
:::

:::
:::

0 0 � � � 1 an�1 an�1 � � � an�1
1 1 � � � 1 1 0 � � � 0

0 0 � � � 0 0 1 � � � 0
:::

:::
:::

0 0 � � � 0 0 0 � � � 1

ˇ̌̌̌
ˇ̌̌̌
ˇ̌̌̌
ˇ̌̌̌
ˇ
;

where all ai are negative (vnD
Pn�1
iD0 aivi ). To calculate it, we use lower rows to cancel all the ai except

the ones in the .nC1/st column. Then we use the left columns to cancel all the remaining ai — this
increases the .nC1; nC1/–entry. The result is now lower-triangular and positive on the diagonal.

Now let us consider the change of the determinant as .j / moves across a 1� 1 square. This changes
one column. That column, and the neighbouring ones, are

. : : : ; .vi ; wj /; .viC1; wj /; .viC1; wjC1/; : : : /$ . : : : ; .vi ; wj /; .vi ; wjC1/; .viC1; wjC1/; : : : /:
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The change, up to sign, can be performed by two column operations:

�.vi ; wjC1/D .viC1; wj /� .vi ; wj /� .viC1; wjC1/:

Since every admissible  can be obtained by such operations from the one with A./ D 0, the sign
formula holds for all admissible paths.

This completes the proof of Theorem 11.1.

12 Cup product of Euler classes

Let E be a (flat) GLC.n;K/–bundle over a simplicial complex X . We will often trivialize this bundle
over simplices of X ; to facilitate the use of such trivializations we introduce the following convention.
Let � D .x0; : : : ; x`/ be a simplex of X . We put E� WD Ex0 , and we use any (flat) trivialization of E
over � to isomorphically identify all the other Exi with E� . Thus, if s WX .0/!E is a section, we write
s.x0/; : : : ; s.x`/ 2E� .

Definition 12.1 A section s WX .0/!E is called positive, if for every simplex � D .x0; : : : ; x`/ of X
there is a functional �� 2E�� such that �� .s.xi // > 0 for i D 0; : : : ; `.

If a GLC.n;K/–bundle E over X admits a generic positive section s, then heu0.E/; zi D 0 for every
cycle z 2 Zn.X;Z/. Indeed, for every simplex � 2 X .n/ we have s�� ¤ 0˙ in Un;C, since the values
of s at the vertices of � do not admit a linear relation with all positive coefficients — by positivity of s. It
turns out that (over a cycle) every positive section can be perturbed to a generic positive section.

Lemma 12.2 If a GLC.n;K/–bundle E over a finite simplicial complex X admits a positive section ,
then it admits a generic positive section.

Proof Let s be a positive section, as witnessed by functionals �� 2E�� (� 2X .n/). We will construct,
vertex-by-vertex, a new generic section s0, positive with respect to the same collection of functionals. We
order the vertices of X , and we start with s0.x0/D s.x0/. Suppose that s0.x`/ have already been chosen
for `< i . Put V DExi . When choosing s0.xi / in V , in order to ensure genericity, we need to avoid a finite
collection of affine hyperplanes, say defined by equations . j .v/D j̨ /j2J (where  j 2 V �, j̨ 2K).
Also, for each n–simplex � with vertex xi , we need to ensure that �� .s0.xi //> 0 (we identify E� with V ).
Let w 2 V be such that  j .w/¤ 0 for all j 2 J ; such w exists, since V is not the union of finitely many
hyperplanes .ker j /j2J . We will find suitable s0.xi / in the form v.˛/ WD s.xi /C˛w, for some scalar ˛.
First, observe that the equation  j .v.ˇ// D j̨ has a unique solution ǰ D

�
j̨ � j .s.xi //

�
= j .w/.

Let B WDminf ǰ j ǰ > 0g. The condition �� .v.ˇ// > 0, ie �� .s.xi //Cˇ�� .w/ > 0, is equivalent to
ˇ > ��� .s.xi //=�� .w/ (if �� .w/ > 0) or to ˇ < ��� .s.xi //=�� .w/ (if �� .w/ < 0). We know that
ˇ D 0 satisfies all these inequalities. Therefore, the scalar M WDminf��� .s.xi //=�� .w/ j �� .w/ < 0g
is positive. We put ˛ WD 1

4
min.B;M/ and s0.xi /D v.˛/.
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Corollary 12.3 Let E and E 0 be GLC.n;K/– and GLC.k;K/–bundles over simplicial complexes X
and X 0, respectively. For any simplicial cycles z 2Zn�`.X;Z/ and z0 2ZkC`.X 0;Z/, where ` > 0,

heu0.E �E 0/; z � z0i D 0:

Proof We may and do assume that X D supp z and X 0 D supp z0. Let s be a generic section of E. For
dimensional reasons, the values of s at the vertices of any simplex � of X are linearly independent;
therefore, a functional �� can be chosen that evaluates to 1 on each of them. Thus, s is positive. Now
define S W .X � X 0/.0/ ! E � E 0 by S.x; x0/ D .s.x/; 0/. Then, for any simplices � 2 X .n�`/ and
� 0 2X 0.kC`/, and any .nCk/–dimensional simplex � in the standard triangulation of � � � 0, we may
put �� D �� ı�E . Then, for every vertex .x; x0/ of � we have

�� .S.x; x
0//D ��

�
�E .s.x/; 0/

�
D �� .s.x// > 0:

Therefore, S is a positive section of E �E 0 over supp z � z0. By the lemma above, there exists a generic
positive section, and that implies the asserted vanishing.

Corollary 12.4 Let E and E 0 be GLC.n;K/– and GLC.k;K/–bundles over simplicial complexes X
and X 0 respectively. For any simplicial cycle Z 2ZnCk.X �X 0;Z/,

heu0.E/� eu0.E 0/; Zi D heu0.E �E 0/; Zi:

Proof Indeed, by Künneth’s formula, an integer multiple of Z is homologous to a combination of cycles
of the form z�z0; for the latter, the formula holds either by the previous corollary, or by Theorem 11.1.

Theorem 12.5 Let E and E 0 be GLC.n;K/– and GLC.k;K/–bundles over a simplicial complex X .
For any simplicial cycle z 2ZnCk.X;Z/,

heu0.E/[ eu0.E 0/; zi D heu0.E˚E 0/; zi:

Proof Let � WX !X �X be the diagonal map. Then

heu0.E/[ eu0.E 0/; zi D h��.eu0.E/� eu0.E 0//; Œz�i

D heu0.E/� eu0.E 0/;��Œz�i D heu0.E �E 0/;��Œz�i

D h��eu0.E �E 0/; Œz�i D heu0.��.E �E 0//; Œz�i

D heu0.E˚E 0/; zi:

13 Comparison of Euler and Witt classes

We use the functoriality theorem (Theorem 1.5) to compare various tautological classes that we have
constructed. We begin with eu and euC.

Euler classes We assume n is even. There is a natural map PC ! P ; it induces a simplicial (non-
degenerate) map f WXC!X . The groups PCGC and PGC acting on XC and X (respectively) are also
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related by the natural projection homomorphism � W PCGC! PGC. The map f is �–equivariant, and
induces a coefficient group map f W UC! U . Theorem 1.5 applies and gives the diagram

Hn.PGC; U /
��
�!Hn.PCGC; U /

f�
 �Hn.PCGC; UC/:

Recall that U ' Z and UC ' Z.n=2/C1. The map f W UC ! U can be described explicitly using
Remark 8.8. The generator aC of UC is represented by the simplex .Œe1�; : : : ; Œen�; Œva�/, where

va D e1C � � �C ea � .eaC1C � � �C en/:

The image of this simplex in X determines in U the symbol Œsgn.det.e1; : : : ; en/ � .�1/n�a/�D Œ.�1/a�.
Therefore, f .aC/D Œ.�1/a�D .�1/aŒC�. It follows that the induced map on cohomology,

f� WH
n.PCGC; UC/!Hn.PGC; U /;

maps euC D
L
a eua to

P
a.�1/

aeua. Theorem 1.5 implies the following result.

Theorem 13.1 Let � W PCGC! PGC be the natural projection homomorphism. Then

��euD
n=2X
aD0

.�1/aeua:

A (flat) PCGC–bundle P over Y determines a PGC–bundle P 0 over Y . As is usual in such cases, we
put eu.P / WD eu.P 0/ 2Hn.Y;Z/.

Corollary 13.2 Let P be a (flat) PCGLC.n;K/–bundle over an oriented closed n–manifold M . Then

heu.P /; ŒM �i D 2nheu0.P /; ŒM �i:

Proof Using Theorems 10.1 and 13.1, we calculate

heu.P /; ŒM �i D

� n=2X
kD0

.�1/keuk.P /; ŒM �

�

D

n=2X
kD0

.�1/kheuk.P /; ŒM �i

D

n=2X
kD0

.�1/k.�1/k
�nC1
k

�
heu0.P /; ŒM �i D 2nheu0.P /; ŒM �i:

Remark 13.3 For nD 2, Theorem 9.1 gives 3eu0C eu1 D 0. Theorem 13.1 now implies ��euD 4eu0,
ie in this case Corollary 13.2 can be strengthened to equality in H 2.PCGLC.2;K/;Z/— there is no
need to evaluate on cycles.

Witt class In Section 7 we discussed the action of PSL.2;K/ on P1, on the associated complex X , and
the resulting Witt classw2H 2.PSL.2;K/;W.K//. In Section 8 we considered the action of PGLC.2;K/
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on the same spaces, and the resulting cohomology class eu 2H 2.PGLC.2;K/;Z/. Theorem 1.5 may be
applied to the identity map � WX !X and the injection homomorphism � W PSL.2;K/! PGLC.2;K/.
Before stating the result we compute the coefficient map � WW.K/!Z. The symbol Œ�� is represented by
the triple t� D

��
1
0

�
;
�
0
1

�
;
�
1
�

��
. To find the symbol of t� in U2.X;PGLC.2;K// we write�

1

�

�
D 1 �

�
1

0

�
C� �

�
0

1

�
:

Then, using Remark 8.8, we get �
sgn

�ˇ̌̌̌
1 0

0 1

ˇ̌̌̌
� 1 ��

��
D Œsgn.�/�:

Therefore, the map � WW.K/! Z is just the signature map � , given by �.Œ��/D sgn.�/. The diagram is

H 2.PGLC.2;K/;Z/
��
�!H 2.PSL.2;K/;Z/ ��

 �H 2.PSL.2;K/;W.K//

and the theorem is as follows.

Theorem 13.4 Let � W PSL.2;K/! PGLC.2;K/ be the standard inclusion. Then

��euD ��w:

Furthermore , the pullback of this class to SL.2;K/ is equal to 4eu0.

The last claim of the theorem follows from Remark 13.3.

Nonvanishing Consider a flat vector SL.2;R/–bundleE over a closed oriented surface†. The (classical,
topological) Euler class eut .E/ of E (more precisely, the Euler number heut .E/; Œ†�i) can be computed
as the signed number of zeroes of a generic section of E; generic means transversal to the zero section.
Consider now a triangulation Y of †. Let s W Y .0/!E be a generic section over the set of vertices of Y .
Here genericity means that for every 2–simplex � of Y the values of s at the vertices of � are pairwise
linearly independent (as usual, we compare them using a flat trivialization of E over � ). The section s can
be affinely extended to each simplex of Y . Together, these extensions define a generic section of E over †
in the previous, classical sense. Moreover, the zeroes of this extended section occur exactly in simplices �
on which s�T0 (the cocycle representing eu0.E/; see Remark 8.8 and Definition 8.9) is nonzero, and the
sign of the zero in � is equal to s�T0.�/. These arguments prove the following statement.

Fact 13.5 Let E be a flat SL.2;R/–bundle over a closed surface †. Then

heu0.E/; Œ†�i D heut .E/; Œ†�i:

We will now prove that all the Euler classes constructed in this paper are nonzero (for n even).

Theorem 13.6 Let K be an ordered field and let n be even. Then the Euler classes eu, euC and all euk
are nonzero.
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Proof Recall that an ordered field contains Q as a subfield, and the order restricted to Q is standard. Due
to field restriction stability of our classes (see Remark 8.10) it is enough to show the theorem for K DQ.

Assume first that n D 2. Recall that over a closed oriented surface † of genus g � 2 there are flat
vector SL.2;R/–bundles E with nontrivial Euler class eut (see [Milnor and Stasheff 1974, Appendix C]).
Moreover, Takeuchi proved that SL.2;Q/ can be used as the structure group of such bundles (see [Takeuchi
1971]); let us call such examples (flat SL.2;Q/–bundles with nontrivial eut ) Takeuchi bundles. Fact 13.5
implies that the Euler class eu0 is nonzero for Takeuchi bundles. Theorem 10.1 and Corollary 13.2 imply
that also eu1 and eu are nontrivial for them.

For larger even nD 2k we consider the Cartesian product Y of k copies of †, and over Y the product
bundle E�k of k–copies of a Takeuchi bundle E. Then Theorem 11.1 shows that

heu0.E�k/; ŒY �i D heu0.E/; Œ†�ik ¤ 0:

Again, it follows from Theorem 10.1 and Corollary 13.2 that all euk as well as eu are nontrivial on E�k.
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[Nekovář 1990] Y Nekovář, Maslov index and Clifford algebras, Funct. Anal. Appl. 24 (1990) 196–204 MR Zbl

[Reznikov 1997] A Reznikov, Euler class and free generation, preprint (1997) arXiv dg-ga/9709009

[Takeuchi 1971] K Takeuchi, Fuchsian groups contained in SL2.Q/, J. Math. Soc. Japan 23 (1971) 82–94 MR
Zbl

Instytut Matematyczny, Uniwersytet Wrocławski
Wrocław, Poland

Instytut Matematyczny PAN
Wrocław, Poland

jan.dymara@uwr.edu.pl, tjan@impan.pl

Received: 25 February 2023 Revised: 30 June 2023

Geometry & Topology Publications, an imprint of mathematical sciences publishers msp

https://doi.org/10.1090/mmono/199
http://msp.org/idx/mr/1826571
http://msp.org/idx/zbl/0976.57026
https://doi.org/10.1007/BF01077960
http://msp.org/idx/mr/1082029
http://msp.org/idx/zbl/0732.22009
http://msp.org/idx/arx/dg-ga/9709009
https://doi.org/10.2969/jmsj/02310082
http://msp.org/idx/mr/271342
http://msp.org/idx/zbl/0204.39801
mailto:jan.dymara@uwr.edu.pl
mailto:tjan@impan.pl
http://msp.org
http://msp.org


msp

Algebraic & Geometric Topology 24:5 (2024) 2933–2956
DOI: 10.2140/agt.2024.24.2933

Published: 19 August 2024

Homotopy types of suspended 4–manifolds

PENGCHENG LI

Given a closed, smooth, connected, orientable 4–manifold M whose integral homology groups can have
2–torsion, we determine the homotopy decomposition of the double suspension †2M as wedge sums
of some elementary A3

3–complexes which are 2–connected finite complexes of dimension at most 6.
Furthermore, we utilize the Postnikov square (or equivalently Pontryagin square) to find sufficient
conditions for the homotopy decompositions of †2M to desuspend to that of †M .

55P15, 55P40, 57N65

1 Introduction

Recently, research on the homotopy properties of manifolds has emerged in two directions. The first
direction is the loop homotopy of manifolds, which can be traced back to Beben and Wu’s work [6]
in 2011. After them, many people made efforts to promote the development of this project, such as Beben,
Theriault and Huang [4; 5; 15]. On the other hand, as exhibited by So and Theriault [19], the suspension
homotopy of manifolds has rich applications in some important objects of geometry and physics, such as
gauge groups and current groups. Hereafter, this research direction has been widely studied, for instance
in Huang [11; 12; 13], Cutler and So [8] and Huang and Li [14].

This paper contributes to further research on the suspension homotopy of manifolds. In the above related
literature, due to some intractable obstructions, the authors usually avoid handling 2–torsions of the
integral homology groups of the manifolds. For example, So and Theriault [19] required the 4–manifolds
are 2–torsion-free in integral homology, Huang [13] restricts to 6–manifolds with integral homology
groups containing no 2– or 3–torsions, while Cutler and So [8] and Huang and Li [14] respectively studied
the suspension homotopy of simply connected 6–manifolds and 7–manifolds after localization away
from 2.

In this paper we developed new techniques and tools in homotopy theory to obtain complete classification
of the homotopy types of suspended 4–manifolds which can have 2–torsion in homology. For instance,
we successfully apply certain homotopy properties of some A3

n–complexes (defined below) to obtain the
homotopy decompositions of †2M . Moreover, the Postnikov squaring operation (1-1) and the Pontryagin
squaring operation (1-2) appear to be powerful in the characterizations of the homotopy type of †M ; see
Section 5.

© 2024 MSP (Mathematical Sciences Publishers). Distributed under the Creative Commons Attribution License 4.0 (CC BY).
Open Access made possible by subscribing institutions via Subscribe to Open.
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To make sense of the introduction, we need the following notions and notation. Let G be an abelian
group and let n be a positive integer. Denote by Hn.X IG/ (resp. Hn.X IG/) the nth (singular) homology
(resp. cohomology) group of X with coefficients in G, and denote by P n.G/ the n–dimensional Peterson
space (see Neisendorfer [18]) which admits a unique nontrivial reduced integral cohomology group G
in dimension n. In particular, for integers n; k � 2, we denote by Z=k D Z=kZ the group of integers
modulo k. Recall the Peterson spaces have the cell structure

P n.k/D P n.Z=k/D Sn�1[k e
n;

which admits the obvious inclusion in�1 of the bottom sphere Sn�1 into P n.k/ and the pinch map qn
onto Sn. For each n� 3, there is a generator z�r 2 �nC1.P n.2r// satisfying the formula

qnz�r ' �nI

see Lemma 2.1, where �n W SnC1! Sn is the iterated suspensions of the Hopf map � W S3! S2. For
a homomorphism � WG!G0 of groups, ker.�/ and im.�/ denote the kernel and the image subgroups
of �, respectively.

A finite CW–complex X is called an Ak
n–complex if X is .n�1/–connected and has dimension at most

nC k. It is well known that elementary (or called indecomposable) A1
n–complexes consist of spheres

Sn; SnC1 and the Moore spaces P nC1.pr/ with p odd primes and r � 1. One may consult Zhu, Li and
Pan [24; 16; 23; 25] and Baues and Hennes [3] for more homotopy theory of such complexes. We need
the following elementary A3

n–complexes with n� 3 and r; s � 1:

C nC2� D Sn[� CSnC1 D†n�2CP 2; C nC2r D P nC1.2r/[in� CSnC1;

C nC2;s D Sn[�qnC1
CP nC1.2s/; C nC2;sr D P nC1.2r/[in�qnC1

CP nC1.2s/;

AnC3.�2/D Sn[�2 CSnC2; AnC3.z�r/D P
nC1.2r/[z�r

CSnC2;

AnC3.2r�2/D P nC1.2r/[in�2 CSnC2:

Here the first four A2
n–complexes are the elementary Chang complexes (due to Chang [7]), and the last

two spaces are the only two A3
n–complexes with the homology groups

Hn Š Z=2r ; HnC3 DH0 Š Z; Hi D 0 for i ¤ 0; n; nC 3:

Compare [2, Theorem 10.3.1]. Note that all of the above A3
n–complexes desuspend: they can be defined

for n� 2.

To deal with 2–torsions in H�.M IZ/, we shall employ the following cohomology operations. Let X be
a connected CW–complex. For each r � 1, there are unstable cohomology operations: the Postnikov
square

(1-1) P0 WH
1.X IZ=2r/!H 3.X IZ=2rC1/

and the Pontryagin square

(1-2) P1 WH
2.X IZ=2r/!H 4.X IZ=2rC1/:
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These two operations were carefully studied by Whitehead [21; 22]. Given a cohomology operation C
which maps H r.X;AIG1/!H s.X;AIG2/ for each pair .X;A/, the suspension operation S.C / is the
composition (see [20, Section 3])

H r�1.Y IG1/
�
�!H r.†Y IG1/

C
�!H s.†Y IG2/

��1

��!H s�1.Y IG2/;

where � is the suspension isomorphism. Note that P0 is the suspension operation of P1:

(1-3) �P0 DP1� I

see [20, Theorem I(i)]. The Adem relations

Sq3 D Sq1 Sq2 and Sq3 Sq1CSq2 Sq2 D 0

yield the secondary operation ‚n based on the relation 'n�n D 0 with

(1-4)
�n D

�
Sq2 Sq1

Sq2

�
WKn!KnC3 �KnC2;

'n D .Sq1;Sq2/ WKnC3 �KnC2!KnC4;

where n� 1, Km DKm.Z=2/ denotes the Eilenberg–Mac Lane space of type .Z=2;m/. For a space X ,
the secondary operation ‚n W Sn.X/! Tn.X/ is the induced homomorphism with

Sn.X/D ker.�n/] D ker.Sq2/\ ker.Sq2 Sq1/;

Tn.X/D coker.�'n/] DH
nC3.X IZ=2/=im.Sq1CSq2/:

The secondary operation ‚n detects the map �2 D �n�nC1 W SnC2! Sn; see [9, page 96] or Lemma 2.7.
For each r � 1, the higher-order Bockstein operations

(1-5) ˇr WH
�.X IZ=2/ÜH�C1.X IZ=2/

are inductively defined by setting ˇ1 as the usual Bockstein homomorphism associated to the short exact
sequence

0! Z=2! Z=4! Z=2! 0I

for r � 2, ˇr is defined on the intersection of ker.ˇi /, i < r , and takes values in the quotient by the
im.ˇi /, i < r . This is also indicated by the dashed arrow in (1-5). See [9, Section 5.2] for more details.
Note that the higher Bocksteins ˇr and the sequence ‚D f‚ngn�1 are both stable (cf [9, 4.2.2]):

�ˇr D ˇr ; �‚nC1 D‚n:

Let M be a closed, smooth, connected, orientable 4–manifold. By Poincaré duality and the universal
coefficient theorem for cohomology, the homology groups H�.M IZ/ are given by Table 1, where m; d
are nonnegative integers, and T is a finitely generated torsion abelian group. Denote the 2–primary
component of T by

T2 D

nM
jD1

Z=2rj :

Now we are prepared to state our first main theorem.
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i 0; 4 1 2 3 � 5

Hi .M IZ/ Z Zm˚T Zd ˚T Zm 0

Table 1: H�.M IZ/.

Theorem 1.1 Let M be a closed , smooth , connected , orientable 4–manifold with integral homology
H�.M IZ/ given by Table 1.

(1) Suppose that M is spin , then †2M has two possible homotopy types:

(a) If ‚.H 1.M IZ=2//D 0, then there is a homotopy equivalence

†2M '
� mW
iD1

.S3 _S5/
�
_

� dW
iD1

S4
�
_P 4.T /_P 5.T /_S6:

(b) If ‚.H 1.M IZ=2//¤ 0, then

†2M '
� mW
iD1

.S3 _S5/
�
_

� dW
iD1

S4
�
_P 4

�
T

Z=2rj0

�
_P 5.T /_A6.2rj0�2/;

where j0 is the maximum of the indices j � n such that

‚.x/¤ 0 and ˇrj .x/¤ 0 for x 2H 1.M IZ=2/:

(2) Suppose that M is nonspin. Then the suspension †iM has the following possible homotopy types:

(a) If for any u 2H 4.†2M IZ=2/ with Sq2.u/¤ 0 and any v 2 ker.Sq2/ it holds that

ˇr.uC v/D 0 and uC v … im.ˇs/ for all r; s � 1;

then there is a homotopy equivalence

†2M '
� mW
iD1

.S3 _S5/
�
_

� d�1W
iD1

S4
�
_P 4.T /_P 5.T /_C 6� :

(b) Suppose that for any u 2H 2.M IZ=2/ with Sq2.u/¤ 0 and any v 2 ker.Sq2/, it holds that

uC v … im.ˇs/ for all s � 1;

while there exist u0 2H 2.M IZ=2/ with Sq2.u0/¤ 0 and v0 2 ker.Sq2/ such that

ˇr.u
0
C v0/¤ 0 for some r � 1:

Then there is a homotopy equivalence

†2M '
mW
iD1

.S3 _S5/_
dW
iD1

S4 _P 4.T /_P 5
�

T

Z=2rj1

�
_C 6rj1

;

where j1 is the maximum of the indices j � n such that

Sq2.u0/¤ 0 and ˇr.u
0
C v0/¤ 0:

Algebraic & Geometric Topology, Volume 24 (2024)



Homotopy types of suspended 4–manifolds 2937

(c) Suppose that there exist u 2 H 2.M IZ=2/ with Sq2.u/ ¤ 0 and v 2 ker.Sq2/ such that
uC v 2 im.ˇr/ for some r .

(i) If ‚.H 1.M IZ=2//D 0, then there is a homotopy equivalence

†2M '
� mW
iD1

.S3 _S5/
�
_

� dW
iD1

S4
�
_P 5.T /_P 4

�
T

Z=2rj2

�
_A6.z�rj2

/;

where j2 is the minimum of the indices j � n such that uC v 2 im.ˇrj /.

(ii) If ‚.H 1.M IZ=2//¤ 0 and T2 Š Z=2rj2 , then there is a homotopy equivalence

†2M '
� mW
iD1

.S3 _S5/
�
_

� dW
iD1

S4
�
_P 5.T /_P 4

�
T

Z=2rj2

�
_A6".z�rj2

/;

where A6".z�rj2
/ is the homotopy cofiber of z�rj2

C " � i3�
2 with " 2 f0; 1g.

(iii) If ‚.H 1.M IZ=2//¤ 0 and n� 2 (ie T2 has at least 2 direct summands), then there is a
homotopy equivalence

†3M '� mW
iD1

.S4_S6/
�
_

� dW
iD1

S5
�
_P 6.T /_A7".z�rj2

/_P 5
�

T

Z=2rj2 ˚Z=2
r
j 0

0

�
_A7.2

r
j 0

0
�2

/;

where A7".z�rj2
/D†A6".z�rj2

/, the index j2 the minimum of the indices j � n such that
uC v 2 im.ˇrj /, and j 00 is the maximum of the indices j � n with j ¤ j2 such that

‚.x/¤ 0 and ˇrj .x/¤ 0 for all x 2H 3.C' IZ=2/:

From the above complete discussion we see that when M is nonspin, the nontriviality of the secondary
operation ‚ on H 1.M IZ=2/ only affects case when uC v 2 im.ˇr/ for some r . In the last case (iii) we
made one more suspension to cancel the possible nontrivial Whitehead products in k0–invariant of the
homology decomposition of the †2M .

We also study the homotopy type of the suspension †M in terms of the Postnikov square P0 (or
equivalently the Pontryagin square P1).

Theorem 1.2 Let M be a closed , smooth , connected , orientable 4–manifold with H�.M IZ/ given by
Table 1. If the Postnikov square

P0 WH
1.M IZ=2rj /!H 3.M IZ=2rjC1/

is trivial for each j D 1; 2; : : : ; n, then the desuspensions of the homotopy decompositions of †2M in
Theorem 1.1 yield the homotopy decompositions of †M .

IfH�.M IZ/ contains no 2–torsion (ie T2D 0), then the homotopy decomposition†M '
Wm
iD1S

2_†W

(4-1) implies that the Pontryagin square

P1 WH
1.†M IZ=2rj /!H 3.†M IZ=2rjC1/

is trivial, hence so is P0 by (1-3). Hence Theorem 1.2 extends So and Theriault’s results [19, Theorem 1.1].
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However, the author didn’t find any other 4–manifolds M satisfying conditions in Theorem 1.2. This is
also why we arrange the above theorem after Theorem 1.1.

The paper is organized as follows. In Section 2 we review some homotopy theory of partial elementary
A3
n–complexes and list some technical lemmas about the Pontryagin or Steenrod square operations.

Section 3 introduces the main analysis methods adopted in this paper, including a useful criterion to
determine the homotopy type of suspensions and the matrix method to determine the homotopy type
of homotopy cofibers of certain maps. Section 4 simply analyses the homology decomposition of the
suspension †M . In Section 5 we utilize the methods developed in Section 3 to give a detailed discussion
on the homotopy decompositions of our suspended four-manifolds. At the end, we prove Theorems 1.1
and 1.2, respectively.

Acknowledgements The author would like to thank Jianzhong Pan for some helpful discussion on
Proposition 5.2. The author was partially supported by the National Natural Science Foundation of China
grant 12101290.

2 Some technical lemmas

In this section we recall some homotopy groups of mod 2r Moore spaces and prove some lemmas about
the Pontryagin or Steenrod square operations.

Throughout, all spaces X; Y; : : : are based connected CW–complexes, and ŒX; Y � is the set of based
homotopy classes of based maps from X to Y. We identify a map f with its homotopy class in notation.
For composable maps g and f , denote by gf or g ıf the composition of g with f . Unless otherwise
specified, CX denotes the reduced mapping cone of a space X , and Cf denotes the homotopy cofiber of
a given map f WX ! Y . For a cyclic group G, we write Ghxi to mean x is a generator of G.

2.1 Some homotopy theory of mod 2r Moore spaces

Let n; k � 2. There is a homotopy cofibration for the mod k Moore space P n.k/:

Sn�1
k
�! Sn�1

in�1
���! P n.k/

qn
�! Sn;

where in�1 and qn are the canonical inclusion and projection, respectively. Recall that if 2 doesn’t
divide k, then

�n.P
n.k//D �nC1.P

n.k//D 0 for all n� 3:

For each r; s � 1, let �r W Z! Z=2r be the reduction mod 2r with 1r D �r.1/, let �rs W Z=2
r ! Z=2s be

the homomorphism given by

(2-1) �rs .1r/D

�
1s if r � s;
2s�r1s if r < s:
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For each n� 3, there exists a map (with n omitted in notation)

B.�rs / W P
nC1.2r/! P nC1.2s/

such that
Hn.B.�

r
s //D �

r
s and †B.�rs /D B.�

r
s /:

Moreover, B.�rs / satisfies the relation formulas (cf [3])

(2-2) B.�rs /in D

�
in if r � s;
2s�r in if r � s;

and qnC1B.�
r
s /D

�
2r�sqnC1 if r � s;
qnC1 if r � s:

Note that a multiple t˛ (written also as t �˛) of an element ˛ 2 �k.X/ coincides with the composite ˛ ı t .

Lemma 2.1 Let r � 1 and n� 3 be integers.

(1) �n�1.P
n.2r//Š Z=2rhin�1i.

(2) �3.P
3.2r//Š Z=2rC1hi2�i, �nC1.P nC1.2r//Š Z=2hin�i.

(3) There are isomorphisms

�nC1.P
n.2r//Š

�
Z=4hz�1i if r D 1;
Z=2hz�ri˚Z=2hin�1�2i if r � 2;

where z�r satisfies the formulas

(2-3) z�r D B.�
1
r /z�1; qnz�r D �; 2z�1 D in�1�

2:

(4) Dually, there are isomorphisms

�n.P nC2.2r//Š

�
Z=4hx�1i if r D 1;
Z=2hx�ri˚Z=2h�2qnC2i if r � 2;

where x�r satisfies the formula

x�r inC1 D �n; 2x�1 D �
2qnC2:

Proof (1) The isomorphism holds by the Hurewicz theorem.

(2) By [2, bottom of page 19, top of page 20], it holds that

�n.P
n.2r//Š

�
�.Z=2r/Š Z=2rC1 if nD 3;
Z=2r ˝Z=2 Š Z=2 if n� 4:

Here �.Z=2r/ is the Whitehead quadratic group; see [2] or [21]. The composite in�1� is clearly a
generator of �n.P n.2r//.

(3) By [2, Proposition 11.1.12], �4.P 3.2r// is isomorphic to the stable homotopy group �s4.P
3.2r//,

whose generators and the relations (2-3) refer to [3].

(4) The isomorphisms and the relation formulas follow by (3) under the Spanier–Whitehead duality:

�n.P nC2.2r//Š �nC2.P
nC1.2r//:
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For simplicity we still denote z�r W SnC1 ! P n.2r/ the iterated suspensions of the generator z�r of
�4.P

3.2r//. Combining (2-2) and (2-3), we have:

Corollary 2.2 Let r; s � 1. There hold relations

B.�rs /z�r D

�
z�s if s � r;
2r�sz�s if s � r:

2.2 Whitehead’s quadratic functor

Recall the Whitehead quadratic functor
� W Ab! Ab

on the category Ab of abelian groups [21; 1]. The functor � is characterized by the following property:
a function ' W G ! G0 between abelian groups is called quadratic if '.x/ D '.�x/ and the function
G �G ! G0 with .x; y/ 7! '.xC y/� '.x/� '.y/ is bilinear. For each abelian group G, there is a
universal quadratic function

 D G WG! �.G/

such that for any quadratic function ' WG!G0, there is a unique homomorphism '� W �.G/!G0 such
that 'D'�ı . It follows that for a homomorphism � WG!G0, there is a unique induced homomorphism
�.�/ W �.G/! �.G0/ such that �.�/ ı G D G0 ı�. The universal quadratic function  D G induces
the bilinear pairing

(2-4) Œ1; 1� WG˝G! �.G/; Œ1; 1�.x; y/D .xCy/� .x/� .y/:

Lemma 2.3 (cf [2]) Let G be an abelian group and let n� 0.

(1) For the cyclic group G D Z=n we have

�.Z=n/Š Z=.n2; 2n/;

where Z=0 D Z and .n2; 2n/ is the greatest common divisor. The group is generated by .1n/
with 1n D 1CnZ.

(2) For any x 2G, there holds .nx/D n2.x/.

2.3 Squaring operations

For an abelian group G, the Pontryagin square

P1 WH
2.X IG/!H 4.X I�.G//

is a quadratic function with respect to the cup product `:

(2-5) P1.�x/DP1.x/; P1.nx/D n
2P1.x/; P1.xCy/DP1.x/CP1.y/C Œ1; 1��.x ` y/;

where Œ1; 1�� is induced by the coefficient homomorphism (2-4). The Pontryagin square is natural with
respect to maps X ! Y between spaces and with respect to homomorphisms G!G0 between groups.
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Let X be an A2
2–complex and let

C4.X/
d
�! C3.X/

d
�! C2.X/

be its cellular chain complex. Represent a cohomology class x 2H 2.X IG/ by a cocycle yx WC2.X/!G,
which induces a unique homomorphism

zx WH2.X/D C2.X/=dC3.X/!G;

and therefore a unique homomorphism

�.zx/ W �.H2.X//! �.G/:

By the universal coefficient theorem, there is an isomorphism

� WH 2.X IH2.X//
Š�! Hom.H2.X/;H2.X//:

Let �2 2H 2.X IH2.X// be given such that �.�2/ is the identity on H2.X/. By [1, Chapter I] we know
that the Pontryagin square

P1 WH
2.X IG/!H 4.X I�.G//

is completely determined by the Pontryagin element

P1.�2/ 2H
4.X I�.H2.X///

in the sense that there holds an formula

P1.x/D �.zx/�.P1.�2//;

where �.zx/� is induced by the coefficient homomorphism.

Let Cr.t�/ be the homotopy cofiber of t � i2� W S3! P 3.2r/, where r � 1 and t 2 Z=2rC1. Note that
Cr.t�/ is an A2

2–polyhedron and has the A2
2–form

(2-6) f D .t�; 2r/ W S3 _S2! S2;

ie Cr.t�/ is the homotopy cofiber of the attaching map f between spheres.

Lemma 2.4 Let t 2 Z=2rC1 and r � 1. The Pontryagin square

P1 WH
2.Cr.t�/IZ=2

r/!H 4.Cr.t�/IZ=2
rC1/

is trivial if and only if t D 0.

Proof Let �2 2H 2.Cr.t�/IZ=2r/ be the generator which corresponds to the identity on H2.Cr.t�//.
By [1, Chapter I, Proposition 7.6] and the A2

2–form (2-6), the Pontryagin element P1.�2/ is represented
by the cocycle

t ��.�r/ D �.�r/.t/ W Z
t
�! �.Z/

�.�r /
���! �.Z=2r/:

Note that �.�r/ D �r represents a generator of H 4.Cr.t�/I�.Z=2r// by the universal coefficient
theorem. Then it follows by Lemma 2.3 that P1 D 0 if and only if t D 0.
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Recall that the Steenrod square

Sq2 WHn.�IZ=2/!HnC2.�IZ=2/

is a stable cohomology operation such that Sq2.x/D x2 for any cohomology class x of dimension 2;
see [10, Section 4.L].

Lemma 2.5 (cf [24]) For any n� 3, the Steenrod square

Sq2 WHn.C IZ=2/!HnC2.C IZ=2/

is an isomorphism for each (elementary) Chang complex C .

Lemma 2.6 For each n� 2 and r � 1, the Steenrod square

Sq2 WHnC1.AnC3.z�r/IZ=2/!HnC3.AnC3.z�r/IZ=2/

is an isomorphism.

Proof By (2-3) there is a homotopy commutative diagram of homotopy cofibrations (in which rows and
columns are all homotopy cofibrations):

� Sn Sn

SnC2 P nC1.2r/ AnC3.z�r/

SnC2 SnC1 C nC3�

in

z�r

qnC1 d

�

It follows that d� W Hk.C nC3� IZ=2/! Hk.AnC3.z�r/IZ=2/ is an isomorphism for k D nC 1; nC 3.
The isomorphism in the lemma then follows by Lemma 2.5 and the commutative square

HnC1.C nC3� IZ=2/ HnC3.C nC3� IZ=2/

HnC1.AnC3.z�r/IZ=2/ HnC3.AnC3.z�r/IZ=2/

Sq2

Š

d�Š d�Š

Sq2

2.4 Higher-order cohomology operations

Recall the secondary cohomology operations

(2-7) ‚n W Sn.X/! Tn.X/

based on the relation 'n�n D 0 of (1-4), where

Sn.X/D ker.�n/] D ker.Sq2/\ ker.Sq2 Sq1/;

Tn.X/D coker.�'n/] DH
nC3.X IZ=2/=im.Sq1CSq2/:
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Lemma 2.7 Let n� 2 and r � 1. For X D AnC3.�2/ or AnC3.2r�2/, the secondary operation ‚n acts
nontrivially on Hn.X IZ=2/; that is ,

0¤‚n WH
n.X IZ=2/!HnC3.X IZ=2/:

Proof For X D AnC3.�2/ or AnC3.2r�/, we compute that

Sn.X/DH
n.X IZ=2/Š Z=2 and Tn.X/DH

nC3.X IZ=2/Š Z=2:

The proof of ‚n ¤ 0 for X D AnC3.�2/ refers to [9, page 96]. There is a homotopy cofibration

Sn
inı2

r

���! AnC3.�2/
j
�! AnC3.2r�/;

which induces the commutative square

Hn.AnC3.2r�/IZ=2/ HnC3.AnC3.2r�/IZ=2/

Hn.AnC3.�2/IZ=2/ HnC3.AnC3.�2/IZ=2/

j�Š

‚n

j�Š

‚n¤0

Thus ‚¤ 0 for X D AnC3.2r�/.

The higher-order Bocksteins (1-5)

ˇr WH
n.X IZ=2/ÜHnC1.X IZ=2/

are helpful to detect torsion elements of H�.X IZ/ or H�.X IZ/.

Lemma 2.8 (cf [17, pages 173 and 61]) The following statements hold :

(1) The higher Bockstein ˇr detects the degree 2r map on Sn; in other words , for each r � 1, there is
exactly one nontrivial higher Bockstein

ˇr WH
n�1.P n.2r/IZ=2/!Hn.P n.2r/IZ=2/:

(2) For each r � 1, elements of H�.X IZ=2/ coming from free integral homology class lie in ker.ˇr/
and not in im.ˇr/.

(3) If z 2 HnC1.X IZ/ generates a direct summand Z=2r for some r , then there exist generators
z0 2Hn.X IZ=2/ and z00 2HnC1.X IZ=2/ such that

ˇr.z
0/D z00 and ˇi .z

0/D ˇi .z
00/D 0 for i < r:

3 Analysis methods

In this section we list some auxiliary lemmas that simplify the proof arguments in the next section. These
lemmas appear to be applicable to other similar problems as well, so we leave them in a separate section.
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We say that a map f WX!Y is homologically trivial if the induced homomorphism f� WHi .X/!Hi .Y /

is trivial for each i .

Lemma 3.1 [10, Theorem 4H.3] Suppose that X is a simply connected space of dimension N . Write
Hi DHi .X/. Then there is a sequence X2 �X3 � � � � �Xm of subcomplexes Xj of X such that

(1) i� WHj .Xn/ŠHj .X/ for j � n and Hj .Xn/D 0 for j > n,

(2) X2 DM2.H2/ and XN DX ,

(3) there is a principal homotopy cofibration

Mn.HnC1/
kn
�!Xn

in
�!XnC1!MnC1.HnC1/

with kn homologically trivial.

Note that we have the canonical inclusions Xn �Xn �XnC1, where Xk denotes the k–skeleton of X .
The map kn above is called the nth k0–invariant, and plays a key role in the homology decomposition
of X . For instance, kn is null-homotopic if and only if Xn 'Xn�1 _Mn.HnX/.

Lemma 3.2 Let f W
Wm
iD1Ai !

Wn
jD1Bj be a map which induces trivial homomorphism in cohomology

groups with coefficients in abelian groups G and G0. Let

f| D p| ıf and f{;| D f| ı i{ D p| ıf ı i{ ;

where i{ W A{!
Wm
iD1Ai and p| W

Wn
jD1Bj ! B| are respectively the canonical inclusion and projection ,

with 1� { �m and 1� | � n.

(1) If H�.Cf IG/ contains no nontrivial cup products , then so do H�.Cf|
IG/ and H�.Cf{;|

IG/

for all { and | .

(2) If the cohomology operation O WHk.Cf IG/!H l.Cf IG
0/ is trivial , then so are the operations

O| WH
k.Cf|

IG/!H l.Cf|
IG0/ and O{| WH

k.Cf{|
IG/!H l.Cf{|

IG0/:

where O| and O{| are the cohomology operation of the same type as O.

Proof (1) The statement (1) is due to [19, Lemma 4.2].

(2) By the proof of [19, Lemma 4.2], for any integer k � 0 and any coefficient group G there are
monomorphisms

d�| WH
k.Cf|

IG/!Hk.Cf IG/

and epimorphisms

d�{| WH
k.Cf|

IG/!Hk.Cf �{|
IG/:
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Consider the commutative diagrams

Hk.Cf IG/ Hk.Cf|
IG/ Hk.Cf{;|

IG/

H l.Cf IG
0/ H l.Cf|

IG0/ Hk.Cf{;|
IG0/

O

d�|

O|

d�{;|

O{;|

d�| d�{;|

It follows that O| is the restriction of O, and O{| is induced by O| . Thus if O is trivial, so are O| and O{;| .

The following lemma is useful to determine the homotopy type of a suspension; see [14, Lemma 6.4] or
[19, Lemma 5.6].

Lemma 3.3 Let S f
�!

�Wn
iD1Ai

�
_B

g
�! †C be a homotopy cofibration of simply connected CW–

complexes. For j D1; : : : ; n, let pj W
W
iAi!Aj be the canonical projection onto the wedge summand Aj .

Suppose that each composition
fj W S

f
�!

W
i
Ai

pj
�! Aj

is null-homotopic. Then there is a homotopy equivalence

†C '
nW
iD1

Ai _D;

where D is the homotopy cofiber of the composition S f
�!

�W
iAi

�
_B

qB
�! B , with qB the obvious

projection.

Let X D†X 0 and Yi D†Y 0i be suspensions, for i D 1; 2; : : : ; n. Let

il W Yl !
nW
jDi

Yi and pk W
nW
iD1

Yi ! Yk

be, respectively, the canonical inclusions and projections, for 1� k; l � n. By the Hilton–Milnor theorem,
we may write a map f WX !

Wn
iD1Yi as

f D

nX
kD1

ik ıfkC �;

where fk D pk ıf WX ! Yk and � satisfies †� D 0. The first part
Pn
kD1 ik ıfk is usually represented

by a vector
uf D .f1; f2; : : : ; fn/

t :

We say that f is completely determined by its components fk if � D 0; in this case, write f D uf .
Let h D

P
k;l ilhlkpk be a self-map of

Wn
iD1Yi which is completely determined by its components

hkl D pk ı h ı il W Yl ! Yk . Write

Mh WD .hkl/n�n D

0BB@
h11 h12 � � � h1n
h21 h22 � � � h2n
:::

:::
: : :

:::
hn1 hn1 � � � hnn

1CCA :
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Then the composition law h.f Cg/' hf C hg implies that the product

Mh.f1; f2; : : : ; fn/
t

given by the matrix multiplication represents the composite h ıf . Two maps f D uf and g D ug are
called equivalent, and we write

.f1; f2; : : : ; fn/
t
� .g1; g2; : : : ; gn/

t ;

if there is a self-homotopy equivalence h of
Wn
iD1Yi , which can be represented by the matrixMh, such that

Mh.f1; f2; : : : ; fn/
t
' .g1; g2; : : : ; gn/

t :

Recall that the above matrix multiplication refers to elementary row operations in matrix theory; and
note that the homotopy cofibers of the maps f D uf and g D ug are homotopy equivalent if f and g
are equivalent.

The following lemma serves as an example of the above matrix method.

Lemma 3.4 Define X by the homotopy cofibration

S4
.f1;f2;:::;fn/

t

��������!

nW
jD1

Vj �!X;

where fj W S4! Vj for j D 1; : : : ; n.

(1) If Vj D S3 for j D 1; 2; : : : ; n and fj0
D � for some j0, then there is a homotopy equivalence

X ' C 5� _
W
j¤j0

S3:

(2) If Vj DP 4.2rj / for j D1; 2; : : : ; n, and fj D i3� for some j , then there is a homotopy equivalence

X ' C 5rj1
_

W
j¤j1

P 4.2rj /;

where j1 Dmaxf1� j � n j fj D i3�g.

Proof (1) If there is a unique fj0
D �, the statement clearly holds. We may assume that f1 D � and

fi D "i � �, with "i 2 f0; 1g. Then0BB@
1 0 � � � 0

�"2 1 � � � 0
:::
:::
: : :

:::
�"n 0 � � � 1

1CCA
0BB@

�

"2 � �
:::

"n � �

1CCA'
0BB@
�

0
:::
0

1CCA :
It follows that there exists a self-homotopy equivalence eS of

Wm
jD1S

3 such that

eSf � .�; 0; : : : ; 0/
t ;

Algebraic & Geometric Topology, Volume 24 (2024)



Homotopy types of suspended 4–manifolds 2947

and hence there is a homotopy equivalence

X D Cf ' CeSf ' C
5
� _

mW
jD2

S3:

(2) The statement clearly holds if there is a unique j such that fj D i3�. Let j1 be defined in the lemma.
If there is an index j2 such that

fj2
D i3� 2 �4.P

4.2rj2 //;

then the matrix multiplication �
1P 0

�B.�rs / 1P

��
i3�

i3�

�
'

�
i3�

0

�
implies .fj1

; fj2
/t � .fj1

; 0/t . By induction, it follows that there exists a self-homotopy equivalence eP
of
Wm
jD1P

4.2rj / such that

eP ı .f1; f2; : : : ; fn/
t
' .0; : : : ; 0; i3�; 0; : : : ; 0/

t ;

where i3� in the latter vector lies in the j th
1 position. Thus we have a homotopy equivalence

X D Cf ' C
5
rj1
_

W
j¤j1

P 4.2rj /:

4 Homology decomposition of †M

By Table 1 and [19, Lemma 5.1], there is a homotopy equivalence

(4-1) †M '
� mW
iD1

S2
�
_†W;

where W is a CW–complex with integral homology given by Table 2. By Lemma 3.1 and Table 2, there
are homotopy cofibrations

(4-2)
dW
iD1

S2 _P 3.T /
k3
�! P 3.T /!W3;

mW
iD1

S3
k4
�!W3!W4; S4

k5
�!W4!†W;

where k3; k4; k5 are homologically trivial maps. Let T2 D
Ln
jD1Z=2rj be the 2–primary component

of T and write T D T2˚T¤2. For each k � 3, there are homotopy equivalences (cf [18])

P k.T /' P k.T2/˚P
k.T¤2/'

� nW
jD1

P k.2rj /
�
_P k.T¤2/:

i 0; 4 1 2 3 � 5

Hi .W / Z T Zd ˚T Zm 0

Table 2: H�.W IZ/.
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Lemma 4.1 There is a homotopy equivalence

W3 '
� dW
iD1

S3
�
_P 3.T /_P 4.T /:

Proof By (4-2), there is a homotopy cofibration� dW
iD1

S2
�
_P 3.T /

f
�! P 3.T /!W3;

where f is a homologically trivial map with its two components of the types

f S1 W
� dW
iD1

S2
�
,!
� dW
iD1

S2
�
_P 3.T /

f
�!P 3.T / and f T2 WP

3.T /,!
� dW
iD1

S2
�
_P 3.T /

f
�!P 3.T /:

Here the arrows ,! denote the obvious inclusions. Clearly f S1 and f T2 are both homologically trivial. Set
T D

Ll
kD1 p

rk

k
with pk primes. Then the Hurewicz isomorphism �2.P

3.T //ŠH2.P
3.T // implies

that both f S1 and the composite

ST D
lW

kD1

S2
j
�! P 3.T /

f T
2
�! P 3.T /

are null-homotopic, where j is the canonical inclusion. Let

mT D
W
k

p
rk

k
W ST ! ST

be the attaching map of P 3.T /. There is a homotopy commutative diagram of homotopy cofibrations

ST � †ST

ST P 3.T / P 3.T /_†ST

P 3.T / P 3.T / Cf T
2

mT i2ı.†mT /

0

i

f T
2

in which rows are columns are homotopy cofibrations. It follows that

Cf T
2
' P 3.T /_P 4.T /;

and hence there is a homotopy equivalence

W3 '
dW
iD1

S3 _Cf T
2
'

� dW
iD1

S3
�
_P 3.T /_P 4.T /:

Lemma 4.2 There is a homotopy equivalence

W4 '
� dW
iD1

S3
�
_P 4.T /_Cg2

for some homologically trivial map g2 W
Wm
iD1S

3! P 3.T /. Moreover , there is a homotopy equivalence

†W4 '
� dW
iD1

S4
�
_P 4.T /_P 5.T /_

mW
iD1

S5:

Algebraic & Geometric Topology, Volume 24 (2024)



Homotopy types of suspended 4–manifolds 2949

Proof By (4-2) and Lemma 4.1, there is a homotopy cofibration

mW
iD1

S3
g
�!

� dW
iD1

S3
�
_P 3.T /_P 4.T /!W4;

with g a homologically trivial map. The map g is determined by the following components:

g1 W S
3
!

mW
iD1

S3
g
�!

� dW
iD1

S3
�
_P 3.T /_P 4.T /!

dW
iD1

S3! S3;

g2 W S
3
!

mW
iD1

S3
g
�!

� dW
iD1

S3
�
_P 3.T /_P 4.T /! P 3.T /;

g3 W S
3
!

mW
iD1

S3
g
�!

� dW
iD1

S3
�
_P 3.T /_P 4.T /! P 4.T /:

Here the unlabeled maps are the obvious inclusions and projections. The maps g1; g2; g3 are all ho-
mologically trivial. The Hurewicz theorem implies that both g1 and g3 are null-homotopic. Then by
Lemma 3.3 we get the first statement.

To prove the second homotopy equivalence, it suffices to show that if f W S4! P 4.T / is homologically
trivial, then f is null-homotopic. Consider the following homologically trivial components of f :

f1 W S
4 f
�! P 4.T /! P 4.T¤2/;

f
j
2 W S

4 f
�! P 4.T /! P 4.T2/! P 4.2rj / for j D 1; 2; : : : ; n:

The map f1 is clearly null-homotopic, because �4.P 4.pr// D 0 for odd primes p. Observe that
W4 D†W

4 is a suspension, the Steenrod square Sq2 acts trivially on H 2.W4IZ=2/. By Lemma 3.2(2),
Sq2 acts trivially on H 3.C

f
j

2

IZ=2/. Since �4.P 4.2rj //Š Z=2hi3�i (Lemma 2.1), we may set

f
j
2 D "j � i3�; where "j 2 Z=2:

Note that the homotopy cofiber of i3� 2 �4.P 4.2rj // is the Chang complex C 5rj , by Lemma 2.5 we then

get that "j D 0, or equivalently f j2 is null-homotopic for each j D 1; 2; : : : ; n. Thus f is null-homotopic,
by Lemma 3.3.

5 Proofs of Theorems 1.1 and 1.2

By (4-2) and Lemma 4.2, there is a homotopy cofibration

S5
h
�!

� dW
iD1

S4
�
_P 4.T /_P 5.T /_

mW
iD1

S5!†2W;

where h a homologically trivial map, T Š T2˚ T¤2 with T2 Š
Ln
jD1Z=2rj . Since �5.P 4.pr// D

�5.P
5.ps//D 0 for any odd primes p, Lemma 3.3 indicates that there is a homotopy equivalence

(5-1) †2W ' P 4.T¤2/_P
5.T¤2/_

� mW
iD1

S5
�
_C' ;
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where ' W S5 !
�Wd

iD1S
4
�
_ P 4.T2/ _ P

5.T2/ is a homologically trivial map. The map ' has the
following three types of components:

'1 W S
5 '
�!

� dW
iD1

S4
�
_P 4.T2/_P

5.T2/! S4;

'
j
2 W S

5 '
�!

� dW
iD1

S4
�
_P 4.T2/_P

5.T2/! P 4.T2/! P 4.2rj /;

'
j
3 W S

5 '
�!

� dW
iD1

S4
�
_P 4.T2/_P

5.T2/! P 5.T2/! P 5.2rj /;

where j D 1; 2; : : : ; n and the unlabeled maps are the obvious projections.

Proposition 5.1 If Sq2.H 4.†2W IZ=2//D 0, then the homotopy type of †2W is determined by the
secondary operation ‚ of equation (2-7) and the higher Bockstein ˇr . Explicitly , if ‚.H 3.C' IZ=2//D0,
then there is a homotopy equivalence

C' '
� dW
iD1

S4
�
_P 4.T2/_P

5.T2/_S
6:

Otherwise we have

C' '
� dW
iD1

S4
�
_P 4

� T2

Z=2rj0

�
_P 5.T2/_A

6.2rj0�2/;

where j0 is the maximum of the indices j satisfying

‚.x/¤ 0 and ˇrj .x/¤ 0 for all x 2H 3.C' IZ=2/:

Proof By assumption and (5-1), Sq2 acts trivially on H 4.C' IZ=2/, and hence so does Sq2 on
H 4.C'1

IZ=2/ and H 4.C'j

k
IZ=2/ for each k D 2; 3 and j D 1; 2; : : : ; n, by Lemma 3.2(2). It follows

by Lemmas 2.5 and 2.6 that '1 and 'i3 are null-homotopic, and

'
j
2 D yj � i3�

2 for all yj 2 Z=2 and j D 1; 2; : : : ; n:

By Lemma 2.7, the coefficients yj can be detected by the secondary operation ‚. There are possibly
many such indices j ; however, similar arguments to those in the proof of Lemma 3.4 show that there
exists a homotopy equivalence e of P 4.T2/ such that

e.'12 ; '
2
2 ; : : : ; '

n
2 /
t
' .0; : : : ; 0; '

j0

2 D i3�
2; 0; : : : ; 0/t ;

with j0 described in the proposition. The proof is then completed by applying Lemma 3.3.

Proposition 5.2 Suppose that Sq2.H 4.†2W IZ=2//¤ 0. Then the homotopy types of C' or †C' can
be characterized as follows:
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(1) Suppose that for any u 2H 4.†2M IZ=2/ with Sq2.u/¤ 0 and any v 2 ker.Sq2/, it holds that

ˇr.uC v/D 0 and uC v … im.ˇs/ for all r; s � 1:

Then there is a homotopy equivalence

C' '
� d�1W
iD1

S4
�
_P 5.T2/_P

4.T2/_C
6
� :

(2) Suppose that for any u 2H 4.†2M IZ=2/ with Sq2.u/¤ 0 and any v 2 ker.Sq2/, it holds that

uC v … im.ˇs/ for all s � 1;

while there exist u0 2H 4.†2M IZ=2/ with Sq2.u0/¤ 0 and v0 2 ker.Sq2/ such that

ˇr.u
0
C v0/¤ 0 for some r � 1:

Then there is a homotopy equivalence

C' '
� dW
iD1

S4
�
_P 5

�
T2

Z=2rj1

�
_P 4.T2/_C

6
rj1
;

with j1 the maximum of indices j such that

Sq2.u0/¤ 0 and ˇrj1
.u0C v0/¤ 0:

(3) Suppose that there exist u 2H 4.†2M IZ=2/ with Sq2.u/¤ 0 and v 2 ker.Sq2/ such that

uC v 2 im.ˇr/ for some r � 1:

(a) If ‚.H 3.C' IZ=2//D 0, then there is a homotopy equivalence

C' '
� dW
iD1

S4
�
_P 5.T2/_P

4

�
T2

Z=2rj2

�
_A6.z�rj2

/;

with j2 the minimum of the indices j such that uC v 2 im.ˇrj /.

(b) If ‚.H 3.C' IZ=2//¤ 0 and T2 Š Z=2rj2 , then

C' '
� dW
iD1

S4
�
_P 5.T2/_P

4

�
T2

Z=2rj2

�
_A6".z�rj2

/;

where A6".z�rj2
/ is the homotopy cofiber of z�rj2

C " � i3�
2 with " 2 f0; 1g.

(c) If ‚.H 3.C' IZ=2//¤ 0 and T2 has at least two direct summands , then

†C' '
� dW
iD1

S5
�
_P 6.T2/_P

5

�
T2

Z=2rj2 ˚Z=2
r
j 0

0

�
_A7".z�rj2

/_A7.2
r
j 0

0
�2

/;

where A7".z�rj2
/ D †A6".z�rj2

/, the index j2 the minimum of the indices j � n such that
uC v 2 im.ˇrj /, and j 00 is the maximum of the indices j � n; j ¤ j2 such that

‚.x/¤ 0 and ˇrj .x/¤ 0 for all x 2H 3.C' IZ=2/:
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Proof By the Hilton–Milnor theorem and Lemmas 2.1 and 2.7, we can put

(5-2) ' D

dX
iD1

xi � �C

nX
jD1

yj � i4�C

nX
kD1

zk � z�rk
C

nX
lD1

wl � i3�
2
C �;

where � is a linear combination of Whitehead products in �5.P 4.T2//.

By Lemmas 2.5 and 2.6, the condition Sq2.H 4.†2W IZ=2// ¤ 0 enforces that at least one of these
coefficients xi ; yj ; zk is nonzero.

(1) Under the conditions in (1), we deduce from Lemma 2.8 that u comes from a free integral homology
class. It follows that

yj D zk D 0 and xi D 1 for some i

in the expression (5-2). By Lemma 3.4(1), we may assume that there is exactly one index i such that
xi D 1. Consider the homotopy type of the map�

�

i3�
2

�
W S5! S4 _P 4.2rj0 /:

Clearly we have an equivalence �
�

i3�
2

�
�

�
�

0

�
:

After composing with self-homotopy equivalences of
�Wd

iD1S
4
�
_P 4.T2/_P

5.T2/, we may assume that
the above xi is the unique nonzero coefficient, which completes the proof of the homotopy equivalence
in (1) by Lemma 3.3.

(2) The arguments are similar to (1). The conditions (2) imply that

xi D zk D 0 and yj D 1 for some j;

while Lemma 3.4(2) guarantees that we may assume that there is exactly one such j , which is equal to j1,
as described in the proposition. By Lemma 2.1(4), we have

.i3x�rj1
/.i4�/D i3.x�rj1

i4/�D i3�
2;

hence �
i4�

i3�
2

�
�

�
i4�

0

�
:

Thus we may assume that all coefficients wl D 0 and the homotopy equivalence in (2) then follows.

(3) The conditions (3) imply that

zk � 1 .mod 2/ for some k:

By Lemma 3.4, we may firstly assume that

x1 D � 2 Z=2; xi D 0 for i > 1;

yj0
D " 2 Z=2; yj D 0 for j ¤ j0:
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Note that .�; "/¤ .1; 1/, because �
�

i4�

�
�

�
�

0

�
W S5! S4 _P 5.2r/:

By the relation q4z�rk
D � in (2-3), we have�

�

z�rk

�
�

�
0

z�rk

�
and

�
i4�

z�rk

�
�

�
0

z�rk

�
:

It follows that zk � 1 .mod 2/ implies that � D "D 0. By Corollary 2.2 we have�
1 0

�B.�rs / 1

��
z�r
z�s

�
'

�
z�r
0

�
for r � s:

Thus up to homotopy we may assume that xi D yj D 0 and there exists exactly one zk0
� 1 .mod 2/

with k0 D j2 as described in the proposition.

If ‚.H 3.C' IZ=2//D 0, then Lemma 2.7 implies that wl D 0 for all l . The first homotopy equivalence
in (3) then follows by Lemma 3.3.

If ‚.H 3.C' IZ=2//¤ 0, by Lemma 2.7 we have wl ¤ 0 for at least one l � n. It reduces to considering
the homotopy type of the homotopy cofiber of the component

'2 W S
5
! P 4.T2/:

Note that when composing a self-homotopy equivalence of P 4.T2/ to get zj2
, it happens that wj2

D 0 or
wj2
D 1.

If nD 1 and T2 ŠZ=2rj2 , the second homotopy equivalence in (3) then follows by Lemma 3.3. If n� 2,
there are indices l ¤ j2, then similar arguments to that in the proof of Proposition 5.1 show that there is
an equivalence

.i3�
2; : : : ; i3�

2; : : : /t � .0; : : : ; 0; i3�
2; 0; : : : ; 0/t ;

where the unique i3�2 appears at the maximal j 00 among indices l � n, with l ¤ j2, such that

‚.x/¤ 0 and ˇr
j 0

0

.x/¤ 0 for all x 2H 3.C' IZ=2/:

Thus we get a homotopy equivalence C'2
' C'02C�

, where

'02 D .0; : : : ; 0; z�rj2
C " � i3�

2; 0; : : : ; 0; i3�
2; 0; : : : ; 0/t :

After one suspension the possible Whitehead product � becomes trivial. Thus we get

†C'02
' P 5

�
T2

Z=2rj2 ˚Z=2j
0
0

�
_A7".z�rj2

/_A7.2
r
j 0

0�2/;

and therefore †C' '
�Wd

iD1S
5
�
_P 6.T2/_†C'02

.
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Proof of Theorem 1.1 It is well known that a closed, smooth, connected, orientable 4–manifold M is
spin if and only if the Steenrod square Sq2 acts trivially on H 2.M IZ=2/. The homotopy types of †2M
in Theorem 1.1 then are obtained by (4-1), (5-1) and Propositions 5.1 and 5.2.

Next, we give a proof of Theorem 1.2. By (1-3), there hold equivalence relations

P0.H
1.M IZ=2r//D 0 () P1.H

2.†M IZ=2r//D 0:

Lemma 5.3 If the Pontryagin square P1 acts trivially on H 2.†M IZ=2r/, then so does P1 on
H 2.W4IZ=2r/.

Proof By Lemma 3.1 and the universal coefficient theorem for cohomology, the canonical inclusion
i WW4!†W induces isomorphisms

i� WH 2.†W IZ=2r/ Š�!H 2.W4IZ=2
r/ and i� WH 4.†W IZ=2rC1/ Š�!H 2.W4IZ=2

rC1/:

If P1 acts trivially on H 2.†M IZ=2r/, then so does P1 on H 2.†W IZ=2r/, by (4-1). The commutative
diagram

H 2.†W IZ=2r/ H 4.†W IZ=2rC1/

H 2.W4IZ=2r/ H 4.W4IZ=2rC1/

i�Š

P1D0

i�Š

P1

then implies P1 D 0 on the second row.

Lemma 5.4 If the Pontryagin square P1 acts trivially on H 2.†M IZ=2rj / for each j D 1; 2; : : : ; n,
then there is a homotopy equivalence

W4 '
� dW
iD1

S3
�
_

� mW
iD1

S4
�
_P 3.T /_P 4.T /:

Proof By Lemma 4.2 there is a homotopy equivalence

W4 '
� dW
iD1

S3
�
_P 4.T /_Cg2

for some homologically trivial map g2 W
Wm
iD1S

3! P 3.T /. It suffices to show the homologically trivial
component

g2 W S
3
! P 3.T /

is null-homotopic. By Lemma 3.3, it suffices to show that the components

g
j
2 W S

3 g2
�! P 3.T2/

pj
�! P 3.2rj /

are null-homotopic for each j D 1; 2; : : : ; n.
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Since �3.P 3.2r//Š Z=2rC1, for all j D 1; 2; : : : ; n we may set

g
j
2 D tj � i2�

for some tj 2 Z=2rjC1. The assumption and Lemma 5.3 imply that the Pontryagin square

P1 WH
2.W4IZ=2

rj /!H 4.W4IZ=2
rjC1/

is trivial. By the universal coefficient theorem for cohomology, gj2 induces trivial homomorphism in
mod 2rj or mod 2rjC1 cohomology, and hence by Lemma 3.2(2), the Pontryagin square

P1 WH
2.Cgj

2
IZ=2rj /!H 4.Cgj

2
IZ=2rjC1/

is trivial for each j . Then it follows by Lemma 2.4 that tj D 0, or equivalently gj2 is null-homotopic for
each j D 1; 2; : : : ; n.

Proof of Theorem 1.2 By Lemma 5.4 and (4-2), there is a homotopy cofibration

S4
k5
�!W4 '

� dW
iD1

S3
�
_

� mW
iD1

S4
�
_P 3.T /_P 4.T /!†W;

with k5 homologically trivial. Since �4.P 3.pr//D �4.P 4.pr//D 0, Lemma 3.3 implies that there is a
homotopy equivalence

†W '
� mW
iD1

S4
�
_P 3.T¤2/_P

4.T¤2/_C� ;

where � W S4 !
�Wd

iD1S
3
�
_ P 3.T2/ _ P

4.T2/ is a homologically trivial map. Compare (5-1). The
discussion on the homotopy type of†W is totally parallel to that of†2W in the proofs of Propositions 5.1
and 5.2. The proof is then completed by (4-1).
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The braid indices of the reverse parallel links of alternating knots

YUANAN DIAO

HUGH MORTON

The braid indices of most links remain unknown as there is no known universal method for determining
the braid index of an arbitrary knot. This is also the case for alternating knots. We show that if K is
an alternating knot, then the braid index of any reverse parallel link of K can be precisely determined.
Specifically, if D is a reduced diagram of K, vC.D/ (resp. v�.D/) is the number of regions in the
checkerboard shading of D for which all crossings are positive (resp. negative) and w.D/ is the writhe
of D, then the braid index of a reverse parallel link of K with framing f , denoted by Kf , is given by the
precise formula

b.Kf /D

8<:
c.D/C 2C a.D/�f if f < a.D/;

c.D/C 2 if a.D/� f � b.D/;

c.D/C 2� b.D/Cf if f > b.D/;

where a.D/D�v�.D/Cw.D/ and b.D/D vC.D/Cw.D/.

57K10, 57K31

1 Introduction

The determination of the braid index of a knot or a link is known to be a challenging problem. To date
there is no known method that can be used to determine the precise braid index of an arbitrarily given
knot/link. This is also the case when we restrict ourselves to alternating knots and links, although the
braid indices of many alternating knots and links can now be determined. For example, all 2–bridge links
and all alternating Montesinos links; see Diao, Ernst, Hetyei and Liu [6] and Murasugi [13]. However,
we prove a somewhat surprising result: the braid index of any reverse parallel link of an alternating knot
can be precisely determined. Furthermore, the formula can be derived easily from any reduced diagram
of the alternating knot.

Here we study the reverse parallel links of alternating knots. A reverse parallel link of a knot consists
of the two boundary components of an annulus A embedded in S3 with the said knot being one of the
components and such that the two components are assigned opposite orientations. Let K and K0 be the
two components of a reverse parallel link induced by an annulus A. Following the convention that has
been used in the literature (such as by Nutt [15] and Rudolph [16]), we shall call the linking number f
between K and K0 when they are assigned parallel orientations the framing of K. We note that a reverse

© 2024 The Authors, under license to MSP (Mathematical Sciences Publishers). Distributed under the Creative Commons
Attribution License 4.0 (CC BY). Open Access made possible by subscribing institutions via Subscribe to Open.
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C � �C

Figure 1: Left: the crossing with respect to a checkerboard shading. Right: the crossing sign with
respect to the orientation of the knot.

parallel link of K with framing f is denoted by K �f A in [15] and by BdA.K; f / in [16]. The framing
is independent of the orientation of K, and the ambient isotopy class of A in S3 depends only on K

and the framing. Therefore, the reverse parallel links of K are characterized by the framing f . Since
our results (and proofs) only depend on the framing, not the actual annulus A, we shall introduce a new
notation Kf for the reverse parallel link of K with framing f . Keep in mind that the framing f is the
linking number of the two components of Kf with parallel orientations, and hence the linking number
of Kf itself is �f .

For a given knot diagram D with a checkerboard shading, a crossing can be assigned a C or a � sign
relative to this shading, as shown on the left side of Figure 1. This is not to be confused with the crossing
sign with respect to the orientation of the knot which is used in the definition of the writhe of D, as shown
on the right side of Figure 1.

Now let K be an alternating knot with a reduced diagram D. It is known that in such a case crossings
of D are all positive with respect to one checkerboard shading of D and are all negative with respect to the
other checkerboard shading of D. Furthermore, if we let vC.D/ be the number of shaded regions in the
shading with respect to which all crossings are positive, and v�.D/ be the number of shaded regions in the
complementary shading with respect to which all crossings are negative, then vC.D/Cv�.D/�2D c.D/

where c.D/ is the number of crossings in D; see Kauffman [9]. From D we can also obtain its so-called
blackboard reverse parallel annulus (resp. framing), which provides a good reference for other choices
of annuli (resp. framings) as the other choices come from this one by adding either right-handed or
left-handed twists. If the writhe of D is w.D/, then the framing of the blackboard reverse parallel is
also w.D/. If k right-handed (resp. left-handed) twists are added between the two components, then the
resulting reverse parallel has framing w.D/C k (resp. w.D/� k). See Figure 2 for an illustration.

Figure 2: The blackboard reverse parallel of the .2; 5/ torus knot with two left-handed twists
added. The framing of the resulting reverse parallel link (with the added twists) is thus 5C.�2/D3.

Algebraic & Geometric Topology, Volume 24 (2024)



The braid indices of the reverse parallel links of alternating knots 2959

Our main result is the following theorem:

Theorem 1.1 Let K be an alternating knot and D a reduced diagram of K. Let c.D/, w.D/, vC.D/
and v�.D/ be as defined above. Then the braid index of Kf , denoted by b.Kf /, is given by the formula

(1-1) b.Kf /D

8<:
c.D/C 2C a.D/�f if f < a.D/;

c.D/C 2 if a.D/� f � b.D/;

c.D/C 2� b.D/Cf if f > b.D/;

where a.D/D�v�.D/Cw.D/ and b.D/D vC.D/Cw.D/.

We can summarize Theorem 1.1 pictorially in terms of the blackboard reverse parallel of D:

� The blackboard reverse parallel has braid index c.D/C 2.

� The braid index remains c.D/C 2 after adding up to vC.D/ right-handed twists, or up to v�.D/
left-handed twists.

� Each further right or left-handed twist increases the braid index by 1.

So for example, since v�.D/D 2 and vC.D/D 5 for the .2; 5/ torus knot, the braid index for the reverse
parallel shown in Figure 2 is c.D/C 2 D 7. Adding one further left-handed twist would increase the
braid index to 8, while we would still have braid index 7 after adding up to 5 right-handed twists to the
blackboard parallel.

We shall establish (1-1) by proving that the right side expression is both a lower bound and an upper
bound for the b.Kf /. The lower bound is obtained by the Morton–Franks–Williams inequality, while the
upper bound is established by direct construction.

2 The lower bound

In this section, we shall prove the following theorem:

Theorem 2.1 Let Kf be the reverse parallel link of an alternating knot K with framing f and D a
reduced diagram of K. Then

(2-1) b.Kf /�

8<:
c.D/C 2C a.D/�f if f < a.D/;

c.D/C 2 if a.D/� f � b.D/;

c.D/C 2� b.D/Cf if f > b.D/;

where a.D/D�v�.D/Cw.D/ and b.D/D vC.D/Cw.D/.

2.1 The Homfly and Kauffman polynomials

Before proving this theorem we note some properties of the Homfly and Kauffman polynomials of a link L.

The Homfly polynomial PL.v; z/ 2ZŒv˙1; z˙1� of an oriented link L is determined by the skein relations

v�1PLC � vPL� D zPL0 ;

Algebraic & Geometric Topology, Volume 24 (2024)
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where L˙ and L0 differ only near one crossing as shown below, and takes the value 1 on the unknot:

LC D ; L� D ; L0
D :

The Kauffman polynomial FL.a; z/ 2 ZŒa˙1; z˙1� for an unoriented link L is defined in [10]. Again it
takes the value 1 on the unknot.

When an extra distant unknotted component O is adjoined to the link L to make LtO , each polynomial
changes in the following simple way:

PLtO.v; z/D
v�1�v

z
PL.v; z/; FLtO.a; z/D

�
aCa�1

z
� 1

�
FL.a; z/:

Define the extended Homfly polynomial EP by

(2-2) EPL.v; z/D
v�1�v

z
PL.v; z/D PLtO.v; z/

and the extended Kauffman polynomial EF by

(2-3) EFL.a; z/D
�

aCa�1

z
� 1

�
FL.a; z/D FLtO.a; z/:

Remark This extended normalization is often used in the context of quantum invariants, where it allows
for more natural specializations of the knot polynomials. It is also more useful in that context to use the
Dubrovnik variant of the Kauffman polynomial in place of F .

By plugging in LD � on both sides of (2-2) and (2-3), the extended polynomials can be thought of as
taking the value 1 on the empty link �.

2.2 Bounds from the Homfly and Kauffman polynomials

The Morton–Franks–Williams inequality [7; 11] gives a lower bound for the braid index b.L/ of the
link L in terms of the v–spread of the Homfly polynomial PL.v; z/ or its extended version. Explicitly

(2-4) b.L/� 1C 1
2

sprv PL.v; z/D
1
2

sprv EPL.v; z/:

The a–spread of the Kauffman polynomial is shown by Morton and Beltrami [12] to give a bound for the
arc index ˛.L/. Explicitly this is

spra FL.a; z/� ˛.L/� 2:

Bae and Park [1] showed that the arc index ˛.L/ is bounded above by c.L/C2, that is, ˛.L/� c.L/C2.
Combining these results shows that

(2-5) spra FL.a; z/� c.L/:

2.3 A congruence result

Rudolph [16] relates the Kauffman polynomial of a link L with the Homfly polynomial of the reverse
parallels of L.

Notation For Laurent polynomials A D
P

ai;jv
izj and B D

P
bi;jv

izj 2 ZŒv˙1; z˙1� we write
AŠZ2

B when ai;j Š bi;j mod 2 for all i and j .

Algebraic & Geometric Topology, Volume 24 (2024)
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In the case of a knot K, Rudolph’s theorem for the reverse parallel Kf can then be stated very cleanly in
terms of the extended polynomials.

Theorem 2.2 [16, congruence theorem] EPKf
.v; z/� 1ŠZ2

v�2f EFK .v
�2; z2/:

2.4 Alternating knots

We can apply these bounds to the case of alternating knots, starting from observations of Cromwell [3]
about their Kauffman polynomial.

For any knot K with a diagram D, write the Kauffman polynomial FK .a; z/ of K as

(2-6) FK .a; z/D a�w.D/
X
i;j

ai;j aizj :

In this form the coefficients ai;j are only nonzero in the range ji jC j � c.D/.

Cromwell extends work of Thistlethwaite [17] to identify two nonzero coefficients ai;j which realize
the maximum possible a–spread c.D/ for FK .a; z/ in the case of an alternating knot K with reduced
diagram D.

Theorem 2.3 [3] Let K be an alternating knot and D a reduced diagram of K. Then ai;j D 1 in the
two cases i D 1� vC.D/, j D c.D/C i and i D v�.D/� 1, j D c.D/� i .

Corollary 2.4 We have spra FK .a; z/D c.D/, and ai;j D 0 in (2-6) unless 1�vC.D/� i � v�.D/�1.

Proof By Theorem 2.3 spra FK .a; z/� v�.D/�1� .1�vC.D//D c.D/, while spra FK .a; z/� c.D/

by (2-5).

Now set

(2-7) BD.a; z/D aw.D/ EFK .a; z/D
�

aCa�1

z
� 1

�X
i;j

ai;j aizj :

Then spra BD.a; z/D spra FK .a; z/C 2D c.D/C 2. Furthermore, if we write

(2-8) BD.a; z/D
X
i;j

bi;j aizj ;

then bi;j D 0 unless �vC.D/� i � v�.D/ by Corollary 2.4.

The two critical monomials a�vC.D/zc.D/�vC.D/ and av�.D/zc.D/�v�.D/ in BD.a; z/, which correspond
to i D�vC.D/ and i D v�.D/, respectively, both have coefficient bi;j D 1, by Theorem 2.3. We will use
these critical monomials in finding a lower bound for the v–spread of the extended Homfly polynomial of
the reverse parallels of D.

Theorem 2.5 gives a simple formula to calculate the extended Homfly polynomial of KkCf in terms of
the polynomial of Kk .

Theorem 2.5 For any f and k we have

v2f .EPKkCf
.v; z/� 1/D EPKk

.v; z/� 1:

Algebraic & Geometric Topology, Volume 24 (2024)
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Proof While this is in effect shown by Rudolph [16, Proposition 2(5)] it is easy to give a direct skein
theory proof. It is enough to prove it in the case f D 1. Now KkC1 is given from Kk by adding one
extra twist in the annulus, as shown:

Kk D K ; KkC1 D K :

With the reverse parallel orientation on the strings, apply the Homfly skein relation at one of the crossings
in the diagram for KkC1. Since this is a negative crossing, KkC1 plays the role of L�. Switching the
crossing gives

LC D K D K DKk ;

while the smoothed diagram

L0
D K

is simply an unknotted curve.

The skein relation, in the form
EPLC D vz EPL0 Cv2 EPL� ;

then gives

EPKk
D vz

v�1�v

z
C v2 EPKkC1

D 1� v2
C v2 EPKkC1

:

Thus
v2.EPKkC1

�1/D EPKk
�1:

We can now specify a lower bound for the v–spread of the extended Homfly polynomial of the parallels
Kw.D/Cf as f varies.

Theorem 2.6 Let K be an alternating knot with reduced diagram D. The framed reverse parallel
Kw.D/Cf has the following lower bound for the v–spread of its extended Homfly polynomial :

sprv EPKw.D/Cf
.v; z/�

8<:
2.vC.D/�f / if f < �v�.D/;
2.vC.D/C v�.D// if � v�.D/� f � vC.D/;
2.f C v�.D// if f > vC.D/:

Proof Since K is an alternating knot with reduced diagram D, Theorem 2.2 shows that

(2-9) BD.v
�2; z2/D v�2w.D/ EFK .v

�2; z2/ŠZ2
EPKw.D/

.v; z/� 1:

In BD.v
�2; z2/D

P
bi;jv

�2iz2j there are two critical monomials v�2iz2j , one with i D�vC.D/ and
j D c.D/�vC.D/, and the other with i D v�.D/ and j D c.D/�v�.D/, where bi;j D 1. By (2-9) there
are two corresponding critical monomials v�2iz2j in EPKw.D/

.v; z/�1 whose coefficients are congruent
to bi;j , and hence are odd. One term has v–degree �2v�.D/ and the other has v–degree 2vC.D/.
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By Theorem 2.5 we have

v2f EPKw.D/Cf
.v; z/D .EPKw.D/

.v; z/� 1/C v2f :

The v–spread of EPKw.D/Cf
.v; z/ is the same as the v–spread of .EPKw.D/

.v; z/�1/Cv2f . In this Laurent
polynomial consider the appearance of the two critical monomials along with the monomial v2f . Unless
one of the two critical monomials v2vC.D/z2c.D/�2vC.D/ and v�2v�.D/z2c.D/�2v�.D/ in BD.v

�2; z2/

is v2f they will each still have odd coefficients, and the v–spread will be at least 2.vC.D/C v�.D//.

If f < �v�.D/ or f > vC.D/ the monomial v2f has even coefficient in EPKw.D/
.v; z/� 1 since it has

coefficient 0 in BD.v
�2; z2/. In this range of f it then has nonzero coefficient in .EPKw.D/

.v; z/�1/Cv2f .
This gives the lower bound 2.vC.D/�f / when f <�v�.D/, and 2.v�.D/Cf / when f > vC.D/ for
sprv EPKw.D/Cf

.v; z/.

To complete the proof of Theorem 2.6 it remains to deal with the cases where v2f is one of the two critical
monomials v2vC.D/z2c.D/�2vC.D/ and v�2v�.D/z2c.D/�2v�.D/ in BD.v

�2; z2/. In the first case this
means that f D vC.D/ and 0D c.D/� vC.D/. Then f D c.D/D vC.D/D n and D is the reduced
diagram of the .2; n/ torus knot. In the other case �f D c.D/D v�.D/D n. Hence D is the reduced
diagram of the .2;�n/ torus knot.

In the .2; n/ case we need to show that the coefficient of v2n in .EPKw.D/
.v; z/�1/Cv2n is nonzero. In

Theorem 2.7 we show that this coefficient is 2 by showing that v2n has coefficient 1 in EPKw.D/
.v; z/,

where Kw.D/ is the blackboard reverse parallel of D.

The .2;�n/ case follows directly by considering the polynomial of the mirror image.

The detailed calculation for the special case of the .2; n/ torus knot will now be shown.

Theorem 2.7 The blackboard reverse parallel Kn of the .2; n/ torus knot K satisfies

EPKn
.v; z/D v2n

C

X
i<2n;j

ai;jv
izj :

Proof We can draw a diagram of Kn as the closure of a 4–strand tangle with two upward and two
downward strings, as shown:

Algebraic & Geometric Topology, Volume 24 (2024)
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It is more convenient to place the upward pair of strings on the left at the top and bottom, and write Kn

as the closure of the tangle T n, where

T D :

We use the skein relations in the form

v�1
� v D z

to write the closure of T n as a linear combination of the closures of simpler tangles.

Notation The 4–strand tangle U evaluates to the extended Homfly polynomial of its closure, which we
write as ev.U / 2 ZŒv˙1; z˙1�.

Remark Evaluation is linear on tangles and respects the skein relations. It is a sort of trace function in
that ev.AB/D ev.BA/.

Our first step is to expand T as a combination of the tangles

�1 D ; �3 D ; hD and H D ;

and their products when placed one above the other.

Remark By using the skein relations we are in effect working in a version of the mixed Hecke algebra
H2;2.v; z/ spanned by tangles with two upward and two downward strings [8].

The crossing circled here in

T D

is a negative crossing, so we can use the skein relation at this crossing in the form

D v�2
� v�1z :

Then

T D D v�2
� v�1z D v�2�1�3� v

�1z�1�3hD C CC�;

where for convenience we set C D c1c3 D .v
�1�1/.v

�1�3/ and � D .�zv/h.

Then T n D .C CC�/n. Now C and � do not commute, so we write

(2-10) T n
D C n

C .C�/nC
X

0<k<n

C r1�C r2� � � �C rk�C r ;

where ri � 1, r � 0 and r C
P

ri D n.
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We can estimate the contribution of these terms to the evaluation of T n.

� The evaluation of C n only contributes terms up to v–degree 4, by Proposition 2.9.

� The terms in the large sum with weight k in � evaluate to terms of v–degree at most 2k. Without
changing the evaluation we can assume that r D 0, since we can cycle C r from the end to the beginning
of the product and amalgamate it with C r1 . The contribution of these terms with k < n to the evaluation
of T n is shown in Proposition 2.10 to have degree no more than 2k (and thus at most 2n� 2) in v.

� The most important contribution comes from the evaluation of .C�/n, which gives v2n, and no other
terms with v–degree 2n or larger, as stated in Proposition 2.8.

Before making detailed calculations we note some useful properties, which can be quickly checked
diagrammatically:

�1H D �3H; H�1 DH�3; H D h�1�
�1
3 h;

D ı where ı D v�1�v

z
; h2

D ıh; h�1hD h:

Here are some consequences for our use of c1 D v
�1�1, c3 D v

�1�3, C D c1c3 and � D .�zv/h, which
follow algebraically:

� c1 D c�1
1
C zI and c3 D c�1

3
C zI (the skein relation, where I stands for the identity tangle).

� �c1c�1
3
� D .�zv/2hc1c�1

3
hD .zv/2H .

� �2 D .�zv/ı� D .v2� 1/� .

� �c1� D v
�1.�zv/2h�1hD�z� .

� �C� D �.c1c�1
3
C zc1/� D .zv/

2H � z2� .

Proposition 2.8 The extended polynomial of the closure of .C�/n is v2n plus lower terms in v for n> 1,
and 1� v�2 when nD 1.

Proof When nD 1 we have C� D .�zv�1/�1�3h. Now �1�3h closes to a single unknotted curve, so C�

evaluates to �zv�1ı D 1� v�2.

For n> 1 write

.C�/n D C.�C�/.C�/n�2
D .zv/2CH.C�/n�2

� z2C�.C�/n�2:

The evaluation of the second term has v–degree at most 2n� 2, by induction on n, so any monomials of
larger v–degree must come from the first term.

Now HhD ıH and H�1hDH . We can then write

HC� DH.c1c�1
3 C zc1/� DH� C zHc1� D .�zv/.ıC zv�1/H D .v2

� 1� z2/H:

So the first term expands to

.zv/2CH.C�/n�2
D .zv/2.v2

� 1� z2/n�2CH:
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Now CH D c1c�1
3

H C zc1H DH C zv�1�1H . The closure of H is two disjoint unknotted curves, and
�1H closes to one unknotted curve. These evaluate to ı2 and ı, respectively. The first term then evaluates to

.v2
� 1� z2/n�2.ı2.�zv/2� z2.�zvı//D .v2

� 1� z2/n�1.v2
� 1/:

This contributes a single term v2n and no further terms of v–degree larger than 2n� 2.

The skein relation, in the form c2
1
D I C zc1, allows us to write cr

1
recursively as a linear combination

of c1 and the identity tangle I ,
cr

1 D ar .z/I C br .z/c1;

with coefficients which are polynomials in z only. Similarly

cr
3 D ar .z/I C br .z/c3:

We can then expand C r as a linear combination of I , c1, c3 and c1c3, with coefficients in ZŒz�. Explicitly

C r
D .ar I C br c1/.ar I C br c3/:

Proposition 2.9 The term C n in the expansion of T n provides terms of degree at most 4 in v, in the
evaluation.

Proof We have

C n
D a2

nI C anbn.c1C c3/C b2
nc1c3 D a2

nI C anbnv
�1.�1C �3/C b2

nv
�2�1�3:

Now I closes to four unknotted curves evaluating to ı4, �1 and �3 close to three unknotted curves
evaluating to ı3, and �1�3 closes to two unknotted curves evaluating to ı2. The term C n then contributes
a2

nı
4C 2anbnv

�1ı3C b2
nv
�2ı2 to the evaluation. Since ı D .v�1� v/z�1, and an and bn depend only

on z, these terms have v–degree at most 4.

To complete our proof of Theorem 2.7 we show that the evaluation of the remaining terms in (2-10) has
v–degree at most 2n� 2:

Proposition 2.10 The evaluation of

C r1� � � �C ri � � � �C rk�

with ri � 1 has terms of degree at most 2k in v.

Proof We proceed by induction on the number of exponents ri for which ri > 1.

When ri D 1 for all i this follows from Proposition 2.8.

Otherwise we can cycle the terms in the product without changing its evaluation, and arrange that
rk D r > 1. Then

�C r� D a2
r �

2
C ar br�.c1C c3/� C b2

r �C� D a2
r .v

2
� 1/� � 2zar br� C b2

r �C�:

So
C r1� � � �C rk� D .a2

r .v
2
� 1/� 2zar br /C

r1� � � �C rk�1� C b2
r C r1� � � �C rk�1�C�:
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These expressions both have one fewer term C ri for which ri > 1, so by our induction hypothesis the
evaluation of C r1� � � �C rk�1�C� has terms of degree at most 2k in v while C r1� � � �C rk�1� has terms
of degree at most 2k � 2. With the coefficient a2

r .v
2� 1/� 2zar br adding 2, in this case all terms in the

final evaluation have degree at most 2k in v. This establishes the proposition.

Now all the terms in (2-10) have been dealt with, and Theorem 2.7 for the evaluation of the reverse
blackboard parallel of the .2; n/ torus knot follows.

The proof of Theorem 2.6 is then complete. We can now prove Theorem 2.1, which was the goal of this
section.

Proof of Theorem 2.1 Using the Morton–Franks–Williams bound (2-4) in Theorem 2.6 immediately
gives the lower bound for the braid index of Kw.D/Cf as

b.Kw.D/Cf /�

8<:
vC.D/�f if f < �v�.D/;
vC.D/C v�.D/ if � v�.D/� f � vC.D/;
f C v�.D/ if f > vC.D/:

Replacing f by f �w.D/ then gives

b.Kf /�

8<:
vC.D/�f Cw.D/ if f �w.D/ < �v�.D/;
vC.D/C v�.D/ if � v�.D/� f �w.D/� vC.D/;
f �w.D/C v�.D/ if f �w.D/ > vC.D/:

Now vC.D/C v�.D/D c.D/C 2, so after setting a.D/Dw.D/� v�.D/ and b.D/Dw.D/C vC.D/

this lower bound becomes

b.Kf /�

8<:
c.D/C 2C a.D/�f if f < a.D/;

c.D/C 2 if a.D/� f � b.D/;

c.D/C 2� b.D/Cf if f > b.D/;

which is the formula (2-1) claimed in Theorem 2.1

3 The upper bound

In this section, we shall prove the following theorem, which provides us the desired upper bound for the
braid index of Kf .

Theorem 3.1 If Kf is a reverse parallel link of an alternating knot K with framing f and D is a reduced
diagram of K, then

(3-1) b.Kf /�

8<:
c.D/C 2C a.D/�f if f < a.D/;

c.D/C 2 if a.D/� f � b.D/;

c.D/C 2� b.D/Cf if f > b.D/;

where a.D/D�v�.D/Cw.D/ and b.D/D vC.D/Cw.D/.
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Figure 3: Left: a grid diagram for the figure-eight knot with ˛ D 6 arcs. Right: the resulting braid template.

Proof It suffices to show that braid presentations of Kf can be constructed with the number of strings
given in the theorem.

Nutt [15] constructs reverse string satellites of a knot K using an arc presentation for K with ˛ arcs. In
its simplest form, Nutt’s construction gives an ˛–string braid presentation of the reverse parallels Kf for
˛C 1 consecutive values of f .

An arc presentation of K on ˛ arcs provides a grid diagram for K made up of ˛ vertical arcs joined
by ˛ horizontal arcs such that the horizontal arcs can only pass under the vertical arcs. Convert this to a
braid template by the following procedure. First we extend each horizontal arc (from the points where
it is connected to vertical arcs) left and right. If an extended arc runs into a vertical arc, then we make
it pass under the vertical arc. Notice that each vertical arc now ends in a > at its top and in a ? at its
bottom. We then “thicken” each vertical arc slightly to create an empty 2–braid box as shown in Figure 3.
In this construction, the horizontal arcs at a > or ? of a vertical arc will meet the vertical sides of the
corresponding braid box, while any intermediate horizontal arcs pass entirely underneath the braid box.

We can now place a single positive or negative crossing in each braid box, with strings running from left
to right, connecting the horizontal arcs that meet the boundary of the box. The other horizontal arcs either
do not pass through this crossing, or will pass under it. This gives an ˛–string closed braid which is a
link with two components. Furthermore, one can verify that this closed braid is ambient isotopic to a link
within a tubular neighborhood of the grid diagram such that each component runs parallel to K but with
opposite orientations. That is, the resulting closed braid presents Kf for some framing f .

Write f D a for the framing which arises when all the crossings used in the braid boxes are positive.
If k of the boxes are filled with negative crossings instead, then we have framing f D aC k, so with all
crossings negative we have f D aC˛ D b, say.

In the case that f < a or f > b, we can present Kf as a closed braid on ˛C � strings for f D a� � or
f D bC � (� � 1) by adding � extra suitably chosen arcs to the grid diagram. This gives us an upper
bound for b.Kf /,

(3-2) b.Kf /�

8<:
˛C a�f if f < a;

˛ if a� f � b;

˛Cf � b if f > b;

with b D aC˛.
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An alternating knot K has an arc representation with c.D/C 2 arcs [1], so we can set ˛ D c.D/C 2

in (3-2). It remains to show that aD a.D/ and b D b.D/ in this case.

By our lower bound calculation (2-1), Kf cannot be presented as a braid on ˛ D c.D/C 2 strings if
f < a.D/ or f > b.D/. Now Ka and Kb are each presented by an ˛–string braid, so a � a.D/ and
b � b.D/. Thus b D c.D/C 2C a� c.D/C 2C a.D/D b.D/, giving

b D b.D/; aD a.D/

in (3-2).

We end our paper with the following remarks:

Remark If one desires to use the linking number l of Kf in the formulation of b.Kf / instead of the
framing f , then the formulation can be easily obtained by substituting f by �l in (1-1). Specifically, (1-1)
becomes

(3-3) b.Kf /D

8<:
c.D/C 2C a0.D/� l if l < a0.D/;

c.D/C 2 if a0.D/� l � b0.D/;

c.D/C 2� b0.D/C l if l > b0.D/;

where a0.D/ D �vC.D/�w.D/, b0.D/ D v�.D/�w.D/ and l D �f is the linking number of Kf .
The corresponding formulation of (2-1) matches the one given in [5]. We need to point out that the
lower bound formula derived in [5] uses a graph-theoretic approach on the Seifert graphs of D and Kf

constructed from the blackboard reverse parallel of D. However, that approach only works for the special
alternating knots, namely those alternating knots which admit a reduced alternating diagram in which the
crossings are either all positive or all negative.

Remark The general question of finding the braid index for a satellite of a knot K with some form of
reverse string pattern has been considered by Birman and Menasco [2]. Our reverse parallels, along with
Whitehead doubles, are the simplest such satellites. Nutt [15] draws on [2] to give lower bounds for the
braid index in terms of the arc index of K, as well as the upper bounds which we have used. Coupled with
the later work of Bae and Park [1], this would provide our result without the use of Rudolph’s congruence.

Some descriptions given by [2] were later found to be incomplete, with Ka Yi Ng [14] providing details
of the missing cases. Nutt’s lower bound argument needs the analysis in [2] which shows that the arc
index of K is a lower bound for the braid index of any reverse string satellite of K. We have not been
able to confirm how well the arc index analysis in the original paper extends to Ng’s extra cases.

Remark Theorem 1.1 allows us to settle the long-standing conjecture that the ropelength of an alternating
knot K is at least proportional to its crossing number. This statement is a consequence of [4, Theorem 3.1]
and the fact that the ropelength of K is bounded below by a (fixed) constant multiple of the ropelength
of Kf for some f . The more general case of an alternating link with two or more components remains open.
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